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Preface

The fifth edition of Fundamental Immunology appears when the importance of the 
immune response in human health and the prevention of disease was never clearer. 
Bio-terroism is a world-wide threat, with the possibility that one of the greatest 
achievements of mankind, the elimination of small pox, may be undone. The HIV 
pandemic shows no signs of abating and exacts an increasingly frightening toll. 
Tuberculosis and malaria continue to be major scourges of mankind. The number of 
infants and children that annually succumb to diarrheal infectious diseases is in the 
millions.

The true impact of autoimmunity is more fully appreciated than ever and we now 
recognize that inflammation plays a major role in many diseases, not the least of which 
is atherosclerosis. Childhood asthma and allergies have become a virtual epidemic, 
particularly in certain parts of the western world. The great promise of transplantation 
will only be fulfilled when we can induce specific tolerance and avoid the need for 
long-lasting immunosuppression. The possibility that the immune response can become 
a major modality for cancer therapy still remains to be determined.

These challenges demand a redoubled effort to more fully understand the basis of the 
immune response and to learn how it can be mobilized or inhibited. Innnovative 
approaches for the development of new vaccines are needed. A new generation of 
immunologists will be required to grapple with these issues. Fundamental Immunology 
and its sister publications play a key role in training those entering our field and in 
helping current immunologists to be as productive as possible.

Fundamental Immunology was first published in 1984; I began to work on it in late 
1982. The Fifth Edition thus marks more than 20 years during which I have had the 
privilege of participating in the preparation of this book. My goal was, and continues to 
be, to make available to advanced students of immunology and to post-doctoral fellows 
in immunology and related fields an authoritative treatment of the major areas of 
immunology. Fundamental Immunology is also designed to provide my colleagues with 
a simple way to keep current in aspects of immunology outside their immediate area of 
expertise and to allow scientists in allied fields to rapidly inform themselves of the state 
of the art to aid them in aspects of their work that impinge on immunology.

In agreeing to take responsibility for editing an advanced text in immunology, I was 
motivated, in part, by my experience as a post-doctoral fellow working on the binding 
properties of antibodies when I made almost daily use of Kabat and Mayer's 
Experimental Immunochemistry. I hoped that Fundamental Immunology might serve a 
similar role for a new generation of immunologists. The degree to which I have 
succeeded must be judged by the readers.

What I failed to anticipate was the unremitting growth of our science. Indeed, 



immunology has been in a state of continuing revolution throughout my entire career. 
Fundamental Immunology, which was 809 pages in its first version, has more than 
doubled in size and a field that seemed almost too broad to be encompassed in a 
single volume in 1984 is now far broader.

I continue to be impressed with the vibrancy of immunology and with the upwelling of 
new subjects that gain center stage. Indeed, in the period since the Fourth Edition, 
virtually every area of immunology has seen major progress. Innate immunity and 
regulatory T cells, topics that had languished for years, have become the “hottest” of 
hot subjects. Of course, these are not new areas; the study of innate immunity and the 
inflammatory response have been central to our discipline since the 19th century. The 
competing ideas championed by Metchnikoff and by Ehrlich have always been in the 
minds of immunologists. Nonetheless, the thrust of innate immunity into the forefront of 
immunological science has been truly remarkable. Similarly, the re-emergence of the 
study of immunological suppression, with its new name, and the recognition of the 
central role that regulatory (suppressor) T cells play in control of autoimmunity has been 
nothing short of spectacular.

Fundamental Immunology has changed just as our field has changed. New chapters 
have been added to represent disciplines that have come to the fore and previous 
chapters have been dropped, with the material in them reassigned to other chapters. 
For the Fifth Edition, the previous organizational structure has been generally retained. 
The opening section, Introduction, provides an overview of contemporary immunology 
and a portrayal of the history of our field, prepared by a distinguished historian of 
immunology, so that those with a limited background in the field can productively read 
the subsequent chapters. The next three sections, Immunoglobulins and B 
Lymphocytes, T Cells and NK Cells, and Organization and Evolution of the Immune 
System, introduce the principal cellular components of the immune system and the 
context in which they act. Emphasizing the centrality of antigen-presentation and of 
major histocompatibility molecules in the process of T cell recognition of antigen, I have 
added the section Antigen Processing and Presentation. The book then considers the 
Regulation of the Immune Response, with 13 individual chapters detailing the critical 
aspects of this process. Among these are four separate chapters on the central 
regulatory molecules of the immune system, the cytokines. I then turn to consider how 
the immune system mediates its functions, deals with infectious agents, and 
participates in and may prevent or ameliorate a wide range of diseases. The chapters 
dealing with this are found in the sections Effector Mechanisms of Immunity, Immunity 
to Infectious Agents (a new section with five chapters) and Immunologic Mechanisms in 
Disease.

In the Preface to each of the previous editions, I reminded readers that Fundamental 
Immunology grapples with the most current of immunological subjects. In many areas, 
consensus may not yet have been reached. Each chapter has been written by a leader 
in the field, but inevitably there will be disagreement among them on certain issues. 
Rather than striving for an agreement where none yet exists, I ask the reader to take 
note of the differences and reach their own judgments in these contentious areas.



I welcome comments by readers of Fundamental Immunology for ways to improve the 
book and to increase its value. Such suggestions will be seriously considered in the 
preparation of subsequent editions.

William E. Paul

Bethesda Maryland



Quotes

From my teachers I have learned much, from my colleagues still more, but from my 
students most of all. 
The Talmud

Discovery consists of seeing what everybody has seen and thinking what nobody has 
thought. 
Albert Szent-Gyorgyi

…the clonal selection hypothesis…[SC]assumes that…[SC]there exist clones of 
mesenchymal cells, each carrying immunologically reactive 
sites…complementary…[SC]to one (or possibly a small number of) potential antigenic 
determinants. 
Sir Macfarlane Burnet The Clonal Selection Theory of Acquired Immunity

In the fields of observation, chance favors only the mind that is prepared.  
Louis Pasteur Address at the University of Lille

In all things of nature there is something of the marvelous.  
Aristotle Parts of Animals



Chapter 1 The Immune System: An Introduction

Fundamental Immunology

Chapter 1
William Paul Introduction

The Immune System: An Introduction

KEY CHARACTERISTICS OF THE IMMUNE SYSTEM

 Innate Immunity (Chapter 17)

 Primary Responses (Chapter 6, Chapter 10, and Chapter 14)

 Secondary Responses and Immunologic Memory (Chapter 6, Chapter 10, Chapter 14, and Chapter 28)

 The Immune Response Is Highly Specific and the Antigenic Universe Is Vast

 The Immune System Is Tolerant of Self-Antigens (Chapter 29)

 Immune Responses Against Self-Antigens Can Result in Autoimmune Diseases (Chapter 44 and Chapter 45)

 AIDS Is an Example of a Disease Caused by a Virus that the Immune System Generally Fails to Eliminate (Chapter 42)

 Major Principles of Immunity
CELLS OF THE IMMUNE SYSTEM AND THEIR SPECIFIC RECEPTORS AND PRODUCTS
B-LYMPHOCYTES AND ANTIBODY

 B-Lymphocyte Development (Chapter 6)

 B-Lymphocyte Activation (Chapter 7)

 B-Lymphocyte Differentiation (Chapter 5, Chapter 7, and Chapter 28)

 B1 or CD5+ B-Lymphocytes (Chapter 6)

 B-Lymphocyte Tolerance (Chapter 29)

 Immunoglobulin Structure (Chapter 3)

 Immunoglobulin Genetics (Chapter 5)

 Class Switching (Chapter 5)

 Affinity Maturation and Somatic Hypermutation (Chapter 5)
T-LYMPHOCYTES

 T-Lymphocyte Antigen Recognition (Chapter 8, Chapter 19, and Chapter 20)

 T-Lymphocyte Receptors (Chapter 8)

 T-Lymphocyte Activation (Chapter 11)

 T-Lymphocyte Development (Chapter 9)

 T-Lymphocyte Functions (Chapter 10)

 T Cells That Help Antibody Responses (Chapter 10)

 Induction of Cellular Immunity (Chapter 10)

 Regulatory T Cells (Chapter 30)

 Cytotoxic T Cells (Chapter 36)
CYTOKINES (Chapter 23, Chapter 24, Chapter 25, and Chapter 26)

 Chemokines (Chapter 26)
THE MAJOR HISTOCOMPATIBILITY COMPLEX AND ANTIGEN PRESENTATION (Chapter 19 and Chapter 20)

 Class I MHC Molecules (Chapter 19)

 Class II MHC Molecules (Chapter 19)

 Antigen Presentation (Chapter 20)

 T-Lymphocyte Recognition of Peptide/MHC Complexes Results in MHC-Restricted Recognition (Chapter 8)

 Antigen-Presenting Cells (Chapter 15)



EFFECTOR MECHANISMS OF IMMUNITY

 Effector Cells of the Immune Response

 Monocytes and Macrophages (Chapter 16)

 Natural Killer Cells (Chapter 12)

 Mast Cells and Basophils (Chapter 46)

 Granulocytes (Chapter 37)

 Eosinophils (Chapter 38 and Chapter 46)

 The Complement System (Chapter 34)

 The Classical Pathway of Complement Activation

 The Alternative Pathway of Complement Activation

 The Terminal Components of the Complement System
CONCLUSION

The immune system is a remarkable defense mechanism. It provides the means to 
make rapid, specific, and protective responses against the myriad potentially 
pathogenic microorganisms that inhabit the world in which we live. The tragic example 
of severe immunodeficiencies, as seen in both genetically determined diseases and in 
acquired immunodeficiency syndrome (AIDS), graphically illustrates the central role the 
immune response plays in protection against microbial infection. The immune system 
also has a role in the rejection of tumors and may exert important effects in regulating 
other bodily systems, but most immunologists would agree that the evolutionary 
pressure that has principally shaped the immune system is the challenge to vertebrates 
of the microbial world.

Fundamental Immunology has as its goal the authoritative presentation of the basic 
elements of the immune system, of the means through which the mechanisms of 
immunity act in a wide range of clinical conditions, including recovery from infectious 
diseases, rejection of tumors, transplantation of tissue and organs, autoimmune and 
other immunopathologic conditions, and allergy; and how the mechanisms of immunity 
can be martialed by vaccination to provide protection against microbial pathogens.

The purpose of this opening chapter is to provide readers with a general introduction to 
our current understanding of the immune system. It will thus be of particular importance 
for those with a limited background in immunology, providing them with the preparation 
needed for subsequent chapters of the book. Indeed, rather than providing extensive 
references in this chapter, each of the subject headings will indicate the chapters that 
deal in detail with the topic under discussion. Those chapters will not only provide an 
extended treatment of the topic but will also furnish the reader with a comprehensive 
reference list.

KEY CHARACTERISTICS OF THE IMMUNE SYSTEM

Innate Immunity ( Chapter 17)

Most pathogenic microorganisms attempting to infect an individual encounter powerful 



nonspecific defenses. The epithelium provides both a physical barrier to the entry of 
microbes and produces a variety of antimicrobial factors. Microbes that penetrate the 
epithelium are met with macrophages and related cells that have receptors for 
cell-surface molecules found on many microbial agents. These interactions may lead to 
phagocytosis of the pathogen, activation of the macrophage so that it can destroy the 
agent and to the induction of an inflammatory response that recruits other cell types, 
including neutrophils, to the site. Microbial pathogens may also be recognized by 
components of the complement system leading to the enhanced phagocytosis of the 
agent and in some instances to its lysis as well as to independent activation of 
inflammatory responses.

The innate immune system also acts to recruit antigen-specific immune responses, not 
only by attracting cells of the immune system to the site of the infection, but also 
through the uptake of antigen by dendritic cells that transport antigen to lymphoid tissue 
where primary immune responses are initiated. Dendritic cells also produce cytokines 
that can regulate the quality of the immune response so that it is most appropriate to 
combating the pathogen.

Primary Responses ( Chapter 6, Chapter 10, and Chapter 14)

Primary immune responses are initiated when a foreign antigenic substance interacts 
with antigen-specific lymphocytes under appropriate circumstances. The response 
generally consists of the production of antibody molecules specific for the antigenic 
determinants of the immunogen and of the expansion and differentiation of 
antigen-specific helper and effector T-lymphocytes. The latter include cells that produce 
cytokines and killer T cells, capable of lysing infected cells. Generally, the combination 
of the innate immune response and the primary response are sufficient to eradicate or 
to control the microbe. Indeed, the most effective function of the immune system is to 
mount a response that eliminates the infectious agent from the body.

Secondary Responses and Immunologic Memory ( Chapter 6, Chapter 10, Chapter 
14, and Chapter 28)

As a consequence of the initial encounter with antigen, the immunized individual 
develops a state of immunologic memory. If the same (or a closely related) 
microorganism is encountered again, a secondary response is made. This generally 
consists of an antibody response that is more rapid, greater in magnitude, and 
composed of antibodies that bind to the antigen with greater affinity and are more 
effective in clearing the microbe from the body. A more rapid and more effective T-cell 
response also ensues. One effect is that an initial infection with a microorganism 
initiates a state of immunity in which the individual is protected against a second 
infection. In the majority of situations, protection is provided by high-affinity antibody 
molecules that rapidly clear the re-introduced microbe. This is the basis of vaccination; 
the great power of vaccines is illustrated by the elimination of smallpox from the world 
and by the complete control of polio in the Western Hemisphere.



The Immune Response Is Highly Specific and the Antigenic Universe Is Vast

The immune response is highly specific. Primary immunization with a given 
microorganism evokes antibodies and T cells that are specific for the antigenic 
determinants found on that microorganism but that fail to recognize (or recognize only 
poorly) antigenic determinants expressed by unrelated microbes. Indeed, the range of 
antigenic specificities that can be discriminated by the immune system is enormous.

The Immune System Is Tolerant of Self-Antigens ( Chapter 29)

One of the most important features of the immune system is its ability to discriminate 
between antigenic determinants expressed on foreign substances, such as pathogenic 
microbes, and potential antigenic determinants expressed by the tissues of the host. 
The capacity of the system to ignore host antigens is an active process involving the 
elimination or inactivation of cells that could recognize self-antigens through a process 
designated immunologic tolerance.

Immune Responses Against Self-Antigens Can Result in Autoimmune Diseases ( 
Chapter 44 and Chapter 45)

Failures in establishing immunologic tolerance or unusual presentations of self-antigens 
can give rise to tissue-damaging immune responses directed against antigenic 
determinants on host molecules. These can result in autoimmune diseases. It is now 
recognized that a range of extremely important diseases are caused by autoimmune 
responses or have major autoimmune components, including systemic lupus 
erythematosus, rheumatoid arthritis, insulin-dependent diabetes mellitus, multiple 
sclerosis, myasthenia gravis, and regional enteritis. Efforts to treat these diseases by 
modulating the autoimmune response are a major theme of contemporary medicine.

AIDS Is an Example of a Disease Caused by a Virus that the Immune System 
Generally Fails to Eliminate ( Chapter 42)

Immune responses against infectious agents do not always lead to elimination of the 
pathogen. In some instances, a chronic infection ensues in which the immune system 
adopts a variety of strategies to limit damage caused by the organism or by the immune 
response. One of the most notable infectious diseases in which the immune response 
generally fails to eliminate the organism is AIDS, caused by the human 
immunodeficiency virus (HIV). In this instance, the principal infected cells are those of 
the immune system itself, leading to an eventual state in which the individual can no 
longer mount protective immune responses against other microbial pathogens.

Major Principles of Immunity

The major principles of the immune response are:



Elimination of many microbial agents through the nonspecific protective 
mechanisms of the innate immune system
Highly specific recognition of foreign antigens coupled with potent mechanisms for 
elimination of microbes bearing such antigens
A vast universe of distinct antigenic specificities and a comparably vast capacity 
for the recognition of these antigens
The capacity of the system to display immunologic memory
Tolerance of self-antigens

The remainder of this introductory chapter will describe briefly the molecular and cellular 
basis of the system and how these central characteristics of the immune response may 
be explained.

CELLS OF THE IMMUNE SYSTEM AND THEIR SPECIFIC RECEPTORS 
AND PRODUCTS

The immune system consists of a wide range of distinct cell types, each with important 
roles. The lymphocytes occupy central stage because they are the cells that determine 
the specificity of immunity. It is their response that orchestrates the effector limbs of the 
immune system. Cells that interact with lymphocytes play critical parts both in the 
presentation of antigen and in the mediation of immunologic functions. These cells 
include dendritic cells, and the closely related Langerhans cells, 
monocyte/macrophages, natural killer (NK) cells, neutrophils, mast cells, basophils, and 
eosinophils. In addition, a series of specialized epithelial and stromal cells provide the 
anatomic environment in which immunity occurs, often by secreting critical factors that 
regulate migration, growth, and/or gene activation in cells of the immune system. Such 
cells also play direct roles in the induction and effector phases of the response.

The cells of the immune system are found in peripheral organized tissues, such as the 
spleen, lymph nodes, Peyer’s patches of the intestine, and tonsils, where primary 
immune responses generally occur (see Chapter 14). A substantial portion of the 
lymphocytes and macrophages comprise a re-circulating pool of cells found in the blood 
and lymph, as well as in the lymph nodes and spleen, providing the means to deliver 
immunocompetent cells to sites where they are needed and to allow immunity that is 
initiated locally to become generalized. Activated lymphocytes acquire the capacity to 
enter nonlymphoid tissues where they can express effector functions and eradicate 
local infections. Some memory lymphocytes are “on patrol” in the tissues, scanning for 
reintroduction of their specific antigens. Lymphocytes are also found in the central 
lymphoid organs, thymus, and bone marrow, where they undergo the developmental 
steps that equip them to mediate the responses of the mature immune system.

Individual lymphocytes are specialized in that they are committed to respond to a limited 
set of structurally related antigens. This commitment exists before the first contact of 
the immune system with a given antigen. It is expressed by the presence on the 
lymphocyte’s surface membrane of receptors specific for determinants (epitopes) of the 
antigen. Each lymphocyte possesses a population of receptors, all of which have 
identical combining sites. One set, or clone, of lymphocytes differs from another clone 



in the structure of the combining region of its receptors and thus in the epitopes that it 
can recognize. The ability of an organism to respond to virtually any non-self antigen is 
achieved by the existence of a very large number of different lymphocytes, each 
bearing receptors specific for a distinct epitope. As a consequence, lymphocytes are an 
enormously heterogeneous group of cells. Based on reasonable assumptions as to the 
range of diversity that can be created in the genes encoding antigen-specific receptors, 
it seems virtually certain that the number of distinct combining sites on lymphocyte 
receptors of an adult human can be measured in the millions.

Lymphocytes differ from each other not only in the specificity of their receptors but also 
in their functions. There are two broad classes of lymphocytes: the B-lymphocytes, 
which are precursors of antibody-secreting cells, and the T- (thymus-derived) 
lymphocytes. T-lymphocytes express important helper functions, such as the ability to 
aid in the development of specific types of immune responses, including the production 
of antibody by B cells and the increase in the microbicidal activity of macrophages. 
Other T-lymphocytes are involved in direct effector functions, such as the lysis of 
virus-infected cells or certain neoplastic cells. Specialized T-lymphocytes (regulatory T 
cells) have the capacity to suppress specific immune responses.

B-LYMPHOCYTES AND ANTIBODY

B-Lymphocyte Development ( Chapter 6)

B-lymphocytes derive from hematopoietic stem cells by a complex set of differentiation 
events ( Fig. 1). A detailed picture has been obtained of the molecular mechanisms 
through which committed early members of the B lineage develop into mature 
B-lymphocytes. These events occur in the fetal liver and, in adult life, principally in the 
bone marrow. Interaction with specialized stromal cells and their products, including 
cytokines such as interleukin (IL)-7, are critical to the normal regulation of this process.

 
FIG. 1. The patterns of gene expression, timing of gene rearrangement events, capacity 
for self-replenishment and for rapid proliferation of developing B lymphocytes are 
indicated. Adapted from Hardy RR, Hayakawa K, B cell development pathways, Annu 
Rev Immunol 2001,19:595–621, with permission.



The key events in B-cell development occur in cells designated pro-B cells and pre-B 
cells. They center about the assembly of the genetic elements encoding the 
antigen-specific receptors of B cells, which are immunoglobulin (Ig) molecules 
specialized for expression on the cell surface. Igs are heterodimeric molecules 
consisting of heavy (H) and light (L) chains, both of which have regions (variable [V] 
regions) that contribute to the binding of antigen and that differ in sequence from one Ig 
molecule to another (see Chapter 3) ( Fig. 2). In addition, H and L chains contain 
regions that are nonvariable or constant (C regions).

 
FIG. 2. A schematic representation of an Ig molecule indicating the means through 
which the V regions and the CH1 and CL regions of H and L chains pair with one 
another and how the CH2 and CH3 regions of the H chains pair.

The genetic elements encoding the variable portions of Ig H and L chains are not 
contiguous in germline DNA or in the DNA of nonlymphoid cells (see Chapter 5) ( Fig. 
3). In pro- and pre-B cells, these genetic elements are translocated to construct an 
expressible V-region gene. This process involves a choice among a large set of 
potentially usable variable (V), diversity (D), and joining (J) elements in a combinatorial 
manner. Such combinatorial translocation, together with a related set of events that add 
diversity in the course of the joining process, results in the generation of a very large 
number of distinct H and L chains. The pairing of H and L chains in a quasi-random 
manner further expands the number of distinct Ig molecules that can be formed.



 
FIG. 3. Organization and translocation of mouse IgH genes. IgH chains are encoded by 
four distinct genetic elements: Igh-V (V), Igh-D (D), Igh-J (J), and Igh-C. The V, D, and J 
genetic elements together specify the variable region of the H chain. The Igh-C element 
specifies the C region. The same V region can be expressed in association with each of 
the C regions (µ, d, ?3, ?1, ?2ß, ?2a, e, and a). In the germline, the V, D, and J genes 
are far apart and there are multiple forms of each of these genes. In the course of 
lymphocyte development, a VDJ gene complex is formed by translocation of individual 
V and D genes so that they lie next to one of the J genes, with excision of the 
intervening genes. This VDJ complex is initially expressed with µ and d C genes, but 
may be subsequently translocated so that it lies near one of the other C genes (e.g. ?1) 
and in that case leads to the expression of a VDJ ?1 chain.

The H-chain variable region is initially expressed in association with the product of the µ 
constant (C)-region gene. Together these elements encode the µ IgH chain, which is 
used in Igs of the IgM class.

The successful completion of the process of Ig gene rearrangement and the expression 
of the resultant IgM on the cell surface marks the transition between the pre-B– and 
B–cell states ( Fig. 1). The newly differentiated B cell initially expresses surface Ig solely 
of the IgM class. The cell completes its maturation process by expressing on its surface 
a second class of Ig composed of the same L chain and the same H chain variable 
(VDJ) region but of a different H-chain C region; this second Ig H chain is designated d, 
and the Ig to which it contributes is designated IgD.

The differentiation process is controlled at several steps by a system of checks that 
determines whether prior steps have been successfully completed. These checks 
depend on the expression on the surface of the cell of appropriately constructed Ig or 
Ig-like molecules. For, example, in the period after a µ chain has been successfully 
assembled but before an L chain has been assembled, the µ chain is expressed on the 
cell surface in association with a surrogate light chain, consisting of VpreB and ?5. 
Pre-B cells that fail to express this µ/VpreB ?5 complex do not move forward to future 
differentiation states or do so very inefficiently.

B-Lymphocyte Activation ( Chapter 7)

A mature B cell can be activated by an encounter with an antigen expressing epitopes 
that are recognized by its cell-surface Ig ( Fig. 4). The activation process may be a 
direct one, dependent on cross-linkage of membrane Ig molecules by the antigen ( 
cross-linkage–dependent B-cell activation), or an indirect one, occurring most efficiently 
in the context of an intimate interaction with a helper T cell, in a process often referred 



to as cognate help.

 
FIG. 4. Two forms of B-cell activation. A: Cognate T-cell/B-cell help. Resting B cells can 
bind antigens that bear epitopes complementary to their cell-surface Ig. Even if the 
antigen cannot cross-link the receptor, it will be endocytosed and enter late endosomes 
and lysosomes where it will be degraded to peptides. Some of these peptides will be 
loaded into class II MHC molecules and brought to the cell surface, where they can be 
recognized by CD4+ T cells that bear receptors specific for that peptide/class II 
complex. This interaction allows an activation ligand on the T cells (CD40 ligand) to bind 
to its receptor on B cells (CD40) and to signal B-cell activation. In addition, the T cells 
secrete several cytokines that regulate the growth and differentiation of the stimulated B 
cell. B: Cross-lineage–dependent B-cell activation. When B cells encounter antigens 
that bear multiple copies of an epitope that can bind to their surface Ig, the resultant 
cross-linkage stimulates biochemical signals within the cell leading to B-cell activation, 
growth, and differentiation. In many instances, B-cell activation events may result from 
both pathways of stimulation.

Because each B cell bears membrane Ig molecules with identical variable regions, 
cross-linkage of the cell-surface receptors requires that the antigen express more than 
one copy of an epitope complementary to the binding site of the receptor. This 
requirement is fulfilled by antigens with repetitive epitopes. Among these antigens are 
the capsular polysaccharides of many medically important microorganisms such as 
pneumococci, streptococci, and meningococci. Similar expression of multiple identical 
epitopes on a single immunogenic particle is a property of many viruses because they 
express multiple copies of envelope proteins on their surface. Cross-linkage–dependent 
B-cell activation is a major protective immune response mounted against these 
microbes. The binding of complement components (see Chapter 34) to antigen or 



antigen–antibody complexes can increase the magnitude of the 
cross-linkage–dependent B-cell activation due to the action of a receptor for 
complement, which, together with other molecules, increases the magnitude of a B-cell 
response to limiting amounts of antigen.

Cognate help allows B cells to mount responses against antigens that cannot cross-link 
receptors and, at the same time, provides co-stimulatory signals that rescue B cells 
from inactivation when they are stimulated by weak cross-linkage events. Cognate help 
is dependent on the binding of antigen by the B cell’s membrane Ig, the endocytosis of 
the antigen, and its fragmentation into peptides within the endosomal/lysosomal 
compartment of the cell. Some of the resultant peptides are loaded into a groove in a 
specialized set of cell-surface proteins, the class II major histocompatibility complex 
(MHC) molecules ( Fig. 5). The resultant class II/peptide complexes are expressed on 
the cell surface. As will be discussed below, these complexes are the ligands for the 
antigen-specific receptors of a set of T cells designated CD4+ T cells. CD4+ T cells that 
have receptors specific for the class II/peptide complex expressed on the B-cell surface 
recognize and interact with that B cell. That interaction results in the activation of the B 
cell through the agency of cell-surface molecules expressed by the T cells (e.g., the 
CD40 ligand [CD154]) and cytokines produced by the T cell ( Fig. 4). The role of the 
B-cell receptor for antigen is to create the T-cell ligand on the surface of 
antigen-specific B cells; activation of the B cell derives largely from the action of the T 
cell. However, in many physiologic situations, receptor cross-linkage stimuli and 
cognate help synergize to yield more vigorous B-cell responses.

 
FIG. 5. Illustration of the structure of the peptide-binding domain (a1 and ß1) of a class 
II MHC molecule (HLA-DR; protein data bank designation 1DLH) bound to an antigenic 
peptide from influenza hemagglutinin. Adapted by D.H. Margulies from Stern LJ et al., 
Crystal structure of the human class II MHC protein HLA-DR1 complexed with an 
influenza virus peptide, Nature 1994;368:215–221, with permission.

B-Lymphocyte Differentiation ( Chapter 5, Chapter 7, and Chapter 28)

Activation of B cells prepares them to divide and to differentiate either into 



antibody-secreting cells or into memory cells, so that there are more cells specific for 
the antigen used for immunization and these cells have new properties. Those cells that 
differentiate into antibody secreting cells account for primary antibody responses. Some 
of these antibody secreting cells migrate to the bone marrow where they may continue 
to produce antibody for an extended period of time and may have lifetimes in excess of 
1 year.

Memory B cells give rise to antibody-secreting cells upon re-challenge of the individual. 
The hallmark of the antibody response to re-challenge (a secondary response) is that it 
is of greater magnitude, occurs more promptly, is composed of antibodies with higher 
affinity for the antigen, and is dominated by Igs expressing ?, a, or e C regions (IgG, 
IgA, or IgE) rather than by IgM, which is the dominant Ig of the primary response.

Division and differentiation of cells into antibody-secreting cells is largely controlled by 
the interaction of the activated B cells with T cells expressing CD154 and by their 
stimulation by T-cell–derived cytokines.

The differentiation of activated B cells into memory cells occurs in a specialized 
micro-environmental structure in the spleen and lymph nodes, the germinal center. The 
process through which increases in antibody affinity occurs also takes place within the 
germinal center. The latter process, designated affinity maturation, is dependent on 
somatic hypermutation. The survival of cells within the germinal center depends on the 
capacity to bind antigen so that as antigen availability diminishes, cells that have higher 
affinity receptors, either naturally or as a result of the hypermutation process, have a 
selective survival and growth advantage. Thus, such cells come to dominate the 
population.

The process through which a single H-chain V region can become expressed with 
genes encoding C regions other than µ and d is referred to as Ig class switching. It is 
dependent on a gene translocation event through which the C-region genes between 
the genetic elements encoding the V region and the newly expressed C gene are 
excised, resulting in the switched C gene being located in the position that the Cµ gene 
formerly occupied ( Fig. 3). This process also occurs in germinal centers.

B1 or CD5+ B-Lymphocytes ( Chapter 6)

A second population of B cells (B1 cells) has been described that differs from the 
dominant B-cell population (sometimes designated B2 cells or conventional B cells) in 
several important respects. These cells were initially recognized because some express 
a cell-surface protein, CD5, not generally found on other B cells. In the adult mouse, B1 
B cells are found in relatively high frequency in the peritoneal cavity but are present at 
low frequency in the spleen and lymph nodes. B1 B cells are quite numerous in fetal 
and perinatal life.

Whether B1 B cells derive from a separate set of stem cells found in the fetal liver but 
absent from (or present only at low frequency in) the adult bone marrow is still a matter 
of controversy. The alternative view is that B1 B cells are derived from conventional B 
cells as a result of cross-linkage–dependent B-cell activation. B1 B cells appear to be 



self-renewing, in contrast to conventional B cells, in which division and memory are 
antigen driven.

B1 B cells appear to be responsible for the secretion of the serum IgM that exists in 
nonimmunized mice, often referred to as natural IgM. Among the antibodies found in 
such “natural” IgM are molecules that can combine with phosphatidyl choline (a 
component of pneumococcal cell walls) and for lipopolysaccharide and influenza virus. 
B1 B cells also produce autoantibodies, although they are generally of low affinity and 
in most cases not pathogenic. It is believed that B1 B cells are important in resistance 
to several pathogens and may have a significant role in mucosal immunity.

B-Lymphocyte Tolerance ( Chapter 29)

One of the central problems facing the immune system is that of being able to mount 
highly effective immune responses to the antigens of foreign, potentially pathogenic, 
agents while ignoring antigens associated with the host’s own tissues. The mechanisms 
ensuring this failure to respond to self-antigens are complex and involve a series of 
strategies. Chief among them is elimination of cells capable of self-reactivity or the 
inactivation of such cells. The encounter of immature, naive B cells with antigens with 
repetitive epitopes capable of cross-linking membrane Ig can lead to elimination of the 
B cells, particularly if no T-cell help is provided at the time of the encounter. This 
elimination of potentially self-reactive cells is often referred to as clonal elimination. 
Some self-reactive cells, rather than dying upon encounter with self-antigens, may 
re-express the proteins needed for immunoglobulin gene rearrangement and undergo a 
further round of such rearrangement. This process, referred to as receptor editing, 
allows a self-reactive cell to substitute a new receptor and therefore to avoid 
elimination.

There are many self-antigens that are not encountered by the developing B-cell 
population or that do not have the capacity to cross-link B-cell receptors to a sufficient 
degree to elicit the clonal elimination/receptor editing process. Such cells, even when 
mature, may nonetheless be inactivated through a process that involves cross-linkage 
of receptors without the receipt of critical co-stimulatory signals. These inactivated cells 
may be retained in the body but are unresponsive to antigen and are referred to as 
anergic. When removed from the presence of the anergy-inducing stimulus, such cells 
may regain responsiveness.

Immunoglobulin Structure ( Chapter 3)

The antigen-specific membrane receptors and secreted products of B cells are Ig 
molecules. Igs are members of a large family of proteins designated the 
immunoglobulin supergene family. Members of the Ig supergene family have sequence 
homology, a common gene organization, and similarities in three-dimensional structure. 
The latter is characterized by a structural element referred to as the Ig fold, generally 
consisting of a set of seven ß-pleated sheets organized into two apposing layers ( Fig. 
6). Many of the cell-surface proteins that participate in immunologic recognition 
processes, including the T-cell receptor (TCR), the CD3 complex, and molecules 
associated with the B-cell receptor (Iga and Igß), are members of the Ig supergene 



family.

 
FIG. 6. Schematic drawing of the V and C domains of an Ig L chain illustrating the “Ig 
fold.” The ß strands participating in the antiparallel ß-pleated sheets of each domain are 
represented as arrows. The ß strands of the three-stranded sheets are shaded, 
whereas those in the four-stranded sheets are white. The intradomain disulfide bonds 
are represented as black bars. Selected amino acids are numbered with position 1 as 
the N terminus. From Edmundson AB, Ely KR, Abola EE, et al., Rotational allomerism 
and divergent evolution of domains in immunoglobulin light chains, Biochemistry 
1975;14:3953–3961, with permission.

The Igs themselves are constructed of a unit that consists of two H chains and two L 
chains ( Fig. 2). The H and L chains are composed of a series of domains, each 
consisting of approximately 110 amino acids.

The L chains, of which there are two types (? and ?), consist of two domains. The 
carboxy-terminal domain is essentially identical among L chains of a given type and is 
referred to as the constant (C) region. As already discussed, the amino-terminal domain 
varies from L chain to L chain and contributes to the binding site of antibody. Because 
of its variability, it is referred to as the variable (V) region. The variability of this region is 
largely concentrated in three segments, designated as the hypervariable or 
complementarity-determining regions (CDRs). The CDRs contain the amino acids that 
are the L chain’s contribution to the lining of the antibody’s combining site. The three 
CDRs are interspersed among four regions of much lower degree of variability, 
designated framework regions (FRs).

The H chains of Ig molecules are of several classes (µ, d, ? [of which there are several 
subclasses], a, and e), as noted above. An assembled Ig molecule, consisting of one or 
more units of two identical H and L chains, derives its name from the H chain that it 
possesses. Thus, there are IgM, IgD, IgG, IgA, and IgE antibodies. The H chains each 
consist of a single amino-terminal V region and three or four C regions. In many H 
chains, a hinge region separates the first and second C regions and conveys flexibility 
to the molecule, allowing the two combining sites of a single unit to move in relation to 
one another so as to promote the binding of a single antibody molecule to an antigen 
that has more than one copy of the same epitope. Such divalent binding to a single 



antigenic structure results in a great gain in energy of interaction (see Chapter 4). The 
H-chain V region, like that of the L chain, contains three CDRs lining the combining site 
of the antibody and four FRs.

The C region of each H-chain class conveys unique functional attributes to the 
antibodies that possess it. Among the distinct biologic functions of each class of 
antibody are the following:

IgM antibodies are potent activators of the complement system ( Chapter 34).
IgA antibodies are secreted into a variety of bodily fluids and are principally 
responsible for immunity at mucosal surfaces ( Chapter 31).
IgE antibodies are bound by specific receptors (FceRI) on basophils and mast 
cells. When cross-linked by antigen, these IgE/FceRI complexes cause the cells 
to release a set of mediators responsible for allergic inflammatory responses ( 
Chapter 46).
IgD antibodies act virtually exclusively as membrane receptors for antigen.
IgG antibodies, made up of four subclasses in both humans and mice, mediate a 
wide range of functions including transplacental passage and opsonization of 
antigens through binding of antigen–antibody complexes to specialized Fc 
receptors on macrophages and other cell types ( Chapter 22, Chapter 34, and 
Chapter 36).

IgD, IgG, and IgE antibodies consist of a single unit of two H and L chains. IgM 
antibodies are constructed of five or six such units, although they consist of a single unit 
when they act as membrane receptors. IgA antibodies may consist of one or more 
units. The antibodies that are made up of more than a single unit generally contain an 
additional polypeptide chain, the J chain, which plays an important role in the ability of 
these polymeric immunoglobulins to be secreted at mucosal surfaces.

Each of the distinct Igs can exist as secreted antibodies and as membrane molecules. 
Antibodies and cell-surface receptors of the same class made by a specific cell have 
identical structures except for differences in their carboxy-terminal regions. Membrane 
Ig possesses a hydrophobic region, spanning the membrane, and a short 
intracytoplasmic tail, both of which are lacking in the secretory form.

Immunoglobulin Genetics ( Chapter 5)

The genetic makeup of the Ig H-chain gene has already been alluded to. The IgH-chain 
gene of a mature lymphocyte is derived from a set of genetic elements that are 
separated from one another in the germline. The V region is composed of three types of 
genetic elements: V H, D, and J H. More than 100 V H elements exist; there are more 
than 10 D elements and a small number of J H elements (4 in the mouse). An H-chain V 

HDJ H gene is created by the translocation of one of the D elements on a given 
chromosome to one of the J H elements on that chromosome, generally with the 
excision of the intervening DNA. This is followed by a second translocation event in 
which one of the V H elements is brought into apposition with the assembled DJ H 
element to create the V HDJ H (V region) gene ( Fig. 3). Although it is likely that the 



choice of the V H, D, and J H elements that are assembled is not entirely random, the 
combinatorial process allows the creation of a very large number of distinct H-chain 
V-region genes. Additional diversity is created by the imprecision of the joining events 
and by the deletion of nucleotides and addition of new, un-templated nucleotides 
between D and J H and between V H and D, forming N regions in these areas. This 
further increases the diversity of distinct IgH chains that can be generated from the 
relatively modest amount of genetic information present in the germline.

The assembly of L-chain genes follows generally similar rules. However, L chains are 
assembled from V L and J L elements only. Although there is junctional diversity, no N 
regions exist for L chains. Additional diversity is provided by the existence of two 
classes of L chains, ? and ?.

An Ig molecule is assembled by the pairing of IgH-chain polypeptide with an IgL-chain 
polypeptide. Although this process is almost certainly not completely random, it allows 
the formation of an exceedingly large number of distinct Ig molecules, the majority of 
which will have individual specificities.

The rearrangement events that result in the assembly of expressible IgH and IgL chains 
occur in the course of B-cell development in pro-B cells and pre-B cells, respectively ( 
Fig. 1). This process is regulated by the Ig products of the rearrangement events. The 
formation of a µ chain signals the termination of rearrangement of H-chain gene 
elements and the onset of rearrangement of L-chain gene elements, with ? 
rearrangements generally preceding ? rearrangements. One important consequence of 
this is that only a single expressible µ chain will be produced in a given cell, since the 
first expressible µ chain shuts off the possibility of producing an expressible µ chain on 
the alternative chromosome. Comparable mechanisms exist to ensure that only one 
L-chain gene is produced, leading to the phenomenon known as allelic exclusion. Thus, 
the product of only one of the two alternative allelic regions at both the H- and L-chain 
loci are expressed. The closely related phenomenon of L-chain isotype exclusion 
ensures the production of either ? or ? chains in an individual cell, but not both. An 
obvious but critical consequence of allelic exclusion is that an individual B cell makes 
antibodies, all of which have identical H- and L-chain V regions, a central prediction of 
the clonal selection theory of the immune response.

Class Switching ( Chapter 5)

An individual B cell can continue to express the same IgH-chain V region but, as it 
matures, can switch the IgH-chain C region that it uses ( Fig. 3). Thus, a cell that 
expresses receptors of the IgM and IgD classes may differentiate into a cell that 
expresses IgG, IgA, or IgE receptors and then into a cell-secreting antibody of the same 
class as it expressed on the cell surface. This process allows the production of 
antibodies capable of mediating distinct biologic functions but that retain the same 
antigen-combining specificity. When linked with the process of affinity maturation of 
antibodies, Ig class switching provides antibodies of extremely high efficacy in 
preventing re-infection with microbial pathogens or in rapidly eliminating such 
pathogens. These two associated phenomena account for the high degree of 



effectiveness of antibodies produced in secondary immune responses.

The process of switching is known to involve a recombination event between 
specialized switch (S) regions, containing repetitive sequences, that are located 
upstream of each C region (with the exception of the d C region). Thus, the S region 
upstream of the µ C H region gene (Sµ) recombines with an S region upstream of a 
more 3’ isotype, such as S?1, to create a chimeric Sµ/S?1 region resulting in the 
deletion of the intervening DNA ( Fig. 7). The genes encoding the C regions of the 
various ? chains (in the human ?1, ?2, ?3, and ?4; in the mouse ?1, ?2a, ?2b, and ?3), 
of the a chain, and of the e chain are located 3’ of the Cµ and Cd genes.

 
FIG. 7. Ig class switching. Illustrated here is the process through which a given VDJ 
gene in a stimulated B cell may switch the C-region gene with which it is associated 
from µ to another, such as ?1. A recombination event occurs in which DNA between a 
cleavage point in Sµ and one in S?1 forms a circular episome. This results in C?1 being 
located immediately downstream of the chimeric Sµ/?1 region, in a position such that 
transcription initiating upstream of VDJ results in the formation of VDJC?1 mRNA and 
?1 H-chain protein.

The induction of the switching process is dependent on the action of a specialized set 
of B-cell stimulants. Of these, the most widely studied are CD154, expressed on the 
surface of activated T cells, and bacterial lipopolysaccharide. The targeting of the C 
region that will be expressed as a result of switching is largely determined by cytokines. 
Thus, IL-4 determines that switch events in the human and mouse will be to the e C 
region and to the ?4 (human) or ?1 (mouse) C regions. In the mouse, interferon-gamma 
(IFN-?) determines switching to ?2a and transforming growth factor-beta (TGF-ß) 
determines switching to a. A major goal is to understand the physiologic determination 
of the specificity of the switching process. Because cytokines are often the key 
controllers of which Ig classes will represent the switched isotype, this logically 
translates into asking what regulates the relative amounts of particular cytokines that 
are produced by different modes of immunization.

The switching process depends on the RNA-editing, enzyme activation–induced 
cytidine deaminase (AID). Mice that lack AID fail to undergo immunoglobulin class 



switching. AID is also critical in the process of somatic hypermutation.

Affinity Maturation and Somatic Hypermutation ( Chapter 5)

The process of generation of diversity embodied in the construction of the H- and 
L-chain V-region genes and of the pairing of H and L chains creates a large number of 
distinct antibody molecules, each expressed in an individual B cell. This primary 
repertoire is sufficiently large so that most epitopes on foreign antigens will encounter B 
cells with complementary receptors. Thus, if adequate T-cell help can be generated, 
antibody responses can be made to a wide array of foreign substances. Nonetheless, 
the antibody that is initially produced usually has a relatively low affinity for the antigen. 
This is partially compensated for by the fact that IgM, the antibody initially made, is a 
pentamer. Through multivalent binding, high avidities can be achieved even if individual 
combining sites have only modest affinity (see Chapter 4). In the course of 
T-cell–dependent B-cell stimulation, particularly within the germinal center, a process of 
somatic hypermutation is initiated that leads to a large number of mutational events, 
largely confined to the H-chain and L-chain V-region genes and their immediately 
surrounding introns.

During the process of somatic hypermutation, mutational rates of 1 per 1,000 base pairs 
per generation may be achieved. This implies that, with each cell division, close to one 
mutation will occur in either the H- or L-chain V region of an individual cell. This creates 
an enormous increase in antibody diversity. Although most of these mutations will either 
not affect the affinity with which the antibody binds its ligand or will lower that affinity, 
some will increase it. Thus, some B cells emerge that can bind antigen more avidly than 
the initial population of responding cells. Because there is an active process of 
apoptosis in the germinal center from which B cells can be rescued by the binding of 
antigen to their membrane receptors, cells with the most avid receptors should have an 
advantage over other antigen-specific B cells and should come to dominate the 
population of responding cells. Thus, upon re-challenge, the affinity of antibody 
produced will be greater than that in the initial response. As time after immunization 
elapses, the affinity of antibody produced will increase. This process leads to the 
presence in immunized individuals of high-affinity antibodies that are much more 
effective, on a weight basis, in protecting against microbial agents and other 
antigen-bearing pathogens than was the antibody initially produced. Together with 
antibody class switching, affinity maturation results in the increased effectiveness of 
antibody in preventing re-infection with agents with which the individual has had a prior 
encounter.

T-LYMPHOCYTES

T-lymphocytes constitute the second major class of lymphocytes. They derive from 
precursors in hematopoietic tissue, undergo differentiation in the thymus (hence the 
name thymus-derived [T] lymphocytes), and are then seeded to the peripheral lymphoid 
tissue and to the recirculating pool of lymphocytes (see Chapter 14). T cells may be 
subdivided into two distinct classes based on the cell-surface receptors they express. 
The majority of T cells express antigen-binding receptors (TCRs) consisting of a and ß 
chains. A second group of T cells express receptors made up of ? and d chains. Among 



the a/ß T cells are two important sublineages: those that express the co-receptor 
molecule CD4 (CD4+ T cells) and those that express CD8 (CD8+ T cells). These cells 
differ in how they recognize antigen and mediate different types of regulatory and 
effector functions.

CD4+ T cells are the major helper cells of the immune system. Their helper function 
depends both on cell-surface molecules such as CD154, induced upon these cells 
when they are activated, and on the wide array of cytokines they secrete when 
activated. CD4+ T cells tend to differentiate, as a consequence of priming, into cells 
that principally secrete the cytokines IL-4, IL-13, IL-5, IL-6, and IL-10 (T H2 cells) or into 
cells that mainly produce IL-2, IFN-?, and lymphotoxin (T H1 cells). T H2 cells are very 
effective in helping B cells develop into antibody-producing cells, whereas T H1 cells are 
effective inducers of cellular immune responses, involving enhancement in the 
microbicidal activity of macrophages and consequent increased efficiency in lysing 
microorganisms in intracellular vesicular compartments.

T cells also mediate important effector functions. Some of these are determined by the 
patterns of cytokines they secrete. These powerful molecules can be directly toxic to 
target cells and can mobilize potent inflammatory mechanisms. In addition, T cells, 
particularly CD8+ T cells, can develop into cytotoxic T-lymphocytes (CTLs) capable of 
efficiently lysing target cells that express antigens recognized by the CTLs.

T-Lymphocyte Antigen Recognition ( Chapter 8, Chapter 19, and Chapter 20)

T cells differ from B cells in their mechanism of antigen recognition. Immunoglobulin, 
the B-cell’s receptor, binds to individual antigenic epitopes on soluble molecules or on 
particulate surfaces. B-cell receptors recognize epitopes expressed on the surface of 
native molecules. Antibody and B-cell receptors evolved to bind to and to protect 
against microorganisms in extracellular fluids.

By contrast, T cells invariably recognize cell-associated molecules and mediate their 
functions by interacting with and altering the behavior of these antigen-presenting cells 
(APCs). Indeed, the TCR does not recognize antigenic determinants on intact, 
undenatured molecules. Rather, it recognizes a complex consisting of a peptide, 
derived by proteolysis of the antigen, bound into a specialized groove of a class II or 
class I MHC protein. Indeed, what differentiates a CD4+ T cell from a CD8+ T cell is 
that the CD4+ T cells only recognize peptide/class II complexes, whereas the CD8+ T 
cells recognize peptide/class I complexes.

The TCR’s ligand (i.e., the peptide/MHC protein complex) is created within the APC. In 
general, class II MHC molecules bind peptides derived from proteins that have been 
taken up by the APC through an endocytic process ( Fig. 8). These endocytosed 
proteins are fragmented by proteolytic enzymes within the endosomal/lysosomal 
compartment, and the resulting peptides are loaded into class II MHC molecules that 
traffic through this compartment. These peptide-loaded, class II molecules are then 
expressed on the surface of the cell where they are available to be bound by CD4+ T 
cells with TCRs capable of recognizing the expressed cell-surface complex. Thus, 



CD4+ T cells are specialized to largely react with antigens derived from extracellular 
sources.

 
FIG. 8. Pathways of antigen processing. Exogenous antigen (Ea) enters the cell via 
endocytosis and is transported from early endosomes into late endosome or 
prelysosomes, where it is fragmented and where resulting peptides (Ea-derived 
peptides) may be loaded into class II MHC molecules. The latter have been transported 
from the rough endoplasmic reticulum (RER) through the Golgi apparatus to the 
peptide-containing vesicles. Class II MHC molecules/Ea-derived peptide complexes are 
then transported to the cell surface, where they may be recognized by TCR expressed 
on CD4+ T cells. Cytoplasmic antigens (Ca) are degraded in the cytoplasm and then 
enter the RER through a peptide transporter. In the RER, Ca-derived peptides are 
loaded into class I MHC molecules that move through the Golgi apparatus into 
secretory vesicles and are then expressed on the cell surface where they may be 
recognized by CD8+ T cells. From Paul WE, Development and function of lymphocytes, 
in Gallin JI, Goldstein I, Snyderman R, eds. Inflammation, New York: Raven, 1992, 776, 
with permission.

In contrast, class I MHC molecules are mainly loaded with peptides derived from 
internally synthesized proteins, such as viral gene products. These peptides are 
produced from cytosolic proteins by proteolysis within the proteasome and are 
translocated into the rough endoplasmic reticulum. Such peptides, generally nine amino 
acids in length, are bound by class I MHC molecules. The complex is brought to the cell 
surface, where it can be recognized by CD8+ T cells expressing appropriate receptors. 
This property gives the T-cell system, particularly CD8+ T cells, the ability to detect cells 
expressing proteins that are different from, or produced in much larger amounts than, 
those of cells of the remainder of the organism (e.g., viral antigens [whether internal, 
envelope, or cell surface] or mutant antigens [such as active oncogene products]), even 
if these proteins, in their intact form, are neither expressed on the cell surface nor 
secreted.



T-Lymphocyte Receptors ( Chapter 8)

The TCR is a disulfide-linked heterodimer ( Fig. 9). The constituent chains (a and ß, or 
? and d) are members of the Ig supergene family. The TCR is associated with a set of 
transmembrane proteins, collectively designated the CD3 complex, that play a critical 
role in signal transduction. The CD3 complex consists of ?, d (note that the CD3 ? and 
d chains and the TCR ? and d chains are distinct polypeptides that, unfortunately, have 
similar designations), and e chains, and is associated with a homodimer of two ? chains 
or a heterodimer of ? and ? chains. CD3 ?, d, and e consist of extracellular domains 
that are family members of the Ig supergene. The cytosolic domains of CD3 ?, d, and e, 
and of ? and ?, contain one or more copies of a signaling motif–the immunoreceptor 
tyrosine-based activation motif (ITAM) (D/ExxYxxLxxxxxxxYxxL/I)–that is found in a 
variety of chains associated with immune recognition receptors. This motif appears to 
be very important in the signal transduction process and provides a site through which 
protein tyrosine kinases can interact with these chains to propagate signaling events.

 
FIG. 9. The T-cell antigen receptor. Illustrated schematically is the antigen-binding 
subunit comprised of an aß heterodimer, and the associated invariant CD3 and ? 
chains. Acidic (-) and basic (+) residues located within the plasma membrane are 
indicated. The open rectangular boxes indicate motifs within the cytoplasmic domains 
that interact with protein tyrosine kinases. (This figure also appears as in Chapter 11 as 
Fig. 2.)

The TCR chains are organized much like Ig chains. Their N-terminal portions are 
variable and their C-terminal portions are constant. Furthermore, similar 
recombinational mechanisms are used to assemble the V-region genes of the TCR 
chains. Thus, the V region of the TCR ß chain is encoded by a gene made of three 
distinct genetic elements (Vß, D, and Jß) that are separated in the germline. Although 
the relative numbers of Vß, D, and Jß genes differ from that for the comparable IgH 
variable-region elements, the strategies for creation of a very large number of distinct 
genes by combinatorial assembly are the same. Both junctional diversity and N-region 
addition further diversify the genes, and their encoded products. TCR ß has fewer V 



genes than IgH but much more diversity centered on the D/J region, which encodes the 
equivalent of the third CDR of Igs. The a chain follows similar principles, except that it 
does not use a D gene.

The genes for TCR ? and d chains are assembled in a similar manner except that they 
have many fewer V genes from which to choose. Indeed, ?/d T cells in certain 
environments, such as the skin and specific mucosal surfaces, are exceptionally 
homogeneous. It has been suggested that the TCRs encoded by these essentially 
invariant ? and d chains may be specific for some antigen that signals microbial 
invasion and that activation of ?/d T cells through this mechanism constitutes an initial 
response that aids the development of the more sophisticated response of a/ß T cells.

T-Lymphocyte Activation ( Chapter 11)

T-cell activation is dependent on the interaction of the TCR/CD3 complex with its 
cognate ligand, a peptide bound in the groove of a class I or class II MHC molecule, on 
the surface of a competent antigen-presenting cell. Through the use of chimeric 
cell-surface molecules that possess cytosolic domains largely limited to the ITAM 
signaling motif alluded to above, it is clear that cross-linkage of molecules containing 
such domains can generate some of the signals that result from TCR engagement. 
Nonetheless, the molecular events set in motion by receptor engagement are complex 
ones. Among the earliest steps are the activation of tyrosine kinases leading to the 
tyrosine phosphorylation of a set of substrates that control several signaling pathways. 
Current evidence indicates that early events in this process involve the Src-family 
tyrosine kinases p56 lck, and p59 fyn, and ZAP-70, a Syk family tyrosine kinase, that 
binds to the phosphorylated ITAMs of the ? chain, as well as the action of the protein 
tyrosine phosphatase CD45, found on the surface of all T cells.

A series of important substrates are tyrosine phosphorylated as a result of the action of 
the kinases associated with the TCR complex. These include (a) a set of adapter 
proteins that link the TCR to the Ras pathway; (b) phospholipase C?1, the tyrosine 
phosphorylation of which increases its catalytic activity and engages the inositol 
phospholipid metabolic pathway, leading to elevation of intracellular free-calcium 
concentration to the activation of protein, kinase C; and (c) a series of other important 
enzymes that control cellular growth and differentiation. Particularly important is the 
phosphorylation of LAT, a molecule that acts as an organizing scaffold to which a series 
of signaling intermediates bind and upon which they become activated and control 
downstream signaling.

The recognition and early activation events result in the reorganization of cell surface 
and cytosolic molecules on the T cell, and correspondingly, on the APC to produce a 
structure, the immunological synapse. The apposition of key interacting molecules 
involving a small segment of the membranes of the two cells concentrates these 
molecules in a manner that both strengthens the interaction between the cells and 
intensifies the signaling events. It also creates a limited space into which cytokines may 
be secreted to influence the behavior of cells. Indeed, the formation of the 
immunological synapse is one mechanism through which the recognition of relatively 
small numbers of ligands by TCRs on a specific T cell can be converted into a vigorous 



stimulatory process.

In general, normal T cells and cloned T-cell lines that are stimulated only by TCR 
cross-linkage fail to give complete responses. TCR engagement by itself may often lead 
to a response in which the key T-cell–derived growth factor, IL-2, is not produced and in 
which the cells enter a state of anergy such that they are unresponsive or poorly 
responsive to a subsequent competent stimulus (see Chapter 29). Full responsiveness 
of a T cell requires, in addition to receptor engagement, an accessory-cell–delivered 
co-stimulatory activity. The engagement of CD28 on the T cell by CD80 and/or CD86 on 
the APC (or the engagement of comparable ligand receptor pairs on the two cells) 
provides a potent co-stimulatory activity. Inhibitors of this interaction markedly diminish 
antigen-specific T-cell activation in vivo and in vitro, indicating that the CD80/86–CD28 
interaction is physiologically very important in T-cell activation (see Chapter 13).

The interaction of CD80/86 with CD28 increases cytokine production by the responding 
T cells. For the production of IL-2, this increase appears to be mediated both by 
enhancing the transcription of the IL-2 gene and by stabilizing IL-2 mRNA. These dual 
consequences of the CD80/86–CD28 interaction cause a striking increase in the 
production of IL-2 by antigen-stimulated T cells.

CD80/86 has a second receptor on the T cell, CTLA-4, that is expressed later in the 
course of T-cell activation. The bulk of evidence indicates that the engagement of 
CTLA-4 by CD80/86 leads to a set of biochemical signals that terminate the T-cell 
response. Mice that are deficient in CTLA-4 expression develop fulminant autoimmune 
responses.

T-Lymphocyte Development ( Chapter 9)

Upon entry into the thymus, T-cell precursors do not express TCR chains, the CD3 
complex, or the CD4 or CD8 molecules ( Fig. 10). Because these cells lack both CD4 
and CD8, they are often referred to as double-negative (DN) cells. Thymocytes develop 
from this DN3 pool into cells that are both CD4+ and CD8+ (double-positive cells) and 
express low levels of TCR and CD3 on their surface. In turn, double-positive cells 
further differentiate into relatively mature thymocytes that express either CD4 or CD8 
(single-positive cells) and high levels of the TCR/CD3 complex.



 
FIG. 10. Development of a/ß T cells in the thymus. Double-negative T cells (4 -8 -) 

acquire CD4 and CD8 (4 +8 +) and then express a/ß TCRs, initially at low levels. 
Thereafter, the degree of expression of TCRs increases and the cells differentiate into 
CD4 or CD8 cells and are then exported to the periphery. Once the T cells have 
expressed receptors, their survival depends on the recognition of peptide/MHC class I 
or class II molecules with an affinity above some given threshold. Cells that fail to do so 
undergo apoptosis. These cells have failed to be positively selected. Positive selection 

is associated with the differentiation of 4 +8 + cells into CD4 or CD8 cells. Positive 
selection involving peptide/class I MHC molecules leads to the development of CD8 
cells, whereas positive selection involving peptide/class II MHC molecules leads to the 
development of CD4 cells. If a T cell recognizes a peptide/MHC complex with high 
affinity, it is also eliminated via apoptosis (it is negatively selected).

The expression of the TCR depends on complex rearrangement processes that 
generate TCR a and ß (or ? and d) chains. Once expressed, these cells undergo two 
important selection processes within the thymus. One, termed negative selection, is the 
deletion of cells that express receptors that bind with high affinity to complexes of 
self-peptides with self-MHC molecules. This is a major mechanism through which the 
T-cell compartment develops immunologic unresponsiveness to self-antigens (see 
Chapter 9 and Chapter 29). In addition, a second major selection process is positive 
selection, in which T cells with receptors with “intermediate affinity” for self-peptides 
bound to self-MHC molecules are selected, thus forming the basis of the T-cell 
repertoire for foreign peptides associated with self-MHC molecules. It appears that T 
cells that are not positively selected are eliminated in the thymic cortex by apoptosis. 
Similarly, T cells that are negatively selected as a result of high-affinity binding to 
self-peptide/self-MHC complexes are also deleted through apoptotic death. These two 
selection processes result in the development of a population of T cells that are biased 
toward the recognition of peptides in association with self-MHC molecules from which 
those cells that are potentially auto-reactive (capable of high-affinity binding of 
self-peptide/self-MHC complexes) have been purged.



One important event in the development of T cells is their differentiation from 
double-positive cells into CD4+ or CD8+ single-positive cells. This process involves the 
interaction of double-positive thymocytes with peptide bound to class II or class I MHC 
molecules on accessory cells. Indeed, CD4 binds to monomorphic sites on class II 
molecules, whereas CD8 binds to comparable sites on class I molecules. The capacity 
of the TCR and CD4 (or of the TCR and CD8) to bind to a class II MHC (or a class I 
MHC) molecule on an accessory cell leads either to the differentiation of double-positive 
thymocytes into CD4+ (or CD8+) single-positive T cells or to the selection of cells that 
have “stochastically” differentiated down the CD4 (or CD8) pathway.

Less is understood about the differentiation of thymocytes that express TCRs 
composed of ?/d chains. These cells fail to express either CD4 or CD8. However, ?/d 
cells are relatively numerous early in fetal life; this, together with their limited degree of 
heterogeneity, suggests that they may comprise a relatively primitive T-cell 
compartment.

T-Lymphocyte Functions ( Chapter 10)

T cells mediate a wide range of immunologic functions. These include the capacity to 
help B cells develop into antibody-producing cells, the capacity to increase the 
microbicidal action of monocyte/macrophages, the inhibition of certain types of immune 
responses, direct killing of target cells, and mobilization of the inflammatory response. 
In general, these effects depend on their expression of specific cell-surface molecules 
and the secretion of cytokines.

T Cells That Help Antibody Responses ( Chapter 10)

Helper T cells can stimulate B cells to make antibody responses to proteins and other 
T-cell–dependent antigens. T-cell–dependent antigens are immunogens in which 
individual epitopes appear only once or only a limited number of times so that they are 
unable to cross-link the membrane Ig of B cells or do so inefficiently. B cells bind 
antigen through their membrane Ig, and the complex undergoes endocytosis. Within the 
endosomal and lysosomal compartments, antigen is fragmented into peptides by 
proteolytic enzymes and one or more of the generated peptides are loaded into class II 
MHC molecules, which traffic through this vesicular compartment. The resulting 
complex of class II MHC molecule and bound peptide is exported to the B-cell surface 
membrane. T cells with receptors specific for the peptide/class II molecular complex 
recognize that complex on the B cell.

B-cell activation depends not only on the binding of peptide/class II MHC complexes on 
the B cell surface by the TCR but also on the interaction of T-cell CD154 with CD40 on 
the B cell. T cells do not constitutively express CD154; rather, it is induced as a result of 
an interaction with an activated APC that expresses a cognate antigen recognized by 
the TCR of the T cell. Furthermore, CD80/86 are generally expressed by activated but 
not resting B cells so that interactions involving resting B cells and naïve T cells 
generally do not lead to efficient antibody production. By contrast, a T cell already 
activated and expressing CD154 can interact with a resting B cell, leading to its 



up-regulation of CD80/86 and to a more productive T-cell/B-cell interaction with the 
delivery of cognate help and the development of the B cell into an antibody-producing 
cell. Similarly, activated B cells expressing large amounts of class II molecules and 
CD80/86 can act as effective APC and can participate with T cells in efficient cognate 
help interactions. Cross-linkage of membrane Ig on the B cell, even if inefficient, may 
synergize with the CD154/CD40 interaction to yield vigorous B-cell activation.

The subsequent events in the B-cell response program, including proliferation, Ig 
secretion, and class switching either depend on or are enhanced by the actions of 
T-cell–derived cytokines. Thus, B-cell proliferation and Ig secretion are enhanced by the 
actions of several type I cytokines including IL-2 and IL-4. Ig class switching is 
dependent both on the initiation of competence for switching, which can be induced by 
the CD154/CD40 interaction, and on the targeting of particular C regions for switching, 
which is determined, in many instances, by cytokines. The best-studied example of this 
is the role of IL-4 in determining switching to IgG1 and IgE in the mouse and to IgG4 
and IgE in the human. Indeed, the central role of IL-4 in the production of IgE is 
demonstrated by the fact that mice that lack the IL-4 gene or the gene for the IL-4 
receptor a chain, as a result of homologous recombination-mediated gene knockouts, 
have a marked defect in IgE production.

Although CD4+ T cells with the phenotype of T H2 cells (i.e., IL-4, IL-13, IL-5, IL-6, and 
IL-10 producers) are efficient helper cells, T H1 cells also have the capacity to act as 
helpers. Because T H1 cells produce IFN-?, which acts as a switch factor for IgG2a in 
the mouse, T H1-mediated help often is dominated by the production of IgG2a 
antibodies.

Induction of Cellular Immunity ( Chapter 10)

T cells also may act to enhance the capacity of monocytes and macrophages to destroy 
intracellular microorganisms. In particular, IFN-? enhances several mechanisms 
through which mononuclear phagocytes destroy intracellular bacteria and parasites, 
including the generation of nitric oxide and induction of tumor necrosis factor (TNF) 
production. T H1-type cells are particularly effective in enhancing microbicidal action 
because they produce IFN-?. By contrast, two of the major cytokines produced by T H2 
cells, IL-4 and IL-10, block these activities. Thus, T H2 cells often oppose the action of T 

H1 cells in inducing cellular immunity and in certain infections with microorganisms that 
are intracellular pathogens of macrophages, a T H2-dominated response may be 
associated with failure to control the infection.

Regulatory T Cells ( Chapter 30)

There has been a longstanding interest in the capacity of T cells to diminish as well as 
to help immune responses. Cells that mediate such effects are referred to as regulatory 
or suppressor T cells. Regulatory T cells may be identified by their constitutive 
expression of CD25, the IL-2 receptor alpha chain. These cells inhibit the capacity of 
both CD4 and CD8 T cells to respond to their cognate antigens. The mechanisms 



through which their suppressor function is mediated are still somewhat controversial. In 
some instances, it appears that cell–cell contact is essential for suppression, whereas 
in other circumstances production of cytokines by the regulatory cells has been 
implicated in their ability to inhibit responses. Evidence has been presented for both 
IL-10 and TGFß as mediators of inhibition.

Regulatory T cells have been particularly studied in the context of various autoimmune 
conditions. In the absence of regulatory cells, conventional T cells cause several types 
of autoimmune responses, including autoimmune gastritis and inflammatory bowel 
disease. Regulatory T cells express cell-surface receptors allowing them to recognize 
autoantigens and their responses to such recognition results in the suppression of 
responses by conventional T cells. Whether the T-cell receptor repertoire of the 
regulatory cells and the conventional T cells are the same has not been fully 
determined, nor it is completely clear whether regulatory (CD25+) T cells and 
conventional T cells derive from distinct T-cell lineages or whether regulatory T cells 
derive from conventional CD4+ T cells that may have been stimulated under certain 
conditions.

Cytotoxic T Cells ( Chapter 36)

One of the most striking actions of T cells is the lysis of cells expressing specific 
antigens. Most cells with such cytotoxic activity are CD8+ T cells that recognize 
peptides derived from proteins produced within the target cell, bound to class I MHC 
molecules expressed on the surface of the target cell. However, CD4+ T cells can 
express CTL activity, although in such cases the antigen recognized is a peptide 
associated with a class II MHC molecule; often such peptides derive from exogenous 
antigens.

There are two major mechanisms of cytotoxicity. One involves the production by the 
CTL of perforin, a molecule that can insert into the membrane of target cells and 
promote the lysis of that cell. Perforin-mediated lysis is enhanced by a series of 
enzymes produced by activated CTLs, referred to as granzymes. Many active CTLs 
also express large amounts of Fas ligand on their surface. The interaction of Fas ligand 
on the surface of the CTL with Fas on the surface of the target cell initiates apoptosis in 
the target cell.

CTL-mediated lysis is a major mechanism for the destruction of virally infected cells. If 
activated during the period in which the virus is in its eclipse phase, CTLs may be 
capable of eliminating the virus and curing the host with relatively limited cell 
destruction. On the other hand, vigorous CTL activity after a virus has been widely 
disseminated may lead to substantial tissue injury because of the large number of cells 
that are killed by the action of the CTLs. Thus, in many infections, the disease is 
caused by the destruction of tissue by CTLs rather than by the virus itself. One example 
is hepatitis B, in which much of the liver damage represents the attack of HBV-specific 
CTLs on infected liver cells.

It is usually observed that CTLs that have been induced as a result of a viral infection or 
intentional immunization must be reactivated in vitro through the recognition of antigen 



on the target cell. This is particularly true if some interval has elapsed between the time 
of infection or immunization and the time of test. This has led to some question being 
raised as to the importance of CTL immunity in protection against re-infection and how 
important CTL generation is in the long-term immunity induced by protective vaccines. 
On the other hand, in active infections, such as seen in HIV+ individuals, CTL that can 
kill their targets cells immediately are often seen. There is much evidence to suggest 
that these cells play an active role in controlling the number of HIV+ T cells.

CYTOKINES ( Chapter 23, Chapter 24, Chapter 25, and Chapter 26)

Many of the functions of cells of the immune system are mediated through the 
production of a set of small proteins referred to as cytokines. These proteins can now 
be divided into several families. They include the type I cytokines or hematopoietins that 
encompass many of the interleukins (i.e., IL-2, IL-3, IL-4, IL-5, IL-6, IL-7, IL-9, IL-11, 
IL-12, IL-13, IL-15, IL-21 and IL-23), as well as several hematopoietic growth factors; 
the type II cytokines, including the interferons and IL-10; the TNF-related molecules, 
including TNF, lymphotoxin, and Fas ligand; Ig superfamily members, including IL-1 and 
IL-18; and the chemokines, a growing family of molecules playing critical roles in a wide 
variety of immune and inflammatory functions.

Many of the cytokines are T-cell products; their production represents one of the means 
through which the wide variety of functions of T cells are mediated. Most cytokines are 
not constitutive products of the T cell. Rather, they are produced in response to T-cell 
activation, usually resulting from presentation of antigen to T cells by APCs in concert 
with the action of a co-stimulatory molecule, such as the interaction of CD80/86 with 
CD28. Although cytokines are produced in small quantities, they are very potent, 
binding to their receptors with equilibrium constants of approximately 10 10 M -1. In 
some instances, cytokines are directionally secreted into the immunological synapse 
formed between a T cell and an APC. In such cases, the cytokine acts in a paracrine 
manner. Indeed, many cytokines have limited action at a distance from the cell that 
produced them. This appears to be particularly true of many of the type I cytokines. 
However, other cytokines act by diffusion through extracellular fluids and blood to target 
cells that are distant from the producers. Among these are cytokines that have 
pro-inflammatory effects, such as IL-1, IL-6, and TNF, and the chemokines, which play 
important roles in regulating the migration of lymphocytes and other cell types.

Chemokines ( Chapter 26)

A large family of small proteins that are chemotactic cytokines (chemokines) have been 
described. While members of this family have a variety of functions, perhaps the most 
dramatic is their capacity to regulate leukocyte migration and thus to act as critical 
dynamic organizers of cell distribution in the immune and inflammatory responses. The 
receptors for chemokines are seven transmembrane-spanning, G-protein coupled 
receptors.

The chemokines are subdivided based on the number and positioning of their highly 
conserved cysteines. Among chemokines with four conserved cysteines, the cysteines 



are adjacent in one large group (the CC chemokines) while in a second large group 
they are separated by one amino acid (CXC chemokines). There are also rare 
chemokines in which the cysteins are separated by three amino acids (CX3C) or in 
which there are only two conserved cysteins (C chemokines).

Individual chemokines may signal through more than one chemokine recptor and 
individual receptors may interact with more than one chemokine, producing a very 
complex set of chemokine/chemokine receptor pairs and providing opportunities for 
exceedingly fine regulation of cellular functions.

THE MAJOR HISTOCOMPATIBILITY COMPLEX AND ANTIGEN 
PRESENTATION ( Chapter 19 and Chapter 20)

The MHC has already been introduced in this chapter in the discussion of T-cell 
recognition of antigen-derived peptides bound to specialized grooves in class I and 
class II MHC proteins. Indeed, the class I and class II MHC molecules are essential to 
the process of T-cell recognition and response. Nonetheless, they were first recognized 
not for this reason but because of the dominant role that MHC class I and class II 
proteins play in transplantation immunity (see Chapter 47).

When the genetic basis of transplantation rejection between mice of distinct inbred 
strains was sought, it was recognized that although multiple genetic regions contributed 
to the rejection process, one region played a dominant role. Differences at this region 
alone would cause prompt graft rejection, whereas any other individual difference 
usually resulted in a slow rejection of foreign tissue. For this reason, the genetic region 
responsible for prompt graft rejection was termed the major histocompatibility complex.

In all higher vertebrates that have been thoroughly studied, a comparable MHC exists. 
The defining features of the MHC are the transplantation antigens that it encodes. 
These are the class I and class II MHC molecules. The genes encoding these 
molecules show an unprecedented degree of polymorphism. This together with their 
critical role in antigen presentation explains their central role as the target of the 
immune responses leading to the rejection of organ and tissue allografts.

The MHC also includes other genes, particularly genes for certain complement 
components. In addition, genes for the cytokines TNF-a and lymphotoxin (also 
designated TNF-ß) are found in the MHC.

Class I MHC Molecules ( Chapter 19)

Class I MHC molecules are membrane glycoproteins expressed on most cells. They 
consist of an a chain of approximately 45,000 daltons noncovalently associated with 
ß2-microglobulin, a 12,000-dalton molecule ( Fig. 11). The gene for the a chain is 
encoded in the MHC, whereas that for ß2-microglobulin is not. Both the a chain and 
ß2-microglobulin are Ig supergene family members. The a chain is highly polymorphic, 
with the polymorphisms found mainly in the regions that constitute the binding sites for 



antigen-derived peptides and the contact sites for the TCR.

 
FIG. 11. Model of the class I HLA-A2 molecule. A schematic representation of the 
structure of the HLA-A2, class I MHC molecule. The polymorphic a1 and a2 domains 
are at the top. They form a groove into which antigen-derived peptides fit to form the 
peptide/MHC class I complex that is recognized by TCRs of CD8+ T cells. From 
Bjorkman PJ, Saper MA, Sauraomi B, et al., Structure of human class-I 
histocompatibility HLA-A. Nature 1987;329:506–512, with permission.

The class I a chain consists of three extracellular regions or domains, each of similar 
length, designated a1, a2, and a3. In addition, a chains have a membrane-spanning 
domain and a short carboxy-terminal cytoplasmic tail. The crystal structure of class I 
molecules indicates that the a1 and a2 domains form a site for the binding of peptides 
derived from antigens. This site is defined by a floor consisting of ß sheets and 
bounded by a-helical walls. The polymorphisms of the class I molecule are mainly in 
these areas.

In the human, three loci encoding classical class I molecules have been defined; these 
are designated HLA-A, HLA-B, and HLA-C. All display high degrees of polymorphism. A 
similar situation exists in the mouse. In addition, there are a series of genes, defined 
principally in the mouse, that encode class I–like molecules (class Ib molecules). 
Recently, some of these also have been shown to have antigen-presenting activity for 
formylated peptides, suggesting that they may be specialized to present certain 
prokaryotic antigens. In addition, the class Ib molecule CD1 has been shown to have 
antigen-presenting function for mycobacterial lipids, providing a mechanism through 
which T cells specific for such molecules can be generated. In the mouse, 
a-galactosylceramide bound to CD1 is recognized by a novel class of T cells (NK T 



cells) that produce large amounts of cytokines upon stimulation.

Class II MHC Molecules ( Chapter 19)

Class II MHC molecules are heterodimeric membrane glycoproteins. Their constituent 
chains are designated a and ß; both chains are immunoglobulin supergene family 
members, and both are encoded within the MHC. Each chain consists of two 
extracellular domains (a1 and a2; ß1 and ß2, respectively), a hydrophobic domain, and 
a short cytoplasmic segment. The overall conformation of class II MHC molecules 
appears to be quite similar to that of class I molecules. The peptide-binding site of the 
class II molecules is contributed to by the a1 and ß1 domains ( Fig. 5); it is within these 
domains that the majority of the polymorphic residues of class II molecules are found.

A comparison of the three-dimensional structures of class I and class II molecules 
indicates certain distinctive features that explain differences in the length of peptides 
that the two types of MHC molecules can bind. Class I molecules generally bind 
peptides with a mean length of nine amino acids, whereas class II molecules can bind 
substantially larger peptides.

In the mouse, class II MHC molecules are encoded by genes within the I region of the 
MHC. These molecules are often referred to as I region—associated (Ia) antigens. Two 
sets of class II molecules exist, designated I-A and I-E, respectively. The a and ß 
chains of the I-A molecules (Aa and Aß) pair with one another, as do the a and ß chains 
of I-E (Ea and Eß). In general, cross-pairing between I-A and I-E chains does not occur, 
although exceptions have been described. In heterozygous mice, a and ß chains 
encoded on alternative chromosomes (i.e., Aa b and Aß k) may cross-pair so that 
heterozygous mice can express both parental and hybrid class II molecules. However, 
the degree of cross-pairing is allele specific; not all hybrid pairs are formed with equal 
efficiency.

In the human, there are three major sets of class II molecules, encoded in the DR, DQ, 
and DP regions of the HLA complex.

Class II molecules have a more restricted tissue distribution than do class I molecules. 
Class II molecules are found on B cells, dendritic cells, epidermal Langerhans cells, 
macrophages, thymic epithelial cells, and, in the human, activated T cells. Levels of 
class II molecule expression are regulated in many cell types by interferons and in B 
cells by IL-4. Indeed, interferons can cause expression of class II molecules on many 
cell types that normally lack these cell-surface molecules. Interferons also can cause 
striking up-regulation in the expression of class I MHC molecules. Thus, 
immunologically mediated inflammation may result in aberrant expression of class II 
MHC molecules and heightened expression of class I molecules. Such altered 
expression of MHC molecules can allow cells that do not normally function as APCs for 
CD4+ T cells to do so and enhances the sensitivity of such cells to CD8+ T cells. This 
has important consequences for immunopathologic responses and for autoimmunity.



Antigen Presentation ( Chapter 20)

As already discussed, the function of class I and class II MHC molecules is to bind and 
present antigen-derived peptides to T cells whose receptors can recognize the 
peptide/MHC complex that is generated. There are two major types of 
antigen-processing pathways, specialized to deal with distinct classes of pathogens that 
the T cell system must confront ( Fig. 8).

Extracellular bacteria and extracellular proteins enter APCs by endocytosis or 
phagocytosis. Their antigens and the antigens of bacteria that live within endosomes or 
lysosomes are fragmented in these organelles and peptides derived from the antigen 
are loaded into class II MHC molecules as these proteins traverse the vesicular 
compartments in which the peptides are found. The loading of peptide is important in 
stabilizing the structure of the class II MHC molecule. The acidic pH of the 
compartments in which loading occurs facilitates the loading process. However, once 
the peptide-loaded class II molecules reaches neutral pH, such as at the cell surface, 
the peptide/MHC complex is stable. Peptide dissociation from such class II molecules is 
very slow, with a half-time measured in hours. The peptide/class II complex is 
recognized by T cells of the CD4 class with complementary receptors. As already 
pointed out, the specialization of CD4+ T cells to recognize peptide/class II complexes 
is due to the affinity of the CD4 molecule for monomorphic determinants on class II 
molecules. Obviously, this form of antigen processing can only apply to cells that 
express class II MHC molecules. Indeed, APCs for CD4+ T cells principally include cells 
that normally express class II MHC molecules, including dendritic cells, B cells, and 
macrophages.

T cells also can recognize proteins that are produced within the cell that presents the 
antigen. The major pathogens recognized by this means are viruses and other obligate 
intracellular (nonendosomal/lysosomal) microbes that have infected cells. In addition, 
proteins that are unique to tumors, such as mutant oncogenes, or are overexpressed in 
tumors also can be recognized by T cells. Endogenously produced proteins are 
fragmented in the cytosol by the proteases in the proteasome. The resultant peptides 
are transported into the rough endoplasmic reticulum, through the action of a 
specialized transport system. These peptides are then available for loading into class I 
molecules. In contrast to the loading of class II molecules, which is facilitated by the 
acid pH of the loading environment, the loading of class I molecules is controlled by 
interaction of the class I a chain with ß2-microglobulin. Thus, the bond between peptide 
and class I molecule is generally weak in the absence of ß2-microglobulin, and the 
binding of ß2-microglobulin strikingly stabilizes the complex. (Similarly, the binding of 
ß2-microglobulin to the a chain is markedly enhanced by the presence of peptide in the 
a chain groove.) The peptide-loaded class I molecule is then brought to the cell surface. 
In contrast to peptide-loaded class II molecules, that are recognized by CD4+ T cells, 
peptide-loaded class I molecules are recognized by CD8+ T cells. This form of antigen 
processing and presentation can be performed by virtually all cells because, with a few 
exceptions, class I MHC molecules are universally expressed.

Although the specialization of class I molecules to bind and present endogenously 



produced peptides and of class II molecules to bind and present peptides derived from 
exogenous antigens is generally correct, there are exceptions, many of which have 
physiologic importance. Particularly important is the re-presentation by class II+ cells of 
antigens derived from class II- cells.

T-Lymphocyte Recognition of Peptide/MHC Complexes Results in MHC-Restricted 
Recognition ( Chapter 8)

Before the biochemical nature of the interaction between antigen-derived peptides and 
MHC molecules was recognized, it was observed that T-cell responses displayed 
MHC-restricted antigen recognition. Thus, if individual animals were primed to a given 
antigen, their T cells would be able to recognize and respond to that antigen only if the 
APCs that presented the antigen shared MHC molecules with the animal that had been 
immunized. The antigen would not be recognized when presented by APCs of an 
allogeneic MHC type. This can now be explained by the fact that the TCR recognizes 
the peptide bound to an MHC molecule. MHC molecules display high degrees of 
polymorphism, and this polymorphism is concentrated in the regions of the class I and 
class II molecules that interact with the peptide and that can bind to the TCR. 
Differences in structure of the MHC molecules derived from different individuals (or 
different inbred strains of mice) profoundly affect the recognition process. Two obvious 
explanations exist to account for this. First, the structure of the grooves in different class 
I or class II MHC molecules may determine that a different range of peptides are bound 
or, even if the same peptide is bound, may change the conformation of the surface of 
the peptide presented to the TCR. Second, polymorphic sites on the walls of the 
a-helices that are exposed to the TCR can either enhance or diminish binding of the 
whole complex, depending on their structure. Thus, priming an individual with a given 
antigen on APCs that are syngeneic to the individual will elicit a response by T cells 
whose TCRs are specific for a complex consisting of a peptide derived from the antigen 
and the exposed polymorphic residues of the MHC molecule. When the same antigen 
is used with APCs of different MHC types, it is unlikely that the same peptide/MHC 
surface can be formed, and thus the primed T cells are not likely to bind and respond to 
such stimulation.

Indeed, this process also occurs within the thymus in the generation of the T-cell 
repertoire, as already discussed. T cells developing within the thymus undergo a 
positive selection event in which those T cells capable of recognizing MHC molecules 
displayed within the thymus are selected (and the remainder undergo programmed cell 
death). This leads to the skewing of the population of T cells that emerges from the 
thymus so that the cells are specialized to respond to peptides on self-MHC molecules. 
One of the unsolved enigmas of positive selection within the thymus is how the vast 
array of T cells with receptors capable of reacting with a very large set of foreign 
peptides associated with self-MHC molecules are chosen by self-MHC molecules that 
can only display self-peptides. It is believed that a high degree of cross-reactivity may 
exist so that T cells selected to bind a given class I (or class II) molecule plus a 
particular self-peptide can also bind a set of other (foreign) peptides bound to the same 
MHC molecule.

Furthermore, the affinity of an interaction required for positive selection in the thymus 



appears to be considerably lower that that required for full activation of peripheral T 
cells. Thus, thymocytes selected by a given self-peptide/self-MHC complex will 
generally not mount a full response when they encounter the same peptide/MHC 
complex in the periphery, although they will respond to a set of foreign peptide/MHC 
complexes to which they bind with higher affinity. Recognition of the 
self-peptide/self-MHC complex in the periphery may nonetheless have important 
consequences, such as sustaining the viability of resting lymphocytes.

Our modern understanding of T-cell recognition also aids in explaining the phenomenon 
of immune response (Ir) gene control of specific responses. In many situations, the 
capacity to recognize simple antigens can be found in only some members of a 
species. In most such cases, the genes that determine the capacity to make these 
responses have been mapped to the MHC. We would now explain Ir gene control of 
immune responses based on the capacity of different class II MHC molecules (or class I 
MHC molecules) to bind different sets of peptides. Thus, for simple molecules, it is likely 
that peptides can be generated that are only capable of binding to some of the 
polymorphic MHC molecules of the species. Only individuals that possess those allelic 
forms of the MHC will be able to respond to those antigens. Based on this, some 
individuals are nonresponders because of the failure to generate a peptide/MHC 
molecule complex that can be recognized by the T-cell system.

This mechanism also may explain the linkage of MHC type with susceptibility to various 
diseases. Many diseases show a greater incidence in individuals of a given MHC type. 
These include reactive arthritides, gluten-sensitive enteropathy, insulin-dependent 
diabetes mellitus, and rheumatoid arthritis (see Chapter 44 and Chapter 45). One 
explanation is that the MHC type that is associated with increased incidence may 
convey altered responsiveness to antigens of agents that cause or exacerbate the 
disease. Indeed, it appears that many of these diseases may be due to enhanced or 
inappropriate immune responses.

Antigen-Presenting Cells ( Chapter 15)

T cells recognize peptide/MHC complexes on the surface of other cells. Such cells are 
often referred to as antigen-presenting cells (APCs). Although effector cells can 
mediate their functions by recognizing such complexes on virtually any cell type, naïve 
cells are most efficiently activated by a set of specialized APCs, the dendritic cells 
(DCs). DCs are a multimember family whose complexity is only now being worked out. 
Both the common myeloid precursor and the common lymphoid precursor can give rise 
to immature DCs. In humans, there are two types of immature myeloid DCs emerging 
from the common myeloid precursor, CD11c+, CD14+ cells and CD11C+, CD14- cells. 
These cells become interstitial DCs and Langerhans cells. Common myeloid precursors 
also give rise to monocytes and plasmacytoid cells, which can act as DC precursors in 
the tissues. DCs can also arise from common lymphoid precursors. In the mouse, this 
has been demonstrated in vivo; in the human, in vitro.

In general, in their immature form, DCs are resident in the tissues where they are 
efficient at capturing and endocytosing antigen. Their antigen capture activity is 
dependent upon expression of several surface receptors including Fc receptors, 



receptors for heat shock proteins, and C-type lectins. If they receive signals, such as 
various inflammatory stimuli, often mediated by TLRs, they are stimulated to 
down-regulate the expression of these molecules but to increase their expression of 
surface MHC molecules and various co-stimulatory molecules such as CD80/86. In 
addition, such stimulation induces expression of chemokine receptors such as CCR2 
and CCR7. The latter allows cells to follow signals from the chemokines SLC and ELC 
and to migrate into the T-cell zone of lymph nodes. As part of the maturation process, 
they may also acquire the capacity to produce cytokines that can aid in determining the 
polarization of T-cell priming. This includes the production of IL-12 p70 and the 
production of IFN? itself. Such cells are highly efficient at priming naïve cells to develop 
into TH1 cells. Other sets of DCs have been reported to favor TH2 development and 
interaction of developing T cells with immature DCs may induce a state of peripheral 
tolerance.

One important function of DCs is the ability to acquire antigen from virally infected cells 
and to cross-present it through the class I pathway. This allows DCs to aid in the 
priming of precursors of cytotoxic T cells specific for viruses that do not infect the DCs 
themselves.

EFFECTOR MECHANISMS OF IMMUNITY

The ultimate purpose of the immune system is to mount responses that protect the 
individual against infections with pathogenic microorganisms by eliminating these 
microbes or, where it is not possible to eliminate infection, to control their spread and 
virulence. In addition, the immune system may play an important role in the control of 
the development and spread of some malignant tumors. The responses that actually 
cause the destruction of the agents that initiate these pathogenic states (e.g., bacteria, 
viruses, parasites, and tumor cells) are collectively the effector mechanisms of the 
immune system. Several have already been alluded to. Among them are the cytotoxic 
action of CTLs, which leads to the destruction of cells harboring viruses and, in some 
circumstances, expressing tumor antigens. In some cases, antibody can be directly 
protective by neutralizing determinants essential to a critical step through which the 
pathogen establishes or spreads an infectious process. However, in most cases, the 
immune system mobilizes powerful nonspecific mechanisms to mediate its effector 
function.

Effector Cells of the Immune Response

Among the cells that mediate important functions in the immune system are cells of the 
monocyte/macrophage lineage, NK cells, mast cells, basophils, eosinophils, and 
neutrophils. It is beyond the scope of this introductory chapter to present an extended 
discussion of each of these important cell types. However, a brief mention of some of 
their actions will help in understanding their critical functions in the immune response.

Monocytes and Macrophages ( Chapter 16)

Cells of the monocyte/macrophage lineage play a central role in immunity. One of the 



key goals of cellular immunity is to aid the macrophages in eliminating organisms that 
have established such intracellular infections. In general, nonactivated macrophages 
are inefficient in destroying intracellular microbes. However, the production of IFN-? and 
other mediators by T cells can enhance the capacity of macrophages to eliminate such 
microorganisms. Several mechanisms exist for this purpose, including the development 
of reactive forms of oxygen, the development of nitric oxide, and the induction of a 
series of proteolytic enzymes, as well as the induction of cytokine production. 
Macrophages can act as APCs and thus can enlist the “help” of activated, 
cytokine-producing CD4+ T cells in regulating their function.

Although macrophages function as APCs for attracting activated T cells, they do not 
appear to be particularly effective in the activation of naïve CD4 T cells. In instances in 
which they are the site of infection or have phagocytosed infectious agents or their 
proteins, antigens from these agents may be transferred to dendritic cells. In such 
cases the dendritic cells would be the principal antigen-presenting cells that activate 
naïve or possibly resting-memory CD4 T cells. This process is often described as 
cross-presentation. Such activated T cells would then be available to help infected 
macrophages.

Natural Killer Cells ( Chapter 12)

Natural killer cells play an important role in the immune system. Indeed, in mice that 
lack mature T and B cells due to the SCID mutation, the NK system appears to be 
highly active and to provide these animals a substantial measure of protection against 
infection. NK cells are closely related to T cells. They lack conventional TCR (or Ig) but 
express two classes of receptors. They have a set of positive receptors that allow them 
to recognize features associated with virally infected cells or tumor cells. They also 
express receptors for MHC molecules that shut off their lytic activity. Thus, virally 
infected cells or tumor cells that escape the surveillance of cytotoxic T cells by 
down-regulating or shutting off expression of MHC molecules then become targets for 
efficient killing by NK cells, because the cytotoxic activity of the latter cells is no longer 
shut off by the recognition of particular alleles of MHC class I molecules.

In addition, NK cells express a receptor for the Fc portion of IgG (Fc?RIII). 
Antibody-coated cells can be recognized by NK cells, and such cells can then be lysed. 
This process is referred to as antibody-dependent cellular cytotoxicity (ADCC).

NK cells are efficient producers of IFN-?. A variety of stimuli, including recognition of 
virally infected cells and tumor cells, cross-linkage of Fc?RIII and stimulation by the 
cytokines IL-12 and IL-18, cause striking induction of IFN-? production by NK cells.

Mast Cells and Basophils ( Chapter 46)

Mast cells and basophils play important roles in the induction of allergic inflammatory 
responses. They express cell-surface receptors for the Fc portions of IgE (FceRI) and 
for certain classes of IgG (Fc?R). This enables them to bind antibody to their surfaces, 
and when antigens capable of reacting with that antibody are introduced, the resultant 
cross-linkage of FceRI and/or Fc?R results in the prompt release of a series of potent 



mediators, such as histamine, serotonin, and a variety of enzymes that play critical roles 
in initiating allergic and anaphylactic-type responses. In addition, such stimulation also 
causes these cells to produce a set of cytokines, including IL-3, IL-4, IL-13, IL-5, IL-6, 
granulocyte–macrophage colony-stimulating factor (GM-CSF), and TNFa, which have 
important late consequences in allergic inflammatory responses.

Granulocytes ( Chapter 37)

Granulocytes have critical roles to play in a wide range of inflammatory situations. 
Rather than attempting an extended discussion of these potent cells, it may be 
sufficient to say that in their absence it is exceedingly difficult to clear infections with 
extracellular bacteria and that the immune response plays an important role in 
orchestrating the growth, differentiation, and mobilization of these crucial cells.

Eosinophils ( Chapter 38 and Chapter 46)

Eosinophils are bone marrow–derived myeloid cells that complete their late 
differentiation under the influence of IL-5. They migrate to tissue sites in response to 
the chemokine eotaxin and as a result of their adhesion receptors. Since TH2 cells can 
produce IL-5 and stimulate the production of eotaxin, eosinophil accumulation is often 
associated with TH2-mediated inflammation. Eosinophils store a series of proteins in 
their secondary granules, including major basic protein, eosinophil cationic protein and 
eosinophil peroxidase. When released, these proteins are responsible for much of the 
damage that eosinophils mediate, both to helminthic parasites and to the epithelium. 
They have been implicated as important in protective responses to helminths and in the 
tissue damage seen in allergic inflammation in conditions such as asthma. Eosinophils 
can also produce a set of cytokines.

The Complement System ( Chapter 34)

The complement system is a complex system of proteolytic enzymes, regulatory and 
inflammatory proteins and peptides, cell-surface receptors, and proteins capable of 
causing the lysis of cells. The system can be thought of as consisting of three arrays of 
proteins. Two of these sets of proteins, when engaged, lead to the activation of the third 
component of complement (C3) ( Fig. 12). The activation of C3 releases proteins that 
are critical for opsonization (preparation for phagocytosis) of bacteria and other 
particles and engages the third set of proteins that insert into biologic membranes and 
produce cell death through osmotic lysis. In addition, fragments generated from some of 
the complement components (e.g., C3a and C5a) have potent inflammatory activities.



 
FIG. 12. The complement system. The classical pathway of complement activation, 
usually initiated by the aggregation of C1 by binding to antigen–antibody complexes, 
resulting in the formation of an enzyme, a C3 convertase, that cleaves C3 into two 
fragments, C3b and C3a. The classical pathway can also be initiated by the aggregation 
of MBLectin as a result of binding sugars expressed in the capsules of many 
pathogenic microbes. The components of the MBLectin pathway appear to mimic the 
function of C1qrs. The alternative pathway of complement activation provides a potent 
means of activating complement without requiring antibody recognition of antigen. It 
results in the formation of a distinct C3 convertase. The fragments formed by cleaving 
C3 have important biologic activities. In addition, C3b, together with elements of the 
classical pathway (C4b,C2a) or the alternative pathway (Bb, properdin), form enzymes 
(C5 convertases) that cleave C5, the initial member of the terminal family of proteins. 
Cleavage of C5 leads to the formation of the membrane attack complex that can result 
in the osmotic lysis of cells.

The Classical Pathway of Complement Activation

The two activation systems for C3 are referred to as the classical pathway and the 
alternative pathway. The classical pathway is initiated by the formation of complexes of 
antigen with IgM or IgG antibody. This leads to the binding of the first component of 
complement, C1, and its activation, creating the C1 esterase that can cleave the next 
two components of the complement system, C4 and C2.

C4 is a trimeric molecule, consisting of a, ß, and ? chains. C1 esterase cleaves the a 
chain, releasing C4b, which binds to surfaces in the immediate vicinity of the 
antigen/antibody/C1 esterase complex. A single C1 esterase molecule will cause the 
deposition of multiple C4b molecules.

C2 is a single polypeptide chain that binds to C4b and is then proteolytically cleaved by 
C1 esterase, releasing C2b. The resulting complex of the residual portion of C2 (C2a) 
with C4b (C4b2a) is a serine protease whose substrate is C3. Cleavage of C3 by C4b2a 
(also referred to as the classical pathway C3 convertase) results in the release of C3a 
and C3b. A single antigen–antibody complex and its associated C1 esterase can lead 
to the production of a large number of C3 convertases (i.e., C4b2a complexes) and thus 
to cleavage of a large number of C3 molecules.



The components of the classical pathway can be activated by a distinct, 
non–antibody-dependent mechanism. The mannose-binding lectin (MBL) is activated 
by binding to (and being cross-linked by) repetitive sugar residues such as 
N-acetylglucosamine or mannose. The activation of MBL recruits the MBL-associated 
serine proteases MASP-1 and MASP-2, which cleave C4 and C2 and lead to the 
formation of the classical pathway C3 convertase. Because the capsules of several 
pathogenic microbes can be bound by MBL, this provides an antibody-independent 
pathway through which the complement system can be activated by foreign 
microorganisms.

The Alternative Pathway of Complement Activation

Although discovered more recently, the alternative pathway is the evolutionarily more 
ancient system of complement activation. Indeed, this system, and the MBL activation 
of the classical pathway, can be regarded as providing individuals with an innate 
immune system. The alternative pathway can be activated by a variety of agents such 
as insoluble, yeast cell–wall preparations and bacterial lipopolysaccharide. 
Antigen–antibody complexes also can activate the alternative pathway. The C3 
convertase of the alternative pathway consists of a complex of C3b (itself a product of 
cleavage of C3) bound to the b fragment of the molecule factor B. C3bBb is produced 
by the action of the hydrolytic enzyme, factor D, that cleaves factor B; this cleavage only 
occurs when factor B has been bound by C3b.

Apart from the importance of the alternative pathway in activating the complement 
system in response to nonspecific stimulants, it also can act to amplify the activity of the 
classical pathway because the C3 convertase of the classical system (C4b2a) provides 
a source of C3b that can strikingly enhance formation of the alternative pathway 
convertase (C3bBb) in the presence of factor D.

The Terminal Components of the Complement System

C3b, formed from C3 by the action of the C3 convertases, possesses an internal 
thioester bond that can be cleaved to form a free sulfhydryl group. The latter can form a 
covalent bond with a variety of surface structures. C3b is recognized by receptors on 
various types of cells, including macrophages and B cells. The binding of C3b to 
antibody-coated bacteria is often an essential step for the phagocytosis of these 
microbes by macrophages.

C3b is also essential to the engagement of the terminal components of the complement 
system (C5 through C9) to form the membrane attack complex that causes cellular 
lysis. This process is initiated by the cleavage of C5, a 200,000-dalton two-chain 
molecule. The C5 convertases that catalyze this reaction are C4b2a3b (the classical 
pathway C5 convertase) or a complex of C3bBb with a protein-designated properdin 
(the alternative pathway C5 convertase). Cleaved C5, C5b, forms a complex with C6 
and then with C7, C8, and C9. This C5b–C9 complex behaves as an integral 
membrane protein that is responsible for the formation of complement-induced lesions 
in cell membranes. Such lesions have a donut like appearance, with C9 molecules 



forming the ring of the donut.

In addition to the role of the complement system in opsonization and cell lysis, several 
of the fragments of complement components formed during activation are potent 
mediators of inflammation. C3a, the 9,000-dalton fragment released by the action of the 
C3 convertases, binds to receptors on mast cells and basophils, resulting in the release 
of histamine and other mediators of anaphylaxis. C3a is thus termed an anaphylotoxin, 
as is C5a, the 11,000-dalton fragment released as a result of the action of the C5 
convertases. C5a is also a chemoattractant for neutrophils and monocytes.

Finally, it is important to note that the process of activation of the complement cascade 
is highly regulated. Several regulatory proteins (e.g., C1 esterase inhibitor, decay 
accelerator factor, membrane cofactor protein) exist that function to prevent 
uncontrolled complement activation. Abnormalities in these regulatory proteins are often 
associated with clinical disorders such as hereditary angioedema and paroxysmal 
nocturnal hemoglobinuria.

CONCLUSION

This introductory chapter should provide the reader with an appreciation of the overall 
organization of the immune system and of the properties of its key cellular and 
molecular components. It should be obvious that the immune system is highly complex, 
that it is capable of a wide range of effector functions, and that its activities are subject 
to potent, but only partially understood, regulatory processes. As the most versatile and 
powerful defense of higher organisms, the immune system may provide the key to the 
development of effective means to treat and prevent a broad range of diseases. Indeed, 
the last two sections of this book deal with immunity to infectious agents and 
immunologic mechanisms in disease. The introductory material provided here should 
be of considerable help to the uninitiated reader in understanding the immunologic 
mechanisms brought into play in a wide range of clinical conditions in which immune 
processes play a major role either in pathogenesis or in recovery.
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OVERVIEW

With the important exception of smallpox inoculation, immunology as modern science 
dates from the 1880s. Its history falls roughly into two periods, before and after World 
War II. It begins with serology: identification of bacteria, clinical application of vaccines 
and sera to infectious diseases, and the chemical problems of specificity and antibody 
diversity. Paul Erlich’s side-chain theory of antibody production was replaced from 
about 1930 onward by Felix Haurowitz’s template theory. Sources for this period are 
mainly German or French. After World War II, transplantation rather than infectious 
disease was paradigmatic. Unlike other biosciences, immunology was not reductionist: 
The newer work guided by the clonal selection theory concentrated on the activities of 
clones of cells and on experimental animals, rather than on chemistry. Major growth 
occurred in the 1960s and 1970s, and there are many memoirs by immunologists from 
that period. However, with the advent of monoclonal antibodies, interest in specificity 
was renewed, and serology entered a new period of growth powered by molecular 
biology and the pharmaceutical industry.

Most of the writing by historians dates from the 1990s and deals with social, scientific, 
and business history. New writing has emphasized the role of experimental systems, 



techniques, and instruments, as well as language. As Cambrosio ( 1 ) said, the history of 
science has as its object a cultural product: It is a history of culture not of nature. Until 
recently, however, there has been little emphasis on the interaction of the laboratory 
science with the clinic.

VACCINATION

The earliest known smallpox inoculation took place in China, perhaps as early as the 
5th century AD. The Chinese method was reported to the Royal Society by an English 
merchant, John Lister, in 1700. A Jesuit priest, Father d’Entrecolles ( 2 ), provided 
details of the method, which he said was to collect scabs from the pustules, and blow a 
powder made from them into an infant’s nose. The scabs or a thread imbibed with the 
pus could be stored, but the operation was usually done face-to-face with a sick patient. 
The same method was used in Japan beginning in 1747. In precolonial India, a tika or 
dot would be made on a child, usually on the sole of the foot, by traditional tikadars who 
were invited into a home (this professional niche was later blacklisted by colonial-era 
medical practitioners). The Turkish method was communicated to the Royal Society by 
Dr. Emmannuel Timoni in 1714. As commonly practiced in Constantinople, a small 
perforation was made in the skin, and a spot of pus from a benign case introduced with 
a needle. In 1715, the method famously came to the notice of Lady Mary Montagu, wife 
of the English ambassador in Constantinople, who used it on her own son, and 
subsequently talked it up to great effect in aristocratic circles at home in England ( 3 ). 
Although nationalistic, ethical, and religious objections to this non-European folk 
practice abounded, the Royal Society with its interest in the empirical recorded many 
accounts of inoculation presented at its meetings. Dr. James Jurin, its secretary, an 
early user of the quantitative method, collected large numbers of cases in an effort to 
compare the risks from inoculation and from the disease. According to his figures, 
smallpox was both universal and often fatal: He assumed that almost everyone over the 
age of 2 had had it, and for every person who died, 7 or 8 recovered; inoculation, on the 
other hand, had a death rate of about 1 in 50. He had not, he said, been able to learn of 
any person either in England or Turkey, who had been inoculated but still took the 
disease in the natural way ( 4 ). The mathematician Daniel Bernoulli calculated similarly 
that if one neglected the point of view of the individual, inoculation would be useful to 
the state. In 18th-century France, according to Anne-Marie Moulin, the method was 
discussed, for instance by the Encyclopédistes, but not practiced; it was made illegal by 
a decree of 1763, and only permitted after the revolution. In England, on the other 
hand, it seems possible that it was used often enough by the end of the 18th century to 
affect the incidence and severity of smallpox ( 5 ).

The use of Vaccinia (cowpox) as inoculum was suggested several times in the late 
1700s; the country doctor and inoculator Edward Jenner tried it out in 1798. He had 
heard it said that milkmaids who had had cowpox, never caught smallpox, and it struck 
him that he might be able to propagate the disease as he was accustomed to do with 
his usual inoculum. It is not clear whether in practice the material actually used was 
always Vaccinia ( 6 ). Vaccine production was unregulated; the operation was painful 
and sometimes did not “take.” Nevertheless, public health authorities enforced it, for 
example, in Prussia and later under the British Compulsory Vaccination Act of 1853. 



Compulsion led to worldwide antivaccination movements with strong political and 
anticolonial overtones ( 7 ). However, the demographer Alex Mercer makes a strong 
case for its effectiveness: He argues that inoculation and subsequently vaccination 
were key in the general decline in death rates that took place from the late 18th through 
the 19th century, as the incidence of smallpox declined. With it went a network of linked 
respiratory diseases, late sequelae of the damage done by smallpox even when not 
fatal ( 8 ).

It should not be supposed, however, that because vaccination was accepted, an 
immune theory of disease resistance was an obvious conclusion. The experience of 
colonial troops in the tropics, where most of them died within a year or two of arrival 
throughout the 18th and 19th centuries, prompted a racial view of resistance, coupled 
with the development of acclimatization or seasoning in those few who survived. The 
constitution of the alien race soon broke down in the unfamiliar conditions of 
temperature and humidity; the expatriates felt themselves weakened by perspiration, 
tight clothes, and local miasmas that did not seem to affect the natives. There is a large 
19th-century literature advising the displaced European on how to survive a posting to 
India, the Caribbean, or the Philippines, and on the tragic return home of the soldier or 
sailor broken in health by the tropics ( 9 ). The importation of Africans to work as slaves 
in the conditions that were so fatal to Europeans and white Americans was one of the 
results of the racial view of disease resistance. A theory with such significant historical 
connotations cannot be ignored ( 10 ).

The word vaccine originally applied only to Vaccinia. Anne-Marie Moulin points out that 
it was Louis Pasteur, who by claiming Jenner as his predecessor, metaphorically 
included in that word all prophylactic inoculation by attenuated virus-vaccins, organisms 
attenuated by passage through another species or by treatment with oxygen or 
antiseptics ( 11 ). Vaccines were prepared in this way against anthrax (1881), which was 
then a common agricultural problem, and rabies (1885) a frighteningly fatal result of the 
bite of a rabid animal. These vaccines were dramatically effective, although it was never 
clear whether the victim of a dog bite had in fact been infected. They led to a flood of 
donations from a hero-worshipping public, with which the Institut Pasteur was 
established in 1888.

In 1891, Robert Koch too had a dramatic announcement, which also paved the way for 
the establishment of an institute under his direction. “Koch’s lymph” was a cure for 
tuberculosis, raising the hopes of sufferers who rushed to Berlin to be treated by the 
man who had discovered the tubercle bacillus. The reaction was acute and sometimes 
quite harmful to the patients, and the results were certainly not as good as expected. 
But it was not the debacle that has sometimes been thought. Koch’s Old Tuberculin 
continued to be made until the 1940s for use as a treatment for chronic tuberculosis of 
bones, lymph nodes, and skin. The material was a protein extract of tubercle bacilli, 
which Koch regarded as an exotoxin similar to that produced by diphtheria bacilli. It was 
later used under the name of the Mantoux reaction as a skin test for tuberculosis ( 12 ).

In 1896, Sir Almroth Wright of St. Mary’s Hospital in London and Richard Pfeiffer and 
Wilhelm Kolle in Berlin simultaneously prepared a vaccine against typhoid, an important 



disease in Europe and the colonies. Like the smallpox vaccine, it was very promising, 
but was attacked passionately by antivaccinationists. Their position was primarily 
political and ideological, but typhoid was a water-borne infection, and it was argued that 
improvements in sanitation and water supplies would eventually make vaccination 
unnecessary. Hostility focused on Wright’s vaccine especially; it made its recipients feel 
very ill, and its effectiveness was statistically doubtful. Sir William Leishman of the 
Royal Army Medical Corps developed a vaccine incorporating typhoid and the newly 
defined paratyphoids A and B in 1909. Armies in France, Germany, and the United 
States were beginning to use the newer type, but in Britain compulsion was politically 
unacceptable, and when World War I came, the Royal Army Medical Corps depended 
upon pro-vaccination propaganda. As acceptance of the vaccine increased among the 
troops, the results became more obvious: Compared to dysentery, a disease that was 
similarly transmitted through infected water supplies, the numbers of enteric cases 
reported in the field fell steeply ( 13 ). Attempts to develop a dysentery vaccine were 
unsuccessful.

In the 1880s, germ theory had started to sound persuasive ( 14 ). In 1883, the Russian 
zoologist Élie Metchnikov had suggested that white blood cells attacked invaders from 
outside the body, an idea based on the Darwinian concept of interspecies struggle for 
existence, and which he saw as a form of “physiological inflammation” ( 15 ). Pasteur 
liked Metchnikov’s idea, and invited him to Paris. Alfred Tauber sees Metchnikov’s 
phagocytosis theory as the foundation of the self–not self concept, later to be central to 
immunology, and thinks that Metchnikov should be regarded as having founded the 
discipline ( 16 ). But as Anne-Marie Moulin points out, Metchnikov’s phagocytes had 
neither specificity nor memory; they simply engulfed particles ( 17 ).

In the first half of the 20th century, the practical aspects of immunity, vaccination, and 
serum therapy defined research in the field. Serology and immunochemistry strove to 
provide a theoretical basis for these practices. Mechnikov’s phagocytosis theory was 
briefly at center stage but was soon overtaken by a rush of publications from Koch and 
colleagues in Berlin—the Franco-Prussian war of 1870 was still being fought by other 
means ( 18 ). As bacteriologists, the Berlin group favored “humoral immunity” in 
preference to cellular: They focused on immune sera for their specificity to identify 
bacteria, and ignored the cells, which seemed to carry a taint of old-fashioned vitalism.

Cell-based vaccination systems, however, were to prove popular and very lucrative for 
their producers, especially in France. At the Institut Pasteur, Metchnikov’s lineage of 
workers in the cellular style continued to flourish. Alexandre Besredka came to Paris in 
1893; he was from Odessa, like Metchnikov, and found work in Metchnikov’s laboratory. 
In 1918, he succeeded Metchnikov at its head. His interest centered on the then newly 
described phenomenon of anaphylaxis ( 19 ). He was concerned with sensitization and 
desensitization of the skin, an interest that was to evolve into his studies of natural 
resistance and acquired localized immunity. He proposed a system of specific dressings 
or local injections of a prepared antigen, a parallel to the local injections that 
desensitized animals to anaphylactic shock. The “terrain,” the skin cells that allowed 
entry to the infection, was to be made resistant ( 20 ). Besredka’s co-worker, Michel 
Bardach, was also from Odessa. He began work on an anti-reticuloendothelial serum 



along the lines suggested by a Russian researcher, Alexander Bogomoletz, who 
claimed that his serum was effective in a broad range of diseases involving that system. 
After World War II, the serum was successfully and profitably marketed through the 
Institut Pasteur as a nonspecific stimulator of immunity, only to be abandoned in the 
1950s as ineffective, perhaps by contrast with the stunning success of penicillin.

A rather similar cell-based system had been developed in England. Sir Almroth Wright, 
originator of an early typhoid vaccine, linked cells with serum in an effort to boost 
immunity by the preparation of autovaccines from a patient’s own lesion; they were 
thought to raise a patient’s serum “opsonic index,” and like Bardach’s serum at a later 
date, to stimulate phagocytosis ( 21 ). Wright’s slogan of 1909, “The physician of the 
future will be an immunisator,” seems to have been perfectly true for the first decades 
of the 20th century ( 22 ). Wright’s department at St. Mary’s Hospital London made 
autovaccines and carried out thousands of index measurements yearly between 1908 
and 1945. He built up a practice on a huge, even industrial, scale, out of which the 
department and the hospital itself were financed. As Wei Chen has commented, his 
laboratory was a vaccine factory, profitably manufacturing typhoid vaccine as well as 
the autovaccines that were Wright’s specialty ( 23 ). The effectiveness of autovaccine 
therapy, like the effectiveness of his typhoid vaccine, was attacked by the statisticians. 
Even so, laboratory texts until the mid-1940s generally included a chapter on the 
technique of preparing an autovaccine ( 24 ). Wright’s student George Ross carried both 
antityphoid and autovaccine manufacture with him to Canada in 1907, to an 
appointment at the Toronto General Hospital, where his techniques established and 
funded a new laboratory-based Department of Immunization and Medical Research, a 
precursor to the Connaught Laboratory, Toronto’s serum institute ( 25 ). The use of 
Wright’s autovaccines, along with Koch’s Old Tuberculin, persisted more or less up to 
the appearance of penicillin on the therapeutic scene in 1945, when all such minimally 
effective treatments were swept away by the brilliance of the first antibiotics. Wei Chen 
has suggested that Wright’s vaccine program provided a model and a financial goal for 
his junior colleague Alexander Fleming’s “construction” of penicillin. She shows that 
penicillin was initially seen as a means of differentially culturing Bacillus influenzae from 
cases of influenza, and supporting Wright’s claim that a vaccine made from that bacillus 
would be useful in the disease ( 26 ).

THE AGE OF SEROLOGY, 1890–1950

This period was characterized by the development of serum therapy, most famously 
diphtheria and tetanus antitoxins, the one affecting children, the other soldiers in the 
field, both powerfully evocative and important to governments. In its train came the 
network of serum institutes, problems of standardization, and, on the research front, an 
outgrowth of studies of the nature of specificity and the chemistry of the 
antigen–antibody reaction, which dominated the field until after World War II. As Frank 
Macfarlane Burnet realized in 1959, at a time when this era was giving way to another, 
very largely under his own influence,

The subject matter of immunology has often been unconsciously confined to 
the high-titre antibodies produced by the immunization of horse or rabbit with 



diphtheria toxin or some other of the classical antigens. Such antisera react 
with the antigen by aggregation in the test tube and by neutralization of the 
biological function of the antigen…. Most of the practical applications of 
serology make use of such antisera, and all the classical work in 
immunology is based on their properties… ( 27 )

Animals were immunized at first with live organisms, then as the concept of immunity 
was generalized, with killed organisms, and later with tetanus or diphtheria toxin. It was 
found that antitoxic immunity could be transferred via serum to a second individual. 
Between 1888 and 1894, Emil von Behring and Shibasaburo Kitasato, working in 
Koch’s Institute for Infectious Disease, laid the experimental foundations of serum 
therapy ( 28 ). Antitoxin proved itself clinically in cases of diphtheria in the winter of 1892 
( 29 ). Serum manufacture on a large scale using horses instead of the original guinea 
pigs and rabbits quickly began at the Institut Pasteur, and a global network soon 
followed: Instituts Pasteur appeared in the main cities of the French colonial empire. 
European countries followed by Canada set up their own publicly funded institutions 
dedicated to the production and distribution of therapeutic antisera: the serum institutes 
with their laboratories, stables and pastures—a horse-centered world—were to 
dominate medical research in the decades to come ( 30 ).

In Germany, four firms—Schering of Berlin; Meister, Lucius and Brüning, then of Berlin, 
later moving to Hoechst-am-Main; Merck of Darmstadt; and Ruete-Enoch of 
Hamburg—were licensed to produce antitoxin ( 31 ). They were soon joined by 
Burroughs-Wellcome of London. After the introduction of serum therapy, epidemics of 
diphtheria still continued, but the death rate from the disease dropped steeply.

Clinical results of serum therapy, however, were unpredictable. Reliable production 
required measurement: first the dose of immunizing toxin, and then quantification of the 
horse serum. A standardized antidiphtheria serum was first produced by Paul Ehrlich in 
the 1880s, when working in Berlin on the specificity of dyes in histology ( 32 ). The unit 
he devised, the first bioassay, was defined as the amount of antiserum that just 
neutralized 100 lethal doses (LDs) of a standard toxin. New batches of either toxin or 
antitoxin were compared with the old standards. The LD 50 was the dose of toxin that 
was lethal to 50% of a batch of 250-gram guinea pigs within 4 days. The L 0 dose of a 
new toxin, L standing for limes or limit, was the number of lethal doses neutralized by 
one unit of the original antitoxin, and the L + dose of the new toxin was the number of 
LDs just not neutralized. In theory, L + - L 0 = 1 LD, but the difference in practice was 
always greater than 1, and as a toxin aged, the gap widened. Ehrlich interpreted the 
stepped neutralization curve as evidence that toxin was composed of a group of 
discrete but unstable substances, all of which he named. All of them neutralized 
antibody irreversibly in proportions of simple chemical equivalence, but affected the 
toxicity of the mixture to different degrees ( 33 ).

[T]he reaction between toxin and anti-toxin takes place in accordance with 
the proportions of simple equivalence…. A molecule of toxin combines with 
a definite and unalterable quantity of antitoxin . [Ehrlich’s emphasis]



It must be assumed that the ability of toxins to bind antibody must be due to 
a specific atom group of the toxin complex, which shows a maximum 
specific relationship to an atom group of the antitoxin complex. They fit 
together like lock and key, in the image suggested by Emil Fischer for the 
specific effect of the ferments ( 34 ).

It was typical of Ehrlich’s way of thinking that he was prepared to postulate as many 
different substances as he needed to accord with the phenomena ( Fig. 1).

 
FIG. 1. Ehrlich’s standardization of the antidiphtheria serum. Added antitoxin has little 
effect at first, then toxicity falls rapidly, then does not change any further. The 
relationships change as the toxin ages. Ehrlich sees the toxin as a mixture of different 
specific substances: he shows four phases in the breakdown of a single sample, “ Gift 
No. V.” Each phase contains different breakdown products, which are supposed to react 
irreversibly with the antitoxin, in the manner of the reactions of organic chemistry. They 
react with the antitoxin in order of affinity; each substance is named according to its 
relative affinity and toxicity. Active toxins are proto-, deutero- and trito-toxin, in order of 
affinity; some, the toxoids and toxones, have lost the toxophore group, and are no 
longer toxic to guineapigs, but still neutralize antitoxin. The vocabulary is Ehrlich’s own 
invention. From Paul Ehrlich, “Wertbemessung des Diphtherieheilserums und deren 
theoretische Grundlagen,” ( 34 ).

The Side-Chain Theory of Antibody Production

Ehrlich’s vocabulary and his diagrams of the union of antibody and receptor, and his 
“side-chain theory” of immunity provided the first general theory for the new science of 



immunology. His system, modeled on a benzene ring with its attached side chains, 
linked immunity with nutrition. A cell was nourished by capturing nutrients with an array 
of different side chains, specific to each nutrient, which could be specifically blocked by 
toxin. The blocked side chains were shed by the cell, and then replaced by an excess of 
new ones as the cell repaired itself. The freed side chains were the antitoxins, released 
in great numbers into the serum ( 35 ). Later workers have pointed out that this implies a 
selection theory of immunity: Antigen selects the specific side chains to be released by 
the cell as antibody. Immunologists themselves have recognized Ehrlich’s side-chain 
theory as a precursor of the clonal selection theory of antibody production, first 
introduced in 1957 ( 36 ) ( Fig. 2). Ehrlich himself did not pursue the chemistry of the 
antigen–antibody reaction, or the nature of the specificity that he postulated, except to 
claim that the reaction was like those of organic chemistry, firm and irreversible. In the 
early years of the century, he turned his attention to a new project, the development of 
chemotherapy, which eventuated in the Salvarsan treatment of syphilis in 1909 ( 37 ). 
But his cartoon-like diagrams of antigen and antibody oriented thinking around the 
visual metaphor of the receptor, providing a diagrammatic language for immunology 
that was to persist long after its supposed chemical basis had been dropped ( 38 ).

 
FIG. 2. Ehrlich’s side-chain theory of antibody production. Antitoxin production is 
explained as a special case of cellular nutrition. The cell is equipped with side-chains or 
receptors to capture specific nutrients. A receptor can be blocked by a matching toxin; 
the cell then heals itself by shedding the blocked receptors and producing an excess of 
new ones. Some of the new side-chains are freed into the serum and constitute 
antibodies specific to the toxin. The vocabulary and the diagrams are Ehrlich’s own 
invention. His conception of the antigen-antibody reaction is of a firm, specific, 
irreversible chemical binding. He uses the metaphor of a lock and key: another image 
suggested by his drawings is a snap-fastener or press-stud. On the influence of 



Ehrlich’s diagrams and vocabulary, see Cambrosio et al. (n. 38 ). From Paul Ehrlich, “On 
immunity with special reference to cell life,” ( 35 ).

Ehrlich’s work had immense heuristic power. His method of standardization formed the 
basis of the activities in the serum institutes over the next half-century. It also set off an 
era of serological reductionism, in which the chemical nature of the antigen–antibody 
reaction, rather than the resistance of the body to disease was at the center of interest ( 
39 ). Opposition to his views stimulated representatives of other types of chemistry to 
propose alternative interpretations for the stepped neutralization spectrum. These other 
workers saw toxin–antitoxin neutralization not as a series of discontinuous steps, 
representing separate irreversible reactions, but as a smooth curve. The curve might 
represent either an acid-base type of reaction, in accordance with the dissociation 
theory of the Swedish chemist Svante Arrhenius, or a colloid reaction, according to 
Jules Bordet of Brussels and the Viennese immunochemist Karl Landsteiner ( 40 ). Both 
concepts postulated reversible reactions described by smooth curves, not discrete 
steps. Both allowed for variable proportions of antigen and antibody in the resulting 
complex that depended on the concentration of the reacting substances. Bordet said 
that just because twice as much serum is needed to combine with two as with one dose 
of bacterial emulsion, some bacteriologists argue that antigen and antibody must 
combine according to a law of definite proportions. That, he said scornfully, was like 
claiming that paint must react in definite proportions with a wall ( 41 ). The regular 
chemical law of definite proportions need not apply.

Colloid Chemistry and the Template Theory of Antibody Production

All known antigens were proteins, and proteins were colloids. In 1912, the chemist Ernst 
Peter Pick of Vienna made this a slogan: “Kein Antigen ohne Eiweiss” (no antigen 
without protein) ( 42 ). The first decades of the century were a time of great excitement 
about colloid chemistry: This was the chemistry of life itself. It was not unexpected to 
find that this vital, even mystical, reaction did not obey the rules of ordinary chemistry ( 
43 ).

Landsteiner’s immunochemistry, and his lifelong opposition to Ehrlich and his theories, 
began in the early years of the century with an attempt to apply the new colloid 
chemistry to the problem of the relationship between antigen and antibody. Landsteiner 
argued that specificity could not be absolute: Ehrlich’s pluralistic approach would 
require an absurd number of specific substances in the serum, whose significance for 
the animal body was unclear. In Landsteiner’s words,

According to the older view [i.e., Ehrlich’s], for every single effect of a serum, 
there is a separate substance, or at least a particular chemical group…. A 
normal serum contained as many different haemagglutinins as it 
agglutinated different cells. The situation was undoubtedly made much 
simpler if, to use the Ehrlich terminology… the separate haptophore groups 
can combine with an extremely large number of receptors, in stepwise 
differing quantities as a stain does with different animal tissues…. A normal 



serum would therefore visibly affect such a large number of different blood 
cells,… not because it contained countless special substances, but because 
of the colloids in the serum, [that is,]… the agglutinins, by reason of their 
chemical constitution and the electrochemical properties resulting from it. 
That this manner of representation is a considerable simplification is clear; it 
also opens the way to direct experimental testing by the methods of 
structural chemistry ( 44 ).

Landsteiner’s “simpler” view was that specificity was a matter of “more or less good fit,” 
which he demonstrated through cross-reacting antibodies against a series of 
compounds of known structure. His key project began during the 1914–1918 war. 
Conditions were harsh in Vienna; food and heating were inadequate as the city 
administration crumbled around the researchers and the Donau monarchy came to its 
end. Many animals were needed for the project, immunized with many closely related 
antigens. The animals made low levels of antibody because they were cold and 
undernourished; the same was true of the researchers. But they were able to conclude 
that it was highly charged groups such as acid radicals that were most important in 
determining specificity, a finding that brought them closer to structural rather than 
colloid chemistry ( 45 ) ( Fig. 3). Landsteiner was able to continue with these 
immunochemical studies of the antigen–antibody reaction at the Rockefeller Institute in 
New York, where he worked from 1922 to his death in 1946. Landsteiner and his 
mother had converted to Catholicism in the 1890s. He had left Vienna before the 
outpouring of anti-Semitism that led to the Anschluss, the unification of Austria with 
Nazi Germany, in 1938. He was already in New York, when many of the people he 
knew were desperately trying to emigrate, or to find jobs in a new and difficult country. 
Although he did not wish to be seen as Jewish, he was able to help some of them.

 
FIG. 3. Landsteiner’s conception of specificity. The diagram shows a continuous 
spectrum of reactions to the benzene-sulphonic acid family of antigens. Starting from 
the immunizing antigen, stepwise small alterations in the chemistry of the test antigens 
reduce the strength of the reaction with the antiserum. It is the polar groups that have 
the most effect on specificity. According to Landsteiner, an antibody has a graded 
quantitative affinity with a range of different antigenic configurations. His conception of 
the reaction is one of a reversible, weak binding of broad specificity. Compared to 
Ehrlich’s tightly bound snap-fastener receptors ( Fig. 2 above), Landsteiner’s view of the 
reaction suggests a silk scarf draped lightly over the charge outline of the antigen. This 



conception accords very well with the template theory of antibody production of Breinl 
and Haurowitz of 1930, in which the polar groups of the antigen control the assembly of 
antibody globulin (n. 47). Karl Landsteiner and Hans Lampl, “Ueber die 
Antigen-eigenschaften von Azoprotein: XI Mitteilung über Antigene,” ( 45 ).

The Rockefeller Institute was a placement that was in many ways ideal for the man and 
for his program of research. It epitomizes in many ways the typically reductionist 
immunology carried on outside the ambit of the Institut Pasteur. Writers such as George 
Corner and René Dubos, who experienced life and work in its laboratories, emphasize 
the role played by reductionist ideals at the Institute. Writing in 1976, Dubos says that 
the chemical approach is now more dominant than ever in fields such as cellular 
biology, genetics, immunology, and experimental pathology ( 46 ). In the 1940s at the 
Rockefeller Institute, there were six different laboratories working on protein chemistry.

Landsteiner’s conception of specificity was that antibody draped itself over the charge 
outline of its antigen. The antigen–antibody reaction was a charge-based surface 
adsorption. This suggested to the Prague chemist Felix Haurowitz and his serologist 
colleague Friedrich Breinl, who had met Landsteiner in New York, that antibody 
formation might take place by the assembly of the globulin molecule on the antigen. 
The polarity of the antigenic groups served to orient the amino-acid building blocks of 
the nascent globulin. These concepts were later known as the template theory of 
antibody formation ( 47 ). Haurowitz fled from Prague to pass the Nazi period in Turkey, 
and then like Landsteiner, emigrated to the United States, where he settled in Indiana ( 
48 ). He maintained his belief in the template theory to the end of his life.

The standardization of sera was key to research and theory building in 
immunochemistry and to the practical problems of serum production and utilization. It 
was the source of Ehrlich’s side-chain theory, Landsteiner’s countervailing outline 
concept, Haurowitz’s related template theory, and the lattice theory of the 1930s ( Fig. 
4). This last was proposed by the London serologist J.R. Marrack to account for the 
relation of antigen–antibody proportions to the appearance and disappearance of 
precipitation, the so-called zoning effect, which made it difficult to titrate antibody and 
antigen against each other by precipitation ( 49 ).



 
FIG. 4. Marrack’s lattice theory of antigen–antibody precipitation. Marrack is explaining 
the zoning phenomenon whereby the precipitation of antigen by antibody depends on 
concentration. Zoning, as Ehrlich had found in the case of toxin neutralization ( Fig. 1 
above), made it difficult to standardize antisera for practical use. Increasing 
concentration of antibody leads to a crowding of antibody molecules around an antigen, 
forcing the polar groups of the antibody into such close contact that they attract each 
other instead of molecules of water, and precipitate out of solution. (A in the diagram). 
Differences in proportion of antigen and antibody in the complexes formed (C, D and E) 
account for differences between precipitates. If the antibody has more than one 
absorbing site, the complexes may form a large lattice structure (B). From: J. R. 
Marrack, The Chemistry of Antigens and Antibodies  ( 49 ).

In Germany, the state guaranteed standards for the antisera produced there, based on 
Ehrlich’s technique and on standards held at Ehrlich’s laboratory in Frankfurt-am-Main ( 
50 ). This hegemony was broken up by the outbreak of World War I, when other 
countries such as Britain found that they could not, indeed must not, rely on Frankfurt 
any more, and began to develop their own programs. Standardization was one of the 
first projects to be taken up by the new Medical Research Council of Britain. It was 
placed under the charge of the young Henry Dale, who had briefly studied under Ehrlich 
in Frankfurt, and had since been employed by Burroughs-Wellcome in serum 
manufacture. He was also delegated to supervise the testing of Ehrlich’s Salvarsan and 
its substitutes, whose German patents had been abrogated at the outbreak of war. 
Interestingly, these toxic chemicals were treated as if they were bacterial toxins, and 
assayed by Ehrlich’s LD 50 method. It was a method that did not deal with the common 
problems that accompanied Salvarsan treatment, Dermatitis exfoliativa, and sometimes 
sudden death, as well as Icterus lueticus, so-called, later shown to be 
syringe-transmitted hepatitis. At the time, these side effects were thought to be due to 
excess toxicity of the drug, but the batches always passed the LD 50 test. In 1930, 
Henry Dale began to suspect that some of the cases of collapse during Salvarsan 
treatment were due to anaphylactic shock. Anaphylaxis had been described in 1902 by 
the eugenist Charles Richet in France. By 1913, when Richet received his Nobel Prize, 
he had come to see it as a mechanism of natural selection, which maintained the purity 
of races ( 51 ).

Allergy and the Clinic

Clinically, anaphylaxis was to be carefully distinguished from allergy and its relations, 
atopic eczema, asthma, and hay fever, although all of them were agreed to be 



mediated by substances known as reagins, presumed to be cell-bound antibodies. The 
earliest suggestion of that came in 1921, with the famous personal experiment of the 
German medical students Carl Prausnitz and Hans Küstner, who tried to exchange 
hypersensitivities by exchanging serum with each other in an immunological version of 
blood brotherhood. Both of them were allergic but only fish sensitivity was transferred. 
There was also the problem of serum sickness, a reaction to antitetanus and 
antidiphtheria sera, written up by Clemens von Pirquet and Béla Schick in 1905 ( 52 ).

In Britain, the first allergy clinic was set up in 1911, an offshoot of the vaccine 
department of St. Mary’s Hospital under Sir Almroth Wright, following up on Wright’s 
enthusiasm for autovaccines. Like Wright’s immunizations, desensitization was both 
praised and attacked in the popular press, and in the medical journals. It was also a 
profitable enterprise, funded by a drug company, Parke Davis, which made the sets of 
allergens used. By the 1980s, the attacks had intensified: The method had had a longer 
run than most of the Wright-based procedures. But clinical allergists continued to offer 
desensitization treatments, in spite of warnings from the Committee on the Safety of 
Medicines in 1986 ( 53 ).

Allergy began to take shape in the United States as a clinical specialty in the course of 
the 1920s, the allergens here being ragweed and poison ivy. Private clinics were set up, 
societies were organized, and the clinical Journal of Allergy started in 1929. The more 
laboratory-oriented papers on the subject still appeared in the older Journal of 
Immunology, but in most cases, the allergists were not laboratory people, and it was felt 
that they could not come up to the standard demanded by the Journal of Immunology. 
In the course of the 1930s, the leaders of the profession began to fear that the specialty 
might gradually become a kind of medical quackery, focused on a single procedure, the 
skin test. The professional societies determined that clinics should be certified and 
controlled. In 1971, board certification was set up through a joint effort by the Boards of 
Internal Medicine and Pediatrics, and in 1973, the American Academy of Allergy was 
formed in succession to the two national societies. Founders were Robert Cooke, who 
had asthma attacks triggered by horses and cows, and Arthur Coca, who suffered from 
migraine and a large variety of food allergies ( 54 ). Coca was to become medical 
director at Lederle Laboratories, which was marketing sets of allergens for skin test 
diagnosis and desensitizing treatments, the clinical allergists’ professional standby.

Serology at the League of Nations

Serology gained still more prestige during the First World War. In the mud of the 
trenches and battlefields of 1914–1918, tetanus antitoxin strikingly reduced the 
incidence of tetanus on both sides, but attempts by the German military to develop an 
antiserum for gas gangrene were not successful ( 55 ). Inoculation against typhoid had 
become increasingly accepted, and increasingly effective. After the war, the victorious 
Allies through the League of Nations and its Health Organization set up their own 
standardization project at the Statens Seruminstitut in Copenhagen. Postwar 
arrangements bypassed the German laboratories, which were then suffering under a 
boycott of all international contacts. However, the League’s laboratories under Thorvald 
Madsen, a student of Ehrlich, still used the German techniques, and Madsen himself 



tried to make sure that science remained pure, protected from all national and political 
interference ( 56 ).

The League’s program was a microcosm of practical serology. It began by working over 
the old sera such as diphtheria and tetanus, including the blood group antisera with 
their conflicting nomenclatures, and then attempted to add new ones of military 
importance, such as an antidysentery serum. It also worked at standardizing the 
serological test for syphilis: The Wassermann reaction was a two-stage 
complement-fixation test of the type introduced by Jules Bordet and applied by August 
von Wassermann to the diagnosis of syphilis in 1906 ( 57 ). Prodded by the international 
organizations and the requirements for a standard procedure for syphilis tracking in 
seamen under the Brussels Agreement of 1924, the League’s scientists working 
through the Statens Seruminstitut began on this most difficult of projects ( 58 ). The 
Wassermann test had been accepted with great enthusiasm by clinical venereologists, 
but the laboratory workers saw it as unreliable and difficult to carry out. Newer, simpler 
versions, often based on colloid chemistry, were tested by the League ( 59 ). The most 
successful of the new colloid tests was probably the test designed by the American 
Rudolf Kahn ( 60 ). The Kahn test, however, never completely replaced the 
Wassermann, except in Kahn’s own laboratory. Clinicians continued to ask for “WR and 
Kahn” on their patients until the late 1960s, when both tests gradually gave way to a 
more direct form of immunological screening, and finally to the ELISA test using 
monoclonal antibody ( 61 ).

Blood Groups and Transfusion

Karl Landsteiner described the human ABO blood groups in 1901 ( 62 ). For many years, 
however, he showed no great interest in his discovery. Blood groups probably seemed 
to be rather a dead end in terms of practice, and, possibly, to imply a sharp specificity 
rather too close to Ehrlich’s for Landsteiner’s comfort. Further work on blood group 
serology by the Polish serologist Ludwik Hirszfeld showed that they were inherited as 
Mendelian unit characters, which he interpreted as two pairs of alleles—A and not-A, B 
and not-B—along the lines of the then-current Mendelian “presence-and-absence 
hypothesis.” Working at a front-line hospital in Macedonia during World War I, Hirszfeld 
and the bacteriologist Hanna Hirszfeld, his wife, were able to show that blood group 
distribution in the military units was linked to the place of origin of the people studied. 
These two discoveries rendered blood groups significant as forensic tests of paternity, 
and as race markers, and Hirszfeld himself tried to use them to elucidate the problem of 
resistance to disease ( 63 ). Felix Bernstein, a mathematician and director of the Institute 
for Mathematical Statistics in Göttingen, took up Hirszfeld’s study of the inheritance of 
the ABO groups, then the only normal human trait for which there was enough family 
data to perform a satisfactory Mendelian analysis. He argued that the data showed 
them to be controlled by three alleles, all at the same locus, and not by paired alleles at 
two separate loci. The test case was that of the AB mother: According to his triple-allele 
hypothesis, an AB mother could not have an O child, whereas with Hirszfeld’s two-locus 
hypothesis, such children should have been quite common. The literature was combed 
for cases in point—before Bernstein made his claim, there were quite a few, but as the 



triple-allele hypothesis took hold, they disappeared from published results ( 64 ).

A Nazi-oriented German Society for Blood Group Research founded in 1928 attempted 
to use Hirszfeld’s results to define the Aryan race and to map its place in Europe. 
Official Nazidom, however, paid little attention to its findings. The Society excluded 
Jews from its membership; that meant that none of the leading researchers, such as 
Hirszfeld, Bernstein, or Landsteiner were members ( 65 ). Bernstein happened to be in 
the United States when the Nazi edict stripping him of his directorship arrived; he 
stayed there until after the war, but was never to reestablish himself and wrote no more 
after 1933. The Hirszfelds were in Warsaw where Ludwik was director of the State 
Epidemiological Institute; they managed to survive the Warsaw ghetto.

Landsteiner himself went back to the blood groups only when he reached the 
Rockefeller Institute in 1922. Over the next 20 years, he and his colleagues Philip 
Levine and Alexander S. Wiener described several more blood group systems, 
including M-N, P, and finally the rhesus system, establishing not only an expanded 
forensic tool, but also a causal mechanism for Erythroblastosis fetalis, hemolytic 
disease of the newborn ( 66 ). In spite of the efforts of the eugenics movement to show 
that feeblemindedness was inherited as a single-gene Mendelian recessive, blood 
groups were for decades the only normal human characteristic that was clearly 
Mendelian in its pattern of inheritance, and where the data were extensive and reliable 
enough to use in a mathematical approach to human genetics. For the geneticist, blood 
groups were the human equivalent of Drosophila.

In hindsight, one might have expected that blood grouping would have found immediate 
application as a condition for blood transfusion. But that was not the case. Transfusion 
itself was experimental rather than therapeutic, and technical problems abounded. 
George Crile, professor of surgery at Western Reserve Medical College, investigated 
the technique and its applications in 1909. Although Ludwig Hektoen had cited 
Landsteiner’s work and had suggested that isoagglutination of human red corpuscles 
might be relevant to transfusion of blood, Crile’s personal experience had shown that 
the occurrence of hemolysis in vitro did not necessarily indicate that it would occur in 
the vascular system of the recipient after transfusion ( 67 ). Crile’s technique of transfer 
of blood involved the end-to-end anastomosis of the donor’s and the recipient’s veins, 
by cutting down and suturing the veins together, or joining them with a cannula. Just 
before the First World War, a method using a paraffin-coated intermediary bottle was 
introduced; but it was not until sodium citrate was suggested as anticoagulant that any 
quantity of blood could actually be transferred. Several individuals suggested it at about 
the same time, but in practice, it was not used until about 1916–1917, when the 
American Oswald Robertson and the Canadian Bruce Robertson introduced transfusion 
in the field ( 68 ). Soldiers who were checked out to act as “professional donors” were 
generally group O, a so-called universal donor. Grouping tests and cross-matching of 
donor and recipient were felt to take too long to do; group O donors continued to be the 
mainstay of transfusion into World War II. Only from about 1944, with the increased 
demand for blood by the Army, group-to-group transfusion began to take over ( 69 ). 
Landsteiner received a Nobel Prize in 1930 for his 1901 discovery of the ABO blood 
groups. It came only when it was clear that they had some practical use; he himself 



thought that his fundamental work on specificity was more important.

Until the outbreak of World War II, transfusions were usually organized on an individual 
basis. In Britain as in Canada, a service was set up through the Red Cross. A donor 
would be called to the hospital where the blood was needed, as stored blood even 
when properly refrigerated was felt to be unsafe ( 70 ). Elsewhere, stored blood was 
increasingly used. In the Soviet Union, the donors attended centers and blood was 
stored for use as needed. In the United States, Cook County Hospital of Chicago 
established a blood banking system in 1937, where a credit balance could be used for a 
given patient without necessarily using the bottle donated by the patient’s own relatives 
( 71 ).

Blood transfusion, like standardization, was driven by war and the interests of national 
governments. The technique was recognized as being of national and military 
importance following World War I, as military experience showed that blood could 
virtually resuscitate the dead. The British government, through the Medical Research 
Council became involved in developing blood transfusion, and the League of Nations in 
the interests of collective security put the standardization of grouping sera and of their 
confused terminology on its schedule. At the outbreak of a new war, the Red Cross 
Blood Transfusion Service became the state-supported National Blood Transfusion 
Service, with an expanded mandate to prepare and store sera and blood products, such 
as freeze-dried plasma, to deal with expected civilian casualties ( 72 ). In 1943, two 
British workers found that the addition of dextrose to the citrate anticoagulant solution 
made it possible to store refrigerated whole blood for as long as 21 days ( 73 ). This 
technique was quickly taken up by the Transfusion Service in wartime Britain, but only 
gradually adopted in the United States. The U.S. military preferred to use dried bovine 
albumin as an emergency lifesaver in the field. (See below.)

The new availability of stored blood was to make possible an era of large-scale surgery, 
including dialysis and open-heart surgery with extracorporeal circulation ( 74 ). It also 
facilitated the large-scale spread of serum hepatitis (hepatitis B) among patients, and 
technical, medical, nursing and cleaning personnel. In Britain, before the introduction of 
hepatitis testing in the 1960s, approximately 1 in 10 donated units were infected; in the 
United States, the numbers were higher ( 75 ). Pooled plasma, with material from several 
donors in a single bottle made things even worse. In a paragraph that looks forward to 
the AIDS problems of the 1980s, Vaughan and Panton wrote in 1952:

Blood and blood products are highly dangerous materials…. False grouping, 
the transmission of infectious diseases other than jaundice, the use of the 
proper kinds and amounts of transfused fluid, the serious danger of infected 
material, can only be dealt with if the utmost care is taken. The prevention of 
jaundice is still under investigation and this unsolved problem serves as a 
reminder that blood transfusion is not in its final phase but is still in urgent 
need of further research…. The advances stimulated by war in this field 
have had profound repercussions in many fields of civilian medical practice 
and are likely to have more ( 76 ).



A marker for hepatitis B came in 1966, and a vaccine in 1982. Transfusion, in the 
course of the 1970s, came to be regarded as almost free of risk, on a par with vitamins. 
The AIDS crisis was to change that.

THE CHEMISTRY OF THE ANTIBODY GLOBULINS, 1930–1960

The history of protein chemistry is a sequence of developments in technology and 
instrumentation, each technical innovation opening the door to a new series of 
interpretations. The techniques centered around the separation of the protein mixtures 
found in nature, the drive to reduction first defining and naming individual proteins, then 
protein fragments and chains, and finally amino-acid sequences, focusing down on the 
nature of the antibody combining site.

Like the work on the antigen–antibody reaction, work on the proteins originated in 
colloid chemistry. In the first decade of the century, Swedish chemists using the 
ultramicroscope began differentiating inorganic colloids into separate molecules, 
arguing that colloids were in fact particulate and not homogeneous aggregates ( 77 ). 
Theodor (The) Svedberg’s life work began with his project on Brownian motion, which 
he felt demonstrated ad oculos the reality of molecules. He was attacked from all sides, 
among others by Albert Einstein, but he stuck to his interpretation and in 1926 won a 
Nobel Prize. His work on proteins began in the early 1920s with the development of his 
ultracentrifuge, modified from a dairy cream separator. The addition of an oil turbine 
rotor gave a speed of 40,000 rpm and a force of 100,000 G, and an optical eyepiece 
made the boundary of the sedimenting material visible. The results persuaded a 
skeptical Svedberg that proteins too consisted of molecules, and that they had definite 
molecular weights. He gave each a sedimentation coefficient S that indicated a relative 
molecular weight, with serum globulin having a coefficient of 7 S, corresponding to a 
molecular weight of about 15,000; there was also a small amount of a heavier 18 S 
globulin ( 78 ). In fact, he went further and suggested that all proteins, like hemoglobin, 
might be aggregates of identical subunits with molecular weights of about 17,000. 
Joseph Fruton ( 79 ) ascribes this suggestion to the hypnotic power of numerology. I see 
it as an example of the need to find simple laws underlying complex phenomena, a 
principle of scientific research prominent in the work of others of the period, for 
example, Landsteiner ( 80 ). Svedberg saw ultracentrifugal analysis as classical colloid 
chemistry. Particle size, aggregation, and dispersal in a medium were central colloid 
problems, but the vitalistic tone of the earlier colloid enthusiasts was soon lost.

Svedberg’s 1926 prize attracted enough government funding and Rockefeller grants to 
set up a new Institute of Physical Chemistry at Uppsala. Here ultracentrifuges of 
enormous size could be installed in a “building remarkable for its efficiency: no 
unnecessary, pointless fittings are to be found,” says Arne Tiselius ( 81 ), in a reflection 
of the contemporary feeling for unity and simplicity in architecture as in science. 
Tiselius, Svedberg’s erstwhile research assistant, wrote that the workshop with its highly 
skilled mechanics was “an increasingly important part of the Institute, for in many 
investigations, the building of the apparatus is perhaps the most important factor” ( 82 ). 
Several apparatuses were built for export to the United States and Britain. Tiselius 



himself followed in his senior’s footsteps by developing another piece of industrial-sized 
equipment, the electrophoresis apparatus, based on a small-scale apparatus designed 
by Landsteiner and the colloid chemist Wolfgang Pauli. His apparatus was designed to 
separate serum proteins by charge, rather than by molecular weight. Tiselius too felt 
that the study of electrokinetic phenomena was among the most important tasks of 
colloid chemistry ( 83 ).

Lily Kay ( 84 ) has suggested that these large, complicated and very expensive pieces of 
equipment generated their own research programs as they diffused from Uppsala to 
other centers, beginning with the Rockefeller Institute in New York. Andrew Ede ( 85 ) 
goes further and suggests that colloid chemistry itself was a product of the original 
dialysis apparatus of 1849, the semipermeable membrane that separated colloids from 
crystalloids. These historians have put their finger on a feature that has been of singular 
importance in protein chemistry from its mid–19th-century origins to the 
mid–20th-century work that elucidated the structure of antibodies. At each stage, 
exploitation of a new separation technique revealed a broad new landscape for the 
explorers. Some, like the ultracentrifuge, were products of heavy industry, requiring 
factory-like laboratories. Others, like the starch-gel electrophoresis setup, were so 
simple that they could be made at home. All of them contributed to the drive to 
reduction: Every separation made the fragments smaller, until the smallest possible 
came into view, and with them, the secret of antibody specificity.

The earliest serum fractionation method was “salting out,” by the addition of neutral 
salts, a technique dating to the mid-19th century, and still in use today for large-scale 
rough or preliminary separation of a bucket of serum. Here the antibody activity went 
down with the globulin fraction, leaving the albumin in solution. As late as 1930, 
however, it was still being argued that antibodies might not actually be globulins; they 
might simply be precipitated along with the globulins ( 86 ). In 1938, Tiselius collaborated 
with Elvin Kabat of Columbia University on the fractionation of immune sera, with the 
significant result that antibody was finally linked to the globulin fraction, which could be 
seen to separate into three bands, named by the discoverers the a, ß, and ? globulin 
bands. Antibody activity was located in the ? band ( 87 ). By 1945, the first commercial 
version of the electrophoresis apparatus had appeared, cost and size were coming 
down, and the importance of the technique growing as it became more commonplace.

The tradition of large-scale fractionation was well established in Uppsala, but these 
were still analytic rather than preparative techniques. The new methods of the 1940s 
and 1950s allowed for the preparation of batches of material. Edwin Cohn’s Plasma 
Fractionation Project, centered during the World War II in his laboratory at Harvard 
Medical School, reoriented his research on problems of protein structure to the 
large-scale preparation of plasma fractions for use in battlefield emergencies. Where 
others had organized a blood transfusion service or used whole plasma, the United 
States preferred albumin. Cohn’s method was to isolate the albumin from bovine blood 
by fractionation with alcohol, not by salting out, and to freeze-dry it using a new 
commercial technique. Purity was guaranteed by inspection of the fractions in the 
Tiselius apparatus. He was later to change to human serum albumin, as bovine albumin 
could produce serum sickness. Serum globulin was a useful by-product: It could be 
used clinically as convalescent serum was used in childhood diseases, that is, as a 



source of antibodies against common infections, especially hepatitis. Cohn developed a 
small portable fractionator that could be attached to a donor’s arm for plasmapheresis 
and the preparation of hyperimmune globulin. Angela Creager ( 88 ) has opened up an 
interesting pathway here in her studies of Cohn and his practical methods.

The name “chromatography” was introduced by the Russian botanist M. Tswett ( 89 ) in 
1903 to describe his trick of separating colored plant materials by allowing a drop of the 
mixture to spread on a piece of blotting paper, producing concentric rings of distinct 
color. A.J.P. Martin ( 90 ) and his group at St. George’s Hospital in London worked out 
the first good chromatographic method during the 1940s ( 90 ). They used a filter-paper 
sheet held vertically as the adsorbent, and allowed the test substance in solution to 
creep slowly upwards by capillary action, separating into smudges as it went. The 
separation could be made two-dimensional by turning the paper on its side and dipping 
it in another solvent, or using an electric current. The method was called “fingerprinting.” 
It separated mixtures of differently charged peptide fragments, opening the way to 
protein genetics.

After the war, a new type of chromatography was worked out by Stanford Moore and 
William Stein at the Rockefeller Institute in New York ( 91 ). The adsorbent matrix this 
time was an insoluble resin, either acidic or basic, packed into a vertical column. A 
solvent carrying the mixture trickled down through it, leaving the oppositely charged 
components attached to the resin, while those with similar charge passed through 
unhindered. This ion-exchange chromatography was very effective as a preparative 
procedure, particularly when linked up with the automatic fraction collector that Moore 
and Stein designed that allowed the experimenters to run their columns overnight and 
read the results in the morning. But the rough treatment of the protein often resulted in 
the disappearance of biological activity, “lost on the column.” The lab workers were 
proud of their sensitivity to the delicate treatment needed for the preservation of 
antibody. Rough handling that produced foaming often diminished antibody titer, or 
destroyed it altogether.

The “molecular sieve,” another preparative technique from Uppsala, was developed by 
Jerker Porath in 1960 in collaboration with the Swedish firm Pharmacia. It consisted of 
a column of Sephadex TM, a cross-linked dextran gel. Separation of the protein mixture 
was by molecular size, due probably, Porath thought, to steric hindrance as the 
molecules straggled through the maze of pores in the white fluffy gel ( 92 ). Its mate was 
the updated, and less destructive, ion-exchange method of column chromatography 
developed by the American Herbert Sober and his group in 1956 using charged forms 
of cellulose (diethyl aminoethyl or DEAE cellulose, and carboxymethyl or CM cellulose) 
and a buffer gradient ( 93 ). Here again separation of proteins and protein fragments was 
by charge. These two methods were complemented by the practical addition of an 
elegant Swiss-made automatic fraction collector.

Starch gel electrophoresis is a kind of counterexample to the power of the huge 
machines in creating and controlling their own program of research. A starch gel system 
could be set up by anyone with a flair for cutting perspex sheets neatly, and boiling up 
powdered starch and buffer solution in a beaker ( 94 ). It cost virtually nothing, and could 



be shown to a visiting worker in a few hours. Like paper electrophoresis, it became a 
favorite in both research and clinical laboratories, partly perhaps because it allowed 
workers to feel very skilled and sensitive in controlling a simple apparatus that they had 
made themselves. Technically, starch gel stabilized confusing convection currents and 
combined charge and sieving properties in one. The thick gels could be stained and 
desiccated to form thin transparent films that were easy to photograph and store. It was 
a very effective means of separating complex mixtures such as serum proteins and 
protein fragments, and detecting genetically determined variants. Oliver Smithies ( 95 ) 
of the Connaught Laboratory in Toronto in his original paper of 1955 reports just such a 
finding.

One result of the separations was the increasing resolution of globulin types. IgG, IgM, 
and IgA were distinguished. The question of the nature of reagins was finally solved by 
the Ishizakas in 1966 as being none of the above, but a new globulin type that they 
named IgE ( 96 ). The time had come to standardize the nomenclature of the 
immunoglobulins. As the League of Nations under Madsen had done in the 1920s and 
1930s, the World Health Organization under Howard Goodman applied its 
immunodiplomacy to come to a general agreement on terminology ( 97 ). It was not 
easy—I have been told that a scientist would rather use someone else’s toothbrush 
than their terminology.

The accumulation of separation techniques now made it possible to work with fractions 
of serum and fractions of molecules. The British biochemist Rodney Porter working at 
the National Institute for Medical Research used DEAE to prepare a sample of immune 
globulin from whole rabbit serum, then digested it with the proteolytic enzyme papain, 
and separated the fragments on the ultracentrifuge. There was only one peak. His first 
stab at globulin structure followed the existing view of it as a long single chain folding on 
the antigen as a template, as Linus Pauling and Felix Haurowitz had taught ( 98 ). His 
next attempt involved opening the disulfide bonds of the molecule, adding the 
Sephadex column to his series of preparations. This produced a suggestion of two 
pieces, one light and one heavy, which would have normally been joined together by 
disulfide bonds ( 99 ). The relation of the pieces produced by opening the S–S bonds to 
the papain pieces was worked out immunologically, using goat precipitating sera raised 
against what now seemed to be two different fragments of the rabbit globulin. Porter 
then proposed a second model of the globulin molecule: a pair of heavy chains joined 
by disulphide bonds, each with a light chain attached, and with the antibody recognition 
site on papain fragment I, probably on the heavy chain. The model stood up well when 
new findings accumulated. Different types of heavy chain were found in different 
classes of immunoglobulin, and the light chains showed genetically determined 
polymorphisms ( 100 ). Recognition was prompt—in 1968, Porter was awarded the Karl 
Landsteiner Memorial Award, and in 1972, he shared a Nobel Prize. Porter’s Y-shaped 
model of the globulin molecule has come to be the symbol of immunology.

Myeloma Proteins—A Model System

Porter’s model was built up on normal globulin fragments, with their heterogeneous 
collection of specificities and chain types. In 1965, the protein chemist Frank Putnam, 



then at the University of Florida could still write:

The ?-globulins lack all the prerequisites needed to facilitate study of their 
primary structure. They are heterogeneous, noncrystallisable and not 
resolvable into pure components; they are antigenically diverse but share 
common determinants; many possess… biological activity, but the site of 
activity has not been defined…. Yet the key question in immunology and 
protein biosynthesis today still hinges on the determination of whether 
antibodies of different specificity—or for that matter, antibodies of the same 
specificity—differ in amino-acid sequence ( 101 ).

A new opening was found when it turned out that the abnormal serum protein produced 
in such quantities by patients with multiple myeloma was a ?-globulin, but unlike the 
normal serum globulin, each one was absolutely homogeneous and could be resolved 
into pure components. Some of these globulins had antibody activity. With Smithies’ 
starch gel separation technique, M.D. Poulik and Gerald Edelmann of the Rockefeller 
Institute had found in 1961 that if myeloma protein was reduced and alkylated, and the 
fragments separated, the pattern of components duplicated those of normal globulins, 
except that the bands that separated on starch gel were very much sharper ( 102 ). The 
Bence–Jones protein from the same patient’s urine matched the bands for reduced and 
alkylated fragments of the parent protein, and corresponded to free light chains ( 103 ).

Myeloma proteins had antibody activity for a variety of antigens, but they did not have 
the heterogeneity of the normal protein, raising the possibility that they could be used 
for detailed studies of antibody chain structure. Human myeloma cells were difficult to 
grow in tissue culture, but Thelma Dunn, Ragna Rask-Nielsen, and Michael Potter 
found a way of growing mouse myelomas by transplanting them into inbred mice. Each 
myeloma derived from a single clone of cells, and produced a single homogeneous 
globulin. As Michael Potter ( 104 ) remarks, these were cancer workers for whom the idea 
of a tumor originating from a single cell was not new—the clone maintained its 
uniqueness through all its transplants. Many myeloma proteins were found later to have 
antidinitrophenyl activity, perhaps as a result of a cross-reaction with some gut antigen. 
Separations and amino-acid sequencing showed that all light chains of a given type 
shared a constant sequence of amino acids at one end, but were variable at the other, 
suggesting that antibody specificity was a result of a specific amino-acid sequence.

Parallel with the information that was building up through the 1950s on the sequence of 
amino acids in protein chains, there came evidence that the sequences appeared to be 
genetically controlled. Each amino-acid link in the chain was coded for in the nuclear 
deoxyribonucleic acid (DNA) and the coding transferred to a messenger ribonucleic acid 
(RNA), and transcribed as an addition to the chain. The system seemed to be strictly 
directional—the product could not affect the messenger. No protein could be formed by 
copying another. Francis Crick of Cambridge called this the “central dogma” of protein 
synthesis ( 105 ). If it was substantiated, it meant that the template theory of antibody 
synthesis could not stand. But the theory had deep roots and powerful supporters. 
American immunochemists such as Linus Pauling, Michael Heidelberger, and Felix 
Haurowitz, now in Indiana, still held to it. Haurowitz felt that fingerprinting had shown 
that globulins were all almost alike in sequence, and that even if the sequence was 



genetically determined, which he doubted, the folding of the chain might still depend on 
antigen. As he wrote in 1963,

It is imaginable that the interference of a template with the folding pattern 
may affect the sequential pattern and thereby prevent or favour the 
incorporation of certain amino-acids into particular geometric patterns of the 
three-dimensional conformation of the globular molecule. The 
immunochemical observations show quite clearly that not all information 
required for biosynthesis of proteins is supplied by nucleic acids, and that 
proteins and other substances may act as templates. Life may then be more 
than merely the “expression of the chemistry of nucleic acids” ( 106 ).

Haurowitz was never to surrender. In fact, he felt that James Watson and Francis 
Crick’s idea of the replication of DNA strands one from another was something that 
Watson had picked up while attending his, Haurowitz’s, classes. The idea of a template 
for protein synthesis, disconnected from antigen, continued to appear from time to time 
like a ghost ship. Marshall Nirenberg ( 107 ), in his essay on protein synthesis of 1965, 
refers to messenger RNA and synthetic polyribonucleotides as “highly active 
templates,” directing amino acids into nascent proteins.

CELLULAR IMMUNOLOGY AND THE SELECTION THEORIES 1950s 
TO 1980s

Antibiotics, beginning with the strategically important drug penicillin, came in with World 
War II. At first, it was a secret weapon reserved for the armed forces ( 108 ). New 
vaccines such as the polio vaccines of the 1950s, famously funded by the American 
charity March of Dimes, still appeared ( 109 ) (along with a revived antivaccinationist 
movement [ 110 ]) but the serological treatment of disease had lost its edge. In spite of all 
its successes, compared with the hopes raised by antibiotics, serology no longer 
seemed so powerful. Immunochemistry reached a climax with the Porter model of 
immunoglobulin of the 1960s, but from the 1950s onward, mainstream thinking in 
immunology became steadily more biological and less reductionist. Few immunologists 
were interested in both biology and chemistry. For instance, at the first meeting of the 
International Congress for Immunology, held in Washington, DC in 1971, cellular and 
chemical sessions ran simultaneously, making it impossible for adepts of either to 
attend the other’s sessions ( 111 ). It was not the “central dogma” that turned 
immunologists away from the template theory of antibody production, but the new 
interest in immunologically competent cells and immunized animals.

The leading thinkers of the period, especially the Australian Sir Frank Macfarlane 
Burnet, saw themselves as biologists and drew on the ideas of contemporary biology, 
not chemistry. Burnet, a virologist with a childhood love of natural history and of Charles 
Darwin, took up the directorship of the Walter and Eliza Hall Institute in Melbourne in 
1944. His colleague and successor, Sir Gus Nossal, remembered Burnet as having a 
fundamentally negative attitude to technology:

Of course, Burnet was in many ways deeply correct to be mistrustful of 



technology. Sometimes scientists center their lives around an instrument, 
they become experts at running an electron microscope, ultracentrifuge or 
some more sophisticated piece of apparatus until they become prisoners of 
the instrument and cease asking deep, fact-finding questions. Burnet was 
wary of that behaviour ( 112 ).

In the 1960s, molecular biology was growing exponentially. It had already made its 
mark on immunology, first through immunochemistry and then through the proliferation 
of protein separation techniques. Standardization, reduction, and the ideal of 
molecularization had ruled immunology for decades, often in advance of the effective 
reduction of other biological sciences, except perhaps the pharmaceutical industry ( 113 

). But Macfarlane Burnet was uncomfortable with biochemistry and its sophisticated 
equipment, and he discouraged it in his institute. Under his leadership immunology 
moved in a different direction from most contemporary science, as it rejected 
reductionism and returned to the level of the immune animal and the cell.

Cellular immunology began in the late 1930s with the attempt to show that skin 
sensitivity to simple chemicals was due to antibodies or reagins ( 114 ). There was 
already a tradition of work on skin lesions, usually associated with infections—the 
tuberculin reaction was first mentioned by Robert Koch in 1891 ( 115 ). According to the 
Vienna pediatrician Clemens von Pirquet, this was the same reaction that followed 
smallpox vaccination and other skin infections ( 116 ). Landsteiner’s artificial 
diazo-protein antigens provided the model: The diazo group would link to body protein, 
and stimulate antibody production, and hence skin contact sensitivity to the antigen. 
The elderly Landsteiner and his young colleague Merrill W. Chase at the Rockefeller 
Institute struggled with serum transfer experiments. Antibody could sometimes be 
found. Chase assumed that it must be cell bound, since contact sensitivity was not 
usually transferable by cell-free serum. The same was true of tuberculin 
hypersensitivity, also known as delayed hypersensitivity. That was usually contrasted 
with immediate hypersensitivity, in which a small amount of antigen introduced into the 
skin of a sensitized animal produced local swelling and redness within a few minutes. It 
could be transferred by serum from the sensitized individual to the normal. 
Histologically, immediate and delayed hypersensitivity seemed similar: Immediate 
hypersensitivity or local anaphylaxis was an acute inflammation, with edema, 
polymorphonuclear leukocytes, and a few lymphocytes, lasting roughly 24 hours. The 
tuberculin or delayed reaction was slower to develop, with many more lymphocytes and 
macrophages. It formed a solid red lump on the skin, often breaking down to a black, 
necrotic center and healing very slowly ( 117 ). It was only when some of the exudates 
that Landsteiner and Chase were using for transfer were incompletely cleared of cells, 
that it began to seem as if the transfer of skin hypersensitivity was mediated by the 
cells, not the serum. A serum factor, called “transfer factor” by New York immunologist 
Sherwood Lawrence, was mentioned in Chase’s review of 1965, but it sounds from the 
text as if he did not believe in it. At the time, no one did. As Lawrence said in 1986 ( 118 

), after his factor seemed to have been justified, there was a subtle irony here—the 
emergence of cellular immunology as a scientific discipline was ushered in by the 
cataract of soluble factors it released.



Graft Rejection and Tolerance

The key practical problem of the period was graft rejection, which along with blood 
transfusion, was important in wartime. Sir Peter Medawar, a professor of zoology at 
University College, London, made his first attempts at grafting patients with burns in 
1943. Comparison of the survival of grafts of the patients’ own skin and skin from 
donors led him to suggest a genetically determined immune rejection mechanism. Like 
Landsteiner and Chase, he thought first of antibodies, a system like the blood groups 
perhaps, with “at least seven antigens” involved ( 119 ). As the surgeon Joseph Murray 
proved in 1954, between identical twins in the absence of an immunological barrier, a 
renal autograft could function permanently. He and the urological team at Peter Brent 
Brigham Hospital in Boston had bypassed the immunological problem, but at the same 
time, demonstrated its importance. Murray said that organ transplantation revitalized 
immunology ( 120 ).

Discussion centered on tolerance. In 1949, Frank Fenner and Macfarlane Burnet 
introduced the concept of self–not self discrimination by suggesting that tolerance for a 
range of self-markers developed in fetal life ( 121 ). They were able the cite the natural 
experiment of cattle twins, where exchange of blood precursor cells had taken place in 
utero, and gone on producing genetically foreign cells throughout life ( 122 ). Burnet’s 
own attempt to induce tolerance failed, but the demonstration was carried out by 
Medawar and his colleagues Rupert E. Billingham and Leslie Brent, all three of them 
zoologists by training and practice. Tolerance could be induced experimentally in 
embryos, and it persisted after birth ( 123 ). Brent ( 124 ) said that it was only in the 
mid-1950s that the community of immunologists accepted that their work was relevant 
to the mainstream, and that they themselves began to regard themselves as 
immunologists. Burnet ( 125 ) saw the interest in the vital phenomenon of tolerance as 
one more justification for his view that the new immunology should be biological and not 
chemical.

Tolerance in theory did not solve the clinical problem of graft rejection, which Leslie 
Brent has called the “search for the holy grail.” A temporary solution was achieved by 
Byron Waksman and his group with antilymphocyte serum, which suppressed delayed 
hypersensitivity and acute homograft rejection, though an antiglobulin was soon formed 
against it ( 126 ).

The importance of this work for skin and organ grafting is demonstrated in a peculiar 
way by the episode of the spotted mouse. William Summerlin, a young researcher at 
the Sloan–Kettering Institute in New York claimed in 1973 to have achieved a take of 
grafts between nonsyngeneic mice by culturing the graft cells before setting them. 
Medawar and colleagues and others tried and failed to replicate the results, and it 
appeared later that they had been faked. Medawar suggested that perhaps one such 
graft had taken—perhaps due to a mix-up of mice—and its importance was such that its 
author could not admit that his result was unrepeatable ( 127 ).

The first immunosuppressive drugs turned up initially in the early 1960s as antimitotic 



agents tested as chemotherapy for cancer, and it was the combination of these with 
corticosteroid hormones that finally made transplanted organs the commonplace they 
now are. The next generation of immunosuppressants was based on the cyclosporines, 
antilymphocytic agents first extracted from the fungus Trichoderma polysporum. They 
were detected in the laboratories of Sandoz in Basel, in the course of a broad 
pharmacological screening project that seems to have included all known fungi. 
Hartmann Stähelin ( 128 ) in discussing this sees it a serendipitous discovery, but it 
sounds more like the empiricism that once was the preferred program of science.

The success of organ grafting depended on the construction of a network of centers 
carrying waiting lists of patients ready to be correlated with available organs, so that a 
cadaver organ packed in ice could be rushed to a patient as quickly as possible. 
Initially, the patients were tissue typed, and organs sought that most nearly matched the 
antigens on the patients’ leucocytes, the histocompatibility antigens. The mixed 
lymphocyte reaction, in which a culture of cells from two genetically different sources 
responded to each other’s histocompatibility antigens, could be used as a kind of 
cross-match of donor and patient on the blood transfusion model. A good match 
improved the survival of the graft, but perhaps not enough, it was argued, to justify the 
longer period that a patient would have to spend waiting for a matched transplant. From 
the early 1980s on, the use of cyclosporin improved graft survival so much that typing 
now seemed less important.

The Clonal Selection Theory

The insistent question of the generation of antibody diversity went through a biological 
metamorphosis too. The idea that the sequence of amino acids in antibody globulin, or 
at least the folding of the chains, was directly molded on antigen had satisfied a 
generation of chemists and serologists brought up on Landsteiner’s charge outline and 
more-or-less good fit picture of the antigen–antibody reaction. In 1955, however, Niels 
Kaj Jerne of the Statens Seruminstitut in Copenhagen had just finished a thesis on the 
old serological problem of antibody avidity ( 129 ). He now suggested something strikingly 
different as a theory of antibody production. He proposed that all possible specificities 
were randomly present in the serum as spontaneously synthesized natural antibodies, 
and antigen selected—not synthesized—its match from among these natural 
antibodies. Jerne called this a theory of natural selection. The antigen–antibody 
complex would be taken up by phagocytic cells, which would be “signaled” to reproduce 
that same antibody; the antigen, freed from its complex, could go back into circulation 
and do the same again. For Jerne, it is the antibody, not the antigen, which acts as a 
template.

The crucial point of the natural-selection theory is the postulate that the 
introduction of antibody molecules into appropriate cells can be the signal 
for the production of more of their kind. This notion is unfamiliar. However, 
as nothing is known about the mechanism of antibody synthesis in a cell, it 
would seem a priori more reasonable to assume that an animal can 
translate a stimulus, introduced by protein molecules which it has itself at 
one time produced, into an increased synthesis of this same type of 
molecules, than to suppose that an animal can utilize all sorts of foreign 



substances and can build them functionally and semi-permanently into the 
most intimate parts of its globulin-synthesizing cells ( 130 ).

He suggests that the antibody protein can act as a template for the order of nucleotides 
in the synthesis of RNA, which in turn acts as a template for more of the same protein. 
Natural selection, he thinks, could account for the increased avidity of antibodies 
produced later on in the course of immunization. But as Thomas Söderqvist, Jerne’s 
biographer, has said, for Jerne the expression “natural selection” had only the very 
faintest of Darwinian overtones ( 131 ).

Jerne’s paper initiated a renewed discourse on antibody production. In 1957, two years 
after Jerne, David Talmage of the University of Colorado in a general review of 
immunology and its current problems and uncertainties, compared the theories with the 
available data. He recognized that the template theory was very widely held at the time. 
But it was beginning to seem strained. Jerne had shown in his thesis that antibody 
avidity increased during the secondary response when antibody was being most rapidly 
produced. Logically, increased avidity should have slowed release of new antibody from 
an antigen template. And Burnet in 1949 had found a logarithmic rise in antibody 
production, which suggested that antibody was being produced by something that was 
replicating, not just being recycled. Burnet, said Talmage, complains that a gap has 
grown up between immunology and existing knowledge of biology. He has pointed out 
that nowhere else in nature was there anything analogous to an antigen template. In 
fact, Burnet and Fenner were already stating programmatically in 1949 that they 
preferred to approach the problem “on biological rather than chemical or 
pseudo-chemical lines.” It was a strange and surprising statement. The template 
theory’s inventor, the chemist Felix Haurowitz, asked in a review of The Production of 
Antibodies,

How can they hope to explain molecular phenomena taking place between 
molecules of the antigen, the antibody and possibly other substances, 
without invoking the principles of chemistry?… The words put by the 
reviewer in quotation marks [those quoted above] demonstrate that Burnet 
and Fenner use the strong language of men who know they are right ( 132 ).

Burnet at the time had a theory of antibody production linked to the enzyme induction 
well known in bacteria, which could adapt themselves to growing on different 
substrates. But it was soon abandoned.

Talmage welcomed Jerne’s natural selection idea in that it offered an alternative to the 
template theory, but he proposed a major modification. He saw that it harked back to 
Ehrlich, and he suggested that, as in Ehrlich’s theory, the recognizing antibody might be 
on a cell, rather than in the serum. This cellular version of the hypothesis would fit 
better with the long-continued production of antibody without any further stimulus, and 
with current views of protein synthesis. It took account of the transfer of active immunity 
by cells rather than by serum, as serum tended instead to suppress the immune 
response. Jerne explained by saying that an animal must be able to distinguish 
between its own globulin and that of another of the same species, or perhaps the 
globulin was somehow damaged in the course of the transfer. Talmage picked up the 



Darwinian suggestion in Jerne’s title and gave it a more literally Darwinian content:

The process of natural selection requires the selective multiplication of a few 
species out of a diverse population. As a working hypothesis it is tempting to 
consider that one of the multiplying units in the antibody response is the cell 
itself. According to this hypothesis, only those cells are selected for 
multiplication whose synthesized product has affinity for the antigen injected. 
This would have the disadvantage of requiring a different species of cell for 
each species of protein produced, but would not increase the total amount of 
information required of the hereditary process ( 133 ).

In the same year, after reading Talmage’s critique, Burnet also modified Jerne’s theory ( 
134 ). It has been said that he purposely sent the paper to a modestly circulated journal, 
just in case it was embarrassingly dismissed by his colleagues. If that was so, this 
uncharacteristically tentative approach was soon dropped. Ten years later, he was to 
write confidently:

It gradually dawned on me that Jerne’s selection theory would make real 
sense if cells produced a characteristic pattern of globulin for genetic 
reasons and were stimulated to proliferate by contact with the corresponding 
antigenic determinant. This would demand a receptor on the cell with the 
same pattern as antibody and a signal resulting from contact of antigenic 
determinant and receptor that would initiate mitosis…. Once that central 
concept was clear, the other implications followed more or less 
automatically… ( 135 )

Haurowitz had understood him very well: Burnet was a man who knew he was right.

Burnet defended his idea in The Clonal Selection Theory of Acquired Immunity  of 1959. 
It is the clonal part that he is at pains to argue. There are many other examples of 
clones in biology; his models come from bacteriology and cancer research. The spread 
of the lethal myxomatosis epizootic in Australia, introduced in 1950 to control the rabbit 
population, provides one model. Here distinct clones of less virulent forms of virus 
multiplied to become the dominant, keeping the virus circulating as an epizootic. 
Mutation and selective survival were able to change the character of a population of 
cells ( 136 ). Another model is multiple myeloma:

I hope it is not overstating the case to say that the multiple myeloma findings 
provide the best possible material for displaying the salient features of the 
clonal selection approach to the phenomena of antibody production and of 
malignancy…. The fact that each myeloma patient produces his own 
characteristic and individual serum protein, with its sharp spike evidence of 
homogeneity, provides support for what many workers might consider a 
weak point of the clonal selection theory, that each clone produces a 
specific antibody globulin whose pattern is genetically determined ( 137 ).

Like Burnet himself, contemporary commentators on Burnet’s new approach underlined 



his Darwinism. According to Gordon Ada and Sir Gustav Nossal, younger colleagues of 
Burnet at the Walter and Eliza Hall Institute in Melbourne, for Burnet, the immune 
response was a Darwinian microcosm. Lymphocytes were the individuals in a particular 
ecological niche, mutating and being selected, like the myxomatosis virus. The fittest, in 
this case the variant that made rabbits sick but did not kill them outright, survived and 
kept the epidemic going. In the same way, the cells that made the fittest antibodies, 
those with the best fit to antigen, multiplied the most. In a Darwinian system, adaptation 
was not imposed from outside, but was favored by the multiplication of the best adapted 
( 138 ). Burnet himself called the template theory “a grossly Lamarckian qualification on 
what might be described as a strictly Darwinian process at the cellular level” ( 139 ). He 
did not put his argument in terms of the so-called central dogma of molecular biology. In 
1957, soon after the publication of his first statement of the theory, Burnet called his 
staff together and announced that the whole direction of the Hall Institute would change 
from virology to immunology. He saw virology as rapidly coming under biochemical 
influence, which, he said, he “preferred to eschew.” He realized that his theory was the 
foundation of a fundamental change in immunology, and the Institute was to work out 
its implications ( 140 ).

Burnet had predicted that each cell would make only one antibody. The first 
experimental testing was done at the Hall Institute in 1958. Joshua Lederberg, who had 
arrived in Melbourne hoping to work on virology, joined up with Gus Nossal to develop a 
micromanipulation system where individual cells could be tested separately. Using 
rabbits immunized with two different antigens, they found that among 456 cells isolated, 
62 made antibody, and each of them made one antibody only ( 141 ). Their system was 
difficult to reproduce, and only the authors and one or two others were truly able to 
handle it. But their result was confirmed by Jerne, who invented the ingenious and 
simple hemolytic plaque technique, something that could be easily learned from his 
published description ( 142 ). Other findings accumulated that made the template theory 
less likely, although there was in fact no final disproof. But as Talmage has said, the 
final acceptance of a theory only comes with utility ( 143 ). The development of 
hybridoma technology by Georges Köhler and César Milstein (see below), and the 
commercial production of monoclonal antibodies finally made the clonal selection theory 
irresistible ( 144 ).

The Biology of the Thymus and the Dictatorship of the Lymphocyte

As Burnet’s views gained acceptance in the early 1960s, new work focused on 
populations of cells. The new theory released an avalanche of work. It coincided with 
the expansion of U.S. funding for science that followed the end of World War II. Clinical 
applications of cellular immunology included autoimmunity and transplantation surgery. 
Pharmaceutical companies, until then focused on vaccines and sera, began to develop 
and patent immunosuppressants, down-regulators of immunity. In the 1970s, with a 
new field to till the profession expanded, as journals proliferated, congresses national 
and international were initiated, and symposia and courses organized.

The Soviet immunologist Rem Viktorovich Petrov ( 145 ) called this the period of the 
dictatorship of the lymphocyte. Before the theory, lymphocytes had no known function. 



“Round cell infiltration” was pathologist’s shorthand for reporting the nonspecific in a 
tissue section. Now, however, lymphocytes were seen as long-lived cells recirculating 
through the body’s lymphatic tissue and carrying immune recognition and memory, 
including the recognition of self.

A new and revised anatomy gave a central place to the thymus, which until then was an 
organ whose histology was described in enormous detail, but whose function was 
completely blank ( 146 ). At this point, a link-up was made between the activities of cells 
and two much older fields within immunology, the tuberculin reaction and bacterial or 
delayed hypersensitivity. Each of these had been the product of a different technique, 
and had been investigated initially in a different context, but they now came to overlap 
each other. With the new emphasis on the cell, they appeared in a new light. Old 
cells-versus-serum controversies resolved as it appeared that T-lymphocytes, 
developing or maturing in the thymus, mediated cellular immunity, and interacted with 
B-lymphocytes from the bone marrow, producers of serum antibody.

Prepared mice came to be seen as the experimental system of choice—in studies of 
thymus function and of tolerance, the system was based on the neonatally 
thymectomized mouse ( 147 ). Indeed, the elucidation of thymus function depended on 
the mastery of the difficult technique of neonatal thymectomy: Jacques Miller at the 
Chester Beatty Research Institute in London found in 1961 that his thymectomized mice 
had fewer lymphocytes, made no antibody, and tolerated skin allografts. Other 
laboratories were close behind him. Here the inspiration was at least in part clinical, as 
the pediatrician Robert A. Good and his students at Minnesota worked through a family 
of patients with an X-linked absence of antibody globulins, and found that they all 
lacked plasma cells. They suffered from recurrent infections, but not from 
tuberculosis—cellular reactions seemed intact. Good could not reproduce the syndrome 
with thymectomized rabbits, but he and his students Bruce Glick and Timothy Chang 
found serendipitously that chicks that had had the bursa of Fabricius removed failed to 
make both antibody and plasma cells. In birds, they decided, the antibody side seemed 
to be controlled by the bursa, separately from cellular reactions. If thymectomy was 
carried out early enough in mice, in “hot little newborns,” as Good called them, all 
immune reactions failed. This reproduced another clinical syndrome, that of the 
so-called “bubble boy,” who spent his short life enclosed in a germ-free plastic bubble ( 
148 ). Other laboratories were all on the same wavelength: Jacques Miller at the Chester 
Beatty Hospital; Byron Waksman at Harvard; and Delphine Parrott in John Humphrey’s 
laboratory at the National Institute for Medical Research, Mill Hill. All worked to replicate 
the clinical syndromes of immune deficiency with thymectomized mice.

As immunobiology replaced immunochemistry in the mainstream, the laboratory turned 
to the inbred mouse as its key instrument ( 149 ). Ilana Löwy and Jean-Paul Gaudillière 
see genetically homogeneous mice as the equivalent of standardized, chemically pure 
compounds, produced on an industrial scale ( 150 ). By 1962, syngeneic mice were 
found to be capable of acting as a cell culture for transplanted clones of mouse 
myeloma cells, providing a library of monoclonal immunoglobulins for investigation.



Monoclonal Antibodies

Myelomas were potentially immortal in cell culture, but only about 5% of naturally 
occurring myeloma proteins had detectable antibody activity. Normal 
antibody-producing cells, on the other hand, quickly died out in culture. In 1975, this 
picture changed with Georges Köhler and César Milstein’s fusion of myeloma cells with 
antibody-producing B cells from a mouse spleen, to produce immortalized cells that 
secreted monoclonal antibodies of any desired specificity ( 151 ). One lymphocyte clone 
produced one antibody. It was the epitome of the clonal selection theory: Milstein’s 
articles include the experimental diagram showing a mouse with a syringe as the source 
of cells that has typified all cellular immunology since Burnet. But Milstein was an 
immunochemist, and he saw his invention as answering the questions left behind by the 
pre–World War II generation of chemists; he cited Ehrlich’s introduction of the problem 
of diversity and specificity, and Marrack’s lattice theory. One of his examples of a useful 
application is a superspecific anti-A, able to detect A 2B, an old blood-group serologist’s 
problem. His true interest was not practice, however, but what he saw as the “more 
fundamental” use of monoclonal antibodies to define and characterize the antigenicity 
of cell membranes. Like Landsteiner, he was uninterested in the merely useful.

In the British tradition, and encouraged by the Medical Research Council, Milstein and 
Köhler refused to patent their invention. They had received mouse plasmacytoma cells 
from Michael Potter of the National Institutes of Health in Bethesda, Maryland, and they 
gave them away freely ( 152 ). But patents were quickly taken out by others—in 1979 for 
monoclonal antibodies against tumor cells, and 1980, for antibodies to viral antigens, in 
both cases including Hilary Koprowski of the Wistar Institute in Philadelphia among the 
patent holders. Legal struggles over the patents and the nature of the innovations 
patented were fought out through the courts by rival pharmaceutical companies.

Milstein and Köhler won their Nobel Prize for this work in 1984, shared with Niels Jerne. 
The prize was for “a methodological breakthrough that has profound practical 
significance,” in the case of Milstein and Köhler, and “for theoretical advances that have 
shaped our concepts of the immune system,” in Jerne’s. Reporting on the prize, the 
immunologist Jonathan Uhr seemed to feel that the latter was of much more 
significance ( 153 ). Two of the prizewinners, Jerne and Köhler, were from the Basel 
Institute for Immunology. It had been funded by the pharmaceutical company 
Hoffman–La Roche as a vehicle for Jerne, and was the leading center for the fusion of 
the cellular style with molecular biology. Its reign lasted from 1969 to 2001, when the 
company decided to close it. Jerne retired in 1980.

Writing in 1997, Leslie Brent ( 154 ), an expert on transplantation, said that rarely has a 
technologic invention affected the course of immunology so dramatically; but that was in 
the future, and not immediately obvious to the inventors. Milstein and Köhler were to 
create an industry. By 1984, the date of the prize, the practical and commercial effects 
of having a purified source of antibody with a single defined specificity had become 
obvious. Cambrosio and Keating note that by then, according to Index Medicus, there 
were already 10,000 articles on the subject. The technique was difficult to master, and 



like much biological manipulation, required a good deal of tacit and local knowledge 
gained directly from a laboratory or an individual who could make it work. A careful 
protocol was not always enough ( 155 ).

The practical effect of monoclonal antibodies, apart from their many uses in research ( 
156 ), was to retool tests for antigenic epitopes, including tumor antigens, viruses, and 
blood group antigens. The Wassermann test for syphilis, with its theoretical ambiguities, 
was replaced by a sandwich test, the enzyme-linked immunosorbent assay or ELISA. A 
similar test was devised for human immunodeficiency virus or HIV, used for both 
screening blood for transfusion and screening patients from early 1985. Convenient 
pocket-sized test kits for dozens of clinical problems appeared on the market—it is safe 
to say that pharmaceutical companies, clinical pathologists and patients took full 
advantage of them. In blood transfusion, epitope-specific monoclonals elucidated the 
details of the Rhesus antigen, which turned out to be a mosaic of many epitopes, rather 
as Alexander Wiener, its discoverer and spokesman, had argued in Landsteiner’s name 
in the 1940s ( 157 ). Different specificities of monoclonal anti-D identified nine critical 
residues of the protein molecule, protruding from the cell membrane on four loops. To 
produce recognizable binding, two to four residues were needed, either all on one loop, 
or on two, three, or four loops, so that there must be a very large number of possible 
combinations. No monoclonal anti-D will react with all of them. For blood donor typing, 
even the weak variants that could immunize an Rh-negative patient must be classed as 
Rh D positive. For pregnant women, on the other hand, weak variants and partial Ds 
should be classed as Rh negative, since they could be immunized by an Rh-positive 
fetus. The British Blood Transfusion Service, led by the Bristol Institute for Transfusion 
Sciences, adopted a saline-reactive monoclonal anti-D that detected the common 
epitopes, along with one that was specific for the subtype VI, whose cells lack most of 
them ( 158 ).

The example from blood-group serology shows monoclonal antibodies in action—older 
serological tests are refined and the molecular biology of the complex antigen is made 
visible by the extremely narrow and well-defined specificity of the antibodies. Clonal 
immunobiology has incorporated the molecular style, and returned to tease out the 
problems of the past.

MOLECULAR IMMUNOLOGY: DIVERSITY, HISTOCOMPATIBILITY, 
AND THE T-CELL RECEPTOR, 1980–PRESENT

Many years ago, I wrote a short paper, my first on the history of immunology. I used the 
occasion of the Tenth International Congress of Medicine, held in Berlin on 4 August 
1880 as a cross-section of what was important in immunology on that date. It was an 
important meeting—there were 7,056 people present, a very large number for a 
meeting at that time. The issue debated was whether immunity was a matter of cells, or 
of serum ( 159 ). A hundred years later in 1980, the central matter of immunology was 
still cells and serum. They were now not alternative explanations of immunity, but linked 
together as part of a single interactive system, represented by T cells, B cells, and 
antibody. Descriptions of that relationship have surfaced and then disappeared ( 160 ). 
The current one, still under investigation as I write today, involves the genetics of the 



immune system, both cellular antigens and globulins. The new methods of the 1980s 
were those of molecular biology ( 161 ).

The elucidation of chain structure and amino-acid sequence by the separation methods 
of postwar biochemistry had not completely solved the problem of antibody diversity. If 
the template theory had collapsed, diversity must be genetically determined, but there 
were two schools of thought on that. If it had appeared far back in evolutionary time and 
was encoded in the germline, there must be a separate gene for each polypeptide 
fragment. But if the complete sequence was encoded, with one gene for every possible 
polypeptide chain, there would have to be an enormous number of genes to cover the 
enormous number of known and potential specificities, an echo of the problem that had 
divided Paul Ehrlich and Karl Landsteiner in the first decades of the century, and that 
was re-emphasized by Macfarlane Burnet in The Clonal Selection Theory of 1959. 
Another school of thought suggested that diversity might arise during the development 
of the individual, and might depend on somatic, not germline, inheritance. If 
diversification could be multiplied up in the somatic cells, for example, in B cells as they 
matured, fewer germline genes would be needed. But no other examples of 
non-germline inheritance were known, so that was a difficult position to support. The 
first hint of a solution came in 1976 from Susumu Tonegawa and colleagues at the 
Basel Institute for Immunology, who used restriction enzymes to dissect the DNA, and 
recombination to identify the fragments. Werner Arber and his group at Basel were to 
be awarded a Nobel Prize for the invention of genetic engineering—in fact, for the work 
on restriction enzymes—in 1978 ( 162 ). Recombination, joining the fragmented DNA 
across species, was introduced in 1972 ( 163 ). Morange sees this paper by Paul Berg as 
having a foundation value similar to that in 1953 of Watson and Crick on the double 
helix ( 164 ). However, public alarm was generated by the threat of such genes escaping 
into the environment, particularly since the Berg experiment was carried out using E. 
coli, a universal gut inhabitant, and a virus that might be a cause of cancer. Berg 
himself was well aware of the dangers. At a conference held in 1975, standard 
operating procedures for the confinement of these potential pathogens were laid out, 
and were converted into rules by the National Institutes of Health in 1976. Commercial 
exploitation of the recombination technique was quick to develop, at first by small 
start-up companies, and later by the well-established pharmaceutical industry. As this 
got under way, controls were to be loosened ( 165 ). But in the late 1970s, as Tonegawa 
remembers,

Recombinant DNA was just becoming available and was the ideal means for 
this purpose. Debates on the possible hazards of this type of research were 
flaring, initially in the USA and shortly afterwards in European countries. In 
order to make sure that our research would not become a target of 
controversy, Charlie and I got in touch with Werner Arber at the University of 
Basel who was coordinating recombinant DNA research activities in 
Switzerland. A small informal work group was set up by the local 
researchers interested in this technique. The consensus of the group, which 
was supported by most of the other Swiss researchers, was that we should 
follow the practices and guidelines being adopted in the USA ( 166 ).

Tonegawa and his colleagues found that the V genes for light chains were split into two 



segments, separated by joining regions ( 167 ). The Leroy Hood group at the California 
Institute of Technology found that there were several separate segments with their 
joining regions coding for the heavy chain. An examination of these regions in inbred 
BALB/c mice suggested that only one of the regions was always identical in all of them, 
and so must be the one represented in the germline. The rest differed by single-base 
changes. There were therefore two separate genetic mechanisms controlling 
immunoglobulin diversity. In Tonegawa’s words, it turned out that an organism did not 
inherit even a single complete gene for antibody polypeptide chains. The genetic 
information was transmitted in the germline as a few hundred gene segments, then 
reshuffled into tens of thousands of complete genes. Further diversity resulted from 
hypermutation in these assembled genes. Tonegawa thinks that the initial rather 
low-affinity antibody response depends on pre-existing germline specificities. The later, 
higher-affinity antibody is produced by descendants of memory B cells through 
hypermutation, rearrangement, and splicing of germline genes in the course of B-cell 
maturation ( 168 ). Each generation of cells fits the antigen better and better—or as Niels 
Jerne noted in his thesis of 1954, antibody avidity increases with repeated exposure to 
antigen. In 1987, Susumu Tonegawa received a Nobel Prize for this work.

The field of histocompatibility was of practical importance with the rise of organ 
transplantation, but it soon grew beyond the practical boundaries of transplantation. A 
series of Histocompatibility Workshops beginning in 1964 took up the problems of 
typing and the formation of a nomenclature, hoping perhaps to forestall the bitter 
struggles over the terminology of the Rhesus blood group system, then still being fought 
out ( 169 ). New journals served the new field: Transplantation (1962), Tissue Antigens 
(1971), Immunogenetics (1971), and Journal of Immunogenetics (1974). By 1975, four 
loci each with a range of specificities had been worked out, and population studies had 
shown that distribution, as with the blood group antigens, varied globally. In the course 
of the 1980s, the histocompatibility site was shown to relate to immune response 
genes—with some simple antigens and some viruses, an all-or-none response can be 
detected differing between strains of an animal species. Ir gene control affected cellular 
immunity, and seemed to express itself through cells that collaborated with T cells ( 170 ). 
This is an area that is the subject of ongoing work, and it is treated elsewhere in this 
volume.

The molecular biology of these antigens was a matter of intense interest. Laboratories 
at California Institute of Technology under Leroy Hood, at Harvard under J.L. 
Strominger, and in Uppsala under P.A. Peterson competed to make use of amino-acid 
analyzers to sequence the molecules. This work led in 1987 to the determination of the 
sequence and the three-dimensional structure of the molecules. Crystallographic 
pictures by Pamela Bjorkman from Don Wiley’s laboratory are summarized in her words 
as follows:

The class I histocompatibility antigen… [h]as two structural motifs: the 
membrane-proximal end of the glycoprotein contains two domains with 
immunoglobulin folds that are paired in a novel manner, and the region 
distal from the membrane is a platform of eight anti-parallel ß-strands 
topped by a-helices. A large groove between the a-helices provides a 
binding-site for foreign antigens…



The groove is located on the top surface of the molecule, and is therefore a 
likely candidate for the binding site for the foreign antigen recognized by a 
T-cell receptor ( 171 ).

As Leslie Brent said recently, this was no longer the era of sole researchers working 
alone in their laboratories. These striking results were reached by competing teams of 
workers equipped with large grants, the heavy machinery of biomedical research. 
Equally, however, the inspiration for the problem was derived from the clinical 
importance, however brief, of the transplantation antigens, just as the work on 
immunochemistry of the 1920s and 1930s was derived ultimately from the requirements 
for a standardized diphtheria serum. Joseph Murray’s claim that organ transplantation 
revitalized immunology was no exaggeration.

The importance of the thymus-dependent lymphocytes or T cells was first understood in 
the early 1960s. Several classes of T cell had been defined. They played a part in most 
immune reactions, turning on effector T and B cells against non-self antigens and 
suppressing activity directed against self. Since the 1970s, the T cells had been thought 
to work through the histocompatibility antigens recognized by the T-cell receptor. But 
the nature of this receptor was still unknown.

From the early 1980s, several groups of molecular immunologists collaborated, or 
competed, on the problem. They included teams under Ellis Reinherz and Stuart 
Schlossman at the Laboratory of Molecular Immunology at the Farber Cancer Institute 
and Medical School at Harvard, James Allison at the University of Texas, John Kappler 
and Philippa Marrack at the University of Colorado in Denver, Steve Hedrick and Mark 
Davis at the National Institutes of Health, and Tak Mak and his team at the Ontario 
Cancer Institute in Toronto. The newest techniques, such as monoclonal antibodies, 
gene hybridization, and DNA probes, drove the discoveries. First, the Harvard group in 
1980 found a monoclonal antibody that blocked human T-cell function—it prevented the 
generation of cytotoxic T cells in a mixed lymphocyte culture, and stopped them from 
acting as helpers to B cells. The authors suggested that this might turn out to be useful 
in autoimmune disorders or in transplantation ( 172 ). In 1982, Allison and his group 
found another monoclonal antibody that identified a tumor-specific T-cell antigen in 
mice. The authors speculated that their antigen might be the T-cell equivalent of the 
B-cell idiotype, and that it might function as an antigen receptor ( 173 ). Also in 1982, 
Reinherz and his team at Harvard found a direct link between one of their monoclonal 
anti-T cell antibodies, and antigen recognition by T cells ( 174 ). The following year, John 
Kappler and Philippa Marrack (a hereditary immunochemist, since her father J.R. 
Marrack was the proposer of the lattice theory in 1934 [ 175 ]) in Denver, collaborating 
with Allison and McIntyre from Texas, used a fingerprinting technique to identify the 
peptides that conferred specificity on the antigen receptor on T cells that recognized the 
major histocompatibility complex, the key to self–not self recognition. Like the 
immunoglobulins, the protein sequences showed variable and constant regions linked 
by joining segments. The T-cell receptor generally resembled a pair of immunoglobulin 
light chains, a heterodimer of a and ß, joined by a disulfide bond, and with their -COOH 
ends buried in the cell membrane ( 176 ). By analogy to immunoglobulin, it was predicted 
that the DNA sequences coding for the T-cell receptor would be in separate regions in 
the genome, rearranging themselves somatically to form a complete gene. As Tak Mak 



explains, hybridization to a DNA probe complementary to a sequence encoding a T-cell 
receptor chain revealed different genomic hybridization patterns in different T-cell 
clones, all of them different again from the basic germ line pattern in non–T cells. The 
genetic reconstitution of a T-cell receptor by transfection of the DNA sequences into a 
recipient cell supported the hypothesis, and it was estimated that a total diversity of 
about 10 10could be achieved with combinatorial joining and somatic mutation together 
( 177 ). A superfamily of Ig-like genetically determined proteins has been proposed. They 
include the immune globulins themselves, the T-cell receptors and other T markers 
defining different subsets of T cells, the histocompatibility antigens, some 
lymphoid–brain-associated antigens (in a piece of discreet advertising, one has been 
labeled MRC OX-2, associating it with the Medical Research Council’s Immunology 
Research Unit at Oxford), and other neural-associated antigens. It has been suggested 
that they have all evolved from a single stable domain, which then produced various 
sequences ensconced in different cell lines. All are on cell membranes, and seem to be 
involved with cell recognition and interaction; perhaps they acquired immune functions 
at about the time of vertebrate evolution ( 178 ).

We are still fulfilling Macfarlane Burnet’s ideal of the 1960s, an immunological theory 
based on the “simple concepts of biology—reproduction, mutation… and selective 
survival,” even though we have gone over to the chemical methods he so disliked ( 179 ). 
But biology itself is different now.

AIDS: THE PUBLIC FACE OF IMMUNOLOGY, 1986 TO THE PRESENT

The earliest cases of Acquired Immune Deficiency Syndrome (AIDS) appeared in 1982, 
as a series of otherwise unusual infections and malignancies in male homosexual 
patients. At first, it seemed to be a problem that concerned only the gay community; it 
was named Gay-Related Immunodeficiency, or GRID ( 180 ). Social change followed, as 
gays organized to deal with a sickness that was untreatable, progressive, and ultimately 
fatal in all cases. Groups such as ACT-UP of New York, an organization of HIV+ people 
in the arts, demonstrated to demand access to the newest drugs. They brought their 
anger into the AIDS congresses, to the surprise of the scientists expecting to address a 
quietly formal scientific meeting. Gay activism altered the image of the homosexual 
from irresponsible hedonist to that of a caring and politically active individual, and the 
image of the patient from a passive sufferer to an impatient, informed, and critical 
adversary ( 181 ).

Isolated in 1984, human immunodeficiency virus (HIV) was found to affect CD4 
lymphocytes, key cells in the orchestration of the immune response ( 182 ). By the early 
1990s, through the AIDS activist organizations, their outreach literature, and their 
brilliant posters, the immune system became part of popular discourse, as Emily Martin 
found in the streets of her home town. T cells entered the public domain as Mr. T, the 
killer cell ( 183 ). Historians, as well as their editors and publishers, began to see 
significance in immunology. A historiography of immunology appeared.

The style of the epidemic differed profoundly according to the community affected. The 
well-organized gay community took safer sex into its own hands; and antiviral drugs 



when they arrived were carefully studied and diligently taken, in spite of their unpleasant 
side effects. As a result, death rates dropped, followed by declining new infection rates. 
But other high-risk groups such as users of illegal intravenous drugs are notoriously 
difficult to reach. There were even ethical objections raised to so-called harm-reduction 
initiatives, such as providing the users with clean needles or bleach kits. As with 
hepatitis B, and later C, the infection was transmitted in transfused blood and blood 
products, affecting particularly hemophiliacs using concentrates of the blood-clotting 
Factors VIII and IX. These were made from very large pools of plasma, often from 
several thousand donors; 60% of the donors were from the United States, where 
infection rates at the time were the highest in the world. Hemophiliacs, their partners, 
and their children died in large numbers. In Montreal, 56% of hemophiliacs were 
infected by 1982; by 1988, 74%. By the time ELISA testing of donor blood began in 
1985, 1 in 270 of the blood donors in Toronto were testing positive for HIV ( 184 ).

In every country, the seriousness of the epidemic was underestimated. The local blood 
transfusion organizations, including the trusted Red Cross, hesitated too long for 
reasons of economy to throw out products they knew were infected, even where 
heat-treated, infection-free materials were available. Everywhere legal remedies were 
demanded. In France, criminal proceedings against several senior members of the 
organizations resulted in prison sentences. The accusations reached beyond the 
serological establishment to three former ministers deemed politically responsible ( 185 ).

In South Africa, President Thabo Mbeki argued that the form of the epidemic in that 
country was more dependent on social factors such as poverty than on a virus. He 
invited a group of scientists who questioned the relevance of the virus, Peter Duesberg 
among them, to an open debate with a panel of mainstream thinkers. Arguments were 
presented to suggest that the increased death rates were due to a variety of infections, 
mainly linked to social stress, deprivation, and poverty. However, the statistician 
Malegapuru Makgoba of the South African Medical Research Council rejected that. He 
pointed to rising death rates among young adults of both sexes, beginning with the 
epidemic in the early 1990s. The significance of this is that a viral etiology makes it 
sensible to pressure drug companies to provide anti-virals or vaccines at low cost.

The numbers of people now infected or dead in Sub-Saharan Africa, as in the Black 
Death of 14th century Europe, has cut deeply into education, government, and medical 
services, leaving classes without teachers, government without administrators, hospitals 
without doctors or nurses, and children without parents ( 187 ). Life expectancy at birth 
has dropped to below 30 in some areas of Africa, and projections show that the 
epidemic is not yet leveling off. A vaccine is reported as being in the test phase, but 
testing is slow with a disease that takes 10 years to develop symptoms. For the present, 
healthcare activism, including improvements to the status of women and the use of 
condoms, remain the most effective means of controlling the disease.

CONCLUSION

Immunology is a laboratory science; individuals who call themselves immunologists are 
likely to work in a laboratory. This chapter treats immunology from their point of view, 
like most of the material on immunology and its history. But it is not a simple history of 



ideas. Between the lines, a careful reader can perceive that immunology is no abstract 
science that sets its own goals and wanders wherever science takes it. The force that 
directs its activities comes from the direction of clinical medicine and in turn, the 
scientific findings come back to the clinic and its ancillary, the pharmaceutical industry. 
Before World War II, the serologists responded to the need to understand and to 
standardize the antisera then in use—immunochemistry tried to answer questions 
posed by the diphtheria serum. During the 1940s, protein separation methods and 
plasma fractionation contributed to military medicine and later to civilian needs. After 
the war, the paradigm was set by transplantation. Work on tolerance and 
down-regulation succeeded work on immunization. New surgical procedures, the 
organization of organ supply networks, the development of immunosuppressive drugs, 
and the teasing out of the linked roles of transplantation antigens and cells were all part 
of a dialogue with the clinic. Monoclonal antibody research fed on the clinical 
opportunity, and supplied the pharmaceutical industry’s appetite for neat and accurate 
test kits, as much as the abstract need to know about the details of epitopes and of the 
immunoglobulin molecule. Finally, the advent of the AIDS epidemic made immunology 
a household word, and released the interest of historians in the activities of lymp 
hocytes. It is to be hoped that a new generation of historians will analyze immunology 
as an applied clinical science. There is more to be said.
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INTRODUCTION

All who approach the study of the structure and function of immunoglobulins eventually 
marvel at the duality of the problem: There is variability and there is constancy, and an 
appreciation of both is critical to understand this class of proteins that are the prototypic 
members of the “immunoglobulin superfamily.” Having co-authored this chapter in all 
previous editions of this volume, providing a fresh perspective may seem difficult, but it 
is not. The study of the structure and function of antibodies remains as fresh as it was 
three decades ago, as new and existing experiments continue to be published that 
provide critical new insights into these molecules.

The relationship between the structure and the function of the immunoglobulin molecule 
is a tribute to the power of molecular evolution. Via the duplication and diversification of 
the immunoglobulin homology domain, a family of molecules with diverse biological 
functions has been derived. The antibody molecule plays the central role in humoral 
immunity by attaching to pathogens and then recruiting effector systems to stem the 
invader. In doing so, as noted above, it embodies two antagonistic 
tendencies—diversify and commonality—since it must possess both a variable surface 
to recognize different foreign antigens, and a constant surface that its own effector 



systems can recognize.

The fundamental tertiary structure of antibodies is called the immunoglobulin fold—the 
basic three-dimensional structure that thematically describes the structure of both the 
variable and constant domains of an immunoglobulin, as well as other members of the 
immunoglobulin superfamily. It was the recognition of this repeating structure that many 
years ago led to one of the first descriptions of “families” of molecules, some of which 
bore only minimal amino-acid sequence similarity but at the same time had profound 
three dimensional structural homology. The major difference between the variable and 
constant domains from a structural perspective is the “loops” between the sandwich-like 
layers. In the variable domains these loops represent the amino acids, which by and 
large are in contact with antigen. As such they tend to be longer than the loops in the 
constant region where they serve, in general, as the structures that interact with certain 
effector molecules such as cell-surface receptors, or serum proteins such as certain 
complement components.

The antibody molecule is also called “the B-cell receptor,” as at early stages of the 
immune response with a membrane exon at its carboxyl terminus, immunoglobulins 
serve as cell-surface receptors for antigen. Further stimulation of B cells with antigen 
leads to differentiation of the B cell such that antibody is secreted into the serum to 
make up the circulating antibody pool. Antibodies are one of the major plasma proteins 
and are often referred to as the “first line of defense” against infection. Additional 
stimulation of cell-surface antibodies leads to a “class switch” such that antibodies of 
different classes are produced, first as a cell-surface form and then as a secreted form. 
Thus, the antibody molecule has yet two other functions: to serve as a receptor 
molecule to transmit the signal from antigen capture to downstream signaling events 
that instruct the cell to perform such functions as division, secretion, and differentiation. 
Finally, a slightly modified immunoglobulin eventually enters the serum antibody pool.

This chapter will attempt to provide a framework for understanding the various structural 
elements of the immunoglobulin classes and subclasses and connect those structural 
elements with the discrete biologic functions commonly attributed to antibody 
molecules. Other chapters will deal with the molecular events leading to the formation 
of this remarkable set of molecules and yet others will deal with specific effector 
functions.

A HISTORICAL PERSPECTIVE

The structure and function of immunoglobulins is inexorably connected with the 
knowledge of the times in which discoveries were made in the field. Thus, in the 1940s 
and 1950s, when antibodies were known as “antitoxins” and “antisera” and the immune 
response was primarily studied as a serum response to antigenic challenge (largely 
from deliberate immunization although to some extent from response to disease) it was 
sufficient to label them simply as “antibodies.” It is important to remember that until the 
1950s, there were few ways to partition serum proteins, and most relied on techniques 
that separated albumins from globulins (in medicine this became known as the A/G 
ratio). In the 1960s, once electrophoresis became commonplace, the globulins were 
divided into a 1, a 2, ß, and ? globulins. The connection between antibodies and ? 



globulins followed. “Sizing” columns were required to distinguish immunoglobulins into 
those that were “heavy” (IgM), “regular” (IgA, IgE, IgD, IgG), and “light” (light chain 
dimers). Only after immunoelectrophoresis was it clear that there were other “classes” 
of immunoglobulins. Finally, with the discovery of myeloma proteins as “gamma 
globulins” or “immunoglobulins,” the clear class and subclass (isotype) distinctions that 
we know today became commonplace. When hybridomas and the immortalization of B 
cells became commonplace, further distinctions became evident. However, from a 
historical perspective it should be appreciated that significant “structure–function” 
issues were solved by biochemists. With the advent of molecular biology, we gained 
great insight into the genomic structure of antibodies, learned a great deal of how the 
information was stored for the variable regions and so on, but no new classes, 
subclasses, allotypes and the like were discovered. In addition, no new functions of 
antibodies were uncovered. Thus, we owe a great debt to the immunochemists of the 
1940s through the 1960s for laying out the basic structure/function relationship of 
arguably the most significant molecule of our field.

INTRODUCTION TO STRUCTURE AND NOMENCLATURE

The immunoglobulin molecule is a complex structure of four polypeptide chains. The 
central structural component of the molecule is the Ig domain. This key structure is 
discussed in a subsequent section. The four-polypeptide chains are organized as a 
homodimeric structure of a heterodimer between a heavy and light chain. Both chains 
contain variable and constant domains, with the heavy chain having two or three more 
constant domains than the light chain. Dimerization between the heavy and light chain 
variable domains and the first constant domain occurs as a result of hydrophobic 
interactions as well as a set of disulfide bonds at the carboxy-terminal end. A 
homodimer of this heavy–light chain configuration is then produced and held together 
by disulfide bonds in the hinge and tight hydrophobic interactions of the other constant 
domains. Therefore, an immunoglobulin contains two heavy chains (typically 55 kD 
each) and two light chains (25 kD each) ( 1 ). This forms an overall “Y” or “T” 
conformation that is the most widely recognized feature of immunoglobulin structure.

By enzymatic and/or chemical cleavage, the immunoglobulin molecule can be broken 
into a number of “sections” or “fragments.” The experiments that created these 
fragments and later those that resulted in an understanding of these fragments are still 
among the most elegant experiments in our field. They continue to influence our 
descriptions of the molecule today and will be critical for understanding the 
structure/function issues discussed in this chapter. Porter ( 2 ) found that papain would 
cleave the antibody into two species of protein. The Fab (fragment antigen binding) 
portion acquired in this cleavage would monovalently bind to antigen. Two of these 
regions are produced per immunoglobulin as cleavage occurs N terminal to the disulfide 
bonds of the hinge ( 3 , 4 ). The remaining portion, the Fc (fragment crystallizable), was 
found to crystallize under low ionic conditions. Nisonoff et al. ( 5 ) and Palmer and 
Nisonoff ( 6 ) found that pepsin cleavage produced the bivalent F(ab) 2 that upon 
exposure to reducing conditions could be separated into Fab monomeric units. Further 
study revealed other subdivisions that are described in Table 1, Fig. 1, and Colorplate 



1.

 
TABLE 1. Definitions of key immunoglobulin structure nomenclature

 
FIG. 1. Schematic representing the major features of a serum immunoglobulin (i.e., 
IgG). IgM and IgE have an extra CH domain in place of the hinge. Adapted from 
Carayannopoulos and Capra ( 153 ), with permission.

Immunoglobulins are glycosylated as they are secreted from the endoplasmic reticulum 
(ER). These glycosylation sites are illustrated (along with the most common disulfide 
bonds) in Fig. 2. Most immunoglobulins contain at least one asparagine (or N-linked 
glycosylation group), while others contain a significant amount of O-linked glycosylation 
particularly in the hinge. The N-linked glycosylation at Asn 267 is thought to have 
different orientations between various immunoglobulins (e.g., IgA and IgG) ( 7 ). As we 



discuss below, these features have important physiological consequences. 
Transmembrane domains and cytoplasmic tails are present in membranous forms of 
antibodies. The extent of these structures varies with the immunoglobulin isotype. 
Finally, both IgM and IgA have a tailpiece important in polymerization that is present 
immediately carboxy terminal to the last constant region domain of the Fc (Cµ4 and 
Ca3, respectively).

 
FIG. 2. Illustration of the potential glyosylation sites and disulfide bonds in 
immunoglobulin isotypes. From Putnam ( 158 ), with permission.

The study of myeloma proteins led to a great leap in our understanding of 
immunoglobulin function. These “single” or “monoclonal” antibodies obtained from the 
sera of patients with the disease multiple myeloma were used in many of the serologic 
and biochemical studies of the 1950s and 1960s. They remained the major source of 
homogeneous immunoglobulins until the development of the hybridoma in 1974. The 
serologists injected them into animals and produced antisera that were used to detail 
some of the basic divisions of antibodies. For example, the immune sera were 
absorbed with other myeloma proteins and were used to identify isotypic, allotypic, and 
idiotypic specificities ( 8 ). The isotype of an antibody refers to the particular light or 
heavy chain-constant region that is used. Isotypes are present in all members of a 
species. The allotype refers to allelic differences in both the variable (particularly rabbit) 
and constant region. Allotypes are present in some but not all members of a species 
and are inherited in a simple Mendelian fashion. Idiotype refers to a specificity that is 
associated with the variable region and generally is a marker for the antigen-combining 
site ( 9 ). Anti-idiotypic antibodies generally prevent antigen–antibody interaction. 
Myeloma proteins were also used for the first amino acid sequencing of 
immunoglobulins and provided our first introduction to the idea of sequence variability 



(and indeed the definition of) the variable and the constant regions. Finally, myelomas 
were the first immunoglobulins that were subjected to crystallographic studies and 
provided the first glimpses of the domain structure of the prototypic immunoglobulin ( 10 , 
11 and 12 ).

At first, immunologists thought of the antibody molecule in static terms, but increasingly 
there has been an appreciation of the motion of the immunoglobulin. The major motions 
of the Fab can be illustrated in Fig. 3. We now know that rotation about the hinge as 
well as segmental flexibility varies more than previously thought. The elbow peptide is 
important in the orientation of the Fv for antigen binding. Finally, flexibility in the Fc 
(fragment crystallizable) region, particularly between the constant domains as well as 
perpendicular to the plane of the constant region is increasingly appreciated in certain 
immunoglobulin–receptor interactions (particularly in IgE) ( 13 ).

 
FIG. 3. Illustration of the motions and flexibility of the immunoglobulin. Axial and 
segmental flexibility are determined by the hinge. The switch peptide (elbow) also 
contributes flexibility to the Fab. The measure of its angle is defined as between the 
symmetry of the Fv and Fb axes. From Carayannopoulos and Capra ( 153 ), with 
permission.

The following sections focus on particular structural concepts important to 
understanding the functions of immunoglobulin beginning with Ig, the core domain of 
the immunoglobulin superfamily.

THE Ig DOMAIN



The immunoglobulin domain (Ig domain) is the central structural unit that defines 
members of the immunoglobulin superfamily (IgSF) (reviewed in Williams and Barclay [ 
14 ] and Harpaz and Chothia [ 15 ]). This domain is composed of two sandwiched ß 
pleated sheets. Each sheet is composed of an arrangement of ß strands whose 
particular composition is based on the type of domain used in the molecule. There are 
two general types of domains in immunoglobulins, V and C. The ß strand conformation 
in V-type domains consists of nine antiparallel strands with five strands in the first sheet 
and four strands in the second. C-type domains have seven antiparallel strands 
distributed as three strands in the first and four strands in the second sheet. The core of 
the domain is formed through the b, c, e, f and part of the c’ or c-d loops. These 
portions comprise 31 amino acid residues. The edges formed of a, g, c’, and c” 
maintain conformational flexibility (see Fig. 4). Despite differences in conformation, 
these domains—in the case of most immunoglobulins—share a common set of cysteine 
residues that form a disulfide bridge linking the two sheets (see Colorplate 2). This 
disulfide bridge forms the nuclear portion of what is called “the pin region” and provides 
structural stability to the unit. Disulfide bridges are common to most of the IgSF 
members but vary in number and placement. Interestingly, in molecular biological 
experiments in which the disulfide bonds are removed (cysteines replaced by serines), 
there is remarkably little overall alteration in antibody function. Thus, while almost 
universal among the domains of members of the IgSF, the disulfide bridges seem like 
evolutionary “add-ons.” The tryptophan residue that packs against the disulfide bridge is 
also common to members of the IgSF. Beyond the common cysteine and tryptophan 
amino acids, the Ig domain can vary widely in the primary amino acid sequence. 
Despite this variability, however, a common secondary and tertiary structure 
characteristic to the Ig domain is preserved. The region between the two sheets 
maintains a hydrophobic character. Nonpolar amino acids occupy most of the positions 
where side chains are pointing into the domain. Other residues in this area participate in 
the formation of hydrogen bonds. Residues in the edges of the domain are solvent 
exposed. The variation among the size of residues that occupy the central portion of the 
domain are considerable, but instead of being compensated strictly by local 
conformational changes and complementary mutations, the movement of the sheets 
relative to each other as well as the insertion of side chains from the periphery provide 
the majority of the changes required ( 16 , 17 ). These mechanisms allow considerable 
variation to occur, as in the process of somatic hypermutation while maintaining the 
structural conformation of the molecule. The Ig domain bears unusual functional 
properties by maintaining structural stability while providing extreme variability in binding 
specificity through its loops rather than secondary structural elements, as in the case of 
the binding site formed by two V domains (heavy and light chains) for antigen. Usually 
binding domains of protein are considered the driving force of evolutionary 
conservation, unlike the Ig domain case.



 
FIG. 4. Schematic of the secondary structural topology of the two major types of Ig 
domains present in the immunoglobulin (V and C). Horizontal lines are beta strands, 
and vertical lines are loops connecting them. Lines with large dots represent CDRs. C 
domains contain 7 strands and V domains contain 9 strands. Residue numbers are 
according to Kabat et al. ( 154 ). Numbering of beta strands (in parentheses) is according 
to Edmundson or Hood. From Carayannopoulos and Capra ( 153 ), with permission.

FAB STRUCTURE AND FUNCTION

In order to combat a seemingly infinite range of potential pathogens, the humoral 
immune system is equipped with a highly structured yet extremely versatile 
weapon—the Fab domain of the immunoglobulin. This domain shows an amazing array 
of binding capabilities while maintaining a highly homologous scaffold. This section first 
describes the characteristics of this domain, the relationship of the variable segments, 
structurally important features, and finally, some of the important characteristics of the 
antigen interface.

The antigen-binding fragment (Fab) is comprised of heavy and light chains that are both 
divided into a constant region (Fb) and a variable region (Fv). Other than minor allotypic 
differences, the constant region does not vary for a given isotype in the heavy chain or 
for each class of light chain (? or ?). However, the variable region exhibits significant 
plasticity. Gene segments are assembled in an ordered fashion by recombination to 
encode the Fv but these mechanisms are beyond the scope of this chapter (see 
Chapter 5). However, it is important, in the context of antibody structure and function to 
appreciate that two or more genes in virtually every species encode variable regions. 
Each variable region is approximately 120 to 130 amino acids long, and is generated by 
two light [L] chain and three heavy [H] chain gene segments. The “V gene segment” 
encodes the majority of the variable region while the D (H chain) and J (H or L chain) 
gene segments encode the rest. Multiple V, D, and J gene segments provide ample 
genetic information, which can be used in virtually every combination to provide the 
diversity required to respond to a limitless array of antigens (see Chapter 5).

When only a few amino acid sequences of Ig variable domains were available, a 
comparison of a number of sequences led to the observation that some regions of the 
immunoglobulin sequence are more variable than others. A method of quantifying these 
differences was derived. Variability for a given residue is defined as the ratio of the 
number of different amino acids that are found at a given position to the frequency of 
the most common residue at that position. Thus, a residue that is always present will 
have a variability of 1, but variability at a position in which all amino acid residues are 
present at an equal frequency is 400 ( 18 ). By comparing regions of the immunoglobulin 



in this way, it was found that certain segments of the variable region varied more than 
others (see Fig. 5). From these early comparisons the concept of “framework” and 
“hypervariable” regions entered the lexicon of immunology (see Table 2). It was soon 
hypothesized that the hypervariable regions would play a prominent role in antigen 
recognition. In subsequent studies, most of the hypervariable regions were indeed the 
major antigen contact points and they were termed complementarity determining 
regions or “CDRs” ( 9 ).

 
TABLE 2. Residues defining framework and CDR regions of immunoglobulin chains

 
FIG. 5. Representation of the variability of amino acids in the primary sequence of the 
human heavy chain variable region. Framework and CDR regions are labeled. The 
hypervariable regions can be identified as the regions with large grouped peaks. For 
comparison, cytochrome C variability is also shown. Adapted from Kabat et al. ( 154 ), 
with permission.



Thus, molecular biology (showing that two or three gene segments generate variable 
regions), primary amino acid sequence analysis (revealing highly variable and 
reasonably constant areas within the variable region) and x-ray crystallography came 
together in the early 1970s to provide us with a view of the antibody variable regions 
that neither alone could provide: The framework regions determined by protein 
sequencing were seen to be the ß strands forming the Ig domain of the Fv and are far 
less variable than the CDRs, which comprise the loops that make up the majority of the 
antigen-binding region of the Fab. Thus, three very different disciplines converged to 
provide an insight that has stood the test of 3 more decades of study largely intact; that 
is, the hypervariable regions represent those portions of the antibody molecule that 
directly interact with antigen and the framework regions provide the scaffold for the 
interaction to take place.

The variable regions of both the heavy and light chains are held together through the 
interaction of frameworks 2 and 4 of the heavy and light chains. Framework 2 in the 
heavy chain contains a specific sequence (Gly-Leu-Glu-Trp-hydrophobic) that interacts 
with a light-chain–specific stretch (Pro-hydrophobic-Leu-hydrophobic) in framework 2 as 
well, to help the two immunoglobulin folds of each chain to properly dimerize ( 19 ). In 
addition, the sequence Trp/Phe-Gly-X-Gly in framework 4 creates a beta bulge that is 
necessary for dimerization of the variable heavy- and light-chain domains ( 20 ). Regions 
in the CH1 domain are important for dimerization and effectively bind the Fab at the 
opposite end from the antigen-binding domain. The five-stranded, beta sheet face is 
used as the dimerization surface for the Fb region although only four of the strands 
participate ( c” is excluded). The three-stranded face generally participates in V-region 
dimerization ( 21 ). This orientation requires nearly a 180° rotation in comparison to the 
Fv region that is facilitated by the “elbow peptide” or “switch” region located as a spacer 
in between the Fv and Fb ( 22 ). Interactions between the Ig domains in both Fv and Fb 
regions of the Fab in addition to the CH3 or homologous structure have an interrupted 
alternating hydrophobic and hydrophilic residue patterns that are usually seen for other 
protein–protein interactions with Ig domains and replace it with hydrophobic residues 
that form a core for binding ( 10 , 22 , 23 and 24 ). Bulges in the g strand as well as the c’ 
strands of the variable regions protrude into the interior of the dimer and prevent tight 
adherence between the two variable regions. A hydrophilic groove is produced, which is 
lined by residues of the hypervariable region and other CDR loops forming the 
antigen-binding site. The core hydrophobic regions exist between contacts of 
frameworks 2 and 4 as mentioned previously, as well as between CDR3s of the heavy 
and light chain or between framework 2 and the CDR3 of the other variable region ( 25 ). 
These arrangements provide stable associations between the components of the Fab, 
maintaining structural integrity of the molecule, while at the same time allowing it the 
freedom to perform its antigen-binding function and conformational changes that might 
need to occur to facilitate this capacity. The tight interaction between these roles is 
illustrated in the difficulty of successfully creating engineered antibodies with framework 
and CDR regions from separate species ( 26 , 27 ).

The sequence similarity among V regions can be used to place them into related 
groups. Framework-1 amino acid residues 6 to 24 divide them into three clans (see Fig. 



6). In a further subdivision, framework 3 residues can be used to distinguish among 
family members within a clan ( 28 , 29 and 30 ). Families are then divided into individual 
members based on the rest of the differences in the germline repertoire that divide 
them (see Chapter 5). At the amino acid level, in general, different families display a 
similarity of 75% at the amino acid level, but between families display less than a 70% 
homology ( 31 ). There are seven families of VH genes, four families of V? genes, and 
ten families of V? genes in the human. In the mouse, these numbers are expanded to 
currently 14 VH and 20 V? families. The ability to group this large number of variable 
region structures into families and clans based on relatively strict similarity requirements 
reflects the concept that the origin of family members is likely to be through the 
duplication of an originally smaller set of genes.

 
FIG. 6. Immunoglobulins can be organized into clans according to their amino acid 
homology. Clans can be further subdivided into families in different species as 
illustrated. Adapted from Kirkham and Schroeder ( 30 ), with permission.

While the framework regions exhibit high degrees of similarity, the CDR regions are 
characterized by their divergence. While some characteristics among families can be 
seen in parameters such as length, variability is the hallmark of the CDR. Many factors 
influence the construction of the CDRs. These include the length of the V gene used 
and the presence of somatic mutations and insertions or deletions that produce a 
sequence that differs from the germline. The latter two processes occur in the 
peripheral lymphoid compartments. The conformation of the CDR loops in a 
three-dimensional context is influenced by interactions that occur with neighboring 
framework residues ( 32 , 33 ), other CDRs from both the VH and VL chains, and even 
glycosylation that has been reported at CDR asparagines ( 34 , 35 ). As we will see, not 
only the immediate context of the antigen-binding region constructed by the CDR loops 
is important, but changes in the extended structure can also have profound influences 
upon the affinity of the antibody.

The third complementarity-determining region of the heavy chain, HCDR3, lies at the 
center of the classic antigen-binding site. HCDR3 is the direct product of 
nonhomologous gene rearrangement; D gene segments that have the potential to be 
read in any one of three reading frames; by deletion; and N addition, which has the 
potential to introduce a totally random sequence into the antigen-binding site (see 
Chapter 5). Together, these factors make HCDR3 the focus of somatic diversification of 
the antibody repertoire ( 36 , 37 ). In practice, however, as Schroeder and his group have 



shown (see Fig. 7), the sequence composition of HCDR3 is constrained, with a 
preference for tyrosine, glycine, and serine and underrepresentation of positively 
charged (Arg, Lys) and hydrophobic (e.g., Val, Ileu, Leu) amino acids ( Fig. 7). Thus, 
the HCDR3 is enriched for neutral, hydrophilic sequences ( 38 , 39 ). In large part, these 
preferences reflect nonrandom representation of amino acids in D and J gene segment 
sequences. Whether these preferences reflect structural concerns or evolutionary 
selection for a specific range of antigen-binding sites remains a focus of active 
investigation ( 40 ).

 
FIG. 7. A: Amino acid representation in the three deletional reading frames in mouse D 
segments and HCDR3. The first column for each amino acid corresponds to that amino 
acid’s frequency of occurrence (in percentages) in all available Genbank protein 
sequences ( 36 ). The second column shows the amino acid content of the germline 
sequence of the D segments (in all three deletional RFs) ( 40 ). The third column shows 
the amino acid representation in adult mouse spleen HCDR3 ( 37 ). Z = Stop codons. B: 
Representation of three groups of amino acids (in percentages). Shading scheme as in 
A. C: Hydropathicity of HCDR3. Average hydropathicity of mouse HCDR3 intervals ( 40 ) 
and their frequency of occurrence (in percentages).

Not only does the variable domain have the capacity to bind to antigens using its 
antigen-binding site using complementarity-determining regions, but the Fv can also 
bind bacterial virulence factors without the classical antigen–antibody interactions. 
Antigens that bind to immunoglobulins (and T-cell receptors) outside the classical 
binding sites, and therefore react with a large number of different antibodies, are 
referred to as “superantigens.” Staphylococcal protein A (SpA) is an example of a B-cell 
superantigen that binds to human VH3-encoded immunoglobulins (Igs) independently 
of the D- and JH-encoded regions or light-chain sequences ( 41 ). The exact SpA-binding 
structure formed by VH3-encoded Igs was first elucidated by work done in our 
laboratory in which we expressed a VH3-encoded Ab in baculovirus that bound SpA 
and then produced mutant Abs in which regions of the human VH3 Ab were exchanged 
with those from a mouse Ab of the J558 family—a family not associated with SpA 
binding. The pattern of SpA binding indicated not only that residues in FR1, CDR2, and 
FR3 were involved, but also that the three regions were required to interact 
simultaneously with SpA for binding to occur. When any one of the three regions was 
replaced with the corresponding region from the nonbinding Ab, SpA binding was 



severely disrupted. The data indicated that SpA required simultaneous interaction with 
three distinct regions of a VH3 structure, which together in three-dimensional space 
presumably formed an extended solvent-exposed surface ( 42 ). The crucial finding of 
these experiments was that framework residues played a central role in binding. Recent 
crystallographic studies have confirmed and extended these studies ( 43 ) (see 
Colorplate 3). Moreover, the VH surface-bound SpA seems to have been conserved in 
the B-cell repertoires of amphibian, avian, and mammalian species ( 44 ).

In the mouse, Fab-mediated SpA-binding interactions are commonly displayed by 5% to 
10% of mature B cells, which express genes from the clan III set of related VH families ( 
45 , 46 ). Of the murine analogs of human VH3 genes, certain J606-, 7183-, and 
DNA4-encoded VH regions commonly convey binding activity, while VH encoded by 
products of clan III/S107 VH genes commonly convey among the highest affinity for 
SpA, and this binding activity is independent of specific VL region usage (reviewed in 
Silverman and Goodyear [ 47 ]).

Thus, once again we see a duality in structure/function. A B-cell superantigen binds to 
certain VH genes primarily through interaction with framework residues, and at the 
same time, the same B-cell superantigen binds to the Fc region of certain 
immunoglobulins.

ANTIGEN–ANTIBODY INTERACTIONS

Recent studies have begun to refine our understanding of the types of interactions that 
occur at the antigen–antibody interface. These studies have come out of a body of work 
devoted to visualizing antigen–antibody complexes at resolutions down to 1.7 Å, at 
which levels the role of solvent is being elucidated. Some of these studies have been 
performed on monoclonal antibody interactions with their haptens in both complexed 
and uncomplexed states and with both germline and high-affinity configurations. In 
addition, stepwise manipulation of the antigen-binding sites by single and grouped sets 
of mutations has also been performed. The lessons learned through these studies are 
numerous and represent an exciting development in the study of antibody structure.

For example, the differences in antigen–antibody interactions in germline versus 
high-affinity, somatic, mutated counterparts provide a new glimpse into the nature of 
these interactions. The difference in the affinity between these two forms has 
approached a 30,000-fold higher affinity in the mutated antibody than in the germline 
antibody. This enormous change for some antibodies in their affinity for antigen arises 
from the small additive changes that the mutations have contributed. Three common 
themes for the nature of the role of mutational differences in the forming of an 
affinity-matured antibody have arisen. The first is the contribution of direct interaction of 
the mutated base with the hapten. In some circumstances, a base-pair substitution 
contributes, for instance, a new hydrogen bond or creates a local hydrophobic region 
that is additive to the affinity. Furthermore, somatic mutation can result in an amino acid 
substitution that alters the flexibility of the antibody-binding site. This is illustrated in 
studies of both antigen-bound and antigen-unbound germline and high-affinity 
antibodies ( 48 ). Germline antibodies often undergo a localized antigen-combining, 



site-conformational change as antigen binds. The movement can approach the range of 
4 to 5 Å for some antibodies. This is in contrast to what is seen with high-affinity 
antibodies to the same antigen in which the combining site has very little movement on 
binding. Finally, somatically mutated antibodies versus germline antibodies often show 
differences in the geometry of the hapten in relation to the antibody-combining site. 
These changes in orientation are the result of the addition, deletion, or replacement of 
interactions not only between the hapten and antibody but also between the peripheral 
loops and the most proximal loops to the hapten in the combining region ( 48 , 49 and 50 ). 
It should be noted, however, that some high-affinity antibodies have been reported that 
undergo exceptionally dramatic conformational changes upon binding to their ligand ( 51 

). Taken together, these studies reveal new depth to our ideas about antigen–antibody 
interactions. While we normally think of antibody–hapten complexes as a single 
hand-in-glove fit, this is not necessarily the case. Recent studies have also indicated 
that several high-affinity conformations are possible and occur for a given 
antigen–antibody interaction. In other words, redundancy can exist for high-affinity 
antibodies ( 52 , 53 ). In addition, there is some evidence for the ability of an antibody to 
bind to a region on antigen that is not necessarily solvent exposed. Small, localized 
conformational changes may therefore occur in antigen that allow these regions to be 
exposed perhaps for only brief periods of time ( 54 ). Such an activity is reinforced by the 
nature of catalytic antibodies.

At this point, there are over 20 different antigen–antibody crystal structures. While this 
represents one of the largest numbers of crystal structures within a family of proteins, 
few of the structures are at a resolution high enough to solve questions related to the 
role of water in the interaction with antigen as well as the thermodynamic questions that 
arise from its influence on the system. The recent publication of a few 
much-higher-resolution crystal structures is already beginning to demonstrate the role of 
water in these protein, carbohydrate, and DNA interactions.

The residues involved in the combining site include amphipathic amino acids such as 
Tyr and Trp at a high frequency. Water molecules in a number of studies have been 
shown to be present and involved with antigen interactions with the crystal structures. In 
general, water in areas where close protein–protein contacts are not occurring has been 
shown to participate in additional hydrogen bonds other than those that exist directly 
between antigen and antibody ( 55 , 56 and 57 ). The presence of water molecules in 
these areas then has the capacity to increase the interactions particularly for antigens 
that fit less well into the combining site. These interactions have been observed for both 
carbohydrate ( 58 , 59 ) and protein haptens ( 55 ). In other cases as well, water molecules 
bound to the surface of either antigens or antibodies are excluded. The release of these 
molecules participates to increase randomization in the solvent environment and 
provide for another means to enhance the affinity of antigen binding ( 57 ).

The primary view then of the role of water seems to be to provide a better “fit” for 
antigen by filling space in the binding region and to participate in extended hydrogen 
bonding. This contribution increases the enthalpy of the system and, in combination 
with hydrogen bonds between the interacting proteins as well as van der Waal forces, 
contributes to an enthalpy-driven antigen–antibody interaction. While this view of the 
presence of water contributing to an enthalpy-driven reaction is common to many 



studies, it should not be discounted that the exclusion of certain water molecules may 
play a role in driving the strength of affinity through entropic means. Studies of HIV 
protease inhibitors as well as some antibody–antigen interactions as indicated above 
suggest that the increase of randomization of the solution will contribute to the affinity of 
an antibody and may be worth pursuing as an additional strategy in antibody 
engineering studies ( 57 ).

Antigen recognition, as we have seen and as will be elaborated further in subsequent 
chapters, depends on diversification from a number of processes. V(D)J recombination, 
somatic hypermutation, gene conversion, and other such mechanisms generate nearly 
an infinite variety of molecules designed to recognize antigen. Class-switch 
recombination from “upstream” to “downstream” isotypes results in the generation of an 
antibody with the same antigen recognition capacity but different effector capacities to 
facilitate antigen elimination.

The various immunoglobulin classes have certain unique properties that when taken 
together allow for a wider range of host defenses than would be possible if only a single 
class of heavy chain constant regions existed. This is illustrated in the breakdown of 
immune defense as seen in hyper-IgM syndrome (the only isotype present in the patient 
is IgM) or IgA deficiency (the most common immunodeficiency in humans, complete 
absence of IgA). While many of the differences in Ig function can be localized to the 
CH2, CH3, or (if present) the CH4 domain, surprisingly, many of the structural 
properties of these classes can be attributed to the hinge region.

THE IMMUNOGLOBULIN HINGE

While not all immunoglobulin classes have a hinge that is separately encoded (see 
Chapter 5), all Ig classes have a structure that recognizably fulfills its function, albeit to 
various degrees. Classes that do not have genetic hinges use an extra C domain in its 
place. The genetic hinges that are encoded in the other classes have a great variety of 
lengths and structural properties. The most dramatic of these, IgG3, serves as an 
illustration of the construction of the hinge. The IgG3 hinge is divided into upper, middle, 
and lower regions that can be separated based on both structural (amino acid 
sequence) and genetic components. Structurally, the upper hinge (UH) stretches from 
the C terminal end of CH1 to the first hinge disulfide bond. The middle hinge (MH) 
stretches from the first cysteine to the last cysteine in the hinge. The lower hinge (LH) 
extends from the last cysteine to the glycine of CH2 ( 60 ). The cysteines present in the 
hinge form interchain disulfide bonds that link the two immunoglobulin monomers. Table 
3 compares some of the structural features of hinges from various isotypes.



 
TABLE 3. Properties of hinges in IgG, IgA, and IgD

The structural differences among the hinges are reflected in the various properties of 
the heavy chains. In a simplistic way, one can think of the hinge as the structural unit 
that links the functions of the Fab and Fc fragments. With greater flexibility, antibodies 
can bind antigens on the surface of targets with varying degrees of distance between 
them. In addition, the steric position of these two components may directly affect Fc 
binding to cellular receptors. Using a similar argument, the hinge may also be involved 
in the modulation of complement binding (see below). These hinge properties will be 
explored in more depth by focusing on the individual isotypes.

The motion about the IgG hinge has been extensively studied and serves as a basis of 
comparison for other isotypes (reviewed in Schumaker et al. [ 61 ]). With the exception of 
IgG3, IgG hinges are encoded by single exons (see Chapter 5). The upper and lower 
portions of the hinge are the most flexible and allow for motions such as bending 
between the Fc and Fab in both parallel and perpendicular planes. In contrast, the 
middle hinge is a rigid structure that is thought to provide spacing between the Fab and 
Fc domains. It can be seen from Table 3 that this structure is greatly extended in IgG3 
compared to the other isotypes. It has been shown that for some functions, this large 
hinge region can even replace a missing CH domain.

In addition, rotation about the long axis of the Fab leads to additional levels of flexibility. 
A number of electron microscopic studies using immune complexes of IgG show that 
the Fab–Fab angles range from a very narrow “Y” with an apparent separation of 10° to 
a “T” with angles of 180°. An addition rotational flexibility of up to 180° is also required 
to account for some of the observed complexes ( 62 ). Thus, the remarkable 
conformational plasticity of the immunoglobulin molecule allows it to bind epitopes 
spaced at various distances on the surface of a target.

In addition to altering the Fab angles, the flexibility of the hinge plays a role in Fc 
function. While recent evidence suggests that other parts of the Ig constant region 
influence complement binding more than thought in the past, the role of the hinge still 
appears to be critical. In general, the more flexible hinges allow less steric hindrance 
and better binding of complement. The greater flexibility of some hinges allows them to 
either expose or sterically hinder certain complement-binding regions in CH2. While 
once thought to be a sequence-specific interaction between complement and portions 
of the CH2 domain, it has been recently shown that the accessibility of the site is more 
important for determining the activation ability of the various Ig subclasses. This can be 
illustrated by the trend of complement activation to follow the order of 
IgG3>IgG1>IgG4>IgG2 (reviewed in Brekke et al. [ 63 ] and Feinstein et al. [ 64 ]) in the 
human (unless otherwise specified all subclass designations will refer to human 
immunoglobulins). Following a similar trend, hinge flexibility and relief of steric 
hindrance have also been shown to modulate to some degree the binding of the CH2 



domain to certain Fc receptors ( 65 ).

While tip-to-tip separation of the Fabs in IgG structures varies from 13 to 16 nm, IgA1 
has a spread of up to 23 nm. This additional distance that IgA1 is able to span may 
confer advantages for more efficient recognition of epitopes that are widely separated. 
IgA2, of decreased abundance in the serum (see below), has a hinge with a length 
equivalent to the shorter IgG subclasses. A study of the differences between IgA1 and 
the IgG subclasses is instructive about several aspects of the hinge. The extended 
structure of the IgA1 hinge is a combination of two properties: the abundance of 
O-linked glycosylation coupled with the location of the disulfide linkages between the Ig 
monomers near the top of the CH2 (Ca2) domain ( 66 ). Most other isotypes contain 
some N-linked glycosylation. In immunoglobulins, O-linked glycosylation is unique to 
IgA1 and IgD. This extensive glycosylation has two potential advantages for these 
molecules. The extended hinge of IgA1 is probably protected from proteolysis by many 
bacterial enzymes because of its glycosylation. There are several pathogenic bacteria 
that exploit two contiguous, repeating amino-acid octamers consisting of proline, serine, 
and threonine as a binding site for IgA1 proteases—an important virulence factor. It is 
thought that the resistance to common bacterial proteases allows IgA1 as a major 
secretory isotype to survive among the flora that also colonize the mucosa (reviewed in 
Kilian et al. [ 67 ]). Coupled with the separation of Fab arms, this extensive glycosylation 
most likely also aids in separating the Fab domains. Eliciting a similar effect, the 
disulfide bonds at the top of the CH2 domain rather than in the hinge itself allows the 
extended structure to give the molecule a greater spread than could be accomplished if 
disulfide bonds were contained within the hinge itself. The other IgA isotype, IgA2, lacks 
the extended hinge that IgA1 possesses and is also not heavily glycosylated ( 66 ). 
However, the smaller hinge in IgA2 does not contain the proteolytic motifs that are 
recognized by the enzymes produced by certain bacteria in IgA1 and may therefore be 
maintained in the isotype repertoire for this specialized niche. This may explain why, in 
serum, the ratio of IgA1:IgA2 is about 6:1, but in most secretions, it is close to 1:1.

The hinge of IgD, like IgA1, has extensive O-linked glycosylation on an extended hinge 
structure. The hinge is divided into two major subregions (and encoded by two exons) 
that are either rich in alanine and threonine or glutamate and lysine. This latter 
subregion is highly sensitive to proteolytic enzymes and is even sensitive to a yet 
unidentified enzyme and has thus been dubbed “spontaneously” proteolytic ( 68 , 69 , 70 

and 71 ). Both IgA1 and IgD possess another characteristic that is linked to their 
O-linked glycosylation. Jacalin (jackfruit lectin) binds to these O-linked carbohydrates 
with high affinity and can be used to precipitate these specific isotypes. Interestingly, 
the cell-surface receptor for human IgD binds to these O-linked oligosaccharides. This 
receptor binds both IgD and IgA1 ( 72 , 73 and 74 ). Thus, this is an example of the hinge 
region and in particular the oligosaccharides of the hinge region playing a critical role in 
cellular binding.

Fc STRUCTURE AND FUNCTION

While the hinge is essential to modulate many properties of the immunoglobulin, the Fc 
portion is the primary effector domain of the molecule. While the antigen-binding 



function of the Fab domains allows the immunoglobulin to specifically recognize diverse 
antigens, the Fc domain allows an antibody at the same time to elicit host responses. 
This requires that the Fc region provide binding sites for both cellular receptors and 
complement—the two primary effector response types to antibody–antigen complexes. 
This property requires that the Fc domains maintain considerable conservation 
especially in structural support regions. While there is substantial conservation within 
species (some allotypes vary in function), many “Fc functions” seem to be conserved 
with only modest structural similarity—especially within the primary amino acid 
sequence. In humans, the subclasses are even closer in structure, being over 90% 
identical in amino acid sequences. (The degree of difference between the IgG isotypes 
varies widely in mammals—in the human, the IgG subclasses are among the most 
closely related and presumably are of very recent evolutionary origin.) However, the 
regions between the conserved Ig domain structures (generally small loops) also serve 
as a target region for the binding of certain bacterial and viral virulence factors and can 
be involved in binding to cell-surface receptors (see below).

Each constant region consists of 3 CH domains for IgM, IgA, and IgD or 4 CH domains 
in the case of IgM, and IgE. In the latter isotypes, the CH2 domain replaces the hinge 
structurally and to some degree functionally. Each CH domain contains a core of an Ig 
domain with 7 antiparallel beta sheets oriented by 3 in one direction and 4 in the 
opposite direction. This is in contrast to the structure of the Ig domain in the V region. 
Looking at all mammals, in general there is approximately 30% amino-acid sequence 
identity between the constant regions (IgM, IgD, IgG, IgA, IgE) and 60% to 90% 
homology among the subclasses. The majority of the homology is present in the ß 
strands forming the Ig domains, disulfide-bonding cysteines, and tryptophans. CH 
domains are numbered from the first domain located in the Fab and positioned above 
the hinge, to the CH2 and CH3 domains that are increasingly distal to the hinge.

The CH domains contain several general features that contribute to the structure of the 
Fc region. N-linked oligosaccharides are positioned in the middle of the CH2 domain 
that protect a hydrophobic patch in this region, and therefore increase the solubility of 
the molecule. For IgA, this N-linked glycosylation is thought to be located near the base 
of the CH2 domain ( 75 ). Longitudinal contact between CH2 and CH3 prevents binding 
between monomer chains at this junction. The CH3 domain uses 4 strands of the ß 
sheet to dimerize between chains. In IgA and IgM, a tailpiece is added to this domain to 
create higher-order structures.

Glycosylation is an important component of immunoglobulin molecules and the isotypes 
vary in the extent and type of glycosylation present (see Fig. 2). Between 3% and 17% 
of the mass of an immunoglobulin is due to glycosylation. While the pattern of 
glycosylation varies among isotypes, certain conserved sites are preserved. The 
N-linked glycosylation on Asn297 is conserved for all mammalian IgGs and homologous 
portions of IgM, IgD, and IgE. This oligosaccharide is thought to project from the inner 
face of the CH2 domain ( 7 ). Major characteristics of the immunoglobulin isotypes are 
listed in Table 4.



 
TABLE 4. Properties of immunoglobulin isotypes

IgM

IgM is the most versatile of the antibody classes. It is first expressed as a surface 
immunoglobulin on immature lymphocytes and as such is the first “B-cell receptor.” 
B-cell maturation is critically dependent on the presence of immunoglobulin on the 
surface ( 76 ). The µ chain is the first to be produced upon heavy-chain rearrangement. 
Initially, the µ chain is expressed with a surrogate light chain, which allows a B cell to 
continue maturation in the bone marrow. Finally the µ chain is paired with a functional 
light chain and the naïve B cell leaves the bone marrow ( 77 , 78 ). In the periphery, IgM 
can be expressed by immature, mature, memory, and plasma cells. Of these, 
expression on immature and maturing cells is the most common where it remains as a 
surface receptor. Its presence on the surface of these cells provides a receptor for 
B-cell activation along with the Iga and Igß accessory molecules ( 79 ). Following 
activation, the B cell undergoes the critical process of affinity maturation. As well, when 
these cells enter peripheral lymphoid tissues they also acquire IgD by differential RNA 
splicing. Thus, the two surface receptors (IgM and IgD) have the same antigen-binding 
capabilities. The Cµ4 domain contains the transmembrane and cytoplasmic regions of 
IgM that undergo RNA processing to be removed for the production of secreted IgM.

While the membrane-bound form of IgM is most common, IgM plasma cells secrete 
polymeric IgM that serves important functions as well. Polymeric IgM is an important 
complement activator, and thus participates in phagocytosis. IgM forms hexamers or 
pentamers, the latter upon the incorporation of a J chain, arranged in a star pattern with 
the Cµ4 domain at the center. Cµ4 and part of Cµ3 have been implicated in the 
formation of this structure, including certain aspartic acid, lysine, and histidine residues. 
(The next section on complex immunoglobulin structures contains further discussion of 
this structure.) While monomeric IgM itself has low affinity for antigen, in its polymeric 
form it has considerable avidity for antigen. It is this increased avidity that makes IgM an 
important complement activator and mediator of opsonization. The Cµ3 domain binds 
C1q with the essential participation of its carbohydrate residues ( 80 ). Aspartic acid, 
lysine, and proline residues in two clusters have been implicated for this activity in the 
mouse. However, the only homologous region to be shown with this activity between 
IgG and IgM is a single proline. Cµ1 as well interacts with the C3b ( 81 ) complement 



component and helps to mediate phagocytosis of opsonized antigens by macrophages.

IgM is second only to IgA in its contribution to mucosal immunity. It can be secreted 
through similar means by polymer association with a J chain, and like IgA, is 
transported by the polymeric Ig receptor (pIgR). In many patients with IgA deficiency, 
IgM adequately substitutes for IgA in mucosal protection.

IgD

IgD is perhaps the most enigmatic of the immunoglobulin isotypes. It is present on all 
naïve B cells and serves as a better receptor in terms of activation than IgM. It also 
requires the co-expression of Iga and Igß to elicit a cellular signal due to its short 
lysine-valine-lysine cytoplasmic domain identical to that of IgM. However, other 
participating co-receptors differ between the two membrane-bound isotypes. 
Coexpression on naïve B cells of these two receptors occurs by differential mRNA 
splicing ( 82 ) (see Chapter 5). Two laboratories have made IgD knockouts and the 
phenotype is somewhat ambiguous. Although there are fewer lymphoid follicles and 
overall a slower process of affinity maturation, one does not see defects that would 
otherwise indicate an irreplaceable role ( 83 , 84 and 85 ). Yet at the same time, ligation of 
IgD can activate, delete, or anergize B cells independent of IgM ( 86 , 87 and 88 ). In mice, 
the overexpression of IgD creates a greater induction of APCs, up-regulation of B7-1 
and B7-2, and increased class switching.

Despite its short serum half-life and less abundant mRNA, membrane IgD density 
exceeds that of membrane IgM on naïve B cells. This phenomenon is thought to be due 
to a greater stability of IgD mRNA than IgM ( 85 , 89 , 90 and 91 ).

Through the process of maturation, most B cells lose IgD expression ( 92 , 93 ). However, 
there are notable exceptions. IgD-only plasma cells are present in various 
compartments and secrete IgD into the serum. These plasma cells are in high 
concentration in the nasal mucosa ( 94 , 95 , 96 and 97 ). The serum half-life of IgD is quite 
limited, however, being only about 2.8 days. As mentioned before, the extended hinge 
of IgD is prone to proteolytic enzyme activity and this sensitivity extends into the C 
terminus of the Cd3 domain as well. While the Cd1 and Cd2 domains are similar in 
structure to that of other isotypes, Cd3 lacks several key proline residues that play 
structural roles in the loops between beta strands. In addition this domain contains two 
N-linked carbohydrates at asparagines 316 and 347 that are not present in other 
immunoglobulins in this location. These structural differences appear to play a role in 
binding of IgD to the IgD receptor, at least in the mouse (recognizing the N-linked 
sugars of Cd1 and Cd3 in a Ca 2+-dependent manner), but may have other functional 
properties in the human where the receptor binds to the Jacalin-binding domains 
(O-linked sugars) of the hinge without the requirement of calcium (reviewed in 
Preud’homme et al. [ 91 ]).

IgD plasma cells and a particular set of IgD+IgM- B cells from germinal centers exhibit 
an unusually high level of somatic hypermutation ( 98 , 99 and 100 ). In addition, it has 



recently been found that this population of cells is quite prone to a VH-region event 
called receptor revision ( 101 ).

IgA

IgA is the major isotype of mucosal secretions. In addition, it is also the most prominent 
isotype in colostrum and breast milk ( 102 ). A number of features make this molecule 
suitable to the mucosal environment. First, the secreted forms are dimerized by their 
tailpieces and stabilized by J chains. The polymeric Ig receptor (pIgR) transports 
dimeric IgA across the epithelial barrier where a portion of the pIgR is cleaved to result 
in the formation of the secretory component. Secretory component remains attached to 
dimeric IgA, and J chain dimerized IgA with a secretory component are called “secretory 
IgA.” There are two subclasses or isotypes of IgA in humans (IgA1 and IgA2) ( 102 ). 
IgA2 is the main component of secreted IgA ( 103 ) and as noted earlier has a truncated 
hinge that is resistant to most bacterial proteases ( 104 ). IgA is an important component 
of the first line of defense from organisms entering by mucosal routes. While most 
secretory immunoglobulin is IgA, it also accounts for 10% to 15% of serum 
immunoglobulin, making it the third most plentiful. Serum IgA tends to be mostly IgA1 ( 
103 ). As mentioned earlier, IgA1 has an extended hinge and can bind antigens at a 
variety of spacings. In addition, extensive O-linked glycosylation prevents cleavage by 
most bacterial proteases. Serum and secretory IgA are derived from separate pools of 
B cells, but antigenic exposure at any given site primes the development of both 
secretory and serum IgA ( 102 ). Inflammatory responses are not efficiently generated 
upon antigen binding with IgA. Such a response would most likely be damaging to the 
mucosa. Instead, IgA elicits protection primarily through exclusion, binding, and 
cross-linking of pathogens. As well, IgA has been shown to be able to fix the 
complement by the alternative pathway and most recently by the lectin-binding 
cascade.

Targets that are opsonized by IgA are removed by FcaR-mediated phagocytosis. FcaR, 
although more distantly related, is most similar in structure to the Fc?RII and FceRI 
receptors. However, its binding site on the IgA Fc does not follow the pattern in either of 
these other two receptors. It has been shown that the FcaR (CD89) binds to regions on 
the loops present between the Ca2 and Ca3 domains ( 105 , 106 ) (see Fig. 8). Mutation of 
certain residues in these regions eliminates FcaR binding. In addition, N-linked 
glycosylation at Asn263 appears necessary by some accounts for the interaction 
between IgA and its receptor ( 105 ). Others have found that this interaction may not be 
necessary ( 106 ). While we do not as yet have an x-ray structure of IgA, it has been 
postulated that the oligosaccharide at this location, unlike IgG, is oriented with the 
glycosylation pointing away from the cavity formed by the heavy chains and therefore 
released from protein interactions that otherwise would prevent its further modification. 
Indeed, these oligosaccharides exhibit more sialation than similar oligosaccharides in 
IgG ( 107 ).



 
FIG. 8. Illustration of the residues essential for the binding of IgA to FcaR (CD89). 
Residues represent mutations made in IgA constant, heavy-chain regions as mapped 
on an Fc? fragment. Of the residues, mutated L465 and L266 were found to be 
important for binding to CD89. From Carayannopoulos et al. ( 105 ), with permission.

An NMR solution structure of IgA1 has been obtained with molecular modeling to IgG 
and has provided some insights into the differences between the IgA1 hinge and the 
IgG1 hinge (murine) ( 66 ) (see Colorplate 4). The placement of interchain disulfide 
linkages between the immunoglobulin monomers is also a feature that sets IgA apart 
from other isotypes. Most isotopes contain interchain disulfide bonds in the hinge or, in 
the absence of the hinge, in the CH2 domain that replaces it. In IgA, however, these 
bonds are made at the top of Ca2 below (or carboxy-terminal to) the hinge. While it has 
been confirmed that the Cys241–Cys241 bridge is common among the IgA molecules 
studied, the other three or four cysteine–cysteine disulfide bonds that form out of a 
possible six candidates is unclear at the present time ( 66 ). Two cysteine residues 
remain exposed (one being Cys311), which are the likely to be covalently bonded with J 
chains. Cys471 forms another interchain disulfide bond between monomers outside of 
the cluster mentioned above ( 107 ).

IgE

IgE is the least abundant of all of the immunoglobulins. It is present 25-fold to 
3,000-fold less than the other isotypes and has the shortest free serum half-life. IgE is 
primarily produced in plasma cells in the lung and skin. It is quickly taken up by the 
high-affinity FceRI. Thus, while the serum half-life of IgE is short, it remains for several 
weeks or months attached by this receptor to the surface of basophils and mast cells. 
Once a multivalent antigen is bound to the IgE–IgE receptor complex, the release of 
inflammatory mediators such as histamine and chemoattractants results in violent 
reactions (see Chapter 45). These reactions are involved in the clearance of parasites ( 



108 ) and are intimately involved in allergy and anaphylaxis. People who suffer from 
atopy have an inappropriately high synthesis of IgE and almost always a high serum 
level of IgE.

Mast cells and basophiles express the high-affinity FceRI receptor, as do Langerhans 
cells and eosinophils, although the reason for its presence on the latter two cell types is 
unknown ( 109 , 110 ). The interaction between IgE and the FceR is among the strongest 
known with a k d of 10 -9 to 10 -10 M. There are two distinct binding sites on IgE for its 

high-affinity receptor. They use identical residues from each Ce3 ( 111 ) with some 
involvement of Ce2 ( 112 ). The glycosylation status of IgE does not seem to play a role 
in this interaction. These bound regions of IgE are found on the surface loops of the 
Ce3 domain. Although there are two sites on the receptor, a 1:1 stoichiometry is 
maintained and both crystal structures of the interaction as well as biphasic dissociation 
rates in kinetic studies show that both sites are involved in IgE binding to its high-affinity 
receptor. Several aromatic amino acids as well as a buried interface surface contribute 
to the stability of this interaction ( 111 ). A large conformational change has been 
postulated to take place in the Ce3 domain as IgE is bound to its receptor ( 13 , 113 ).

Site 1 appears to provide specificity for IgE in binding to its receptor, while site 2 
appears to contain certain conserved residues between IgG receptors and high-affinity 
IgE receptors. Pro426 from the IgE Fc is sandwiched between FceRI residues Trp87 
and Trp110. These three residues are absolutely conserved between IgG, IgE, and 
their receptors in the binding sites. Leu425 is also absolutely conserved. This illustrates 
the relation of the IgE and IgG receptors as well as the utility of the “proline” sandwich 
motif between the immunoglobulin and its receptor, which themselves are members of 
the Ig superfamily ( 111 ) (see Fig. 9).

 
FIG. 9. Certain residues are conserved between Fc?Rs and FceRI as well as IgG and 
IgE that facilitate binding. Two sites participate: site 1 in (a) and site 2 in (b). Heavy 
lines indicate the highest number of contacts and dashed lines indicate the least. Of 
considerable note are residues W87 and W110 in site 2 of the receptors and P426 in 



the immunoglobulin that form a core “proline sandwich” in the interaction between 
immunoglobulin and receptor. From Garman ( 111 ), with permission.

IgE also binds to a low-affinity receptor, FceRII (CD23). This receptor is a type-II 
integral-membrane glycoprotein that is involved in a number of activities. The 
low-affinity IgE receptor binds IgE with 1,000 times less affinity than the high-affinity 
receptor. Unlike the high-affinity receptor, the low-affinity receptor is expressed on 
monocytes ( 114 ). Ce3 is essential for binding of the low-affinity receptor, and a major 
determinant of binding appears to be Lys352 in the AB loop.

IgG

IgG is the most abundant isotype in the blood as well as in the lymph and peritoneal 
fluids. Seventy-five percent of the serum immunoglobulin is comprised of IgG. IgG has 
a long half-life of 3 weeks in the serum. This makes it the most stable antibody in the 
serum ( 115 ). High-affinity IgG signifies the humoral immune response.

Among all isotypes, IgG may at first appear to be a bit bland in its function due to the 
absence of special properties, such as multimerization and secretion like IgM and IgA, 
or enigmatic roles like IgD, or extremely high-affinity interactions with receptors and 
unique modes of effect like IgE. But such a conclusion about this molecule would be an 
oversight. Of all isotypes, IgG has been the most studied structurally. This is the result 
of early crystal structures of two hinge-deletion mutants ( 116 , 117 and 118 ). More recently, 
two complete antibody structures have been reported of murine IgG1 and IgG2a ( 119 , 
120 ). The most obvious lesson these structures have taught us is that the mobility of an 
otherwise perceived static molecule is quite striking. IgG must simultaneously bind with 
very high affinity to three independent sites in order to effect its immune response 
function. These recent crystal structures will help us continue to refine our view of the 
immunoglobulin molecule and will serve as a basis of comparison for structures of 
immunoglobulins of other isotypes that are most likely not far from being solved.

IgG subclasses bind and activate the complement with different efficiencies, as 
discussed previously ( 121 , 122 ). However, all subclasses carry a core C1q binding motif 
at Glu337, Lys339, and Lys341 on the fairly mobile C?2 domain ( 123 ). This indicates 
that the variability is due rather to the steric properties that the various hinge 
conformations impart. The presence of carbohydrate on IgG has been shown to be 
absolutely necessary for complement activation (reviewed in Furukawa and Kobata [ 124 

]) and galactosylation has been shown to be especially important ( 125 ).

Bacterial proteins A and G have been classically known to bind IgG. This occurs at the 
C?2–C?3 junction involving residues 264 to 267 ( 24 ). These residues are consistently 
oriented between structures to C?3 in the same manner. In addition residues 330 and 
465 are important as well. These regions overlap the binding site of the neonatal Fc?Rn 
and, in addition, may produce inhibition of other Fc?Rs ( 120 ).



Fc Receptors IgG can bind to four types of receptors. These receptors vary in their 
affinity for IgG as well as their expressed location. We will discuss the receptors as two 
major groups. The first group consists of the high-affinity and lower-affinity receptors 
that are IgSF members. These receptors are the Fc?RI (high affinity), Fc?RII, and 
Fc?RIII. The second contains the neonatal IgG receptor (Fc?Rn) that is related to the 
MHC class I. The IgSF family of receptors, although differing in portions of their binding 
sites, shares an important motif. A “proline sandwich” is produced between Pro329 and 
two tryptophans in the receptor. This motif is even shared with the homologous 
high-affinity IgE receptor described previously in this chapter (see Fig. 9). In addition, 
the IgG receptors show a dependence on residues Leu234–Pro238 of the lower hinge ( 
126 ). Although the individual amino acids involved vary between the receptors, this 
appears to be another common interaction. These lower-hinge residues account for four 
of the six hydrogen-bond interactions in crystal structures depicting Fc?RIII interactions 
with IgG1 ( 127 ). Van der Waal interactions are plentiful between the receptor and the 
Fc. Finally, all receptors are dependent as well on the presence of a carbohydrate at 
Asn297 although the interaction is not direct. This carbohydrate is thought to stabilize 
the lower hinge by producing a hydrophobic core in the (C?2) domain by filling its cavity 
( 126 , 127 , 128 and 129 ). Elimination of the branching mannose residues from the 
glycosylated IgG Fc produce a linear trisaccharide core that severely decreases affinity 
for the Fc?RII, indicating the importance of this structure for proper conformation of the 
Fc ( 126 ). The other regions involved in binding with these receptors are varied but 
important to the individual receptors. Fc?RI binds to IgG1 Fc with 100 times greater 
affinity than the other IgG receptors. Residues within the stretch Gly316–Ala339 have 
been mapped with differential importance to binding interaction. In addition, a separate 
chain on the Fc?RI receptor is involved in augmenting the binding chains of the 
receptor without making direct contact with the IgG1 Fc. While the Fc?RI receptor uses 
essentially the same region for binding as the other receptors, the difference in affinity 
may be attributable to either conformational changes that are made, or differences in 
particular amino acids used for the actual binding of the receptor. Fc?RII has been 
shown to require the presence of two identical IgG heavy chains in order to elicit 
binding. Residues in the loops of the C?2 domain are important for this interaction in 
addition to the lower hinge. For Fc?RIII there are two important binding regions. The 
first are the class-1 residues of the hinge proximal region of C?2. The second is the 
C?2–C?3 interface. For both Fc?RII and Fc?RIII, several residues at the “bottom” of the 
C?3 domain influence the binding to IgG ( 126 ). The Fc?Rn (neonatal receptor) has the 
interesting property of binding maternal IgG and transporting it across the epithelia of 
the placenta ( 115 ). Binding of the IgG occurs in the cells of this barrier at a pH of 6.5. 
Then the Fc is released by the receptor into the blood at a pH of 7.4. This sharp pH 
dependence is a function of the titration of ligand residues on the Fc of IgG. Several 
histidine residues in the C?2 and C?3 interface are involved that bind negatively 
charged residues at acidic but not basic pH. A further interesting element is the 
structural relationship of this receptor to the MHC class-I molecule ( 130 ). 

HIGHER-ORDER STRUCTURE

While IgM and IgA have activities as monomeric immunoglobulins, both have the ability 
to form multimeric structures that fill yet other biological niches. IgA usually forms 
dimers through its tailpiece, an extra 18 amino acids at the end of the Ca2 domain, and, 



as noted above, is complexed with another B-cell protein, the J chain ( 131 ). This 
complex can then be bound by the polymeric Ig receptor (pIgR) and transported across 
the mucosal epithelial layers to provide important primary immune defense roles ( 132 ). 
This dimeric IgA can then bind with greater avidity to polymeric epitopes to increase its 
effectiveness in eliminating these targets from the mucosal surface. Similarly, IgM also 
forms a polymer, but is most commonly in the form of a pentamer. This configuration 
allows IgM to bind polymeric low-affinity epitopes and efficiently activate the 
complement to opsonize and eliminate its target. While the J chain is present in most 
IgM pentamers and binding to the pIgR is possible, dimeric IgA is the primary antibody 
of most mucosal surfaces. Polymeric IgM has significant activity in the serum.

The J chain is a 137 amino acid/15kDa protein that serves to link two immunoglobulin 
monomers covalently ( 133 ). It contains eight cysteine residues that participate in a 
disulfide bond with each tailpiece in addition to stabilizing its own structure ( 134 ). 
Whether the J chain forms other disulfide bonds with the immunoglobulins is still not 
clear. The J chain is a highly conserved molecule among a range of species and even 
predates the presence of the antibody ( 135 , 136 , 137 and 138 ). While thought to be 
arranged as a single domain in a beta barrel formation, it has not yet been crystallized 
and does not show sequence homology to an immunoglobulin domain. The J chain is 
proteolytically labile and contains a high amount of negatively charged residues ( 134 ).

Both tailpieces of each IgM and IgA carboxy-terminal domain contain a cysteine (the 
penultimate cysteine residues 575 and 495, respectively) that are involved in 
multimerization. One of these residues from each immunoglobulin is paired “at the tail” 
to form a direct disulfide bond between the monomers. The other two residues (one 
from each monomer) bind to separate cysteines in the J chain ( 139 , 140 , 141 and 142 ). 
The tailpieces are thought to form two extra beta strands on one face of the terminal 
domain that facilitate this interaction ( 143 ). In addition, there is evidence that Cµ3 and 
Cµ4 of IgM, as well as the homologous regions in IgA, are also required for interaction 
with the J chain ( 144 ). The structure of the carbohydrate at Asn563 (in IgM and at the 
homologous region in IgA) is also important. Usually this carbohydrate contains a large 
amount of high mannose glycans, which indicates that it is protected by polymerization 
occurring before exposure to the Golgi-complex enzyme, mannosidase II ( 145 ).

In the case of IgA, the J chain is required for polymerization, although some reports of 
multimers in its absence have been reported. It exists in all forms of IgA polymers (not 
just dimers), including, as well, some reports of the secreted monomers. 
Domain-swapping experiments have shown that the propensity for IgA dimer formation 
and its binding by the J chain is due to the presence of the IgA tailpiece in the context of 
its own heavy chain. Tailpieces spliced to IgA from the µ chain result in higher-order 
multimers than the simple dimer ( 144 ).

IgM, unlike IgA, has no requirement for the J chain in its polymeric forms, although J 
chain is often present and essential for secretion. Two other disulfides besides the 
penultimate disulfide mentioned above are involved in the formation of multimers. Like 
Cys575, Cys414 forms intermonomeric disulfide bonds. Cys377 is most likely to form 
intramonomeric bonds. While pentameric IgM is the most common form of IgM, there 



are many reports of IgM hexamers ( 146 ). The latter almost never have incorporated the 
J chain, but are highly dependent on Cys414–Cys414 bonds between monomers. 
Hexameric IgM is rarely found in vivo except in the case of cold agglutinin disease and 
Waldenstrom’s macroglobulinemia ( 147 , 148 and 149 ). Hexameric IgM has been reported 
to be far more efficient at complement activation than pentameric IgM ( 146 ). Pentameric 
IgM is regularly associated with one or more J chains. It has been hypothesized that 
pentameric IgM with J chains is more thermodynamically favorable than hexameric IgM 
as a possible explanation of why it is more common.

Thus, for the formation of multimeric immunoglobulin, we see that the presence and 
sequence of the tailpiece is important in the context of the proper heavy chain. IgM 
tailpieces incorporated into IgA will cause higher numbers of IgA multimers, but the 
reverse substitution does not induce dimers in IgM. It has therefore been proposed that 
IgM polymerization is more efficient than IgA ( 143 ).

As mentioned above, a J chain is essential for the secretion of IgA and IgM. The pIgR 
receptor binds to the J chain, and through clathrin-coated vesicle transport, moves 
dimeric IgA across the epithelial cell barrier of the mucosa ( 150 ). This receptor contains 
seven domains with five extracellular regions similar to the V regions of the 
immunoglobulin, a sixth transmembrane domain, and a seventh cytoplasmic domain ( 
151 ). pIgR is synthesized on epithelial cells of respiratory, gastrointestinal, and 
genitourinary tracts, and is expressed on the basolateral aspect. Tight interactions with 
the J chain and the IgA Fc occur. Cys309 of IgA (homologous to Cys414 in IgM) forms 
a disulfide bond with the receptor ( 152 ). After transcytosis, the pIgR is cleaved between 
its fifth and sixth domains to release dimeric IgA, J chain, and the rest of the receptor 
referred to as the secretory component (SC) as a complex ( 150 ). The remaining SC 
helps to provide protection for the secreted immunoglobulin from proteolysis on the 
mucosal surfaces.

AN EVOLUTIONARY PERSPECTIVE

From an evolutionary perspective, antibodies are easily traceable to the beginnings of 
the vertebrate radiation well over 400 million years ago. While the molecular biological 
events that bring VDJ and VJ together, and bring V domains in the context of C 
domains, have varied greatly over evolutionary time, the basic structure of the Ig fold 
and the concept of a variable and a constant region remain intact. Indeed, with the 
exception of the myriad ways in which diversity is generated within the V domain 
(somatic hypermutation, multiple germline genes, a variety of gene segments, and the 
like), the most profound events are rather remarkably similar: Proteins are required to 
splice various sections of the molecule together, and the hinge region seems required 
to transmit signals from one part of the molecule to another. Indeed, the functions we 
attribute to the Fc region—complement binding and binding to phagocytic cells—are 
very old in evolutionary time.

In essence, once evolution solved the problem of linking a common biologic function 
(recruiting proteins—like complement; and cells—like neutrophils) to an inflammatory 
site by a specific molecule (and Fv domain), the system seems to have been duplicated 



over and over, with remarkable constancy by a variety of vertebrates and perhaps some 
invertebrates.

CONCLUSION

Immunoglobulins are extremely versatile molecules that carry out many biological 
activities simultaneously. The duality of the structure between preparation to recognize 
unique antigen structures a priori and maintenance of host cell receptor or complement 
recognition properties presents a truly unique task for the system. As has been 
described, many varieties of antibodies have different biological niches, but the overall 
design for these molecules is the same.

As the science of our field progresses, attention will be given ever more closely to the 
engineering of antibodies for multiple tasks. Many therapeutic applications are already 
in various stages of development and various parts of immunoglobulins are being used 
for biotechnology applications. Thus, there has been a resurgence of interest in the 
structure–function aspects of antibodies as we approach “designer antibodies.” It is 
reasonable to assume that at some point in time, therapeutics will be designed with, for 
example, the same variable region but with different constant regions depending on the 
desired effector function (complement binds vs. phagocytosis). Indeed, some effector 
function could be engineered out of antibody molecules as the need develops. Thus, 
the study of the structure and function of antibodies is ever more urgent as we take 
fundamental principles of protein chemistry to the bedside.

Color Plates

 
COLORPLATE 1. Ribbon diagram of a complete IgG1 crystal (1hzh in PDB from data 
of Harris et al. [ 119 ]). The major regions of the immunoglobulin are illustrated. The 
heavy-chain constant regions (green) also include the hinge (yellow) between the first 
two domains. Cg2 is glycosylated (also seen in yellow). The heavy- and light-chain 
variable regions (red and dark blue, respectively) are N terminal to the heavy- (green) 
and light-chain (light blue) constant regions. CDR loops in the heavy- and light-chain 
variable regions (yellow and white) are illustrated as well.



 
COLORPLATE 2. Ribbon diagrams of side and face on views of Ig domains from VH 
and Cl regions. Strands are labeled according to Hood nomenclature. The “pin” 
composed of a disulfide bond between two cysteines is illustrated (yellow) along with 
the conserved tryptophan residue (red).

 
COLORPLATE 3. Schematic representation of the complex between SpA domain D 
and Fab 2A2 from a human IgM. A side view shows the peptide backbone of SpA 
domain D (red) bound to the framework region of the Fab heavy chain (cyan). The VL 
domain, which is not involved in this interaction, is shown in dark blue. The binding site 
for SpA is remote from the CDR loops, which are highlighted in magenta. This model is 
based on the superposition of helix I and II of SpA domains in the Fab-domain D 
complex reported here and in the previously determined Fcg-domain B complex. From 
Graille et al. ( 43 ), with permission.



 
COLORPLATE 4. A comparison of an x-ray and neutron-solution-scattering theoretical 
model (human IgA1) and x-ray crystal (murine IgG1 and IgG2a) structures. Light chains 
(yellow), heavy chains (red and dark blue), and glycosylation (light blue) are illustrated. 
The extended length of IgA1 over that of IgG can be seen along with extensive 
glycosylation that characterizes this isotype. From Boehm et al. ( 66 ), with permission.
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The basic principles of antigen–antibody interaction are those of any bimolecular 
reaction. Moreover, the binding of antigen by antibody can, in general, be described by 
the same theories and studied by the same experimental approaches as the binding of 
a hormone by its receptor, of a substrate by enzyme, or of oxygen by hemoglobin. 
There are several major differences, however, between antigen–antibody interactions 
and these other situations. First, unlike most enzymes and many hormone-binding 



systems, antibodies do not irreversibly alter the antigen they bind. Thus, the reactions 
are, at least in principle, always reversible. Second, antibodies can be raised, by design 
of the investigator, with specificity for almost any substance known. In each case, it is 
possible to find antibodies with affinities as high as and specificities as great as those of 
enzymes for their substrates and receptors for their hormones. The interaction of 
antibody with antigen can thus be taken as a prototype for interactions of 
macromolecules with ligands in general. In addition, the same features of reversibility 
and availability of a wide variety of specificities have made antibodies invaluable 
reagents for identifying, quantitating, and even purifying a growing number of 
substances of biological and medical importance. One other feature of antibodies that 
in the past created difficulty in studying and using them—in comparison with, say, 
enzymes—is their enormous heterogeneity. Even “purified” antibodies from an immune 
antiserum, all specific for the same substance and sharing the same overall 
immunoglobulin structure (see Chapter 9), are a heterogeneous mixture of molecules of 
different subclass, different affinity, and different fine specificity and ability to 
discriminate among cross-reacting antigens. The advent of hybridoma monoclonal 
antibodies ( 1 , 2 and 3 ) has made available a source of homogeneous antibodies to 
almost anything to which antisera can be raised. Nevertheless, heterogeneous antisera 
are still in widespread use and even have advantages for certain purposes, such as 
precipitation reactions. Therefore, it is critical to keep in mind throughout this chapter, 
and indeed much of this book, that the principles derived for the interaction of one 
antibody with one antigen must be modified and extended to cover the case of 
heterogeneous components in the reaction.

In this chapter, we examine the theoretical principles necessary for analyzing, in a 
quantitative manner, the interaction of antibody with antigen and the experimental 
techniques that have been developed both to study these interactions and to make use 
of antibodies as quantitative reagents. Furthermore, we discuss the derivation, use, and 
properties of monoclonal antibodies.

THERMODYNAMICS AND KINETICS

The Thermodynamics of Affinity

The basic thermodynamic principles of antigen–antibody interactions, as indicated 
previously, are the same as those for any reversible bimolecular binding reaction. We 
review these as they apply to this particular immunological reaction.

Chemical Equilibrium in Solution For this purpose, S is the antibody binding sites, L 
is the ligand (antigen) sites, and SL is the complex of the two. Then for the reaction 

according to the mass action law, 

where K A is the association constant (or affinity) and square brackets in the equation 



indicate molar concentration of the reactants enclosed. The importance of this equation 
is that, for any given set of conditions such as temperature, pH, and salt concentration, 
the ratio of the concentration of the complex to the product of the concentrations of the 
reactants at equilibrium is always constant. Thus, changing the concentration of either 
the antibody or the ligand invariably causes change in the concentration of the complex, 
provided that neither reactant is limiting—that is, neither has already been 
saturated—and provided that sufficient time is allowed to reach a new state of 
equilibrium. Moreover, because the concentrations of antibody and ligand appear in this 
equation in a completely symmetrical manner, doubling either the antibody 
concentration or the antigen concentration results in a doubling of the concentration of 
the antigen–antibody complex, provided that the other reactant is in sufficient excess. 
This proviso, an echo of the first one mentioned previously, is inherent in the fact that [ 
S] and [ L] refer to the concentrations of free S and free L, respectively, in solution, not 
the total concentration, which would include that of the complex. Thus, if L is not in 
great excess, doubling [ S] results in a decrease in [ L], because some of it is 
consumed in the complex; therefore, the net result is less than a doubling of [ SL]. 
Similarly, halving the volume results in a doubling of the total concentration of both 
antibody and ligand. If the fraction of both reactants tied up in the complex is negligibly 
small (as might be the case for low-affinity binding), the concentration of the complex 
quadruples. However, in most practical cases, the concentration of complex is a 
significant fraction of the total concentration of antigen or antibody or both; therefore, 
the net result is an increase in the concentration of complex, but by a factor of less than 
4. The other important, perhaps obvious, but often forgotten principle to be gleaned 
from this example is that, because it is concentration, not amount, of each reactant that 
enters into the mass action law ( Equation 2), putting the same amount of antigen and 
antibody in a smaller volume increases the amount of complex formed, and diluting 
them in a larger volume greatly decreases the amount of complex formed. Moreover, 
these changes occur approximately as the square of the volume; therefore, volumes 
are critical in the design of an experiment. The effect of increasing free ligand 
concentration [ L], at constant total antibody concentration, on the concentration of 
complex, [ SL], is illustrated in Fig. 1. The mass action law ( Equation 2) can be 
rewritten 

or 

where [ S] t = total antibody site concentration: that is, [ S] + [ SL]. Initially, when the 
complex [ SL] is a negligible fraction of the total antibody [ S] t , the concentration of 
complex increases nearly linearly with increasing ligand. However, as a larger fraction 
of antibody is consumed, the slope tapers off, and the concentration of complex, [ SL], 
asymptotically approaches a plateau value of [ S] t as all the antibody becomes 
saturated. Thus, the concentration of antibody-binding sites can be determined from 
such a saturation binding curve ( Fig. 1), in which the concentration of (radioactively or 
otherwise labeled) ligand bound at saturation is a measure of the concentration of 
antibody sites. 1 This measurement is sometimes referred to as antigen-binding 



capacity. 

 
FIG. 1. Schematic plot of bound ligand concentration as a function of free ligand 
concentration at a constant total concentration of antibody combining sites, [ S] t . The 
curve asymptotically approaches a plateau at which [bound ligand] = [ S] t .

The total concentration of ligand at which the antibody begins to saturate is a function 
not only of the antibody concentration but also of the association constant, K A , also 

called the affinity. This constant has units of M -1, or L/mol, if all the concentrations in 
Equation 2 are molar. Thus, the product K A [ L] is unitless. The value of this product 
relative to 1 determines how saturated the antibody is, as can be seen from Equation 3'. 
For example, an antibody with an affinity of 10 7 M -1 is not saturated if the ligand 
concentration is 10 -8 M (product K A [ L] = 0.1) even if the total amount of ligand is in 
great excess over the total amount of antibody. According to Equation 3', the fraction of 
antibody occupied would be only 0.1/1.1, or about 9%, in this example. These aspects 
of affinity and the methods for measuring affinity are analyzed in greater detail in the 
next section. 
Free Energy With regard to thermodynamics, the affinity, K A , is also the central 
quantity, because it is directly related to the free energy, d F, of the reaction by the 
equations 

and 

where R is the so-called gas constant (1.98717 cal/°K·mol), T is the absolute 
temperature (in degrees Kelvin), ln is the natural logarithm, and e is the base of the 
natural logarithms. The minus sign is introduced because of the convention that a 
negative change in free energy corresponds to positive binding. d F° is the standard 
free-energy change defined as the d F for 1 mol antigen + 1 mol antibody sites 
combining to form 1 mol of complex, at unit concentration. It is also instructive to note 
an apparent discrepancy in Equation 4 and Equation 4'. As defined in Equation 2, K A 

has dimensions of M -1 (i.e., L/mol), whereas in Equation 4' it is dimensionless. The 
reason is that for Equation 4' to hold strictly, K A must be expressed in terms of mole 



fractions rather than concentrations. The mole fraction of a solute is the ratio of moles 
of that solute to the total number of moles of all components in the solution. Because 
water (55 M) is by far the predominant component of most aqueous solutions, for 
practical purposes, K A can be converted into a unitless ratio of mole fractions by 
dividing all concentrations in Equation 2 by 55 M. This transformation makes Equation 
4' strictly correct, but it introduces an additional term, - RT ln 55 (corresponding to the 
entropy of dilution), into Equation 4. This constant term cancels out when d F values 
are subtracted out, but not in ratios of d F values. An important rule of thumb can be 
extracted from these equations. Because ln 10 = 2.303, a 10-fold increase in affinity of 
binding corresponds to a free-energy change d F of only 1.42 kcal/mol at 37°C 
(310.15°K). (The corresponding values for 25°C and 4°C are 1.36 and 1.27 kcal/mol, 
respectively.) This is less than one-third the energy of a single hydrogen bond (about 
4.5 kcal/mol). Looked at another way, a very high affinity of 10 10M -1 corresponds to a 
d F of only 14.2 kcal/mol, approximately the bonding energy of three hydrogen bonds. 
(Of course, because hydrogen bonds with water are broken during the formation of 
hydrogen bonds between antigen and antibody, the net energy per hydrogen bond is 
closer to 1 kcal/mol.) It is apparent from this example that of the many interactions 
(hydrophobic and ionic as well as hydrogen bonding) that occur between the contact 
residues in an antibody-combining site and the contacting residues of an antigen (such 
as a protein), almost as many are repulsive as attractive. It is this small difference of a 
few kilocalories between much larger numbers corresponding to the total of attractive 
interactions and the total of repulsive interactions that leads to net “high-affinity” 
binding. If d F were any larger, binding reactions would be of such high affinity as to be 
essentially irreversible. Viewed in this way, it is not surprising that a small modification 
of the antigen can result in an enormous change in affinity. A single hydrogen bond can 
change the affinity many-fold, and similar arguments apply to hydrophobic interactions 
and other forms of bonding. This concept is important in later discussions of specificity 
and antigen structure. 
Effects of Temperature, pH, and Salt Concentration It was mentioned earlier that K A
 is constant for any given set of conditions such as temperature, pH, and salt 
concentration. However, it varies with each of these conditions. We have already seen 
that the conversion of free energy to affinity depends on temperature. However, the free 
energy itself is also a function of temperature: 

where d H is change in enthalpy (the heat of the reaction) 2 and d S is the entropy (the 

change in disorder produced by the reaction), 2 and T is the absolute temperature (in 
degrees Kelvin). It can be shown that the association constant K A will thus vary with 
temperature as follows: 

or, equivalently, 



The derivation of these equations is beyond the scope of this book [see Moore ( 4 )]. 
However, the practical implications are as follows. First, the standard enthalpy change d 
H° of the reaction can be determined from the slope of a plot of ln K A versus 1/ T. 
Second, for an interaction that is primarily exothermic (i.e., driven by a large negative d 
H, such as the formation of hydrogen bonds and polar bonds), the affinity decreases 
with increasing temperature. Thus, many antigen–antibody interactions have a higher 
affinity at 4°C than at 25°C or 37°C, and so maximum binding for a given set of 
concentrations can be achieved in the cold. In contrast, apolar or hydrophobic 
interactions are driven largely by the entropy term, Td S, and d H° is near zero. In this 
case, there is little effect of temperature on the affinity. As for the effects of pH and salt 
concentration (or ionic strength) on the affinity, these vary depending on the nature of 
the interacting groups. Most antigen–antibody reactions are studied at a pH near 
neutral and at physiologic salt concentrations (0.15 M NaCl). If the interaction is 
dominated by ionic interactions, high salt concentration lowers the affinity. 

Kinetics of Antigen–Antibody Reactions

A fundamental connection between the thermodynamics and kinetics of 
antigen–antibody binding is expressed by the relationship

where k 1 and k -1 are the rate constants for the forward (association) and backward 
(dissociation) reactions.

The forward reaction is determined largely by diffusion rates (theoretical upper limit, 10 
9 L/mol·sec) and by the probability that a collision will result in binding: that is, largely 
the probability that both the antigen and the antibody will be oriented in the right way to 
produce a good fit, as well as the activation energy for binding. The diffusive rate 
constant can be shown ( 5 ) to be approximated by the Smoluchowski equation:

where a is the sum of the radii in centimeters of the two reactants, D is the sum of the 

diffusion constants in cm 2/sec for the individual reactants, and the constant 6 × 10 20 is 
necessary to convert the units to M -1·sec -1. For example, if a = 10 -6 cm and D = 10 -7 

cm 2/sec, then k dl ˜ 7.5 × 10 8 M -1·sec -1. Association rates are generally slower for 
large protein antigens than for small haptens. This observation may be due to the 
smaller value of D, to the orientational effects in the collision, and to other 
nondiffusional aspects of protein–protein interactions. Therefore, association rates for 



protein antigens are more frequently on the order of 10 5 to 10 6 M -1·sec -1 (see later 
discussion). However, this observation can also be partly understood from 
diffusion-limited rates alone. If the radii of hypothetically spherical reactants are r 1 and 
r 2, then in Equation 7a, a = r 1 + r 2, whereas D is proportional to 1/ r 1 + 1/ r 2. The 
diffusive rate constant is therefore proportional to

From this result, it can be seen that if r 1 = r 2 = r, then r cancels out and the whole term 
in Equation 7b is simply equal to 4. Thus, for the interaction between two molecules of 
equal size, the diffusive rate constant is the same regardless of whether those 
molecules are large or small ( 6 ). However, if one molecule is large and the other small, 
the rate is greater than if both molecules are large. This difference occurs because 
reducing the radius r 1 while keeping r 2 constant (and larger than r 1) has a greater 
effect on increasing the diffusion constant term D, proportional to 1/ r 1 + 1/ r 2, in which 
the smaller radius produces the larger term, than it has on the term a, which is still 
dominated by the larger radius r 2. For example, if r 2 = r, as previously, but r 1 = 0.1 r, 

then the numerator in Equation 7b is reduced only from 4 r 2 to 1.21 r 2, whereas the 

denominator is reduced from 1 r 2 to 0.1 r 2. Thus, the ratio is increased from 4 to 12.1. 
Viewed another way, the greater diffusive mobility of the small hapten outweighs its 
diminished target area relative to a large protein antigen, inasmuch as the larger target 
area of the antibody is available to both.

The dissociation rate (or “off rate”) k -1 is determined by the strength of the bonds (as it 
affects the activation energy barriers for dissociation) and the thermal energy kT (where 
k is Boltzmann’s constant), which provides the energy to surmount this barrier. The 
activation energy for dissociation is the difference in energy between the starting state 
and the transition state of highest energy to which the system must be raised before 
dissociation can occur.

As pointed out by Eisen ( 7 ), if one of a series of related antigens, of similar size and 
other physical properties, is compared for binding to an antibody, all the association 
rates are very similar. The differences in affinity largely correspond to the differences in 
dissociation rates.

A good example is that of antibodies to the protein antigen staphylococcal nuclease ( 8 

). Antibodies to native nuclease were fractionated on affinity columns of peptide 
fragments to isolate a fraction specific for residues 99 through 126. The antibodies had 
an affinity of 8.3 × 10 8 M -1 for the native antigen and an association rate constant, k 

on, of 4.1 × 10 5 M -1·sec -1. This k on was several orders of magnitude lower than had 

been observed for small haptens ( 9 ), as discussed previously. A value of k off of 4.9 × 



10 -4 sec -1 was calculated by using these results in Equation 7. This is a first-order rate 
constant from which it is possible to calculate a half-time for dissociation (based on t 1/2 

= ln 2/ k off) of 23 minutes. These rates are probably typical for high-affinity ( K A ˜ 10 9 

M -1) antibodies to small protein antigens such as nuclease (molecular weight ˜ 17,000). 
The dissociation rate is important to know in designing experiments to measure binding, 
because if the act of measurement perturbs the equilibrium, the time for making the 
measurement (e.g., to separate bound and free) is determined by this half-time for 
dissociation. For instance, a 2-minute procedure that involves dilution of the 
antigen–antibody mixture can be completed before significant dissociation has occurred 
if the dissociation half-time is 23 min. However, if the “on” rate is the same but the 
affinity is 10-fold lower, still a respectable 8 × 10 7 M -1, then the complex could be 50% 
dissociated in the time required to complete the procedure. This caution is very relevant 
in the later discussion of methods of measuring binding and affinity.

Because knowledge of the dissociation rate can be very important in the design of 
experiments, techniques to measure it should be understood. Perhaps the most widely 
applicable one is the use of radiolabeled antigen. After equilibrium is reached and the 
equilibrium concentration of bound radioactivity determined, a large excess of unlabeled 
antigen is added. Because any radioactive antigen molecule that dissociates is quickly 
replaced by an unlabeled one, the probability that a radioactive molecule will associate 
again is very low. Therefore, the decrease in radioactivity bound to antibody with time 
can be measured to determine the dissociation rate. 3

AFFINITY

It is apparent from the preceding discussion that a lot of information about an 
antigen–antibody reaction is packed into a single value: its affinity. In this section, we 
examine affinity more closely, including methods for measuring affinity and the 
heterogeneity thereof, the effects of multivalency of antibody and of antigen, and the 
special effects seen when the antigen–antibody interaction occurs on a solid surface 
(two-phase systems).

Interaction in Solution with Monovalent Ligand

The simplest case is that of the interaction of antibody with monovalent ligand. This 
category may include both antihapten antibodies reacting with truly monovalent haptens 
and antimacromolecule antibodies, which have been fractionated to obtain a population 
that reacts only with a single, nonrepeating site on the antigen. 4 In the latter case, the 
antigen behaves as if monovalent in its interaction with the particular antibody 
population under study. The proviso that the site recognized (antigenic determinant) be 
nonrepeating—that is, it occurs only once per antigen molecule—is, of course, critical.

If the combining sites on the antibody are independent (i.e., display no positive or 
negative cooperativity for antigen binding), then for many purposes these combining 
sites, reacting with monovalent ligands, can be treated as if they were separate 
molecules. Thus, many, but not all, of the properties we discuss can be analyzed in 



terms of the concentration of antibody-combining sites, independent of the number of 
such sites per antibody molecule [two for immunoglobulins G and A (IgG and IgA), 10 
for immunoglobulin M (IgM)].

In general, to determine the affinity of an antibody, the equilibrium concentrations of 
bound and free ligand are determined, at increasing total ligand concentrations but at 
constant antibody concentration. Alternatively, the antibody concentration can be 
varied, but then the analysis is slightly more complicated. Perhaps the theoretically 
most elegant experimental method to determine these quantities is equilibrium dialysis ( 
10 , 11 ), depicted and explained in Fig. 2, in which ligand (antigen) is allowed to 
equilibrate between two chambers, only one of which contains antibody, separated by a 
semipermeable membrane impermeable to antibody. The important feature of this 
method, as opposed to most others, is that the concentrations of ligand in each 
chamber can be determined without perturbing the equilibrium. The disadvantage of 
this method is that it is applicable only to antigens small enough to freely permeate a 
membrane that will exclude antibody. Another technical disadvantage is that bound 
antigen, determined as the difference between bound plus free antigen in one chamber 
and free antigen in the other, is not measured independently of free antigen.

 
FIG. 2. Equilibrium dialysis. Two chambers are separated by a semipermeable 
membrane that is freely permeable to ligand but not at all to antibody. Antibody is 
placed in one chamber (chamber B), and ligand in one or both chambers. Regardless of 
how the ligand is distributed initially, after sufficient time to reach equilibrium, it is 
distributed as follows. The concentration of free ligand is identical in both chambers, but 
chamber B has additional ligand bound to antibody. The concentration of bound ligand 
is thus the difference between the ligand concentrations in the two chambers, whereas 
the free concentration is the concentration in chamber A. Because these concentrations 
must obey the mass action law, Equation 2, they can be used to determine the affinity K 

A , from Equation 3 or Equation 3', by any of several graphical procedures, such as 
Scatchard analysis (described in the text).

Another category of method involves using radiolabeled ligand in equilibrium with 
antibody and then physically separating free antigen bound to antibody and quantitating 
each separately. The methods used to separate bound and free antigen are discussed 



later in the section on radioimmunoassay. These methods generally allow independent 
measurement of bound and free antigen but may perturb the equilibrium.

Scatchard Analysis Once data are obtained, there are a number of methods of 
computing the affinity, of which we shall discuss two. Perhaps the most widely used is 
that described by Scatchard ( 12 ) [ Fig. 3; see Berzofsky et al. ( 13 )]. The mass action 
equilibrium law is plotted in the form of Equation 3, 

and B is substituted for [ SL] and F for [ L], referring to bound and free ligand, 
respectively. Then the Scatchard equation is 

 
FIG. 3. Scatchard analysis of the binding of [ 3 H]–sperm whale myoglobin by a 
monoclonal antibody to myoglobin (A) and by the serum antibodies from the same 
mouse whose spleen cells were fused to prepare the hybridoma (B). The monoclonal 
antibody (clone HAL 43-201E11, clone 5) produces a linear Scatchard plot, whose 
slope, -1.6 × 10 9 M -1, equals - K A and whose intercept on the abscissa indicates the 
concentration of antibody-binding sites. In contrast, the serum antibodies produce a 
curved (concave-up) Scatchard plot, indicative of heterogeneity of affinity. From ( 13 ), 
with permission.

Note that a critical implicit assumption was made in this seemingly very simple 
conversion. The [ SL] within the parentheses in Equation 3 was intended to be the 
concentration of bound antibody sites, so that ([ S] t - [ SL]) = free [ S]. However, in 
Equation 8, we have substituted B, the concentration of bound ligand. If the ligand 
behaves as if it were monovalent, then this substitution is legitimate, because every 
bound ligand molecule corresponds to an occupied antibody site. However, if the ligand 
is multivalent and can bind more than one antibody site, then Equation 8 is valid only in 
ligand excess, in which the frequency of ligands with more than one antibody bound is 
very low. In this section, we are discussing only monovalent ligands, but this proviso 
must be kept in mind when the Scatchard analysis is applied in other circumstances. 



From Equation 8, we see that a plot of B/ F versus B should yield a straight line (for a 
single affinity), with a slope of - K A and an intercept on the abscissa corresponding to 
antibody-binding site concentration ( Fig. 3). This is the so-called Scatchard plot. An 
alternative version that is normalized for antibody concentration is especially useful if 
the data were obtained at different values of total antibody concentration, [ A] t, instead 
of constant [ A] t. However, for this version, an independent measure of total antibody 
concentration, other than the intercept of the plot, is required. Then Equation 8 is 
divided by the total concentration of antibody molecules (with no assumptions about the 
number of sites per molecule) to obtain 

where r is defined as the number of occupied sites per antibody molecule, n is defined 
as the total number of sites per antibody molecule, and c is free ligand concentration; 
that is, c = F. Thus, 

and 

where [ A] t = total molar antibody concentration. In this form of the Scatchard plot, r/ c 
versus r, the slope is still - K A and the intercept on the r axis is n. Thus, the number of 
sites per molecule can be determined. Of course, if [ S] t is determined from the 
intercept of Equation 8, the number of sites per molecule by dividing [ S] t can also be 
calculated by any independent measure of antibody concentration. Thus, the only 
advantage of normalizing all the data points first to plot the r/ c form arises when the 
data were obtained at varying antibody concentrations. If the antibody concentration is 
unknown but held constant, then the B/ F form is more convenient and actually provides 
one measure of antibody (site) concentration. Because today the value of n for each 
class of antibody is known (two for IgG and serum IgA, 10 for IgM), the concentration of 
sites and that of antibody are easily converted in many cases. 
Heterogeneity of Affinity The next level of complexity involves a mixture of antibodies 
of varying affinity for the ligand. This is the rule, rather than the exception, with 
antibodies from immune serum, even if they are fractionated to be monospecific: that is, 
all specific for the same site on the antigen. Contrast, for example, the linear Scatchard 
plot for a homogeneous monoclonal antibody to myoglobin ( Fig. 3A) with the curved 
Scatchard plot for the serum antibodies from the same mouse used to prepare the 
hybridoma monoclonal antibody ( Fig. 3B). This concave-up Scatchard plot is typical for 
heterogeneous antibodies. In a system such as hormone receptor–hormone interaction, 
in which negative cooperativity can occur between receptor sites (i.e., occupation of one 
site lowers the affinity of its neighbor), a concave-up Scatchard plot can be produced by 



negative cooperativity in the absence of any intrinsic heterogeneity in affinity. However, 
in the case of antibodies, for which no such allosteric effect has been demonstrated, a 
concave-up Scatchard plot indicates heterogeneity of affinity. Ideally, the tangents all 
along the curve correspond (in slope) the affinities of the many subpopulations of 
antibodies. Mathematically, this is not strictly correct, but it is true that the steeper part 
of the curve corresponds to the higher affinity antibodies and the shallower part of the 
curve to the lower affinity antibodies. Graphical methods have been developed to 
analyze more quantitatively the components of such curves ( 14 , 15 ), and a very general 
and versatile computer program (LIGAND), developed by Munson and Rodbard ( 16 ), 
can fit such curves when any number of subpopulations of different affinity is used. For 
purposes of this chapter, we discuss only the case of two affinities and then examine 
the types of average affinities that have been proposed for much greater heterogeneity. 
We also examine mathematical estimates of the degree of heterogeneity (analogous to 
a variance). When an antibody population consists of only two subpopulations of 
different affinities, K 1 and K 2, the component Equation 3' can be added to obtain 

so that 

where the subscripts correspond to the two populations. Then the graph of r/ c versus r 
can be shown to be a hyperbola whose asymptotes are, in fact, the linear Scatchard 
plots of the two components ( Fig. 4). This situation was analyzed graphically by Bright ( 
17 ). If the limits are c ? 0 and c ? 8, it can easily be shown that the intercept on the 
abscissa is just n 1 + n 2 (or, in the form B/ F vs. B, the intercept is the total 
concentration of binding sites [ S] t ), and the intercept on the ordinate is n 1 K 1 + n 2 K 

2. Thus, it is still possible to obtain the total value of n or [ S] t from the intercept on the 
abscissa. The problem is in obtaining the two affinities, K 1 and K 2, and the 
concentrations of the individual antibody subpopulations (corresponding to n 1 and n 2). 
If K 1 is greater than K 2, the affinities can be approximated from the slopes of the 
tangents at the two intercepts ( Fig. 4); however, these are not, in general, exactly 
parallel to the two asymptotes, which give the true affinities, and so some error is 
always introduced, depending on the relative values of n 1, n 2, K 1, and K 2. A 

graphical method for solving for these exactly was worked out by Bright ( 17 ), and 
computer methods were worked out by Munson and Rodbard ( 16 ). 



 
FIG. 4. Analysis of a curved Scatchard plot produced by a mixture of two antibodies 
with different affinities. The antibodies have affinities K 1 and K 2 and have n 1 and n 2 
binding sites per molecule, respectively. r is the concentration of bound antigen divided 
by the total antibody concentration (i.e., bound sites per molecule), and c is the free 
antigen concentration. The curve is a hyperbola that can be decomposed into its two 
asymptotes, which correspond to the linear Scatchard plots of the two components in 
the antibody mixture. The tangents to the curve at its intercepts only approximate these 
asymptotes, so that the slopes of the tangents provide an estimate of but do not 
accurately correspond to the affinities of the two antibodies. However, the intercept on 
the r axis corresponds to n 1 + n 2. Note that in this case n 1 and n 2 must be defined in 
terms of the total antibody concentration, not that of each component.

Average Affinities In practice, of course, it is rarely known that exactly two 
subpopulations are involved, and most antisera are significantly more heterogeneous 
than that. Therefore, the case just discussed is more illustrative of principles than of 
practical value. When faced with a curved Scatchard plot, the investigator usually asks 
what the average affinity is, and perhaps some measure of the variance of the affinities, 
without being able to define exactly how many different affinity populations exist. 
Suppose there are m populations each with site concentration [ S i ] and affinity S i, so 
that at free ligand concentration [ L], the fraction of each antibody that has ligand bound 
is given by an equation of the form of Equation 3': 

Then the bound concentrations sum as follows: 

Substituting F for [ L] and dividing through by this quantity yields 



or, equivalently, 

These can be seen to be generalizations of Equations 10 and 10'. If the limits are F ? 0 
and F ? 8, 

and 

Therefore, it is still possible to obtain the total antibody site concentration from the 
intercept on the abscissa ( Fig. 5) ( 18 ). 

 
FIG. 5. Types of average affinities for a heterogeneous population of antibodies, as 
defined on a Scatchard plot. K 0 is the slope of the tangent to the curve at a point where 
B = [ S] t /2: that is, where half the antibody sites are bound. Thus, K 0 corresponds to a 
median affinity. K av is the slope of the chord between the intercepts and corresponds 
to a weighted average of the affinities, weighted by the concentrations of the antibodies 
with each affinity. Adapted from ( 18 ), with permission.

Two types of average affinity can be obtained graphically from the Scatchard plot ( 18 ). 
A term perhaps the more widely used, K 0, is actually more accurately a median affinity 
rather than a mean affinity. It is defined as the slope of the tangent at the point on the 



curve where half the sites are bound: that is, where B = [ S] t /2 ( Fig. 5). A second type 
of average affinity, which we call K av, is a weighted mean of the affinities, each affinity 
weighted by its proportional representation in the antibody population. Thus, the ratio is 

From Equations 13 and 14, it is apparent that K av is simply the ratio of the two 
intercepts on the B/ F and B axes: that is, the slope of the chord ( Fig. 5). This type of 
weighted mean affinity, K av, is therefore actually easier to obtain graphically in some 
cases than is K 0, and it is useful in other types of plots as well. 
Indices of Heterogeneity: the Sips Plot For a heterogeneous antiserum, it is desirable 
to have some idea of the extent of heterogeneity of affinity. For instance, if the affinities 
are distributed according to a normal (gaussian) distribution, it is helpful to know the 
variance ( 19 , 20 ). More complex analyses have been developed that do not require as 
many assumptions about the shape of the distribution ( 21 , 22 and 23 ), but the first and 
most widely used index of heterogeneity arbitrarily assumes that the affinities fit a 
distribution, first described by Sips ( 24 ), which is similar in shape to a normal 
distribution. This was applied to the case of antibody heterogeneity by Nisonoff and 
Pressman ( 25 ) and was summarized by Karush and Karush ( 26 ). The data are fit to the 
assumed binding function 

which is analogous to Equations 3' and 11 (the Langmuir adsorption isotherm) except 
for the exponent a, which is the index of heterogeneity. This index, a, is allowed to 
range from 0 to 1. For a = 1, Equation 16 is equivalent to Equation 3 and there is no 
heterogeneity. As a decreases toward 0, the heterogeneity increases. To obtain a value 
for a graphically, the algebraic rearrangement of Equation 16 is plotted as follows: 

so that the slope of log [ r/( n - r)] versus log c is the heterogeneity index a. C. DeLisi 
(personal communication) derived the variance (second moment) of the Sips 
distribution in terms of the free energy RT ln K 0, about the mean of free energy. The 
result (normalized to RT) gives the dispersion or width of the distribution as a function of 
a: 

This is useful for determining a quantity, s Sips, which can be thought of as analogous to 
a standard deviation, if one keeps in mind that this is not a true gaussian distribution. In 
addition, as noted previously, the use of the Sips distribution requires the assumption 



that the affinities (really the free energies) are continuously distributed symmetrically 
about a mean, approximating a gaussian distribution. This assumption frequently is not 
valid. 
The Plot of B/F Versus F or T Another graphical method that is useful for estimating 
affinities is the plot of bound/free versus free or total ligand concentration, denoted F 
and T, respectively ( 18 ) ( Fig. 6). To simplify the discussion, we define the bound/free 
ratio, B/ F, as R and define R 0 as the intercept, or limit, as free ligand F ? 0. First, for 
the case of a homogeneous antibody, from Equation 3', 
and 

 
FIG. 6. Schematic plot of R, the bound/free ratio, as a function of free ( F) or total ( T) 
antigen concentration. The curves have a similar sigmoidal shape, but the midpoint 
(where R = R 0/2) of the plot of R versus T has a term dependent on antibody site 
concentration ([ S] t ), whereas the midpoint of the plot of R versus F is exactly 1/ K, 

independent of antibody concentration. Adapted from ( 18 ), with permission.

We define the midpoint of the plot ( Fig. 6) as the point at which R decreases to half its 
initial value, R 0: that is, at which R = K[ S] t /2. For the case of homogeneous antibody 

(i.e., a single affinity), simple algebraic manipulation ( 18 ), substituting K[ S] t /2 (i.e., R 

0/2) for B/ F in Equation 8, will show that at this midpoint 5 

and 

so that the total concentration, T, is 



Thus, if B/ F versus F is plotted, the midpoint directly yields 1/ K. However, it is 
frequently more convenient experimentally to plot B/ F versus T. In this case, the 
midpoint is no longer simply the reciprocal of the affinity. As seen from Equation 23, the 
assumption that the midpoint is 1/ K will result in an error equal to half the 
antibody-binding site concentration. Thus, in plots of B/ F versus T, the midpoint is a 
good estimate of the affinity only if [ S] t /2 << 1/ K: that is, if the antibody concentration 
is low in comparison with the dissociation constant. In fact, if the affinity is so high that 
1/ K << [ S] t /2, then only the antibody concentration, not the affinity, is being measured 

( 18 ) ( Fig. 6). In the case of a heterogeneous antiserum, we have already shown that 

Therefore, at the midpoint, when B/ F = R 0/2, it is easy to see from Equation 15 that 

Thus, it is still possible to obtain the average affinity, as defined previously ( 18 ). 
Regardless of average affinities, the effect of affinity heterogeneity is to broaden the 
curve or to make the slope shallower. This can be seen by visualizing the curve of B/ F 
versus F as a step function. Each antibody subpopulation of a given affinity, K i, will be 
titrated to 50% of its microscopic B/ F at a free ligand concentration F = 1/ K i. The 
high-affinity antibodies will be titrated at low F, but the low-affinity antibodies will require 
much higher F to be titrated. The resulting step function is analogous to the successive 
transitions corresponding to different pK values in a pH titration. 
Intrinsic Affinity The affinity, K A , that we have been discussing so far is what has 
been termed the intrinsic affinity: that is, the affinity of each antibody-combining site 
treated in isolation. We have been able to do this, regardless of the valence of the 
antibodies, by using the concentration of combining sites, [ S], in our equations rather 
than the concentration of antibody molecules, [ A], which may have more than one site. 
Even without any cooperativity between combining sites, there is a statistical effect that 
makes the actual affinity different from the intrinsic affinity if the antibody is multivalent 
and if whole antibody concentration rather than site concentration is used. The way this 
difference arises can best be seen by examining the case of a bivalent antibody, such 
as IgG. We assume that the two sites are equivalent and that neither is affected by 
events at the other. The ligand, as in this whole section, is monovalent. Then there are 
two binding steps, 

and the corresponding actual affinities are 

If the intrinsic affinity of both equivalent sites is K, then K 1 is actually twice K, because 
the concentration of available sites, [ S], is twice the antibody concentration when the 



first ligand is about to bind, in step 1. However, once one site is bound, the reverse 
(dissociation) reaction of step 1 can occur from only one site—namely, the one that is 
occupied. Conversely, for the second step, the forward reaction has only one remaining 
available site; however, in the reverse reaction, AL 2 ? AL + L, either site can dissociate 
to go back to the AL state. The second site bound need not be the first to dissociate, 
and because the sites are identical, it is impossible to tell the difference. Thus, for step 
2, the apparent concentration of sites for the reverse reaction is twice that available for 
the forward reaction, and so the affinity K 2 for the second step is only half the intrinsic 
affinity, K. It is easy to see how this statistical effect can be extrapolated to an antibody 
with n sites ( 27 ): 

For the steps in between, two derivations are available ( 7 , 27 ), which yield 

The actual affinity, rather than the intrinsic affinity, is important with monovalent ligands 
in regard to the effective affinity (based on a molar antibody concentration) under 
conditions in which [ L] is so low that only one site can bind antigen. Therefore, for IgG 
or IgM (with 2 or 10 sites per molecule, respectively), the apparent affinity is 
theoretically 2 or 10 times the intrinsic affinity. For most purposes, it is easier to use site 
concentrations and intrinsic affinities. The analyses given previously, such as B/ F 
versus F or the Scatchard plot, either B/ F versus B or r/ c versus r, all yield intrinsic 
affinities. The intrinsic affinity provides information about the nature of the 
antibody–ligand interaction. With regard to multivalent ligands, the actual affinity or 
effective affinity involving multipoint binding between multivalent antibody molecule and 
multivalent ligand molecule can be much greater than the intrinsic affinity for binding at 
each site. This case is the subject of the next section. 
Interaction with Multivalent Ligands So far, we have discussed only situations in 
which the ligand is monovalent or effectively monovalent with regard to the particular 
antibody under study. However, in many situations, the ligand molecule has multiple 
repeating identical determinants, each of which can bind independently to the several 
identical combining sites on a divalent or multivalent antibody. 6 Although the intrinsic 
affinity for the interaction of any single antibody-combining site with any single antigenic 
determinant may be the same as that discussed in the preceding section, the apparent 
or effective affinity may be much higher, because of the ability of a single antibody 
molecule to bind more than one identical determinant of a multivalent antigen molecule. 
Karush ( 28 ) termed this phenomenon monogamous bivalency. Such monogamous 
binding can occur between two molecules in solution or between a molecule in solution 
and one on a solid surface, such as a cell membrane or microtiter plate. We first 
discuss the situation in solution and then discuss the additional considerations that 
apply when one of the reactants is bound to a solid surface. 
Monogamous Bivalency Suppose that a divalent antibody molecule reacts with 
antigen that has two identical determinants. This situation was treated in detail by 
Crothers and Metzger ( 29 ) and by Karush ( 28 ). The two antibody sites are called S and 



S', and the antigenic determinants are called D and D', with the understanding that, in 
actuality, we cannot distinguish S from S' or D from D'. The interaction can be broken 
up into two steps: a bimolecular reaction, 

followed by an intramolecular reaction, 

The association constant for the first step, K 1, is related to the intrinsic affinity, K, 
simply by a statistical factor of 4 because of the degeneracy (equivalence) between S 
and S' and between D and D'. This is a typical second-order reaction between antigen 
and antibody. However, the second step ( Equation 30) is a first-order reaction, 
inasmuch as it is effectively an interconversion between two states of a single molecular 
complex, the reactants S' and D' being linked chemically (albeit noncovalently) through 
the S— D bond formed in the first step. Thus, the first-order equilibrium constant, K 2, is 
not a function of the concentrations of S— S and D— D in solution, as K 1 would be. 
Rather, the forward reaction depends on the geometry of the complex and the flexibility 
of the arms; in other words, the probability that S' and D' will encounter each other and 
be in the right orientation to react if they do come in contact depends on the distances 
and freedom of motion along the chain S'— S— D— D' rather than on the density of 
molecules in solution (i.e., concentration). The reverse reaction for step 2, on the other 
hand, will have a rate constant similar to that for the simple monovalent S— D ? S + D 
reaction, because the dissociation reaction depends on the strength of the S'— D' (or 
S— D) bond and is not influenced by the other S— D interaction unless there is strain 
introduced by the angles required for simultaneous bonds between S and D and 
between S' and D'. Note that K 2 inherently has a statistical factor of 1/2 in comparison 
with the intrinsic K' 2 for the analogous reaction if the S'— S— D— D' link is all 
covalent, because in the forward reaction of Equation 30, only one pair can react, 
whereas in the reverse reaction, either S'— D' or S— D could dissociate to produce the 
equivalent result. We would like to know the apparent or observed affinity for the overall 
reaction 

Because the free energies, dF 1 and dF 2, for the two steps are additive, the observed 
affinity is the product of K 1 and K 2: 



where we have defined K 1 and K 2 to include the statistical degeneracy factors. 7 The 
equilibrium constants K 1 and K 2 are the ratios of forward and reverse rate constants, 
as in Equation 7. All four rate constants are directly related to the corresponding terms 
for the intrinsic affinity between S and D except for the intramolecular forward reaction 
of step 2, as noted previously. Thus, the difficulty in predicting K obs is largely a problem 
of analyzing the geometric (steric) aspects of K 2, if the intrinsic affinity, K, is already 

known. Crothers and Metzger ( 29 ) analyzed this problem for particular situations. 
Qualitatively, whether K 2 is larger or smaller than K depends on factors such as the 
enforced proximity of S' and D' in step 2 and the distance between D and D' in 
comparison with the possible distances accessible between S and S', which in turn 
depend on the length of the antibody arms and the flexibility of the hinge between them 
(see Chapter 9). Thus, since K 1 can be approximated by K, except for statistical 
factors, the apparent affinity for this “monogamous bivalent” binding interaction, K obs, 

may range from significantly less than to significantly greater than K 2. If K 2 is of the 

same order of magnitude as K, then K obs is of the order of K 2, which can be huge 

(e.g., if K ˜ 10 9 M -1, K obs could be ˜ 10 18 M -1). The half-time for dissociation would 
be thousands of years. It is easy to see how such monogamous bivalent interactions 
can appear to be irreversible, even though in practice the observed affinity is rarely 
more than a few orders of magnitude larger than the K for a single site, possibly 
because of structural constraints ( 30 ). If apparent affinities this high can be reached by 
monogamous bivalency, even greater ones should be possible for the multipoint binding 
of an IgM molecule to a multivalent ligand. Although IgM is decavalent for small 
monovalent ligands, steric restrictions often make it behave as if it is pentavalent for 
binding to large multivalent ligands. However, even five-point binding can lead to 
enormously tight interactions. Therefore, even though the intrinsic affinity of IgM 
molecules tends to be lower than that of IgG molecules for the same antigen ( 28 ), the 
apparent affinity of IgM can be quite high. 

Two-Phase Systems

The same enhanced affinity seen for multipoint binding applies to two-phase systems. 
Examples include the reaction of multivalent antibodies with antigen attached to a cell 
surface or an artificial surface (such as Sepharose or the plastic walls of a microtiter 
plate), the reaction of a multivalent ligand with antibodies on the surface of a B cell, a 
Sepharose bead, or a plastic plate, and the reaction of either component with an 
antigen–antibody precipitate. For the reasons outlined previously, “monogamous” 
binding can cause the apparent affinity of a multivalent antibody or antigen for multiple 
sites on a solid surface to be quite large, to the point of effective irreversibility.

However, another effect also increases the effective affinity in a two-phase system. This 
effect applies even for monovalent antibodies [antigen-binding fragments (Fab)] or 
monovalent ligands. The effect arises from the enormously high effective local 
concentration of binding sites at the surface, in comparison with the concentration if the 
same number of sites were distributed in bulk solution ( 31 ). Looked at another way, the 
effect is caused by the violation, at the liquid–solid interface, of the basic assumption in 



the association constants, K A , discussed previously, that all the reactants are 
distributed randomly in the solution. (To some extent, the latter is involved in the 
enhanced affinity of multivalency as well.) This situation was analyzed by DeLisi ( 32 ) 
and DeLisi and Wiegel ( 33 ), who broke the reaction down into two steps: (a) the 
diffusive process necessary to bring the antigen and antibody into the right proximity 
and orientation to react and (b) the reactive process itself. The complex between 
antigen and antibody, when positioned but when it has not yet reacted, is called the 
encounter complex. The reaction can then be written

where S is antibody site, D is antigenic determinant, k + and k - are the forward and 
reverse diffusive rate constants, and k 1 and k -1 are the forward and reverse reactive 
rate constants once the encounter complex is formed. If the encounter complex is in a 
steady state, the overall rate constants are given by

and

where subscripts f and r stand for forward and reverse ( 32 ). The association constant, 
according to Equation 7, is the ratio of these two, or

The relative magnitudes of k 1 and k - determine the probable fate of the encounter 
complex. Is it more likely to react to form SD or to break up as the reactants diffuse 
apart?

Now suppose that k - is slow in comparison with k 1. Then the SD-bound complex and 
the encounter complex, S··· D, may interconvert many times before the encounter 
complex breaks up and one of the reactants diffuses off into bulk solution. If the surface 



has multiple antigenic sites, D, then even a monovalent antibody (Fab) may, when SD 
dissociates to S··· D, be much more likely to rereact with the same or nearby sites than 
to diffuse away into bulk solution, again depending on the relative magnitudes of these 
rate constants. This greater probability to rereact with the surface rather than diffuse 
away is the essence of the effect we are describing. A more extensive mathematical 
treatment of reactions with cells was provided by DeLisi ( 32 ) and DeLisi and Wiegel ( 33 

).

A somewhat different and very useful analysis of the same or a very similar effect was 
given by Silhavy et al. ( 34 ). These authors studied the case of a ligand diffusing out of a 
dialysis bag containing a protein for which the ligand had a significant affinity. Once the 
ligand concentration became low enough that there was an excess of free protein sites, 
the rate of exit of ligand from the dialysis bag was no longer simply its diffusion rate; nor 
was it simply the rate of dissociation of protein–ligand complex. These authors showed 
that, under these conditions, the exit of ligand followed quasi–first-order kinetics but 
with a half-life longer than the half-life in the absence of protein by a factor of (1 + [ P] K 

A ):

where [ P] is the protein site concentration, K A is the affinity, and t + and t - are the 
half-lives in the presence and absence of protein in the bag.

In this case, the protein was in solution, and so the authors could use the actual protein 
concentration and the actual intrinsic affinity, K A . In the case of protein on a 
two-dimensional surface, it is harder to know what to use as the effective concentration. 
However, the high local concentration of protein compartmentalized in the dialysis bag 
is analogous to the high local concentration attached to the solid surface. The 
underlying mechanisms of the two effects are essentially the same, and so are the 
implications. For instance, in the case of dialysis, a modest 10-µM concentration of 
antibody sites with an affinity of 10 8 M -1 can reduce the rate of exit of a ligand 
1000-fold. A dialysis that would otherwise take 3 hours would take 4 months! It is easy 
to see how this “retention effect” can make even modest affinities appear infinite (i.e., 
the reactions appear irreversible). This retention effect applies not only to 
immunological systems but also to other interactions at a cell surface or between cell 
compartments, where the local concentration of a protein may be high. In particular, 
these principles of two-phase systems should also govern the interaction between 
antigen-specific receptors on the surface of T cells and antigen–major histocompatibility 
complex (MHC) molecule complexes on the surface of antigen-presenting cells, B cells, 
or target cells.

One final point is useful to note. Because these retention effects depend on a localized 
abundance of unoccupied sites, addition of a large excess of unlabeled ligand to 
saturate these sites will diminish or abolish the retention effect and will greatly 
accelerate the dissociation or exit of labeled ligand. This effect of unlabeled ligand can 



be used as a test for the retention effect, although in certain cases the same result can 
be an indication of negative cooperativity among receptor sites.

RADIOIMMUNOASSAY AND RELATED METHODS

Since it was first suggested in 1960 by Yalow and Berson ( 35 ), radioimmunoassay 
(RIA) has rapidly become one of the most widespread, most widely applicable, and 
most sensitive techniques for assessing the concentration of a whole host of biological 
molecules. Most of the basic principles necessary to understand and apply RIA have 
been covered earlier in this chapter. In this section, we examine the concepts and 
methodological approaches used in RIA. For detailed books on methods, we refer the 
reader to Chard ( 36 ), Rodbard ( 37 ), and Yalow ( 38 ).

The central concept of RIA is that the binding of an infinitesimal concentration of highly 
radioactive tracer antigen to low concentrations of a high-affinity specific antibody is 
very sensitive to competition by unlabeled antigen and is also very specific for that 
antigen. Thus, concentrations of antigen in unknown samples can be determined by 
their ability to compete with tracer for binding to antibody. The method can be used to 
measure very low concentrations of a molecule, even in the presence of the many 
impurities in biological fluids. Accomplishment of this requires an appropriate 
high-affinity antibody and radiolabeled antigen, a method to distinguish bound from free 
labeled antigen, optimization of concentrations of antibody and tracer-labeled antigen to 
maximize sensitivity, and generation of a standard curve, through the use of known 
concentrations of competing unlabeled antigen, from which to read off the 
concentrations in unknown samples, as well as the best method for representing the 
data. We review all these steps and the pitfalls in this procedure except the preparation 
of antibodies and labeled antigens.

Separation of Bound and Free Antigen

Regardless of which parameter is used to assess the amount of competition by the 
unlabeled antigen in the unknown sample to be tested, it is always a function of bound 
versus free, radiolabeled antigen. Therefore, one of the most critical technical 
requirements is the ability to distinguish clearly between antibody-bound radioactive 
tracer and free radioactive tracer. This distinction usually requires physical separation of 
bound and free ligand. If the bound fraction is contaminated by free ligand, or vice 
versa, enormous errors can result, depending on the part of the binding curve on which 
the data fall.

Solution Methods Solution RIA methods have the advantage that binding can be 
related to the intrinsic affinity of the antibody. However, bound and free antigen must be 
separated by a method that does not perturb the equilibrium. Three basic types of 
approaches have been used: precipitate the antibody with bound antigen, leaving free 
antigen in solution; precipitate the free antigen, leaving antibody and bound antigen in 
solution; or separate free from antibody-bound antigen molecules in solution on the 
basis of size by gel filtration. The last method is too cumbersome to use for large 
numbers of samples and is too slow, in general, to ensure the equilibrium is not 



perturbed in the process. Therefore, gel filtration columns are not widely used for RIA. 
Methods that precipitate antibody are probably the most widely used. If the antigen is 
sufficiently smaller (molecular weight < 30,000) than the antibody that it will remain in 
solution at concentrations of either ammonium sulfate ( 39 ) or polyethylene glycol, with 
a molecular weight of 6,000 (10% W:W) ( 40 ), which will precipitate essentially all the 
antibody, then these two reagents are frequently the most useful. Precipitation with 
polyethylene glycol and centrifugation can be accomplished before any significant 
dissociation has occurred as a result of dilutional effects ( 41 ). However, if the antigen is 
much larger than about 30,000 to 40,000 of molecular weight, then these methods will 
produce unacceptably high background control values in the absence of specific 
antibody. If the antibody is primarily of a subclass of IgG that binds to staphylococcal 
protein A or protein G, it is possible to take advantage of the high affinity of protein A or 
G for IgG by using either protein A (or G)–Sepharose or formalin-killed staphylococcal 
organisms (Cowan I strain) to precipitate the antibody ( 42 ). Finally, it is possible to 
precipitate the antibody by using a specific second antibody, an anti-immunoglobulin 
raised in another species. Maximal precipitation occurs not at antibody excess but at 
the “point of equivalence” in the middle of the titration curve where antigen (in this case, 
the first antibody) and the (second) antibody are approximately equal in concentration. 
Thus, carrier immunoglobulin must be added to keep the immunoglobulin concentration 
constant and the point of equivalence is determined by titrating with the second 
antibody. Even worse, the precipitin reaction is much slower than the antigen–antibody 
reaction itself, allowing reequilibration of the antigen–antibody interaction after dilution 
by the second antibody. Some of these problems can be reduced by enhancing 
precipitation with low concentrations of polyethylene glycol. The other type of separation 
method is adsorption of free antigen to an agent, such as activated charcoal or talc, that 
leaves antigen bound to antibody in solution. Binding of antigen by these agents 
depends on size and hydrophobicity. Although these methods are inexpensive and 
rapid, careful adjustment and monitoring of pH, ionic strength, and temperature are 
necessary to obtain reproducible results and to avoid adsorption of the 
antigen–antibody complex. Furthermore, because these agents have a high affinity for 
antigen, they can compete with a low-affinity antibody and alter the equilibrium. Also, 
because charcoal quenches beta scintillation counting, it can be used only with 
gamma-emitting isotopes such as iodine 125. 
Solid-Phase Methods Solid-phase RIA methods have the advantages of high 
throughput and increased apparent affinity because of the effects at the solid-liquid 
interface noted previously. However, they have the concomitant disadvantage that the 
true intrinsic affinity is not measured because of these same effects. The method itself 
is fairly simple. The antibody is bound in advance to a solid surface such as a 
Sepharose bead or the walls of a microtiter plate well. To avoid competition from other 
serum proteins for the solid phase, purified antibody must be used in this coating step. 
Once the wells (or Sepharose beads) are coated, they can be incubated with labeled 
tracer antigen, with or without unlabeled competitor, and be washed, and the 
radioactivity bound to the plastic wells or to the Sepharose can be counted directly. The 
microtiter plate method is particularly useful for processing large numbers of samples. 
However, because the concentration, or even the amount, of antibody coating the 
surface is unknown, and because the affinity is not the intrinsic affinity, these methods 
cannot be used for studying the chemistry of the antigen–antibody reaction itself. A 
detailed analysis of the optimum parameters in this method is given by Zollinger et al. ( 
41 ). A variation that does allow determination of affinity, based on the enzyme-linked 



immunosorbent assay (ELISA), described later but equally applicable to RIA, was 
described by Friguet et al. ( 43 ). This method involves the use of antigen-coated 
microtiter wells and free antibody, but competition by free antigen is measured to 
prevent the antibody in solution from binding to the antibody on the plate (see Fig. 9B 
later). Thus, the antibody bound to the plastic is antibody that was free in the solution 
equilibrium. The affinity measured is that between the antibody and antigen in solution, 
not that on the plastic, and so it is not directly influenced by the multivalency of the 
surface. However, as pointed out by Stevens ( 44 ), the determination of affinity is strictly 
accurate only for monovalent Fab, because a bivalent antibody with only one arm 
bound to the plastic and one bound by antigen in solution is still counted as free. 
Therefore, the ligand occupancy of the antibody combining sites will be underestimated, 
and thus affinity will be underestimated. To correct for this error, Stevens also pointed 
out a method based on binomial analysis. Subsequently, Seligman ( 45 ) showed that 
the nature and density of the antigen on the solid surface can also influence the 
estimate of affinity. 

 
FIG. 9. Three strategies for the detection of specific antibody–antigen reactions by the 
ELISA technique. A: Direct binding. B: Hapten inhibition. C: Antigen sandwich. (Fig 9. 
A-C only)

Optimization of Antibody and Tracer Concentrations for Sensitivity

The primary limitations on the sensitivity of the assay are the antibody affinity and 
concentration, the tracer concentration, and the precision (reproducibility) of the data. In 
general, the higher the affinity of the antibody, the more sensitive the assay can be 
made. Once the highest affinity antibody available is prepared, this parameter limits the 
extent to which the other parameters can be manipulated. For instance, because the 
unlabeled antigen in the unknown sample is going to compete against labeled tracer 
antigen, the lower the tracer concentration is, the lower the concentration of the 
unknown, which can be measured up to a point. That point is determined by the affinity, 
K A , as can be seen from the theoretical considerations discussed previously ( 36 ). The 
steepest part of the titration curve occurs in the range of concentrations around 1/ K A . 
Concentrations of ligand much lower than 1/ K A leave most of the antibody sites 
unoccupied, so that competition is less effective. Thus, there is no value in reducing the 
tracer concentration more than a few-fold lower than 1/ K A . Therefore, although it is 
generally useful to increase the specific radioactivity of the tracer and reduce its 
concentration, it is important to be aware of this limit of 1/ K A . Increasing the specific 



activity more than necessary can result in denaturation of antigen.

Similarly, lowering the antibody concentration also increases sensitivity up to a point. 
This limit also depends on 1/ K A and on the background “nonspecific binding.” 
Decreasing the antibody concentration to the point that binding of tracer is too close to 
background results in loss of sensitivity because of loss of precision. In general, the 
fraction of tracer bound in the absence of competitor should be kept greater than 0.2 
and, in general, closer to 0.5 [see Ekins ( 46 )].

A convenient procedure to follow to optimize tracer and antibody concentrations is first 
to choose the lowest tracer concentration that results in convenient counting times and 
counting precision for bound values of only one-half to one-tenth the total tracer. Then, 
with this tracer concentration constant, the antibody is diluted out until the bound/free 
antigen ratio is close to 1.0 (bound/total = 0.5) in the absence of competitor. This 
antibody concentration in conjunction with this tracer concentration generally yields 
near-optimal sensitivities, within the limits noted previously. It is important to be aware 
that changing the tracer concentration requires readjusting the antibody concentration 
to optimize sensitivity.

Analysis of Data: Graphic and Numerical Representation

We have already examined the Scatchard plot (bound/free vs. bound) and the plot of 
bound/free versus free or total antigen concentration as methods of determining affinity. 
The latter lends itself particularly to the type of competition curves that constitute a RIA. 
In fact, the independent variable must always be antigen concentration, because that is 
the known quantity that is varied to generate the standard curve. We use B, F, and T to 
represent the concentrations of bound, free, and total antigen, respectively. We have 
shown previously that the plot of B/ F versus F is more useful for determining the 
affinity, K A , than is the plot of B/ F versus T. However, in RIA, the quantity to be 
determined is T, and, correspondingly, the known independent variable in generating 
the standard curve is T. Another difference between the situation in RIA and that 
discussed earlier is that, in RIA, both labeled and unlabeled antigen are available. The 
dependent variable, such as B/ F, is the ratio of bound tracer over free tracer, because 
only radioactive antigen is counted. B/ F for the unlabeled antigen is the same at 
equilibrium, if labeled and unlabeled antigen bind the antibody equivalently—that is, 
with the same K A . This assumption is not always valid and requires experimental 
testing.

The sigmoidal shape of B/ F versus F or T, when F or T (the “dose”) is plotted on a log 
scale, is shown in Fig. 6. The shape for B/ T versus F or T would be similar. Note that 
because B + F = T,



and

These transformations can be useful. If B/ F or B/ T versus F or T is plotted on a linear 
scale, then the shape is approximately hyperbolic, as in Fig. 7. The plot of B/ F versus T
 (log scale) was one of the first methods used to plot RIA data and is still among the 
most useful. The most sensitive part of the curve is the part with the steepest slope.

 
FIG. 7. Schematic plot of B/ F or B/ T (the bound over free or total antigen 
concentration) as a function of free ( F) or total ( T) antigen concentration, when plotted 
on a linear scale. Contrast with similar plot on a log scale in Fig. 6.

It has been shown by probability analysis that if the antigen has multiple determinants, 
each capable of binding antibody molecules simultaneously and independently of one 
another, then the more such determinants capable of being recognized by the 
antibodies in use there are, the steeper the slope will be ( 47 ). This effect of 
multideterminant binding on steepness arises because, in RIA, an antigen molecule is 
scored as bound whether it has one or several antibody molecules attached. It is scored 
as free only if no antibody molecules are attached. Thus, the probability that an antigen 
molecule is scored as free is the product of the probabilities that each of its 
determinants is free. The effect can lead to quite steep slopes and has been confirmed 
experimentally ( 47 ).

A transform that allows linearization of the data in most cases is the logit transform ( 48 , 
49 ). To use this, the data are first expressed as B/ B 0, where B 0 is the concentration of 
bound tracer in the absence of competitor. This ratio is then subjected to the logit 
transform, defined as



where ln means the natural log (log to the base e). The plot of logit ( B/ B 0) versus ln T 
is usually a straight line ( Fig. 8). The slope is usually -1 for the simplest case of a 
monoclonal antibody binding a monovalent antigen. The linearity of this plot obviously 
makes it very useful for graphical interpolation, which is desirable for reading antigen 
concentration off a standard curve. One additional advantage is that linearity facilitates 
tests of parallelism. If the unknown under study is identical to the antigen used to 
generate the standard curve, then a dilution curve of the unknown should be parallel to 
the standard curve in this logit-log coordinate system. If it is not, the assay is not valid.

 
FIG. 8. Schematic logit–log plot used to linearize radioimmunoassay data. B and T are 
bound tracer and total antigen concentration, respectively, and B 0 is the value of B 
when no unlabeled antigen is added to tracer. The logit function is defined by Equation 
40, logit ( Y) = ln [ Y/(1 - Y)].

These and other methods of analyzing the data, including statistical treatment of data, 
were discussed further by Feldman and Rodbard ( 50 ) and Rodbard ( 37 ). Although a 
number of computer programs have become available for rapid analysis of RIA data 
without the use of manual plots of standard curves, all are based on these and similar 
methods, and their accurate interpretation depends on an understanding of these 
concepts.

Corrections for B, F, and T In conclusion of this section on analysis of RIA data, a few 
controls and corrections to the data, without which the results may be fallacious, must 
be mentioned. First, in any method that precipitates antibody and bound antigen (or 
entails the use of a solid-phase antibody), there may always be a fraction of antigen 
that precipitates or binds nonspecifically in the absence of specific antibody. Thus, 
controls with normal serum or immunoglobulin must be used to determine this 
background. The nonspecific binding usually increases linearly with antigen dose; that 
is, it does not saturate. This control value should be subtracted from B but does not 
affect F when measured independently; it affects only F determined as T minus B. The 



total antigen that is meaningful is the sum of antigen that is specifically bound and 
antigen that is free. Nonspecifically bound antigen should be deleted from any term in 
which it appears. A second correction is that for immunologically inactive radiolabel: that 
which is either free radioisotope or isotope coupled to an impurity or to denatured 
antigen. The fraction of radioactive material that is immunologically reactive with the 
antibodies in the assay can be determined by using a constant, low concentration of 
labeled antigen and adding increasing concentrations of antibody. If there is no 
contamination with inactive material, all the radioactivity should be able to be bound by 
sufficient antibody. If the fraction of tracer bound reaches a plateau at less than 100% 
bound, then only this fraction is active in the assay. The importance of this correction 
can be seen from the example in which the tracer is only 80% active. Then, when the 
true B/ F is 3 ( B/ T = 0.75), applying only to the active 80% of the tracer, the remaining 
20%—which can never be bound—will mistakenly be included in the free tracer, 
doubling the amount that is measured as free. Thus, the measured B/ F is only 1.5 (i.e., 
0.6/0.4) instead of the true value of 3 (i.e., 0.6/0.2). This factor of 2 makes a serious 
difference in the calculation of affinity, for instance, from a Scatchard plot. Also, it 
results in a plateau in the Scatchard plot at high values of B/ F, because with 20% of 
the tracer obligatorily free, B/ F can never exceed 4 (i.e., 0.8/0.2). To correct for this 
potentially serious problem, the inactive fraction must always be determined when 
subtracted from both F and T. 

Nonequilibrium Radioimmunoassay

So far, we have assumed that tracer and unlabeled competitor are added 
simultaneously and that sufficient incubation time is allowed to achieve equilibrium. To 
measure the affinity, of course, equilibrium must be ensured. However, suppose the 
investigator’s sole purpose is to measure the concentration of competitor by RIA. Then 
the sensitivity of the assay can actually be increased by adding the competitor first, 
allowing it to react with the antibody, and then intentionally adding the tracer for too 
short a time to reach a new equilibrium. Essentially, the competitor is being given a 
competitive advantage. It can be shown that the slope of the dose-response curve, B/ T 
versus total antigen added, is increased in the low-dose range—a mathematical 
measure of increased sensitivity. A detailed mathematical analysis of this procedure 
was given by Rodbard et al. ( 51 ). Note, however, that use of such nonequilibrium 
conditions requires very careful control of time and temperature.

Enzyme-Linked Immunosorbent Assay

An alternative solid-phase readout system for the detection of antigen–antibody 
reactions is the ELISA ( 52 ). In principle, the only difference from RIAs is that antibodies 
or antigen are covalently coupled to an enzyme instead of a radioisotope, so that bound 
enzyme activity instead of bound counts per minute is measured. In practice, the safety 
and convenience of nonradioactive materials and the commercial availability of plate 
readers that can measure the absorbance of 96 wells in a few seconds account for the 
widespread use of ELISA. Because both ELISA and RIA are governed by the same 
thermodynamic constraints, and because the enzyme can be detected in the same 
concentration range as can commonly used radioisotopes, the sensitivity and specificity 
are comparable. We consider three basic strategies for using ELISA to detect specific 



antibody or antigen.

As shown in Fig. 9A, the direct binding method is the simplest way to detect and 
measure specific antibody in an unknown antiserum. Antigen is noncovalently attached 
to each well of a plastic microtiter dish. For this purpose, it is fortunate that most 
proteins bind nonspecifically to plastic. Excess free antigen is washed off, and the wells 
are incubated with an albumin solution to block the remaining nonspecific protein 
binding sites. The test antiserum is then added, and any specific antibody binds to the 
solid-phase antigen. Washing removes unbound antibodies. Enzyme-labeled 
anti-immunoglobulin is added. This binds to specific antibody already bound to antigen 
on the solid phase, bringing along covalently attached enzyme. Unbound 
antiglobulin-enzyme conjugate is washed off; then substrate is added. The action of 
bound enzyme on substrate produces a colored product, which is detected as 
increased absorbance in a spectrophotometer.

Although this method is quick and very sensitive, it is often difficult to quantitate. Within 
a defined range, the increase in optical density is proportional to the amount of specific 
antibody added in the first step. However, the amount of antibody bound is not 
measured directly. Instead, the antibody concentration of the sample is estimated by 
comparing it with a standard curve for a known amount of antibody. It is also difficult to 
determine affinity by this method, because the solid-phase antigen tends to increase 
the apparent affinity. The sensitivity of this assay for detecting minute amounts of 
antibody is quite good, especially when affinity-purified antiglobulins are used as the 
enzyme-linked reagent. A single preparation of enzyme-linked antiglobulin can be used 
to detect antibodies to many different antigens. Alternatively, class-specific antiglobulins 
can be used to detect how much of a specific antibody response is caused by each 
immunoglobulin class. Obviously, reproducibility of the assay depends on uniform 
antigen coating of each well (which can vary), and the specificity depends on using 
purified antigen to coat the wells.

Figure 9B shows the competition technique for detecting antigen. Soluble antigen is 
mixed with limiting amounts of specific antibody in the first step. Then the mixture is 
added to antigen-coated wells and treated as described in Fig. 9A. Any 
antigen–antibody complexes formed in the first step reduce the amount of antibody 
bound to the plate and hence reduce the absorbance measured in the final step. This 
method permits the estimate of affinity for free antigen, which is related to the 
half-inhibitory concentration of antigen. Mathematical analysis of affinity by this 
approach was described by Friguet et al. ( 43 ) with modification by Stevens ( 44 ), as 
discussed previously in the RIA section on solid phase methods. In addition, some 
estimate of cross-reactivity between the antigen in solution and that on the plate can be 
obtained.

Figure 9C shows the sandwich technique for detecting antigen. Specific antibody is 
used to coat the microtiter wells. Antigen is then captured by the solid-phase antibody. 
Finally, a second antibody, linked to enzyme, is added. This binds to the solid-phase 
antigen–antibody complex, carrying enzyme along with it. Excess second antibody is 
washed off, and substrate is added. The absorbance produced is a function of the 
antigen concentration of the test solution, which can be determined from a standard 



curve. Specificity of the assay depends on the specificity of the antibodies used to coat 
the plate and detect antigen. Sensitivity depends on affinities and on the amount of the 
first antibody bound to the well, which can be increased by using affinity-purified 
antibodies or monoclonal antibodies in the coating step. The binding of both antibodies 
of the sandwich depends on divalency of the antigen, or else the two antibodies must 
be specific for different antigenic determinants on the same antigen molecule. If the 
antibodies are two different monoclonal antibodies that bind to the same monomeric 
antigen, this technique can be used to ascertain whether the two antibodies can bind 
simultaneously to the same molecule or whether they compete for the same site or sites 
close enough to cause steric hindrance ( 53 ).

When antibodies are serially diluted across a plate, the last colored well indicates the 
titer. Specificity of binding can be demonstrated by coating wells with albumin and 
measuring antibody binding in parallel with the antigen-coated wells. Because it can be 
used to test many samples in a short time, ELISA is often used to screen culture 
supernatants in the production of hybridoma antibodies. The sensitivity of the method 
allows detection of clones producing specific antibodies at an early stage in cell growth.

An important caution when using native protein antigens to coat solid-phase surfaces ( 
Fig. 9A) is that binding to a surface can alter the conformation of the protein. For 
instance, using conformation-specific monoclonal antibodies to myoglobin, Darst et al. ( 
54 ) found that binding of myoglobin to a surface altered the apparent affinity of some 
antibodies more than that of others. This problem may be avoided by using the 
methods of Fig. 9C.

Enzyme-Linked Immunospot Assay

The normal ELISA assay can be modified to measure antibody production at the 
single-cell level. In the enzyme-linked immunospot (ELIspot) method, tissue culture 
plates are coated with antigen, and various cell populations are cultured on the plate for 
4 hours. During that time, B cells settle to the bottom and secrete antibodies, which bind 
antigen nearby and produce a footprint of the antibody-secreting cell. The cells are then 
washed off, and a second antibody, such as enzyme-labeled goat antihuman IgG, is 
added. Finally, unbound antibody is washed off, and enzyme substrate is added in soft 
agar. Over the next 10 minutes, each footprint of enzyme activity converts the substrate 
to a dark spot of insoluble dye, corresponding to the localized zone where the B cell 
originally secreted its antibody.

Through this method, it is possible to detect as few as 10 to 20 antibody-producing B 
cells in the presence of 10 6 spleen cells, and typical results for immunized mice range 
from 200 to 500 spot-forming cells per 10 6 spleen cells ( 55 , 56 ). Clearly, to work at all, 
this assay must be capable of detecting the amount of antibody secreted by a single 
immune B cell and specific enough to exclude nonspecific antibodies produced by the 
other nonimmune B cells. Sensitivity depends on the affinity and the amount of 
antibodies secreted, and it may be optimized by titering the amount of antigen on the 
plate.



This type of assay is useful in analyzing the cellular requirements for antibody 
production in vitro, because the number of responding B cells is measured directly. It 
can also be used to detect antibodies made in the presence of excess antigen. For 
example, in acute infections ( 57 ) and in autoimmunity ( 58 ), when antigen may be 
present in excess over antibody, this assay makes it possible to measure 
antibody-producing B cells, even though free antibody may not be detectable in 
circulation. It can also be used to measure local production of self-reactive antibodies in 
a specific tissue, such as synovium. Through the use of two detecting antibodies, each 
specific for a different immunoglobulin class and coupled to a different enzyme, and two 
substrates producing different colored dyes, cells secreting IgA and IgG simultaneously 
can be detected ( 59 ). ELIspot has been used to show that bacterial deoxyribonucleic 
acid (DNA) containing unmethylated CpG sequences is a polyclonal B cell mitogen ( 60 

).

ELIspot can also detect secreted antigens, as opposed to antibodies, by coating the 
plate with a capture antibody and detecting antigen with an enzyme-coupled second 
antibody (as in a sandwich ELISA) ( Fig. 9C). For example, using plates coated with 
monoclonal antibody to interleukin-4, T cells secreting interleukin-4 could be detected ( 
61 ). In this way, T helper 2 cells can be measured, even though a specific antibody for a 
marker on these cells is currently not available.

SPECIFICITY AND CROSS-REACTIVITY

The specificity of an antibody or antiserum is defined by its ability to discriminate 
between the antigen against which it was made (called the homologous antigen, or 
immunogen) and any other antigen that may be tested. In practice, it is possible to test 
not the whole universe of antigens but only selected antigens. In this sense, specificity 
can be defined experimentally only within the set of antigens being compared. Karush ( 
28 ) defined a related term, selectivity, as the ability of an antibody to discriminate, in an 
all-or-none manner, between two related ligands. Thus, selectivity depends not only on 
the relative affinity of the antibody for the two ligands but also on the experimental lower 
limit for detection of reactivity. For instance, an anticarbohydrate antibody with an 
affinity of 10 5 M -1 for the immunogen may appear to be highly selective, inasmuch as 
reaction with a related carbohydrate with a 100-fold lower affinity, 10 3 M -1, may be 
undetectable. On the other hand, an antibody with an affinity of 10 9 M -1 for the 
homologous ligand may appear to be less selective because any reaction with a related 
ligand with a 100-fold lower affinity would still be quite easily detectable.

Conversely, cross-reactivity is defined as the ability to react with related ligands other 
than the immunogen. More usually, this is examined from the point of view of the ligand. 
Thus, antigen Y may be said to cross-react with antigen X because it binds to anti-X 
antibodies. Note that in this sense, the two antigens, not the antibody, are 
cross-reactive. However, the cross-reactivity of two antigens, X and Y, can be defined 
only with regard to a particular antibody or antiserum. For instance, a different group of 
anti-X antibodies may not react at all with Y, and so, with regard to these antibodies, Y 



would not be cross-reactive with X. The term may be used in a different sense: that 
some anti-X antibodies cross-react with antigen Y.

In most cases, cross-reactive ligands have lower affinity than the immunogen for a 
particular antibody. However, exceptions can occur, in which a cross-reactive antigen 
binds with a higher affinity than the homologous antigen itself. This phenomenon is 
called heterocliticity, and the antigen that has a higher affinity for the antibody than 
does the immunogen is said to be heteroclitic. Antibodies that manifest this behavior 
are also described as heteroclitic antibodies. A good example is the case of antibodies 
raised in C57BL/10 mice against the hapten nitrophenyl acetyl (NP). These antibodies 
have been shown by Mäkelä and Karjalainen ( 62 ) to bind with higher affinity to the 
cross-reactive hapten nitroiodophenyl acetyl than to the immunogen itself. Another 
example is the case of retro-inverso or retro-D peptides ( 63 , 64 , 65 , 66 and 67 ). By 
reversing the chirality from L to D amino acids, and simultaneously reversing the 
sequence of amino acids, it is possible to produce a peptide that is resistant to 
proteolysis and has its side chains approximately in the same position as the original L 
amino acid peptide, with the exception of some amino acids with secondary chiral 
centers such as Thr and Ile. However, the backbone NH and CO moieties are reversed. 
Antibodies that interact with only the side chains might not distinguish these peptides, 
whereas antibodies that interact with the main chain as well as side chains may 
distinguish them and may have potentially higher or lower affinity. In a study of 
monoclonal antibodies to a hexapeptide from histone H3, some bound the retro-D form 
with higher affinity than the native sequence, and some did not ( 65 , 66 ). The former are 
an example of heterocliticity. In addition to greater binding affinity, the retro-D peptides 
may have even greater activity in vivo because of their resistance to proteolysis ( 63 , 64 , 
65 , 66 and 67 ). This stability makes them more useful as drugs as well ( 63 , 64 , 68 ).

Cross-reactivity has often been detected by methods such as the Ouchterlony test, 
hemagglutination (see later descriptions of both of these), or similar methods, which 
have in common the fact that they do not distinguish well between differences in affinity 
and differences in concentration. This practical aspect, coupled with the heterogeneity 
of immune antisera, has led to ambiguities in the usage of the terms cross-reactivity 
and specificity. With the advent of RIA and ELISA techniques, this ambiguity in the 
terminology, as well as in the interpretation of data, has become apparent.

For these reasons, Berzofsky and Schechter ( 69 ) defined two forms of cross-reactivity 
and, correspondingly, two forms of specificity. These two forms of cross-reactivity are 
illustrated by the two prototype competition RIA curves in Fig. 10. In reality, most 
antisera display both phenomena simultaneously.



 
FIG. 10. Schematic radioimmunoassay binding curves for homologous ligand L and 
cross-reacting ligands. Cross-reacting ligand C A manifests type 1 or true 
cross-reactivity, demonstrated by complete inhibition of tracer ligand binding, and a 
lower affinity. Ligand C B displays type 2 cross-reactivity or determinant sharing, as 
recognized from the plateau at less than 100% inhibition, but not necessarily a lower 
affinity. The ordinate R is the ratio of bound/free radiolabeled tracer ligand, and R 0 is 
the limit of R as the concentration of all ligands, including tracer, approaches zero. 
From ( 69 ), with permission.

Type 1, or true, cross-reactivity is defined as the ability of two ligands to react with the 
same site on the same antibody molecule, possibly with different affinities. For example, 
the related haptens dinitrophenyl and trinitrophenyl may react with different affinity for 
antibodies raised to dinitrophenyl hapten. In protein antigens, such differences could 
occur with small changes in primary sequence (e.g., the conservative substitution of 
threonine for serine) or with changes in conformation, such as the cleavage of the 
protein into fragments ( Fig. 11) ( 69 , 70 , 71 , 72 and 73 ). If a peptide fragment contained 
all the contact residues in an antigenic determinant (i.e., those that contact the 
antibody-combining site), it may cross-react with the native determinant for antibodies 
against the native form but with lower affinity, because the peptide would not retain the 
native conformation (see Chapter 8). This type of affinity difference is illustrated by 
competitor C A in Fig. 10, in which complete displacement of tracer can be achieved at 
high enough concentrations of C A, but higher concentrations of C A than of the 
homologous ligand, L, are required to produce any given degree of inhibition.



 
FIG. 11. An artist’s drawing of the amino terminal region of the ß chain of hemoglobin. 

A: The first 11 residues of the ß A chain. B: The comparable regions of the ß S chain. 
The substitution of valine for the normal glutamic acid at position 6 makes a distinct 
antigenic determinant to which a subpopulation of antibodies may be isolated ( 70 , 71 ). 
C: A schematic diagram of the sequence in A unfolded as occurs when the protein is 
denatured. This region may be cleaved from the protein, or the peptide may be 
synthesized ( 72 ), which would result in changed antigenic reactivity. An antiserum to 
hemoglobin (or the ß? chain thereof) may exhibit cross-reactivity with the structures 
shown in B and C, but the molecular mechanisms would be different. Polypeptide 
backbone atoms are in white in the side chains, oxygen atoms are hatched, nitrogen 
atoms are black, and carbon atoms are lightly stippled. Adapted from ( 69 , 73 ), with 
permission.

A separate issue from affinity differences is the issue of whether the cross-reactive 
ligand reacts with all or only a subpopulation of the antibodies in a heterogeneous 
serum. This second type of cross-reactivity—type 2 cross-reactivity, or shared 
reactivity—can therefore occur only when the antibody population is heterogeneous, as 
in most conventional antisera. In this case, the affinity of the cross-reactive ligand may 
be greater than, less than, or equal to that of the homologous ligand for those 
antibodies with which it interacts. Therefore, the competition curve is not necessarily 
displaced to the right, but the inhibition reaches a plateau at less than complete 
inhibition, as illustrated by competitor C B in Fig. 10. As an example, consider the case 
of a protein with determinants X and Y and an antiserum against this protein containing 
both anti-X and anti-Y antibodies. A mutant protein in which determinant Y was so 
altered as to be unrecognizable by anti-Y, but determinant X was intact, would manifest 
type 2 cross-reactivity. It would compete with the wild-type protein only for anti-X 
antibodies (possibly even with equal affinity) but not for anti-Y antibodies.

Of course, both types of cross-reactivity could occur simultaneously. A classic example 
is the peptide fragment discussed in the case of type I cross-reactivity previously. 
Suppose the fragment contained the residues of determinant X, albeit not in the native 



conformation, but did not contain the residues of a second determinant, Y, which was 
also expressed on the native protein. If the antiserum to the native protein consisted of 
anti-X and anti-Y, the peptide would compete only for anti-X antibodies (type 2 
cross-reactivity) but would have a lower affinity than the native protein even for these 
antibodies. Thus, the competition curve would be shifted to the right and would plateau 
before reaching complete inhibition. 8

In the case of a homogeneous (e.g., monoclonal) antibody in which only type 1 
cross-reactivity can occur, the differences in affinity for different cross-reactive ligands 
can be quantitated by a method analogous to the B/ F versus F method described 
previously. Suppose that ligands X and Y cross-react with homologous ligand L for a 
monoclonal antibody. If the bound/free ( B/ F = R) ratio for radiolabeled tracer ligand L 
is plotted as a function of the log of the concentration of competitors X and Y, two 
parallel competition curves are obtained ( Fig. 12) ( 69 ) under the appropriate conditions 
(discussed later). The first condition is that the concentration of free tracer be less than 
1/ K L , the affinity for tracer. In this case, it can be shown ( 69 ) that

at the midpoint where R = R 0/2, where K X is the affinity for X. This is analogous to 
Equation 21 for the case in which unlabeled homologous ligand is the competitor. Also, 
in analogy with Equation 23, it can be shown that if the total concentration of 
competitor, [ X] t , is used instead of the free concentration, [ X] free, an error term will 
arise, yielding

 
FIG. 12. Schematic radioimmunoassay binding curves showing (a) the effect of affinity 
on both the midpoint and the slope at the midpoint and (b) the value of using free 
[ligand] rather than total [ligand]. Ordinate R is the ratio of bound/free radiolabeled 



tracer ligand, and R 0 is the limit of R as all ligand concentrations approach zero. If x 
and y are the concentrations of ligands X and Y that reduce R to exactly R 0/2, then if 
the abscissa is total ligand concentration, x = 1/ K X + [ S] t /2 and y = 1/ K Y + [ S] t /2, 
where [ S] t is the concentration of antibody binding sites and K X and K Y are the 
affinities of the antibody for the respective ligands. However, if the abscissa is free 
ligand concentration, x = 1/ K X and y = 1/ K Y so that the ratio x/ y (or the difference log 
x - log y on a log plot) corresponds to the ratio of affinities K Y / K X. Note that the 
slopes at the midpoints are the same on a log scale, but that for Y would be only K Y / K 

X that for X on a linear scale. From ( 69 ), with permission.

Thus, with the competitor on a linear scale, the difference in midpoint for competitors X 
and Y correspond to the difference 1/ K X - 1/ K Y regardless of whether the free or total 
competitor is plotted, but the ratio of midpoint concentrations equals KX/ KY only if the 
free concentrations are used. This last point is important if the log of competitor 
concentration is plotted, as is usually done, because the horizontal displacement 
between the two curves on a log scale corresponds to the ratio [ X]/[ Y], not the 
difference ( 69 ).

If a second condition also holds—namely, that the concentration of bound tracer is 
small in comparison with the antibody site concentration [ S] t —then the slopes (on a 
linear scale) of the curves at their respective midpoints (where R = R 0/2) are 

proportional to the affinity for that competitor, K X or K Y ( 
69 ). (Both conditions can be 

met by keeping tracer L small relative to both KL and [ S] t. ) When [ X] free and [ Y] free 
are plotted on a log scale, the slopes appear to be equal (i.e., the curves appear 
parallel), because a parallel line shifted m-fold to the right on a log scale is actually 1/ m
 as steep, at any point, in terms of the antilog, as the abscissa.

When the antibodies are heterogeneous in affinity, the curves are broadened and are 
generally not parallel. When heterogeneity of specificity is present and type 2 
cross-reactivity occurs, the fractional inhibition achieved at the plateau in a B/ F versus 
free competitor plot is not proportional to the fraction of antibodies reacting with that 
competitor, but it is proportional to a weighted fraction, for which the antibody 
concentrations are weighted by their affinity for the tracer ( 69 ).

These two types of cross-reactivity lead naturally to two definitions of specificity ( 69 ). 
The overall specificity of a heterogeneous antiserum is a composite of both of these 
facets of specificity. Type 1 specificity is based on the relative affinities of the antibody 
for the homologous ligand and any cross-reactive ligands. If the affinity is much higher 
for the homologous ligand than for any cross-reactive ligand tested, then the antibody is 
said to be highly specific for the homologous ligand; that is, it discriminates very well 
between this ligand and the others. If the affinity for cross-reactive ligands is below the 
threshold for detection in an experimental situation, then type 1 specificity gives rise to 
selectivity, as discussed previously [cf. Karush ( 28 )]. The specificity can even be 



quantitated in terms of the ratio of affinities for the homologous ligand and a 
cross-reactive ligand [cf. Johnston and Eisen ( 74 )]. This type 1 specificity is what most 
immunochemists would call true specificity, just as we have called type 1 
cross-reactivity true cross-reactivity.

The common use of the term cross-reactivity to include type 2 or partial reactivity leads 
to a second definition of specificity, which applies only to heterogeneous populations of 
antibodies such as antisera. We call this type 2 specificity. If all the antibodies in the 
mixture react with the immunogen but only a small proportion react with any single 
cross-reactive antigen, then the antiserum would be said to be relatively specific for the 
immunogen. Note that it does not matter whether the affinity of a subpopulation that 
reacts with a cross-reactive antigen is high or low (type 1 cross-reactivity). As long as 
that subpopulation is a small fraction of the antibodies, the mixture is specific. Thus, 
type 2 specificity depends on the relative concentrations of antibodies in the 
heterogeneous antiserum, not just on their affinities. Also, these relative concentrations 
of antibody subpopulations can be used to compare the specificity of a single antiserum 
for two cross-reactive ligands. However, it would not be meaningful to compare the 
specificity of two different antisera for the same ligand by comparing the fraction of 
antibodies in each serum that reacted with that ligand. Although type 2 specificity may 
appear a less classic concept of specificity than type 1, it is type 2 specificity that is 
primarily measured in such assays as the Ouchterlony double immunodiffusion test, 
and it carries equal weight with type 1 specificity in such assays as hemagglutination, 
discussed later. Type 2 specificity also leads naturally to the concept of “multispecificity” 
described as follows.

Multispecificity

The theory of multispecificity, introduced and analyzed by Talmadge ( 75 ) and Inman ( 
76 , 77 ) and discussed on a structural level by Richards et al. ( 78 ), suggests a 
mechanism by which the great diversity and specificity of antisera can be explained 
without the need for a correspondingly large repertoire of antibody structures (or 
structural genes). The idea is that each antibody may actually bind, with high affinity, a 
wide variety of quite diverse antigens. When immunogen A is used for immunization, 
the clinician selects for many distinct antibodies, which have in common only that they 
all react with A. In fact, each antibody may react with other compounds, but if fewer 
than 1% of the antibodies bind B, and fewer than 1% bind C, and so on, then in 
accordance with type 2 specificity, the whole antiserum appears to be highly specific for 
A. The subpopulation that binds B may react with an affinity for B as high as or higher 
than that for A, so that the population would not have type 1 specificity for A. The same 
population would presumably be selected if B were used in immunization, as well as 
with perhaps hundreds of other immunogens with which these antibodies react. The net 
result would be that the diversity of highly (type 2) specific antisera that an organism 
could generate would be much greater than the diversity of B cell clones (or antibody 
structures) that it would require. This principle can explain how polyclonal antisera can 
sometimes appear paradoxically more specific than a monoclonal antibody.



OTHER METHODS

We mention only a few of the other methods for measuring antigen–antibody 
interactions. Useful techniques include quenching of the tryptophan fluorescence of the 
antibody by certain antigens on binding ( 79 ) (a sensitive method useful for such 
experiments as fast kinetic studies); antibody-dependent cellular cytotoxicity; 
immunofluorescence, including flow cytometry; immunohistochemistry; and inhibition by 
antibody of plaque formation by antigen-conjugated bacteriophage ( 80 ) (a method as 
sensitive as RIA because inhibition of even a few phage virions can be detected).

Quantitative Precipitin

Among the earliest known properties of antibodies were their ability to neutralize 
pathogenic bacteria and their ability to form precipitates with bacterial culture 
supernatants. Both activities of the antiserum were highly specific for the bacterial strain 
against which the antiserum was made. The precipitates contained antibody protein and 
bacterial products. The supernatants contained decreased amounts of antibody protein 
and, under the right conditions, had lost the ability to neutralize bacteria. However, 
quantitation of the antibody precipitated was difficult, because the precipitate contained 
antigen protein as well as antibody protein. Heidelberger and Kendall ( 81 , 82 ) solved 
this problem when they found that purified pneumococcal cell wall polysaccharide could 
precipitate with antipneumococcal antibodies. In this case, the amount of protein 
nitrogen measured in the precipitate was entirely attributable to antibody nitrogen, and 
the amount of reducing sugar was mostly attributable to the antigen. Plotting the 
amount of antibody protein precipitated from a constant volume of antiserum by 
increasing amounts of carbohydrate antigen yields the curve shown in Fig. 13.



 
FIG. 13. Quantitative immunoprecipitation. Increasing amounts of nonprotein antigen 
are added to a fixed amount of specific antibody. The figure shows the amount of 
antibody protein (A) and the ratio of antibody to antigen (B) found in the precipitate. At 
antigen excess, soluble immune complexes are found in the supernatant, and the 
precipitate is decreased.

As shown in Fig. 13A, the amount of antibody precipitated rises initially, reaches a 
plateau, then declines. The point of maximum precipitation was found to coincide with 
the point of complete depletion of neutralizing antibodies and is called the equivalence 
point. The amount of antibody protein in the precipitate at equivalence is considered to 
equal the total amount of specific antibody in that volume of antiserum. The rising part 
of the curve is called the antibody excess zone (antigen limiting), and the part of the 
curve beyond the equivalence point is called the antigen excess zone.

Supernatants and precipitates were carefully analyzed for each zone of antibody or 
antigen excess, as shown in Fig. 13B. When antigen was limiting, the precipitate 
contained high ratios of antibody to antigen. The supernatant in this zone contained 
free antibody with no detectable antigen. As more antigen was added, the amount of 
antibody in the precipitate rose, but the ratio of antibody to antigen fell. At equivalence, 
no free antibody or antigen could be detected in the supernatant. As more antigen was 
added, the precipitate contained less antibody, but the ratio of antibody to antigen 
remained constant. The supernatant now contained antigen–antibody complexes, 
inasmuch as the complexes at antigen excess were small enough to remain in solution. 
No unbound antibody was detected.

The lattice theory ( 81 , 82 ) is a model of the precipitation reaction that explains these 
observations. It is assumed that antibodies are multivalent and antigens are bivalent or 
polyvalent. Thus, long chains consisting of antibody linked to antigen linked to antibody, 
and so on, can form. The larger the size of the aggregate, the less soluble the product 
is, until a precipitate is formed. In the antibody excess zone, branch points can form 
wherever three antibodies bind to a single antigen, yielding a large and insoluble 
product. For example, at the antibody-to-antigen ratio 3:1, every antigen molecule can 



bind three antibody molecules in a three-dimensional lattice structure. However, when 
equimolar amounts of antibody and antigen are mixed (the equivalence zone), the 
likelihood that more than two antibodies will bind each antigen molecule decreases. 
Thus, the number of branch points decreases, and the product consists of longer 
chains of alternating antibody and antigen molecules with fewer branches. As the 
antigen concentration reaches excess, the precipitate approaches linear chains with a 
molar ratio of 1:1. At even higher antigen ratios, more antigen molecules will have no or 
one antibody bound. One antibody bound is equivalent to a chain termination, and so 
shorter chain lengths are found until the product is small enough to remain soluble. 
Such soluble antigen–antibody “immune complexes” are detectable in the antigen 
excess zone, in which no free antibody is found.

Besides explaining the observed precipitation phenomena on a statistical basis, the 
lattice theory made the important prediction that antibodies are bivalent or multivalent. 
The subsequent structural characterization of antibodies ( Chapter 9) revealed their 
molecular weight and valency. Antibodies are indeed bivalent, except for IgM, which is 
functionally pentavalent and forms precipitates even more efficiently.

Antigens can be polyvalent either by having multiple copies of the same determinant or 
by having many different determinants, each of which reacts with different antibodies in 
a polyclonal antiserum. A good example of the former case was described in Chapter 
21. The predominant antigenic determinants of polysaccharides are often the 
nonreducing end of the chain. Branched-chain polysaccharides have more than one 
end and are polyvalent. Nonbranched chains such as dextran (polymer of glucose) are 
monovalent for end-specific antidextran antibodies and do not precipitate them ( 83 ). 
However, a second group of antidextran antibodies is specific for internal glucose 
moieties. Because each dextran polymer consists of many of these internal units, it is 
polyvalent for internal a(1 ? 6)–linked glucose-specific antibodies. Thus, unbranched 
dextran polymer can be used to distinguish between end-specific and internal specific 
antibodies, as it will precipitate with the latter antibodies but not with the former ( 83 , 84 ). 
Monomeric protein antigens, such as myoglobin (see Chapter 21) or lysozyme, are 
examples of the second case because they behave as if they are polyvalent for 
heterogeneous antisera but as if they are monovalent for monoclonal antibodies. This 
results from the fact that each antigen molecule has multiple antigenic determinants but 
only one copy of each determinant. Thus, a polyspecific antiserum can bind more than 
one antibody to different determinants on the same molecule and form a lattice. 
However, when antibodies directed against a single determinant (such as a monoclonal 
antibody) are used, no precipitate will form. In this case, antigen–antibody reactions 
must be measured by some other binding assay, such as RIA or ELISA.

Immunodiffusion and the Ouchterlony Method

One of the most useful applications of immunoprecipitation is in combination with a 
diffusion system ( 85 ). Diffusion could be observed by gently adding a drop of protein 
solution to a dish of water, without disturbing the liquid. The rate of migration of protein 
into the liquid is proportional to the concentration gradient multiplied by the diffusion 
coefficient of the protein according to Fick’s law,



where Q is the amount of substance that diffuses across an area A per unit time t; D is 
the diffusion coefficient, which depends on the size of the molecule; and dc/ dx is the 
concentration gradient. Because antibody molecules are so large, their diffusion 
coefficients are quite low, and diffusion often takes 1 day or more to cover the 5 to 20 
mm required in most systems. In order to stabilize the liquid phase for such long 
periods, a gel matrix is added to provide support without hindering protein migration. In 
practice, 0.3% to 1.5% agar or agarose permits migration of proteins up to the size of 
antibodies while preventing mechanical and thermal currents. With careful adjustment 
of the concentration of antibody and antigen, these systems can provide a simple 
analysis of the number of antigenic components and the concentration of a given 
component. With adjustment of the geometry of the reactants entering the gel, 
immunodiffusion can provide useful information concerning antigenic identity or 
difference, or partial cross-reaction, as well as the purity of antigens and the specificity 
of antibodies.

In single diffusion methods ( 86 , 87 , 88 and 89 ), antibody is incorporated in the gel, and 
antigen is allowed to diffuse from one end of a tube gel or from a hole in a gel in a Petri 
dish in one or two dimensions, respectively. Over time, the antigen concentration 
reaches equivalence with the antibody in the gel, and a precipitin band forms. As more 
antigen diffuses, antigen excess is achieved at this position, and so the precipitate 
dissolves and the boundary of equivalence moves farther. By integrating Fick’s law, we 
find that the distance moved is proportional to the square root of time. If two species of 
antigen a and b are diffusing and the antiserum contains antibodies to both, two 
independent bands form. These move at independent rates, depending on antigen 
concentration in the sample, diffusion coefficient (size), and antibody concentration in 
the agar. Similarly, in the two-dimensional method, at a given radius of diffusion, 
antigen concentration is equivalent to the antibody in the gel, and a precipitin ring 
forms. The higher the initial antigen concentration, the farther the antigen diffuses 
before precipitating and the wider the area of the ring is. The area of the ring is directly 
proportional to the initial antigen concentration. This method provides a convenient 
quantitative assay that can be used to measure immunoglobulin classes, by placing test 
serum in the well and antiserum to each class of human immunoglobulin in the agar. 
Sensitivity can be increased by lowering the concentration of antiserum in the gel, 
producing wider rings, because the antigen must reach a lower concentration to be at 
equivalence. However, if the antiserum is diluted too much, no precipitate will form.

The double diffusion methods are based on the same principles, except that instead of 
having one reactant incorporated in the gel at a constant concentration, both antigen 
and antibody are loaded some distance apart in a gel of pure agarose alone and 
allowed to diffuse toward each other. At some point in the gel, antigen diffusion and 
antibody diffusion provide sufficient concentrations of both reactants for 
immunoprecipitation to occur. The line of precipitation becomes a barrier for the further 
diffusion of the reactants, and so the precipitin band is stable. If the antigen preparation 



is heterogeneous and the antiserum is a heterogeneous mixture of antibodies, different 
bands form for each pair of antigen and antibody reacting, at positions dependent on 
concentration and molecular weight of each. The number of lines indicates the number 
of antigen–antibody systems reacting in the gel. The ability of immunodiffusion to 
separate different antigen–antibody systems yields a convenient estimate of antigen 
purity or antibody specificity.

In the most widely used Ouchterlony method of double diffusion in two dimensions ( 85 ), 
three or more wells are cut in an agarose gel in a dish in the pattern shown in Fig. 14. 
Antigen a or b is placed in the upper wells, whereas antiserum containing anti-a or 
anti-b antibody is placed in the lower well. Each antigen–antibody reaction system 
forms its own precipitin line between the wells. As shown in Fig. 14A, this should extend 
an equal length on both sides of the wells. When different antigens are present in 
different wells ( Fig. 14C), the precipitating systems do not interact immunochemically, 
and so the precipitin lines cross. However, when the same antigen is present in both 
wells ( Fig. 14B), each line of precipitation becomes a barrier for the antigen and 
antibody involved, preventing them from diffusing past the precipitin line. This shortens 
the precipitin line on that side of the well. In addition, antigen diffusion from the 
neighboring wells shifts the zone of antigen excess, causing the equivalence line to 
deviate downward and meet between the two wells. Complete fusion of precipitin lines 
with no spurs is called a line of identity, which indicates that the antigen in each well 
reacts with all the antibody capable of reacting with antigen in the other well.

 
FIG. 14. Immunodiffusion of two components in two dimensions. Cross-reactions 
produce inhibition ( shortened bands) or deviation ( curved bands). Lines of identity are 
shown in B and D. From Ouchterlony O, Nilsson LA. Immunodiffusion and 
Immunoelectrophoresis. In Weir DM, ed. Handbook of experimental immunology.  
Oxford, UK: Blackwell Science, 1978:19.1–19.44. ( 85 ), with permission.

The great analytical power of this method is shown in Fig. 14D. When a mixed antigen 
sample is placed in one well and pure antigen b is placed in the other well, antiserum to 
a plus b gives the pattern shown. Two precipitin lines form with the left well and one 



precipitin line with the right well. The line of complete fusion allows the investigator to 
identify the second band as antigen b; the first band is antigen a. From their relative 
distance of migration, we can conclude that antigen a is in excess over antigen b, if 
their diffusion coefficients are comparable and both antibodies are present in equal 
amounts. Finally, because the precipitin line of antigen a–anti-a is not shortened at all, 
there is no contamination of the right sample with antigen a, and the two antigens do 
not cross-react.

It is worth reemphasizing at this point that the type of cross-reactivity detected by this 
Ouchterlony double immunodiffusion in agar is what we have defined previously as type 
2 cross-reactivity. The method is not really suitable for measuring affinity differences, 
which are required for quantitating type 1 cross-reactivity. Also, note that sensitivity can 
be increased by use of radioactive antigen and detection of the precipitate by 
autoradiography.

Immunoelectrophoresis

Some antigen–antibody systems are too complex for double immunodiffusion analysis, 
either because there are too many bands or because the bands are too close together. 
Immunoelectrophoresis combines electrophoresis in one dimension ( Fig. 15) with 
immunodiffusion in the perpendicular direction. In the first step, electrophoresis 
separates the test antigens according to charge and size—in effect, separating the 
origin of diffusion of different antigens. This is equivalent to having each antigen start in 
a different well, as shown in Fig. 15A. A horizontal trough is then cut into the agar and 
filled with antiserum to all the components. Immunodiffusion occurs between the 
separated antigens and the linear source of antibody. The results for a mixture of three 
antigens after electrophoresis approximate those shown for three antigens in separate 
wells ( 85 ). Fusion, deviation, and inhibition between precipitin lines can be analyzed as 
described previously. The resolution of each band is somewhat decreased, because of 
widening of the origin of diffusion during electrophoresis. However, the immunodiffusion 
of unseparated human serum proteins, for example, is greatly facilitated by prior 
electrophoresis. Starting from a single well, only the heavier bands would be visible. 
However, prior electrophoresis makes it possible for each electrophoretic species to 
make its own precipitin line. Monospecific antiserum can be placed in a parallel 
horizontal trough, so that each band of precipitation can be identified ( Fig. 15B). 
Immunoelectrophoresis is commonly used to diagnose myeloma proteins in human 
serum. The unknown serum is placed in wells and electrophoresed; this is followed by 
immunodiffusion against antihuman serum, antihuman ?antiserum, or antihuman ? 
antiserum. A widening in the arc of IgG precipitation with antiserum specific for IgG, A 
or M heavy chains or for ? or ? light chains human immunoglobulin serum suggests the 
presence of an abnormal immunoglobulin species. At this same electrophoretic mobility, 
a precipitin line with anti-? reactivity but not anti-? reactivity, or vice versa, strongly 
suggests the diagnosis of myeloma or monoclonal gammopathy, because these 
proteins are known to arise from a single clone that synthesizes only one or the other 
light chain. All normal electrophoretic species of human immunoglobulins contain both 
light chain isotypes, although ? exceeds ? by the ratio of 2:1 in humans. As shown in 
Fig. 15C, the abnormal arc with ? mobility reacts with anti-IgG and anti-? antiserum but 



not with anti-? antiserum. Thus, it is identified as an IgG-? monoclonal protein.

 
FIG. 15. Immunoelectrophoresis. A sample containing multiple components is 
electrophoresed in an agarose gel, which separates the antigens in the horizontal 
dimension. Then a horizontal trough is cut into the gel, and antiserum is added. 
Immunodiffusion between the separated antigens and the trough is equivalent to having 
separate wells, each with a different antigen ( 85 ). This technique is used to identify a 
myeloma protein in human serum. Sera from the patient or normal individual were 
placed in the circular wells and electrophoresed. Antisera were then placed in the 
rectangular troughs, and immunodiffusion proceeded perpendicular to the direction of 
electrophoresis. The abnormally strong reaction with anti–immunoglobulin G (IgG) and 
anti-?, but no reaction with anti-? antibodies, indicates a monoclonal protein (IgG, ?), 
because polyclonal immunoglobulin should react with both anti–light-chain antisera. 
Failure to form a band with anti-IgM and a reduced band with anti–immunoglobulin A 
show typical reduction of normal immunoglobulins in this disease. (Photograph courtesy 
of Theresa Wilson, National Institutes of Health, Clinical Chemistry Section.)

Hemagglutination and Hemagglutination Inhibition

Hemagglutination A highly sensitive technique yielding semiquantitative values for the 
interaction of antibody with antigen involves the agglutination by antibodies of red blood 
cells coated with the antigen ( 90 ). Because the antigen is not endogenous to the red 
blood cell surface, the reaction is called passive hemagglutination. Untreated red blood 
cells are negatively charged, and electrostatic forces oppose agglutination. After 
treatment with tannic acid (0.02 mg/mL for 10 minutes at 37°C), however, they clump 
readily. Untreated red blood cells are easily coated with polysaccharide antigens, which 
they adsorb readily. After tanning, the uptake of some protein antigens is good, 



resulting in a sensitive reagent, whereas for others it tends to be quite variable; this has 
been the limiting factor in the usefulness of this method for certain antigens. Apparently, 
slightly aggregated or partially denatured protein antigens are adsorbed preferentially ( 
90 ). The test for specific antibodies is done by serially diluting the antiserum in the 
U-shaped wells of a microtiter plate and adding antigen-coated red blood cells. In the 
presence of specific antibodies, agglutinated cells settle into an even carpet covering 
the round bottom of the well. Unagglutinated red blood cells slide down the sides and 
form a button at the very bottom of the well. The titer of a sample is the highest dilution 
at which definite agglutination occurs. With hyperimmune antisera, inhibition of 
agglutination is observed at high doses of antibody; this is termed a prozone effect. Two 
interpretations have been offered: one is that, at great antibody excess, each cell is 
coated with antibody, so cross-linking by the same antibody molecule becomes 
improbable. The second interpretation is the existence of some species of inefficient or 
“blocking” antibodies that occupy antigen sites without causing aggregation of cells ( 7 ). 
To ensure antigen specificity, the antiserum should be absorbed against uncoated red 
blood cells before the assay, and an uncoated red blood cell control should be included 
with each assay. The advantage of this test is its greater sensitivity, inasmuch as 
molecular events are amplified by the agglutination of an entire red blood cell. Antigen 
specificity is the same as for immunoprecipitation. IgM is up to 750 times more efficient 
than IgG at causing agglutination, which may affect interpretation of data based on 
titration. The titer may vary by a factor of 2 simply because of subjective estimates of 
the endpoint. 
Hemagglutination Inhibition Once the titer of an antiserum is determined, its 
interaction with antigen-coated red blood cells can be used as a sensitive assay for 
antigen. Varying amounts of free antigen are added to constant amounts of antibody 
(diluted to a concentration twofold higher than the limiting concentration producing 
agglutination). Agglutination is inhibited when half or more of the antibody sites are 
occupied by free antigen. In a similar manner, the assay can be used for the detection 
and quantitation of anti-idiotype antibodies that react with the variable region of 
antibodies and sterically block antigen binding. 

Immunoblot (Western Blot)

A most useful technique in the analysis of proteins is polyacrylamide gel electrophoresis 
(PAGE), in which charged proteins migrate through a gel in response to an electric field. 
When ionic detergents such as sodium dodecyl sulfate are used, the distance traveled 
is inversely proportional to the logarithm of molecular weight. The protein components 
of complex structures, such as viruses, appear as distinct bands, each at its 
characteristic molecular weight. Because antibodies may be unable to diffuse into the 
gel, it is necessary to transfer the protein bands onto a nitrocellulose membrane support 
first, so they can be detected by specific antibodies. The locations of the antigens on 
the membrane are a faithful reproduction of the locations in the gel, and now it is easy 
to detect antibody binding to the specific bands that correspond to protein antigens ( 91 

).

The immunoblot is often used to detect viral proteins with specific antibodies that bind 
to these proteins on the nitrocellulose blot. Then a second antibody, which is either 
enzyme conjugated or radiolabeled, is used to detect the antigen–antibody band. The 



enzyme causes a localized color reaction that reveals the location of the antigen band, 
or the radiolabel is detected by exposing the nitrocellulose to photographic film. Crude 
viral antigen preparations can be used, because only bands that correspond to viral 
antigens are detected by antibodies, and this accounts for the specificity of the assay.

Typical results are shown in Fig. 16. Human immunodeficiency virus type 1 (HIV-1) was 
cultured in susceptible H9 cells, and the virus concentrated from the cell supernatant by 
sedimentation. The viral proteins were separated by PAGE and detected by 
immunoblot, using the serum of infected patients. Each antigen band recognized by the 
antiserum has been identified as a viral component or precursor protein. With 
monospecific antisera, it can be shown that the glycoprotein (gp) 160 precursor is 
processed to the gp120 and gp41 envelope proteins, a p66 precursor is processed to 
the p51 mature form of reverse transcriptase, and a p55 precursor becomes the p24 
and p17 core antigens of the virus ( 92 ). The practical uses of the HIV Western blot 
include diagnosing infection, screening blood units to prevent HIV transmission, and 
testing new vaccines.

 
FIG. 16. A: Western blot technique. The antigen preparation is run through a 
polyacrylamide gel, which separates its components into different bands. These bands 
are then transferred to paper by electrophoresis in the horizontal dimension. The paper 
is cut into strips. Each strip is incubated with test antibodies, followed by further 
incubation with enzyme-labeled second antibodies. If the test antibodies bind to the 
component antigens, they will produce discrete dark bands at the corresponding 
positions on the strip. B: Clinical specimens from patients with acquired 
immunodeficiency syndrome tested on strips bearing human immunodeficiencyvirus–1 
viral antigens, showing antibodies to viral gag (p15/17, p24, and p55 precursor), pol 
(p66 and possibly p32), and env (gp41 and gp120) proteins. Lane 1 is the negative 
control, and lanes 2 to 4 are sera from three different patients.

Surface Plasmon Resonance

In surface plasmon resonance (SPR), the electromagnetic properties of light are used 
to measure the binding affinity of a variety of biological molecules, including 
antigen–antibody pairs. In this method, polarized light passes through a glass plate 
coated on the back surface with a thin metal film, usually gold. Biological materials 
binding to the metal film behind the plate can alter its refractive index in ways that affect 



the angle and intensity of reflected light.

At angles close to perpendicular, light passes through the glass, although it bends at 
the interface because of differences in the refractive index of glass and what is behind 
it. Above a certain angle, called the critical angle, bending is so great that total internal 
reflection occurs. Small changes in refractive index behind the glass can be detected as 
significant changes in the critical angle, where light reflection occurs, and in the intensity 
of reflected light at this angle. By reading the reflected light intensity in a diode array 
detector, the critical angle and intensity can be determined simultaneously.

Because of the wave nature of light, the effect of refractive index in the gold film 
extends about one wavelength beyond the glass, or about 300 to 700 nm ( 93 ). Within 
this layer, if an antigen is covalently attached to the gold, then antibody binding can be 
detected as a change in refractive index, resulting in a different critical angle and a 
different intensity of the reflected light.

SPR systems have three essential features ( 94 ): an optical system that allows 
determination of the critical angle and light intensity at the same time; a coupling 
chemistry that links antigen or antibody to the gold surface; and a flow system that 
rapidly delivers the complete molecule in the mobile phase. Therefore, SPR can 
measure the rate of binding, rather than the rate of diffusion. Because binding causes a 
physical change in the gold film, there is no need to label the antibody with radioactivity 
or to detect binding with an enzyme conjugated to a second antibody. Under optimal 
conditions, molecular binding interactions can be followed in real time.

A typical SPR experiment is shown in Fig. 17. HIV gp120 of type IIIB (left panel) or MN 
(right panel) were fixed to the gold layer, and various concentrations of monoclonal 
antibody to gp120 were added to the flow cell ( 95 ). Over the first 1,000 seconds, 
antibody binding was measured as a change in reflected light (in response units), 
allowing a calculation of the rate constant for the forward reaction of antibody binding. 
Once the signal reached a plateau, antibody was washed out of the flow cell, and the 
decrease in SPR signal over time indicated the rate at which antibody came off the 
antigen. The “on rate” for antibody binding to IIIB gp120 (left) was about twice as fast as 
for MN at each antibody concentration. However, the “off rate” was about 50-fold slower 
for MN than for IIIB. Combining these kinetic results indicates much greater binding 
affinity for gp120 of MN type, which may explain the observation that MN type virus was 
10-fold more sensitive to neutralization by this antibody than was the IIIB strain.



 
FIG. 17. Monoclonal antibody to glycoprotein 120 was introduced into the flow cell at 
time 0, and antibody binding was monitored over time as a change in the critical angle, 
measured in response units. After 1,000 seconds, free antibody was washed out, and 
the release of bound antibody was measured as a decrease in refractive index. Lower 
affinity binding to glycoprotein 120 from the IIIB strain ( left) was shown as a faster “off 
rate,” in comparison with the very slow rate of antibody release from the MN strain ( 
right). These results, obtained under nonequilibrium conditions, provide direct 
measurement of the forward and reverse rate constants for antibody binding, and the 
ratio of these two provides the affinity constant. Modified from ( 95 ), with permission.

MONOCLONAL ANTIBODIES

Homogeneous immunoglobulins have long played important roles in immunological 
research. Starting in the 1950s, Kunkel and colleagues studied sera from human 
patients with multiple myeloma and recognized the relationship between abnormal 
myeloma proteins and normal serum globulins ( 96 ). Potter and colleagues 
characterized numerous mouse myeloma tumors and identified the antigenic 
specificities of some of them ( 97 ). Human and mouse myeloma proteins were studied 
as representative immunoglobulins and recognized for the advantages they had with 
proteins as diverse as antibodies in studies of immunoglobulin structure, function, and 
genetics. It was not yet possible, however, to induce monoclonal immunoglobulins of 
desired specificity.

This goal was achieved by the introduction of hybridoma technology by Köhler and 
Milstein ( 1 , 98 ) and by Margulies et al. ( 99 ) in the 1970s. Since that time, monoclonal 
antibodies have come to play an enormous role in biological research and applications. 
They offer as advantages the relative ease of the production and purification of large 
quantities of antibody, the uniformity of antibody batches, and the ready availability of 
immunoglobulin messenger RNA and DNA from the hybrid cell lines.

Derivation of Hybridomas

Hybridomas producing monoclonal antibodies are generated by the somatic cell fusion 
of two cell types: antibody-producing cells from an immunized animal, which by 
themselves die in tissue culture in a relatively short time, and myeloma cells, which 
contribute their immortality in tissue culture to the hybrid cell. The myeloma cells are 
variants carrying drug selection markers, so that only the myeloma cells that have fused 
with spleen cells providing the missing enzyme will survive under selective conditions. 
In initial work, researchers used myeloma cells that secreted their own immunoglobulin 
products, but later such fusion partners were replaced by myeloma variants that fail to 



express immunoglobulin ( 100 , 101 ), so that the fused cell secretes exclusively antibody 
of the desired specificity. Successful hybridoma production is influenced by the 
characteristics of the cell populations (immune lymphocytes and myeloma fusion 
partner), the fusion conditions, and the subsequent selection and screening of the 
hybrids. A diagrammatic version of the overall process of hybridoma derivation is 
presented in Fig. 18.

 
FIG. 18. Production of hybridomas. Steps in the derivation of hybridomas can be 
outlined as shown. Spleen cells from immunized donors are fused with myeloma cells 
bearing a selection marker. The fused cells are then cultured in selective medium until 
visible colonies grow, and their supernatants are then screened for antibody production.

In this section, we do not attempt to provide a detailed, step-by-step protocol for 
laboratory use. For that purpose, the reader is referred to monographs and reviews on 
the subject, including a detailed laboratory protocol with many hints and mention of 
problems to avoid ( 102 ).

Hybridomas Derived from Species Other than Mice Laboratory mice are the species 
most commonly immunized for hybridoma production, but for a variety of reasons, other 
animal species often have advantages. If an antigen of interest is nonpolymorphic in the 
mouse, the mouse component might be immunogenic in other species, whereas mice 
would be tolerant to it. In the case of hybridomas for clinical use, mouse antibodies 
have the drawback of inducing antimouse immunoglobulin immune responses with 
possible deleterious effects; therefore, derivation of human hybridomas is important. 
Several approaches to the derivation of hybridomas in species other than mouse have 
been taken. First, interspecies hybridization can be performed with mouse myeloma 
fusion partners. The resulting hybrids are often unstable and throw off chromosomes, 



but it is sometimes possible to select clones that produce antibody in a stable manner. 
Examples of this include rat-mouse fusion to produce antibody to the mouse 
crystallizable fragment (Fc) receptor ( 103 ), and hamster-mouse fusion to produce 
antibody to the mouse CD3 equivalent ( 104 ). Rabbit-mouse hybridomas have also been 
described ( 105 ). A second approach is the use of fusion partner cells from the desired 
species. Myeloma variants carrying drug selection markers are available in a number of 
species. A rat myeloma line adapted for this purpose, IR983F, was described by Bazin ( 
106 ). This approach avoids some of the instability in interspecies hybrids and allows 
ascites production in homologous hosts. Production of human hybridomas is of special 
importance, because their use in therapies would avoid the problem of human immune 
responses to immunoglobulin derived from other animal species. Because of its clinical 
importance, this subject is discussed in detail in the later section on applications. 
Use of Gene Libraries to Derive Monoclonal Antibodies Monoclonal antibodies 
produced by hybridoma technology are derived from B cells of immunized animals. An 
alternative technology entails the use of gene libraries and expression systems instead. 
This approach has the advantages of avoiding labor-intensive immunizations of animals 
and the screening of antibody-containing supernatants. Another advantage of the 
approach is circumventing tolerance. It is possible to derive monoclonal antibodies to 
antigens expressed in the animal species that donated the gene library, including highly 
conserved antigens for which there may be no available responder that does not 
express the antigen. The first version of such an approach involved preparation of V H 
and V L libraries and expression of the libraries in bacteria. Further development of the 
system led to use of V H and V L libraries made separately and then to preparation of a 

combinatorial library by cleaving, mixing, and religating the libraries at a restriction site ( 
107 , 108 ). A linker can be used so that both V H and V L can be expressed on one 
covalent polypeptide; the flexibility of the linker allows association of the V H and V L in 

a ormal three-dimensional configuration and thus formation of an antigen-binding site ( 
108 ). Another innovation involves expression of V H and V? genes on the surface of 
bacteriophage as fusion proteins with a phage protein, to permit rapid screening of 
large numbers of sequences ( 108 , 109 and 110 ). Adsorption of antibody-bearing phage on 
antigen-coated surfaces allows positive selection of phage containing DNA that 
encodes the desired variable reginal fragment (Fv). This technique can be applied to 
combinatorial variable region gene libraries ( 109 , 110 ). Human antibody gene sequences 
can be recovered by polymerase chain reaction from peripheral blood cells ( 111 ), bone 
marrow ( 112 ), or human cells reimmunized in mice with severe combined 
immunodeficiency disease ( 113 ). The phage display technique can then be used to 
select antigen-binding clones and derive human reagents of desired specificity, such as 
antibody to hepatitis surface antigen ( 111 ) or HIV envelope ( 112 ). One limitation in the 
phage library technique initially was low affinity of the monoclonal antibodies derived. 
Because they were generated by a random process and not subject to further somatic 
mutation, they did not achieve the exquisite fit of antibodies produced in vivo. Several 
approaches have since been used to improve affinities. Hypermutation and selection 
has been achieved in vitro through the use of a bacterial mutator strain ( 114 ). The 
process involves multiple rounds of mutation, followed by growth in nonmutator 
bacteria; selection for high-affinity binding then leads to an overall 100-fold increase in 
affinity ( 114 ). Improved affinity has also been achieved by use of site-directed 



mutagenesis to alter residues in hypervariable regions affecting dissociation rates ( 115 ). 
Because arbitrary combinatorial possibilities of V H and V L can occur in the various 
libraries discussed previously, the antibodies generated do not reflect the combinations 
actually selected and expressed in immune responses ( 107 ). It has been suggested ( 109

 ) that a “natural library” could be recovered by recovering variable region genes from 
individual cells through polymerase chain reaction. However, recovering genes from a 
large enough number of representative cells does not seem a reasonable or efficient 
approach to repertoire studies. Thus, the combinatorial library technology does not 
replace hybridoma technology for many immunological studies, including studies of the 
immune repertoire and patterns of its expression in immune responses. What 
combinatorial gene libraries do provide is a powerful way to derive antibody reagents of 
desired specificity, including some that would not occur naturally and thus could not be 
derived by other means. 

Applications of Monoclonal Antibodies

Since monoclonal antibodies can be made easily and reproducibly in large quantities, 
they allow many experiments that were not possible or practical before. Affinity 
chromatography based on monoclonal antibodies can be used as a step in purification 
of molecular species that are difficult to purify chemically. Homogeneous antibody can 
be crystallized and can also be crystallized together with antigen to permit the study of 
the structure of antibody and of antigen–antibody complexes by x-ray diffraction. 
Homogeneous antibodies are also very valuable in the study of antibody diversity. Such 
analyses have revealed much about the roles of somatic mutation, changes in affinity, 
and changes in clonal dominance in antibody responses.

Catalytic Antibodies One area of interest is the use of antibody molecules to catalyze 
chemical reactions ( 116 ). In this role, antibodies serve as an alternative to enzymes, an 
alternative that can be customized and manipulated more easily in some cases. 
Enzymes can also be custom designed by site-directed mutagenesis of genes for 
natural enzymes and selection of ones with altered properties. However, the enormous 
diversity of the immune repertoire provides a huge pool of possible structures that do 
not require individual laboratory synthesis. The concept of antibodies as catalysts was 
proposed in 1952 by D. W. Woolley [cited by Lerner et al. ( 116 )]. Use of homogeneous 
antibodies permitted identification of some with significant catalytic effects; MOPC167 
accelerates the hydrolysis of nitrophenyl-phosphorylcholine by 770-fold ( 117 ). 
Polyclonal antibodies have also been reported to possess detectable enzymatic activity 
( 118 ). With the advent of hybridoma technology, purposeful selection of antibodies with 
potent enzymatic function became possible. Antibodies have been characterized that 
catalyze numerous chemical reactions, with rates nearing 10 8-fold above the 
spontaneous rate [reviewed by Lerner et al. ( 116 )]. One common strategy for elicitation 
of such antibodies is immunization with transition state analogs ( 119 ), although there 
are other strategies ( 120 ). Antibodies function as catalysts in a stereospecific manner ( 
121 ), a valuable property. Why would binding of an antibody to a compound catalyze 
covalent bond changes? The possibilities are similar to those for enzymes. To 
accelerate a reaction, an antibody has to lower the activation energy barrier to the 
reaction, which means lowering the energy of the transition state by stabilizing it. This 



can be achieved because of the contribution of the binding energy to the overall energy 
of the transition state. For this reason, an antibody that recognizes the transition state is 
favorable, and immunizations with analogues of the transition state have advantages. 
Antibodies can serve as what has been termed an entropy trap ( 116 ): Binding to the 
antibody “freezes out” the rotational and translational degrees of freedom of the 
substrate and thus makes a chemical reaction far more favorable energetically. 
Interactions with chemical groups on the antibody can neutralize charges or bury 
hydrophobic groups, thereby stabilizing a constrained transition state. Molecular 
mechanisms of antibody-mediated catalysis vary, as do enzymatic reactions ( 120 , 122 ). 
Discovery of such catalytic antibodies opens practical opportunities: antibodies can be 
customized for an application by appropriate selection, produced relatively cheaply, and 
purified easily. Catalytic antibodies can be developed to perform chemical reactions for 
which no enzyme is available. They can shield intermediates from solvent: for example, 
allowing reactions that do not occur in aqueous solution ( 123 ). They can form peptide 
bonds ( 124 ), which suggests a new approach to polypeptide synthesis. Thus, catalytic 
antibodies will probably have many practical applications. 
Bispecific and Bifunctional Antibodies Antibodies produced naturally by a single B 
cell have only one binding site specificity, and their effector functions are determined by 
the structure of the Fc domain. The availability of monoclonal antibodies made possible 
the generation of many artificial antibodies as cross-linking reagents, by linking binding 
sites of two specificities to form bispecific antibodies. Various techniques have been 
used to prepare such hybrid or bispecific antibodies, and they have been put to a 
variety of uses. In addition, antibody binding sites can be linked to other functional 
domains such as toxins, enzymes, or cytokines to create “bifunctional antibodies” ( 125 ). 
One of the most powerful uses of hybrid antibodies is in redirecting cytolytic cells to 
targets of a defined specificity. In one early demonstration of this use ( 126 ), a 
monoclonal antibody specific for the Fc? receptor and another specific for the hapten 
dinitrophenyl were chemically cross-linked. In the presence of this hybrid antibody, Fc? 
receptor–bearing cells were able to lyse haptenated target cells specifically. The Fc? 
receptor played a critical role; antibody to MHC class I antigens on the cell could not be 
substituted. Antibody to the T cell receptor complex has also been used extensively to 
redirect T cell lysis to desired targets. For example, anti-CD3 was cross-linked to 
antitumor antibodies and mixed with effector cells. These “targeted T cells” were able to 
inhibit the growth of human tumor cells in vivo in nude mice ( 127 ). Bispecific antibodies 
have also been used to alter the tropism of a viral gene therapy vector to target specific 
cells ( 128 ). Cumbersome cross-linking chemistry can now be replaced by genetic 
engineering for creation of designer antibodies ( 125 ). Bifunctional and bispecific 
antibodies can be engineered as single chain variable fragment (scFv) constructs or by 
specialized strategies with two chains. Many different configurations are possible and 
can be used to make multivalent reagents as well as reagents with one site of each 
specificity. Tags can be built in by fusion of additional sequence such as streptavidin, 
or, as mentioned previously, antibody domains can be combined with other functional 
domains such as toxins, enzymes, or cytokines. 
Clinical Applications The possible clinical uses of monoclonal antibodies are many. In 
vitro, they are widely used in RIA and ELISA measurements of substances in biological 
fluids, from hormones to toxins. They are also extremely valuable in flow cytometric 
assays of cell populations using antibodies specific for differentiation antigens 
expressed on cell surfaces. Monoclonal antibodies plus complement or 



toxin-conjugated monoclonal antibodies have also been used to remove T cells from 
bone marrow before transplantation ( 129 ). In vivo, monoclonal antibodies are already in 
use or in trials for a variety of purposes [reviewed by Waldmann ( 130 ) and Berkower ( 
131 )]. Monoclonal antibody OKT3 directed to a marker on human T-lymphocytes is used 
as a treatment for rejection reactions in patients with kidney transplants ( 132 ). Other 
monoclonal antibodies—for example, indium 111–labeled CYT-103, referred to as 
Oncoscint ( 133 )—are used as diagnostic tumor imaging reagents. Monoclonal 
antibodies have now been approved for a variety of therapeutic uses ( 134 ). Cancer 
therapies use either unconjugated monoclonal antibody ( 130 , 135 , 136 , 137 , 138 and 139 ) or 
toxin-coupled ( 140 , 141 ) or radiolabeled monoclonal antibody ( 135 , 139 , 142 ). Other 
therapies studied include anti-lipopolysaccharide for treatment of sepsis, 
anti–interleukin-6 receptor for treatment of multiple myeloma, anti–immunoglobulin E for 
treatment of allergy [surveyed by Berkower ( 131 )], anti–tumor necrosis factor for 
treatment of arthritis ( 143 , 144 ), anti–respiratory syncytial virus for prevention of the 
disease-related morbidity and mortality in infants ( 145 , 146 ), and anti–interleukin-2 
receptor for prevention of graft rejection ( 139 ). In the specialized case of B cell 
lymphoma, monoclonal anti-idiotypes against the idiotype expressed by the patient’s 
tumor have been tested as a “magic bullet” therapy ( 147 ). Active immunization of the 
patient with idiotype has the advantage that escape mutants ( 148 ) are less likely to 
emerge because multiple idiotopes are recognized. Another approach under study is 
immunization with not idiotype as protein but plasmid DNA encoding patient idiotype ( 
149 ). This approach would have additional advantages, such as ease of preparing 
customized reagents for each patient. 
Production of Human or Humanized Monoclonal Antibodies Many of the side 
effects of monoclonal antibodies in clinical use originate from the foreign 
immunoglobulin constant regions. Recognition of foreign immunoglobulin epitopes can 
lead to sensitization and thereby preclude subsequent use of different monoclonal 
antibodies in the same individual. Thus, monoclonal antibodies with some or all 
structure derived from human immunoglobulin have advantages. Several approaches 
have been taken: fusion of human cells with animal myelomas or with human tumor 
cells of various kinds ( 150 , 151 ) and use of the Epstein-Barr virus to immortalize 
antibody-producing cells ( 152 ). Production of populations of sensitized human cells to 
be fused presents another special problem, because the donors cannot be immunized 
at will. In one example, in vitro stimulation of lymphocytes with antigen followed by 
fusion with mouse myeloma cells has been used to generate a series of antibodies to 
varicella zoster ( 153 ). Another approach to production of monoclonal antibodies with 
human characteristics involves application of genetic engineering. The part of the 
antibody structure recognized as foreign by humans can be minimized by combining 
human constant regions with mouse variable regions ( 154 , 155 ) or even just mouse 
hypervariable segments ( 156 ) by molecular genetic techniques. Antigen-binding 
specificity is retained in some cases, and the “humanized” chimeric molecules have 
many of the advantages of human hybridomas. Production of fully human monoclonal 
antibodies in transgenic mice has now been achieved by multiple laboratories. The 
strategy has involved insertion into the mouse germline of constructs containing clusters 
of human immunoglobulin V, D, J, and C genes to generate one transgenic line and 
targeted disruption of the mouse heavy chain and ? chain loci to generate another 



transgenic line. From these two lines, mice that express only human antibodies are then 
bred. To show feasibility of this approach, cosmids carrying parts of the human heavy 
chain locus were used to make transgenic mice ( 157 ). The next step was to produce 
mice carrying human genes for both heavy and light chains to generate a functional 
human repertoire. Several groups using different technologies constructed heavy chain 
mini-loci containing functional V segments representing several major V region families, 
D and J segments, constant and switch regions, and enhancers. The researchers made 
? chain constructs that contained multiple functional V? segments, the J segments, C?, 
and enhancers ( 158 , 159 ). Mice that were homozygous both for the transgene loci and 
for disruption of the mouse heavy chain and ? light chain loci were bred; the mouse ? 
locus was left intact. The human immunoglobulin genes could rearrange in the mouse 
genome, and expression of human immunoglobulin resulted. If these mice were 
immunized with a fragment of tetanus toxin, resulting antibodies included some that 
were fully human ( 159 ). In one of the studies ( 158 ), serum contained human µ, ?1, and 
?, as well as mouse ? and ?. Immunization of such mice with various antigens led to 
class switching, somatic mutation, and production of human antibodies with affinities of 
almost 10 8. Immunoglobulin expression in these mice demonstrates cross-species 
compatibility of the components involved in antibody gene rearrangement and 
diversification. The mice also provide a responder able to provide fully human 
antibodies to clinically important antigens, and they have the advantage that they are 
not tolerant to human antigens, such as the human immunoglobulin E and human CD4 
used by Lonberg et al. ( 158 ). 
Nucleotide Aptamers: an Alternative to Monoclonal Antibodies Antibodies are not 
the only biological macromolecules that have evolved to permit an enormous range of 
specific structures. Oligonucleotides selected for the ability to bind a ligand with high 
affinity and specificity are termed aptamers and can be used in many of the ways that 
antibodies have been used. Selection, properties, and uses of aptamers have been 
reviewed ( 160 ). Aptamers have the advantage that their production does not require 
animals or cell culture. These well-defined reagents may be used increasingly in 
diagnostic testing and are also being tested in clinical trials for use as imaging agents or 
therapeutics. 

Specificity and Cross-Reactivity

Specificity of Monoclonal Antibodies Because all the molecules in a sample of 
monoclonal antibody have the same variable region structure, except for variants 
arising after cloning, they all have the same specificity. This uniformity has the 
advantage that batches of monoclonal antibody do not vary in specificity, as polyclonal 
sera often do. The most obvious fact about cross-reactions of monoclonal antibodies is 
that they are characteristic of all molecules and cannot be removed by absorption 
without removing all activity. An exception would be an apparent cross-reaction 
resulting from a subset of denatured antibody molecules, which could be removed on 
the basis of that binding. The homogeneity of monoclonal antibodies allows refinement 
of specificity analysis that was not possible with polyclonal sera. A few examples follow. 
First, monoclonal antibodies can be used to distinguish closely related ligands in cases 
in which most antibodies in a polyclonal serum would cross-react, and thus absorption 
of a serum would not leave sufficient activity to define additional specificities. This ability 
is useful in, for example, designing clinical assays for related hormones. Such fine 



discrimination also allows the definition of new specificities on complex antigens. When 
large numbers of monoclonal antibodies specific for class I and class II MHC antigens 
were analyzed, some possessed specificities that could not be defined with existing 
polyclonal antisera ( 161 , 162 and 163 ). On the other hand, monoclonal antibodies are also 
a powerful tool for demonstrating similarities rather than distinctions between two 
antigens. In some cases, only a minor portion of an antibody response detects a 
cross-reaction, and so it is not detected by polyclonal reagents. For example, 
determinants shared by the I-A and I-E class II MHC antigens in the mouse were 
demonstrated with monoclonal antibodies ( 163 ), whereas they had been suspected but 
were difficult to demonstrate with polyclonal sera. Another type of fine specificity 
analysis possible only with monoclonal antibodies is the discrimination of spatial sites 
(epitope clusters) by competitive binding. In some cases, such epitope clusters 
correspond to specificities that are readily distinguished by other means. However, in 
other cases, the epitope clusters may not be distinguishable by any serologic or genetic 
means. An example is the splitting of the classical specificity Ia.7 into three epitope 
clusters by competitive binding with monoclonal antibodies ( 163 ). The epitopes cannot 
be distinguished genetically, because all three are expressed on cells of all Ia.7-positive 
mouse strains. Thus, polyclonal sera cannot be absorbed to reveal the different 
specificities. Only with the use of monoclonal antibodies were the epitopes 
distinguished from each other. The importance of this type of analysis is shown by 
another example, the definition of epitope clusters on CD4, a surface molecule on a 
subset of human T cells that also functions as the receptor for HIV. Monoclonal 
antibodies to CD4 can be divided into several groups on the basis of competitive 
inhibition ( 164 ). The cluster containing the site recognized by OKT4A is closely related 
to virus infection, because antibodies to this site block syncytium formation. The cluster 
recognized by OKT4, however, is not related to infection since antibodies to it do not 
block syncytium formation ( 164 ), and cells expressing variant forms of the CD4 
molecule lacking the OKT4 epitope can still be infected by HIV ( 165 ). This information 
about the sites on the molecule is important in understanding the molecular interactions 
of virus with its receptor and may be useful in designing vaccine candidates. Although 
most antibodies are not MHC-restricted in their recognition of antigens, which 
distinguishes them from T-cell receptors, it is possible to select antibodies that 
recognize peptide-MHC complexes ( 166 , 167 and 168 ) (MHC-restricted antipeptide 
antibodies or peptide-dependent anti-MHC class I antibodies). Several monoclonal 
antibodies that require both a certain MHC class I antigen and a particular peptide for 
reactivity have been selected. Such monoclonal antibodies are useful reagents capable 
of detecting cells that present the appropriate peptide-MHC complexes on their 
surfaces ( 166 ). Such monoclonal antibodies may also be useful in dissection of T-cell 
responses. In one study, the monoclonal antibodies could inhibit interleukin-2 secretion 
by a T-cell hybridoma of corresponding specificity and could also block induction of 
cytotoxic T-lymphocytes, recognizing that epitope, when given in vivo during priming ( 
168 ). Such monoclonal antibodies have been used to address structural questions about 
antigen recognition by T and B cells ( 167 ). Such antibodies also appeared to skew the 
repertoire of T cells for this particular HIV peptide-MHC complex to specific T-cell 
antigen receptor Vß types and T-cell avidities ( 169 ). However, only very rare monoclonal 
antibodies have this type of specificity, they were purposely selected in the fusions, and 
so they do not provide a general comparison of T-cell antigen receptor and antibody 
characteristics. 



Cross-Reactions of Monoclonal Antibodies Monoclonal antibodies display many type 
1 cross-reactions, which emphasizes that antibody cross-reactions represent real 
similarities among the antigens, not just an effect of heterogeneity of serum antibodies. 
Even antigens that differ for most of their structure can share one determinant, and a 
monoclonal antibody recognizing this site would then give a 100% cross-reaction. It 
should be emphasized that sharing a “determinant” does not mean that the antigens 
contain identical chemical structures; rather, it means that they bear a chemical 
resemblance that may not be well understood, such as a distribution of surface 
charges. Antibodies to the whole range of antigens can react with immunoglobulins in 
idiotype–anti-idiotype reactions, showing a cross-reactivity of the same antibodies with 
proteins (the anti-idiotypes) and with the carbohydrates, nucleic acids, lipids, or haptens 
against which they were raised. 
Polyclonal Versus Monoclonal Antibodies When monoclonal antibodies first became 
available, some people expected that they would be exquisitely specific and would be 
superior to polyclonal sera for essentially all purposes. Further thought about the issues 
discussed previously, however, suggests that this is not always the case, and their 
superiority depends on the intended use of the antibodies. Not only do monoclonal 
antibodies cross-react, but when they do, the cross-reaction is not minor and cannot be 
removed by absorption. A large panel of monoclonal antibodies may be needed before 
one is identified with the precise range of reactivity desired for a study. In polyclonal 
sera, on the other hand, each different antibody has a distinct range of reactivity, and 
the only common feature would be detectable reactivity with the antigen used for 
immunization or testing. Thus, the serum as a whole may show only a low-titered 
cross-reaction with any particular other antigen, and that cross-reaction can be removed 
by absorption, leaving substantial activity against the immunizing antigen. For the 
purposes of an experiment, a polyclonal serum may be “more specific” than any one of 
its clonal parts and may be more useful. This concept is the basis of the theory of 
multispecificity (see previous discussion). Polyclonal sera also have advantages in 
certain technical situations, such as immunoprecipitation, in which multivalency is 
important. Many antigens are univalent with regard to monoclonal antibody binding but 
display multiple distinct sites that can be recognized by different components of 
polyclonal sera. Thus, a greater degree of cross-linking can be achieved. The ultimate 
serological reagent in many cases may well be a mixture of monoclonal antibodies that 
have been chosen according to their cross-reactions. The mixture would be better 
defined and more reproducible than a polyclonal antiserum and would have the same 
advantage of overlapping specificities. 

CONCLUSION

In conclusion, antibodies, whether monoclonal or polyclonal, provide a unique type of 
reagent that can be made with high specificity for almost any desired organic or 
biochemical structure, often with extremely high affinity. These can be naturally divalent, 
as in the case of IgG, or multivalent, as in the case of IgM, or they can be made as 
monovalent molecules such as Fab or recombinant variable fragments. They serve not 
only as a major arm of host defense, playing a major role in the protective efficacy of 
most existing antiviral and all antibacterial vaccines, but also as very versatile tools for 
research and clinical use. RIAs and ELISAs have revolutionized the detection of minute 
quantities of biological molecules, such as hormones and cytokines, and thus have 
become indispensable for clinical diagnosis and monitoring of patients as well as for 



basic and applied research. Current solid-phase versions of these take advantage not 
only of the intrinsic affinity and specificity of the antibodies but also of the implicit 
multivalency and local high concentration on a solid surface. Cross-reactivity of 
antibodies often provides the first clue to relationships between molecules that might 
not otherwise have been compared. Conversely, methods in which antigens are used to 
detect the presence of antibodies in serum have become widespread in testing for 
exposure to a variety of pathogens, such as HIV. Antibodies also provide specific 
reagents invaluable in the rapid purification of many other molecules by affinity 
chromatography. They have also become indispensable reagents for other branches of 
biology, such as in histocompatibility typing and phenotyping of cells with a myriad of 
cell-surface markers that were themselves discovered with monoclonal antibodies, and 
for separating these cells by fluorescence-activated cell sorting, panning, or 
chromatographic techniques. Monoclonal antibodies have also emerged as clinically 
important therapeutics in cancer, arthritis, organ graft rejection, and infectious diseases. 
Thus, antibodies are among the most versatile and widely used types of reagents 
today, and their use is constantly increasing. Understanding the fundamental concepts 
in antigen–antibody interactions therefore has become essential not only for an 
understanding of immunology but also for the effective use of these valuable molecules 
in many other fields.
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1This point is strictly true only for univalent ligands, but most multivalent ligands behave as effectively 
univalent at large antigen excess, at which this plateau is measured. For a more complete description of 
these concepts, see a physical chemistry text such as Moore’s ( 4 ). In this method, it is assumed that all 
binding sites are independent, as is generally true for antibodies and monovalent ligands. If there were 
either negative or positive cooperativity in binding, then the change in receptor occupancy that occurs 
when a large excess of unlabeled antigen is added would probably perturb the dissociation rate of 
radiolabeled antigen molecules already bound to other sites. Such fractionated antibodies may contain 
mixtures of antibodies to overlapping sites within a domain on the antigen, but as long as no two antibody 
molecules (or combining sites) can bind to the same antigen molecule simultaneously, the antigen still 
behaves as effectively monovalent. It is important to note that R 0 must be the limit of B/ F as F truly 

approaches zero. In a radioimmunoassay in which the concentration of tracer is significant compared to 1/ 
K, reducing the unlabeled ligand concentration all the way to zero will still not yield the true limit R 0. The 

tracer concentration must also be negligible. If not, R 0 will be estimated falsely low, and the affinity will 

also be underestimated. If only the antigen is multivalent and the antibody is monovalent, such as an Fab, 
the situation can be analyzed with the same statistical considerations discussed previously. In some 
treatments in which these statistical factors are not included in K 1 and K 2, the equivalent equation may 

be given as K obs = 2 K 1 K 2. An ambiguous case in which the distinction between the two types of 

cross-reactivity would be blurred could occur experimentally. For example, in the case of antibodies that 
all react with determinant X but have a very wide range of affinities for X, some such antibodies may have 
such a low affinity for cross-reactive determinant X' that they would appear not to bind X' at all. Then a 
competition curve with X' might appear to reach a plateau at incomplete inhibition even though all the 
antibodies were specific for X and the only difference between X and X' was affinity.
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The unique mysteries of antibody genes lie in the diversity of proteins that they encode. 
This diversity exists at several levels.

1. Most striking is the diversity of antigen-combining sites of these molecules. The 
classic studies of Karl Landsteiner suggested that the repertoire of binding 
specificities of antibodies is essentially unlimited. The diversity of binding 
specificities is explained by the diversity of amino acid sequences found in the 
N-terminal domain of both light and heavy chains: the variable (V) region. Each V 
region contains three subregions of especially high variability (hypervariable 
regions), which correspond to the loops of the protein that contact antigen, or 
complementarity-determining regions (CDRs), as discussed in Chapter 3. 
However, on the C-terminal end, the single domain of the light chain and the three 
(or four, depending on isotype) domains of heavy chains were found to be 
invariant within each class of light or heavy chains; these segments are 
designated constant (C) regions. As an explanation for the strict dichotomy 
between the diverse V regions and singular C region sequences, Dreyer and 
Bennett ( 1 ) proposed in 1965 that, for each class of immunoglobulin (Ig) genes, 



there might be only a single C region gene, which was encoded in the germline 
separately from the multiple V region genes; during the development of an 
antibody-producing cell, one of the V region sequences would become associated 
with the C region sequence, leading to a complete (V + C) gene, which the cell 
could then express. Thus, mechanisms that increase diversity in the isolated V 
region genes might leave the single C region gene at its distant locus untouched. 
This model, with its proposal of gene rearrangement occurring independently in 
each lymphocyte, was revolutionary in that it violated the then-accepted notion 
that deoxyribonucleic acid (DNA) is the same in all cells of the organism. There 
were two additional mysteries: In view of the fact that each B lymphocyte should 
contain two copies of each gene locus (i.e., from the maternally and paternally 
derived chromosomes), why does the cell express only a single light chain and a 
single heavy chain, as if the locus on the nonexpressed chromosome were 
somehow silenced (the phenomenon known as allelic exclusion)? And how can 
the fact that affinity of serum antibodies for antigen increases over a period of 
weeks after antigen exposure (the phenomenon of affinity maturation) be 
explained?

2. Apart from the diversity of V regions in both light and heavy chains, heavy chains 
exhibit a different sort of diversity that also deserves a molecular biological 
explanation: all developing B cells synthesize immunoglobulin M (IgM) initially and 
can switch heavy-chain isotype from µ to ?, e, or a only later in their maturation. 
As the expressed C region “switches,” the cell continues to express the same light 
and heavy-chain V regions, so that antigen specificity remains unchanged. Thus, 
in addition to understanding how, in different cells, a single C region can become 
associated with multiple different V regions (V-C recombination), we need to 
understand the molecular mechanism by which, within one lymphocyte, a single V 
region may become associated sequentially with several C regions (heavy-chain 
switch) must be understood.

3. A final level of diversity exhibited by Ig heavy chains is represented by the 
alternative forms of Ig found embedded in the membrane of B cells versus those 
in blood and secretions. Membrane immunoglobulins have C-terminal extensions 
containing hydrophobic amino acids that associate with membrane lipids, whereas 
secreted immunoglobulins lack this C-terminal piece but are otherwise identical to 
the membrane counterparts. Analysis of Ig genes has revealed how these two 
forms are encoded in the genome.

This chapter begins with a brief discussion of V gene assembly in heavy- and 
light-chain genes. The heavy-chain locus—including molecular explanations for the 
membrane forms of immunoglobulin—is then described, followed by descriptions of the 
J (“joining”) and C regions of the ? and ? loci. Next, the DNA recombination events 
underlying V gene assembly and the regulation of this process to maintain allelic 
exclusion are considered in detail. The chapter continues with a discussion of the 
germline repertoire of immunoglobulin genes of humans and mice and the 
combinatorial expansion of the repertoire resulting from V assembly recombination. A 
short discussion of the regulation of immunoglobulin gene expression follows. The 
chapter concludes with a discussion of the two alterations in Ig gene structure that 
occur in mature B cells stimulated in the germinal center environment: isotype switching 
and somatic hypermutation.



The investigations described in this chapter have been chosen from the literature to 
facilitate a clear exposition of the important issues rather than to provide a 
comprehensive compendium of data and references on Ig genes. In these descriptions, 
most of the discussion focuses on murine and human immunoglobulin genes. Murine 
genes were studied first because of the availability of pristane-induced murine 
myelomas of BALB/c mice, which served as convenient monoclonal sources of Ig 
protein for early structural studies. The same myelomas then provided messenger 
ribonucleic acid (mRNA) and DNA for molecular biology analysis. This work was greatly 
facilitated by the fact that these myelomas derived from the same genetic background: 
the inbred BALB/c strain. More recently, strains of mice carrying transgenes or strains 
engineered with targeted gene replacements or deletions have been valuable in 
understanding the function of various genes related to Ig function. Human Ig gene loci 
show many fundamental similarities to murine Ig gene loci, whereas some other 
mammalian orders show surprisingly significant differences.

OVERVIEW OF IMMUNOGLOBULIN V GENE ASSEMBLY

In the late 1970s, experiments on light-chain genes established that the Dreyer-Bennett 
hypothesis was fundamentally correct: Each lymphocyte expresses only a single Ig 
molecule encoded by one VL gene and one VH gene, each having been “activated” by 
a recombination event that brings the V gene near its respective C region gene. This 
conclusion was supported by comparisons of Ig genes from B lymphoid cells, 
particularly murine myelomas, and the corresponding gene loci from “germline” DNA. 
(Although true germline DNA can experimentally be obtained only from sperm, any 
nonlymphoid DNA is assumed to be representative of germline DNA, because the 
rearrangements of Ig genes occur only in lymphoid cells. When DNA from sperm versus 
other nonlymphoid tissues have been compared by Southern blotting, the results have 
been identical. Therefore, despite the risk of some imprecision, nonlymphoid DNA 
samples are conventionally referred to as germline, regardless of whether the DNA is 
from sperm, whole embryo, liver, placenta, or other nonlymphoid sources.)

Evidence from Southern Blotting and Gene Cloning

Myeloma and germline DNA were initially compared by Southern blotting with 
hybridization probes derived from myeloma complementary DNAs (cDNAs). As 
schematically shown in Fig. 1 for an analysis of ? light-chain genes, a C? probe detects 
only a single band in germline DNA, consistent with a single C? gene. A probe 
representing an expressed V? gene detects several bands, as though hybridizing to a 
family of related sequences. Moreover, although this is not shown in Fig. 1, probes 
representing different expressed V? genes are found to hybridize to a different set of 
bands, representing a different family of related V? genes. These observations support 
the multiple V genes, single C gene component of the Dreyer-Bennett model. The 
hypothesis that recombination occurs between V and C genes is supported by the 
different bands observed when these probes are hybridized to myeloma DNA instead of 
germline DNA. As shown in Fig. 1, the recombination bringing a V gene close to a C 
gene can cause an alteration in size of the C?-hybridizing restriction fragment. The new 
rearranged band may be larger, smaller, or, fortuitously, the same size as the germline 



band, depending on the location of the restriction sites flanking the V and C genes. 
Similarly, one of the V region bands may be expected to be rearranged in the myeloma 
so as to lie on a different-sized fragment, the same fragment that hybridizes to the C? 
probe. Results like these for ? and ? genes strongly supported the Dreyer-Bennett 
hypothesis and forcefully challenged the concept that every cell in the body has 
identical genes ( 2 , 3 ). In panels of myelomas analyzed for C? recombination by 
Southern blotting, many showed evidence of DNA rearrangement on both allelic 
chromosomes. This result contradicted the possibility that allelic exclusion might be 
explained by a mechanism that allowed recombination on only one chromosome, and it 
raised questions about the nature of the “second” gene rearrangement in these cells, as 
discussed later in this chapter.

 
FIG. 1. Southern blot demonstration of rearrangement of immunoglobulin V and C 
region genes. EcoRI sites in this hypothetical example are indicated by arrows. In 
germline DNA ( upper drawings), V and C are an unknown distance apart and are found 
by Southern blot hybridization ( left) to lie on EcoRI fragments of 3 and 5 kb, 
respectively. The V region probe hybridizes to a family of related genes (shown by 
bands above and below the 3-kb band). In myeloma DNA ( lower panel), V and C 
genes have been brought into close proximity and, in this example, are no longer 
separated by EcoRI sites; both genes are found on the same EcoRI fragment of 6 kb, 
which is thus identified by either probe. The germline-sized fragments (hatched bands 
in the Southern blots) may or may not be preserved in the myeloma, depending on 
whether the nonexpressed homologous chromosome has remained in its germline 
(unrearranged) state. In many myelomas, both chromosomes are present and both are 
rearranged.

A more complete understanding of recombination of Ig genes developed from 
sequence analysis of cloned myeloma versus germline DNA. The general structures of 
the germline V genes are similar for the three Ig loci: heavy chain, ?, and ?. Each V 
gene begins with sequence encoding a signal peptide of about 22 amino acids. (Signal 
peptides are found at the N-terminal of most proteins destined for secretion or 
expression on the cell membranes; after “routing” the protein to the endoplasmic 
reticulum, the peptide is generally removed by specific peptidases.) Within codon -4 
(numbering backwards from the beginning of the mature protein sequence), the coding 
sequence is interrupted by an intron, usually roughly 0.1 to 0.3 kb long. What was 
unanticipated was the discovery that each V region gene as it exists in the germline is 
incomplete and that recombination is necessary to assemble a complete V gene. For 
example, most murine ? chains have V regions 108 amino acids in length, but murine 



germline V? genes encode only about 95 of these. The remaining 13 amino acids are 
encoded by segments known as J regions that lie upstream of the C region gene. An 
assembled V? gene thus results from recombination that joins one of many germline V? 
genes to one of five J? gene segments ( Fig. 2A). A similar recombination event is 
necessary to assemble a complete V? chain sequence from germline V? and J? genes. 
For heavy chains, recombination assembles a V region from three types of germline 
elements; between the residues encoded by germline VH and JH elements are 
interposed variable numbers of amino acids—commonly from zero to eight 
residues—encoded by a diversity (D) region. The assembly of a complete heavy-chain 
V region occurs in two separate steps ( Fig. 2B): Initially, one of several germline DH 
regions joins with one of the JH regions; then a germline VH region is added to 
complete the assembled V-D-J heavy-chain gene.

 
FIG. 2. V assembly recombination. A: In the ? locus, a single recombination event joins 
a germline V? region with one of the J? segments. B: In the heavy immunoglobulin 
locus, an initial recombination joins a D segment to a J segment. A second 
recombination completes the V assembly by joining a VH segment to D-JH.

How Recombination Contributes to Diversity

The V assembly recombination contributes in two significant ways to the diversity of 
antigen-binding specificities. First, because there are multiple germline V regions and 
multiple D and J regions, the number of possible combinations of VL, JL, VH, DH, and 
JH is the multiplication product of the numbers of each of these five classes of germline 
sequence elements. This repertoire is vastly larger than could be achieved by devoting 
the same total lengths of DNA sequence to preassembled V regions. A second factor 
that increases diversity was recognized from comparisons of nucleotide sequences of 
various myeloma genes to their germline precursors. For example, as shown in Fig. 3A, 
a comparison between the V? gene expressed in the murine myeloma MOPC41 and 
the corresponding germline V? and J? genes shows that the myeloma gene matches 
the germline precursor through the second nucleotide of codon 95; the V-J 
recombination junction clearly occurs at this point, inasmuch as sequence beyond this 
position in the myeloma gene clearly derives from J?1. Similar analyses of other 



myelomas reveal that the recombination junctions can occur at several different 
positions within codon 95 or 96. As shown in Fig. 3B, this “flexibility” of the position of 
the recombination junction increases the diversity of the affected codons. Heavy-chain 
V regions exhibit this flexibility at both V-D and D-J junctions. In addition, many 
heavy-chain V-D-J junctions (and a smaller percentage of light-chain V-J junctions) 
contain insertions of a few extra nucleotides not present in the germline precursors; the 
mechanism of these insertions—known as N regions—is discussed later in this chapter. 
Of significance is that the three-dimensional structure of immunoglobulins established 
from x-ray crystallography reveals that both the VL-JL junction and the VH-DH-JH 
junction form CDR3 loops that can contact antigen; thus this junctional diversity is 
functionality relevant for diversifying antigen binding. The important role of D junctional 
amino acids for antigen binding has been verified by mutational analysis ( 4 ).

 
FIG. 3. V?-J? recombination at single-base resolution. A: The sequence of the 
recombined MOPC41 ? gene around the V-J junction is shown ( center) with the 
sequences of the two germline precursors (V?41 and J?1) shown above and below. 
The germline origins of the recombined gene are indicated by the vertical lines and the 
shading of the V-derived sequence. B: The consequences of joining the same germline 
sequences (from part A) at four different positions are shown. Of the four alternative 
recombination products illustrated, the top one is that actually found in MOPC41. The 
second example has a single nucleotide difference but no change in encoded amino 
acid sequence. The third and fourth alternatives yield arginine or proline at position 96; 
both of these amino acids have been found at this position in sequenced murine ? 
chains.

When the “flexibility” of the position of recombination was initially discovered, it was 
hard to understand how the germline elements could be joined with such variability and 
yet maintain the correct triplet reading frame between V and J. (An out-of-frame 
recombination would cause the entire C region to be read in a nonsense reading frame, 
and so the gene would be nonfunctional.) It soon became clear, however, that many 
assembled V genes could be found with out-of-frame recombination junctions ( 5 ). 
Indeed, in unselected V-J recombinations, the frequency of in-frame junctions is about 
1/3, just as predicted for a recombination mechanism insensitive to reading frame. In 
myelomas with rearrangements on both allelic copies of an immunoglobulin gene locus, 
the unexpressed recombination is generally out-of-frame, or “nonproductive.” For 
heavy-chain V-D-J recombination, it is theoretically possible to retain the correct reading 
frame between V and J while allowing the interposed D region segments to be used in 
all three reading frames. In murine heavy chains, however, only a single D region 
reading frame is generally found, and several mechanisms prevent expression of 



antibodies with D regions in the other two reading frames ( 6 ). In human antibodies, this 
intense selection against variant reading frames is not found ( 7 ), which allows for 
additional sequence diversity. The generation of V region diversity in the three–Ig gene 
loci (heavy, ?, and ?) is considered in more detail in a later section.

Recombination Signal Elements

Analysis of DNA sequences flanking the germline V, D, and J region sequences 
revealed two conserved sequence elements that have subsequently been shown to 
define targets for V(D)J recombination: a heptamer adjacent to the coding sequence 
and a more distal nonamer. (These sequences are diagrammed in Fig. 4.) For example, 
in the ? locus, the consensus heptamer CACTGTG occurs 5' of the J? coding 
sequences, and its (reverse) complement CACAGTG appears 3' to V? coding 
sequences. The consensus nonamer GGTTTTTGT appears about 23 nucleotides 5' of 
the J? heptamer, and its complement ACAAAAACC appears about 12 nucleotides 3' of 
the V? heptamer. Similar sequences flank V? and J?, as well as VH, DH, and JH (as 
shown in Fig. 4). These recombination signal sequences (RSSs) have been shown to 
be critical in the recombination, serving as recognition sequences for the recombination 
activating gene (RAG) products RAG1 and RAG2, as discussed later in this chapter. 
Similar RSSs are present flanking light and heavy-chain Ig genes throughout 
phylogeny, as well as in T-cell receptor genes (see Chapter 8), which undergo similar V 
assembly recombinations. In all of these systems, the length of the spacer between the 
heptamer and nonamer ( Fig. 4) appears significant. Recombination apparently occurs 
almost exclusively between one coding sequence associated with an approximately 
12-bp spacer and another coding sequence with an approximately 23-bp spacer, a 
requirement referred to as the 12/23 rule. This requirement may serve to prevent futile 
recombinations, such as between two V? or two J? gene segments. Although the 
heptamer and nonamer are the primary elements necessary for V(D)J recombination, a 
computerized alignment of several hundred spacer sequences has detected some 
preferred nucleotides at specific positions ( 8 ), and different spacer sequences can 
affect recombination frequency ( 9 ).

 
FIG. 4. Conserved elements flank germline V, D, and J region genes. Conserved 
heptamer and nonamer recombination signal sequences (RSSs) lie adjacent to V, D, 
and J coding sequences and are important for targeting V(D)J recombination. The 
heptamer and nonamer elements are separated by spacer regions of about 12 bp 
(illustrated by thin lines) or 23 bp ( thick lines). Depending on the locus, V regions may 
be flanked by 12- or 23-bp RSSs; a similar situation exists for J regions. However, one 
of each type of element must be present for recombination to occur; this requirement 



prevents futile recombination events (e.g., J to J).

THE THREE IMMUNOGLOBULIN GENE LOCI

This section presents an overview of the three Ig loci: heavy chain, ?, and ?. The V 
regions of these loci are described in a later section on germline diversity.

Heavy-Chain Genes

Genomic clones encoding CH genes were obtained in the early 1980s by screening 
genomic DNA libraries with cDNA probes derived from myeloma mRNA. One striking 
characteristic of CH genes is that the approximately 100 to 110 amino acid 
domains—identified by internal homologies of amino acid sequences and by 
three-dimensional structural analysis (x-ray crystallography)—are encoded as intact 
exons, separated from other domain segments by introns of approximately 0.1 to 0.3 
kb. Thus, for example, the murine ?2b protein has three major domains (CH1, CH2, and 
CH3) with a small hinge domain between CH1 and CH2. The gene structure may be 
summarized as follows:

where the numbers in parentheses represent the number of nucleotides in each 
segment. As an interesting contrast, the hinge region of the a gene is encoded 
contiguously with the CH2 domain with no intervening intron, whereas the unusually 
long human ?3 hinge is encoded by three or four hinge exons. Sequence analyses of 
genomic CH genes have led to speculations that the evolutionary history of heavy-chain 
genes may have included mutations that created or destroyed RNA splice sites and 
thereby converted portions of intron sequence into exon and vice versa. For example, 
the sequence of the intron 5' to the hinge of the murine ?2b gene shows a surprising 
degree of similarity with the sequence of CH1; this observation led to the speculation ( 
10 ) that the hinge exon may have originated from a full Ig domain that became 
foreshortened either by the destruction of the RNA splice site at the 5' end of the 
domain or the creation of a new splice site within the domain.

About 7 kb upstream from the murine Cµ gene lies a cluster of four JH segments (six 
JH segments in human) that participate in V-D-J recombination. Further upstream lie 13 
D segments (about 27 in human) and beyond them the VH regions. V and D regions 
are described later in this chapter in the section on V region diversity.

In the development of a B lymphocyte, the cell initially produces IgM with a binding 
specificity determined by the productively rearranged VH and VL regions. 
Subsequently, the progeny cells deriving from that B cell synthesize antibodies with the 
same light- and heavy-chain V regions; however, they generally switch the isotype of 
the heavy chain to immunoglobulins G, A, or E (IgG, IgA, or IgE). Early evidence for this 



developmental scheme included the isotype switch seen during the course of an 
immune response and in vivo ablation studies that suggested that IgM-producing cells 
are the precursors of IgG producers ( 11 ). Many laboratories have subsequently found 
that IgM-producing resting B cells isolated from mouse spleen or human peripheral 
blood can be induced to switch isotype expression in vitro by appropriate culture 
conditions, including specific cytokines. The molecular mechanism by which one part of 
a protein can change while another part remains unchanged has generated 
considerable interest.

Several groups demonstrated that active rearranged a, ?2b, and ?1 genes isolated from 
myelomas expressing the respective heavy chains contain—between their V and C 
regions—DNA sequence derived from the DNA upstream of the germline Cµ gene, 
including one or more JH sequences. These observations led to the model that the VH 
region rearranges initially to a position 5' to the Cµ gene (leading to IgM production). 
Then, when a cell expresses a new isotype, a recombination event brings the C gene 
encoding that isotype immediately downstream of the expressed V-D-J gene by deleting 
Cµ and the other intervening C genes, as shown in Fig. 5. Isotype switch recombination 
[also called class switch recombination (CSR)] is discussed later in this chapter.

 
FIG. 5. Deletional isotype switch recombination. The expression of “downstream” 
heavy-chain genes is accomplished by a recombination event that replaces the Cµ 
gene with the appropriate heavy-chain C gene (Ce in the figure), deleting the DNA 
between the recombination breakpoints.

Membrane Versus Secreted Immunoglobulin Studies of heavy Ig gene and cDNA 
structure have provided an explanation for the alternative membrane and secreted 
forms of the heavy chain. As noted earlier, the membrane-bound forms of Ig heavy 
chains are slightly larger than the secreted forms owing to an additional C-terminal 
hydrophobic segment that anchors the protein in membrane lipids. In the case of the µ 
chain, the membrane and secreted forms are products of two different mRNAs of 2.7 
and 2.4 kb, which can be separated by gel electrophoresis. Sequence comparisons 
between a genomic µ clone and µ cDNA clones corresponding to these two RNA 
species demonstrated that the two RNAs represent transcripts of the identical gene that 
have been spliced differently at their 3' or C-terminal ends ( Fig. 6). The nucleotide 
sequence encoding the 20 C-terminal residues of the secretory (µs) form is derived 
from DNA contiguous with the CH4 domain of the µ gene, whereas in the membrane 
mRNA (µm), the sequence following CH4 derives from two exons (M1 and M2) about 2 
kb further 3'. These membrane exons encode 41 residues, including a stretch of 26 
uncharged residues that span the membrane to fix the Ig to the cell surface. The same 
general gene structure has been found for the other CH genes, which suggests that the 



differential splicing mechanism accounts for the two forms of Ig of all isotypes. 

 
FIG. 6. Two RNAs generated from the µ gene by alternative processing. The exons of 
the µ gene ( black rectangles) are illustrated ( top) in an expressed, rearranged µ gene. 
A primary transcript that includes all the exons present in the DNA can be processed as 
shown to yield either µs RNA [containing a C-terminal “secreted” (S) sequence] or µm 
RNA [containing the two membrane (M) exons].

Early B cells make roughly similar quantities of both µm and µs, whereas maturation to 
the plasma cell stage is associated with strong predominance of µs production, which is 
consistent with the function of such cells in generating the pool of circulating 
immunoglobulin. The balance between the two RNA splice forms of µ has been 
interpreted as a competition between CH4-M1 splicing and the cleavage/ 
polyadenylation at the upstream µs poly(A) addition site. These processes are mutually 
exclusive because CH4-M1 splice removes the µs poly(A) site, whereas cleavage at the 
µs poly(A) site removes the membrane exons. The factors influencing the balance 
between these processes have been studied by transfecting either early or late B cells 
(or nonlymphoid cells) with µ gene sequences or constructs in which the splice sites, 
coding exons, or cleavage/polyadenylation sites have been mutated, placed different 
distances apart, or replaced with other sequences. The µm poly(A) site appears to be 
intrinsically more active than the µs poly(A) site when tested in separate plasmids, and 
some evidence suggests competition between these sites ( 12 , 13 ). The relative 
utilization of these two sites is influenced by cis-acting features of the RNA structure, 
including the length of RNA between the two sites ( 13 ) and the integrity of a 
guanine/uracil-rich sequence that forms a stem-loop downstream of the polyadenylation 
signal AAUAAA of the µs site ( 14 ). In addition, features of the mRNA that affect 
CH4-M1 splicing efficiency may also affect the µs/µm ratio, perhaps including the size 
of the CH4 exon ( 15 ). Other cis-acting sequences affecting the ratio of alternative splice 
forms have been described for other isotypes besides Cµ [e.g., Coyle and Lebman ( 16 

)]. Changes in trans-acting factors control the developmental shift toward greater 
secretory mRNA in Ig-secreting plasma cells. For the µ isotype, these factors include 
increasing content of the polyadenylation factor CstF-64 (a 64-kD subunit of the 
heterotrimeric cleavage stimulation factor), which binds to the guanine/uracil-rich 
sequence near the µs site. When levels of this protein were artificially increased in a B 
cell line, the µs/µm ratio was increased ( 17 ). The binding of this protein to the µs 
guanine/uracil-rich sequence may also be reduced before the secretory stage of B 
lymphoid development by inhibitory factors such as hnRNP F ( 18 ). Membrane Ig serves 
as the antigen-specific component of the B-cell receptor (BCR) that is critical for 
initiating the signal for lymphocyte activation on contact with antigen, as described in 



Chapter 7. The segments of membrane immunoglobulins (of all isotypes) that penetrate 
into the cytoplasm are too short to encode functional signal transduction domains. 
Instead, transduction is mediated by an associated protein dimer composed of the BCR 
components Iga and Igß (CD79a and CD79b), whose cytoplasmic domains contain 
immunoreceptor tyrosine-based activation motifs (ITAMs) similar to those found in the 
CD3 chains mediating T-cell receptor (TCR) signaling. The Iga-Igß dimer also plays 
important signaling roles during B cell development before the mature BCR is 
assembled, as discussed later in this chapter. 
Organization of CH Gene Loci The murine heavy-chain genes were cloned by a 
variety of investigators, and all eight CH genes—spanning about 200 kb of DNA on 
chromosome 12—were linked by contiguous clones in 1982 ( 19 ). These clones define 
the general structure of the region as shown in Fig. 7, in which the numbers indicate the 
distance in kilobases between the genes. All the CH genes are oriented in the same 
5'–3' direction. Analysis by high-throughput sequencing has revealed several ? 
pseudogenes within the clustered ? genes ( 20 ). The sequence of the murine heavy Ig 
locus is now available online at http://www.ncbi.nlm.nih.gov/. 

 
FIG. 7. Heavy-chain constant region loci of mouse and man. The murine locus has 
been cloned in its entirety ( 19 ); the constant region genes are diagrammed with the 
approximate intergene distance indicated below (in kb). The human locus shows a large 
duplication of ?-?-e-a sequences; the indicated order has been supported by cloned 
contigs, by the deletions observed in various individuals, and by PFGE mapping. High 
through-put sequences (available at http://www.ncbi.nlm.nih.gov/) confirm both maps, 
though there are some differences in distances, possibly due to allelic polymorphisms.

The human CH genes have also been cloned and localized to chromosome 14q32 but 
were not completely linked unit the Human Gerome Project sequenced the entire locus. 
The human heavy Ig locus contains a large duplication, with two copies of a ?-?-e-a unit 
separated by a ? pseudogene ( Fig. 7). One of the duplicated e sequences is also a 
pseudogene, in which the CH1 and CH2 domains have been deleted. In addition, the 
human genome contains a third closely homologous e-related sequence: a “processed” 
pseudogene retroposed to chromosome 9. The map presented in Fig. 7 is based on 
partial contiguous overlaps and Southern blot studies of large fragments separated by 
pulsed-field gel electrophoresis (PFGE). This map is consistent with the known 
deletions in the heavy-chain locus, as diagrammed in Fig. 7 and with sequence contigs 
in GenBank. The heavy Ig locus has also been examined in several other species 
besides mouse and human, and several notable differences have been observed. 
Rabbits, for example, have 13 Ca sequences and only a single C? gene ( 21 ); this 
unusual expansion of genes contributing to mucosal immunity may be related to the 
peculiar habit of coprophagy in these animals. In contrast to the multiplicity of rabbit Ca 
genes, pigs have only one Ca gene and eight C? genes. Camels are unusual in having 



heavy chains that function in the absence of light chains ( 22 ). Heavy-chain Ig genes 
(VH or CH) have been cloned from a number of other species, including the rat (which 
is highly homologous with the mouse), cow, chicken, horse, shark, bony fish, crocodile, 
frog, and axolotl. 

? Light-Chain Genes

In comparison to the heavy-chain genes, the ? locus is relatively simple. A single C? 
gene with a single exon and no reported alternative splice products is found in both 
mouse and human. Upstream of the murine C? gene lie five J? gene segments spaced 
about 0.3 kb apart. The third of these J? segments encodes an amino acid sequence 
never observed in ? chains and that is believed to be nonfunctional owing to a defect in 
the splice donor site that would join the corresponding RNA sequence to C?. The 
human locus is quite similar, with five J? regions upstream of C?; however, no homolog 
of the defective murine J?3 is present in the human J? cluster, whereas an additional J? 
sequence lies downstream of the sequence homologous to murine J?5. Upstream of 
the J? segments in both species lie the V? genes, which are described later in this 
chapter.

Apart from V?-J? rearrangement, an additional recombination event occurs in this 
locus, a recombination unique to ? genes and apparently mediated by the same 
heptamer/nonamer signal elements involved in V(D)J recombination. This event, which 
involves deletion of the C? gene segment, was initially suggested by the observation 
that Southern blots of DNA from ?-expressing human lymphoid cells generally show no 
detectable C? sequence ( 23 ). Apparently, in most B cells, the C? genes are deleted 
from both chromosomes before ? gene rearrangement begins. When the boundaries of 
the deleted segment of DNA were examined in several human and murine cell lines, a 
common sequence element was found at the downstream boundary; this element was 
designated RS (recombining sequence) in the mouse studies ( 24 ) and kde (?-deleting 
element) in the human studies ( 25 ). The human kde in germline DNA is located 24 kb 
downstream of the C? gene and is flanked by a heptamer/nonamer RSS similar to that 
found flanking the J? regions: that is, with a 23-bp spacer. The similar murine RS is 
about 25 kb downstream from murine C?. The kde element can apparently recombine 
either with a V? gene segment (leading to a deletion of the entire J?-C? locus) or with 
an isolated heptamer element that is located in the J?-C? intron (leading to deletion of 
C? but retention of the J? locus). The heptamer in the J?-C? intron is 30 bp 5' from a 
poorly conserved nonamer-like sequence, a spacing that seems to violate the usual 
12/23 rule. The significance of this unusual spacer is not understood, but possibly the 
heptamer in these recombinations is active without a functional nonamer, as seems to 
be the case for secondary VH recombinations (discussed in a later section).

A comparison between the murine RS and human kde sequences shows that the 
recombination signals are highly conserved and that, downstream of these elements, a 
region of about 500 bp is partially conserved (about 50% sequence identity). The latter 
region includes open reading frames of 127 (murine) or 102 (human) codons. It is not 
known whether these reading frames are ever expressed as protein as a consequence 
of the RS/kde recombination events, but the fact that the recombination may occur with 
either a V? region or intron sequence suggests that the sequences joined by the event 



may be less important than the sequences deleted. RS/kde elements are most often 
found to be rearranged in cells in which C? is deleted and ? rearrangements are 
present; this observation led to the speculation that the RS/kde recombination event 
may mediate the developmental switch from ? to ? gene rearrangement, perhaps by 
deleting a gene for a negative regulator of ? gene rearrangement. However, current 
evidence argues against this view, as discussed later.

? Light-Chain Genes

Murine ? Locus In laboratory mouse strains, ? chains represent only about 5% of light 
chains, and this diminished abundance is associated with remarkably meager diversity. 
In contrast to the ? system with its multiple V region families, amino acid sequence 
analysis of monoclonal ? chains detected only two sequences that appeared to 
represent germline V? regions. Furthermore, in contrast to the single murine C? region, 
three nonallelic murine isotypes are known from secreted ? chains; these are 
designated ?1, ?2, and ?3, in decreasing order of abundance. Cloning and long-range 
mapping studies by PFGE led to a substantial understanding of the murine ? locus ( 
Fig. 8). There are four C? genes, each with its own J? region gene located about 1.3 kb 
5' of the C. The J-C?3 and J-C?1 genes are arranged in one cluster about 3 kb apart 
with the V?1 gene lying about 19 kb upstream. A second C? cluster lying about 130 kb 
upstream of the C?3–C?1 locus contains J-C?2 and an unexpressed gene J-C?4. (At 
the 3' end of J?4, a mutation has destroyed the “GT…” found at almost all known 
“donor” splice sites, so that an RNA transcript of this gene would not be properly 
processed; this is reminiscent of the murine J?3.) The gene order 
(V2-Vx-JC2-JC4-V1-JC3-JC1) explains the common expression of V?2 (or Vx) in 
association with C?2, and V?1 with C?1 or C?3. The V?2 has been found in rare 
association with the 190-kb distant C?1 locus, but the “backwards” recombination of 
V?1 with C?2 has not been observed. The similarities between the four J-C genes 
suggest that the two clusters arose by a duplication of an ancestral V-J-C?x–J-C?y unit 
that in turn was the result of a prior J-C? duplication event. The ancestry of the Vx gene 
is uncertain, inasmuch as this gene is rather dissimilar to the other V? genes; indeed, it 
resembles V? as much as V?. Anti-V?x antisera detect expression of this V? in all 
laboratory mice tested, but it may have a particular restricted function. Analyses of ? 
genes in wild mice by Southern blot tests have indicated more complex and varied loci 
than those seen in typical laboratory strains. 

 
FIG. 8. Germline ? genes. The maps are schematic (i.e., not to scale). A: The murine ? 
gene system includes four J-C complexes and three V genes, which have been 
characterized in two unlinked contigs (sets of overlapping clones) as shown. B: The 
human ? locus has been characterized by complete sequence analysis. The human 



VpreB “surrogate” light-chain gene is located within the V? cluster. The C? locus 
includes a segment of seven J-C complexes plus three additional unlinked sequences. 
The hatched J-C complexes diagrammed above the seven linked ? sequences 
represent polymorphic variants with additional duplications of the J-C unit as deduced 
from Southern blots. The 14.1 sequence—the human ?5 “surrogate” light-chain 
homolog—lies downstream of the J-C cluster, but its location in relation to the other 
?-like sequences is not known. Exon 1 of the 14.1 gene is homologous to an exon 
upstream of J?1 (as indicated by gray rectangle).

The J? gene segments are all flanked on their 5' side by sequences similar to the 
nonamer and heptamer signal elements observed in the heavy-chain and ? system. 
The 12/23 rule, discussed in relation to spacing between the signal elements, applies 
as well to ?, but in the ? locus, the RSS elements are spaced about 23 bp apart for V 
regions and about 12 bp apart for J regions (the opposite of the arrangement in ? 
genes), as shown in Fig. 4. The decreased abundance of ?2 and ?3 in comparison with 
?1 may be related to discrepancies between their nonamer homology elements and the 
consensus nonamer element. 
Human ? Locus Lambda light chains are much more abundant in the human than in 
the mouse (about 40% of human light chains vs. about 5% in murine light chains). Four 
forms of human ? chains have been characterized serologically; differences reside in a 
small number of amino acids in the C region. The serological classification of Kern+ 
depends on Gly at position 152 versus Ser in Kern-. The Oz+ designation depends on 
Lys at position 190 versus Arg on Oz-. And Mcg+ ? chains (vs. Mcg-) depend on 
Asn112 (vs. Ala), Thr114 (vs. Ser), and Lys163 (vs. Thr). Seven human J?-C? 
segments are clustered within an approximately 33-kb region of DNA that has been 
entirely sequenced ( 26 ). As shown in Fig. 8, genes for four major expressed human ? 
isotypes have been localized within the major cluster and correspond to JC?1, JC?2, 
JC?3 and JC?7. JC?7 was originally interpreted as encoding the Kern+Oz- serologic 
form of ?, but more recent data suggest that the latter is an allele of C?2 and that JC?7 
encodes an isotype provisionally designated Mcp ( 27 ). The other three homologous J-C 
segments found in most haplotypes are apparently pseudogenes, with either in-frame 
stop codons or frame-shifting deletions. However, JC?6 may be functional in some 
individuals, and the common allele—which has a 4-bp insertion, leading to a deletion of 
the C-terminal third of the C? region—can nevertheless undergo V?-J? recombination, 
encoding a truncated protein that can associate with heavy chains. Various polymorphic 
variants of the human ? locus have been detected, apparently the result of gene 
duplication; as shown in Fig. 8, one to three extra ? segments have been detected on 
Southern blots of human DNA. Three C?-related sequences have been discovered near 
the major J?-C? cluster. One of these, designated ?14.1, represents the human 
homolog of the murine “surrogate” light-chain ?5 (see the following discussion). Finally, 
an additional weakly hybridizing DNA segment outside the linked cluster has been 
characterized as a “processed” pseudogene. V genes of the human ? system have 
been completely characterized, as discussed in a later section. 

?-Related “Surrogate” Light Chains

In mature B cells, Ig heavy chains cannot reach the cell surface if light-chain synthesis 
is interrupted. However, immunoglobulin µ heavy chains can be detected on the surface 



of pre–B cells that do not make light chains. In these cells, a “surrogate light chain” 
(SLC) composed of two smaller proteins facilitates the surface expression of µ protein. 
One component of SLC was identified as a gene product expressed exclusively in 
pre–B cells and that showed high sequence similarity to the J and C regions of the ? 
locus. It was designated ?5, because four murine C? genes were already known ( 28 ). 
The genomic ?5 gene includes three exons: exon 1, which appears to encode a signal 
peptide; exon 2, whose 3' end is homologous to J?; and exon 3, homologous to C?. 
The second component of SLC was found as a transcribed segment about 4.7 kb 5' of 
?5. Sequence analysis of the latter region revealed similarities to both V? and V?; for 
this reason (and because of its expression in pre–B cells), it is called VpreB1. A 
second, nearly identical sequence in the murine genome is named VpreB2 and appears 
to be functional ( 29 ), and a less similar VpreB3 has also been described. Neither ?5 nor 
VpreB genes show evidence of gene rearrangement in B or pre–B cells. Both genes 
appear functional, and homologs have been found in every mammalian species 
examined.

Evidence strongly supports the notion that these two SLC proteins associate with µ 
heavy chains to permit surface µ expression before the availability of light chains. Thus, 
when a µ heavy-chain gene was transfected into an Ig-negative myeloma line, no 
surface µ expression was observed unless ?5 and VpreB genes were also transfected ( 
30 ). The surface µ chains were found to be covalently linked to the 22-kD product of the 
?5 gene, whereas the 16-kD VpreB product was noncovalently associated. A similar 
complex is observed in pre–B cell lines and in normal bone marrow pre–B cells. The 
V-like VpreB gene product apparently associates with the C?-like ?5 product to form a 
light chain–like heterodimer that is able to fulfill some functions of a true light chain.

One likely role for a µ-SLC complex is suggested by the observation that most V?-J? 
recombination occurs only in cells expressing a functional µ heavy chain [as discussed 
more fully in the section on regulation of V(D)J recombination]; apparently, µ-SLC 
expression on the cell surface can trigger the onset of V?-J? rearrangement. Evidence 
for this view comes from experiments in which a pre–B cell line that normally does not 
rearrange its ? locus was transfected with a construct encoding the membrane form of µ 
heavy chain ( 31 ); when the transfected µ gene was expressed in a complex containing 
VpreB and ?5, V? rearrangement was induced. Further support for a role of the SLC in 
regulating B cell development has come from studies on mice or humans lacking 
functional ?5 or VpreB genes, as discussed later in this chapter.

Human homologs of both ?5 and VpreB have been cloned. As mentioned previously, 
three ?5-like sequences are located downstream of the human C? cluster on 
chromosome 22 ( Fig. 8), but only one—designated 14.1—appears to be functional, 
possessing the three-exon structure of ?5. Interestingly, a sequence upstream of J?1 is 
homologous to exon 1 of 14.1/?5, which suggests that 14.1 and J?-C?1 may have had 
a common ancestral gene that was capable of being expressed in either of two ways: 
(a) by rearranging its J-like exon 2 with a V region gene, like modern ? genes, or (b) 
without rearrangement, using exon 1, with the encoded protein assembling with a 
noncovalently linked VpreB-like subunit. The human VpreB homolog lies within the V? 
cluster ( 32 ); murine VpreB, in contrast, lies close upstream of ?5.



V GENE ASSEMBLY RECOMBINATION

The mechanism by which germline V region constituents (VL and JL, or VH, D, and JH) 
assemble in the DNA to form a complete active V gene has been pursued ever since Ig 
gene recombination was first discovered. This section addresses (a) the topology of the 
recombinations from a “macro” viewpoint, (b) the components of the recombinase 
machinery (a “micro” view), and (c) the regulation of that machinery in B cell 
development.

Topology of V Assembly Recombination

Deletion Versus Inversion In the earliest model for V?-J? rearrangement, it was 
assumed that V segments and J segments were all oriented in the same direction of 
transcription and that the DNA between the recombining V and J segments would be 
simply excised. According to this model, and the supposition that the excised DNA 
would lack a replication origin, the excised DNA should be absent from long-cultured 
myeloma lines. However, Southern blot testing of a panel of myelomas and normal 
?-bearing lymphocytes showed that some cells had retained the DNA just upstream of 
J?1, a region that should have been absent from all chromosomes that underwent 
deletional recombination. The reason for these retained regions is that some V? genes 
of both mouse and human are oriented in the opposite direction from the J?-C? region. 
This topology would allow the V-J recombination to occur by an inversion of the DNA 
between the recombining V and J segments ( Fig. 9B), leaving the DNA upstream of 
J?1 retained on the chromosome. The same recombinase machinery can presumably 
rearrange the germline elements by either inversion or deletion—depending on the 
relative orientations of the sequences—because this enzymatic machinery detects only 
the DNA in the immediate vicinity of the recombination site (circled in Fig. 9) and is 
insensitive to the topology of the DNA strands far from this site. As shown in Fig. 9B, 
cells that have undergone an inversional V?-J? recombination should retain on the 
chromosome a recombination joint with two sets of signal sequences—the RSS from 
downstream of the V? and the RSS from upstream of the J? segment—joined together. 
Indeed, such “signal joints” (also known as “flank products” and “reciprocal joints”) have 
been detected in several cell lines. In contrast to the “flexibility” observed in the position 
of the recombination breakpoint in the V-J segment (the “coding joint”), the sequences 
of signal joints usually show the J-derived heptamer joined directly to the V-derived 
heptamer, without even a single intervening nucleotide between them. The signal joints 
retained on the expressed chromosome have almost always been derived from J?1 
(see later discussion). In contrast to the ? system, in the heavy-chain or ? loci, there is 
no evidence for inverted V genes or retained signal joints, and so these loci apparently 
recombine only by deletion (and this is also true for all the T-cell receptor gene loci). 



 
FIG. 9. The same “micro” mechanism of recombination can join V? and J? by deletion 
or inversion, depending on the relative orientation of the two precursors in germline 
DNA. A: When V coding sequence ( shaded rectangle) and J coding sequence ( white 
rectangle) are oriented in the same 5'?3' direction in germline DNA (as indicated by the 
internal arrowheads), the recombination yields a V-J coding joint plus a DNA circle 
containing the signal joint ( apposed triangles). B: If V is oriented in the opposite 
direction in germline DNA, then an identical recombination reaction at the “micro” level ( 
inside shaded circle) leaves the signal joint linked to the recombined V-J coding joint.

The model of Fig. 9A suggests that when the recombination occurs by deletion, a signal 
joint is formed on a circular DNA molecule; such a DNA circle would not be attached to 
the main chromosome and, failing to replicate, would be expected to be diluted out as 
cells divide after V(D)J recombination. By isolating circular DNA from cells that were 
undergoing V?-J? rearrangement, it was possible to clone the predicted molecules 
bearing signal joints ( 33 ), which supported the model. More recent experiments have 
used polymerase chain reaction (PCR) testing to detect signal joints, especially those 
generated by V(D)J recombination of T-cell receptor genes; a high content of TCR 
excision circles in a population has been interpreted as reflecting “recent” V(D)J 
recombination with relatively little subsequent proliferation ( 34 ). 
Secondary Recombinations A final issue for consideration of V assembly topology at 
the macro level concerns secondary V gene recombinations. As discussed in an earlier 
section, the flexibility of V-J or V-D-J joining causes nonproductive out-of-frame 
recombination with high frequency. A B lymphocyte that rearranged its ? genes 
nonproductively on both parental chromosomes might be thought to have no further 
avenue for making a functional light chain; however, the availability of upstream V 
genes and downstream J segments could allow additional recombinations to occur, as 
shown in Fig. 10A. More complex events are possible as a consequence of the inverted 
orientation of some V? genes. The occurrence of such secondary recombinations has 
in fact been reported for ? genes and would be implied by the recovery of chromosomal 
signal joints that are not reciprocal to coding joints in the same cells. The 
preponderance of J?1-derived nonreciprocal flank products observed in myelomas may 
result from initial nonproductive recombinations between this J segment and inverted V 
genes, followed by successive recombinations involving more downstream J segments; 
by the time a productive rearrangement occurs, many myelomas carry signal joint relics 
of earlier recombinations involving J?1. Secondary recombination may also occur in 
cells that have assembled a productive V?-J? joint if the resulting VH-VL pair 
recognizes an autoantigen; this type of secondary recombination, known as “receptor 
editing,” is considered in more detail later in this chapter. 



 
FIG. 10. Secondary recombinations. A: In the ? light-chain system, a primary 
recombination can be followed by recombination between an upstream V and a 
downstream J. B: Analogous secondary recombinations can occur in the heavy-chain 
system between upstream D and downstream J segments. After V-D-J recombination 
eliminates all “short spacer” signal elements from the chromosome, secondary 
recombination can still occur between VH (long spacer signal) and an internal heptamer 
within the VH coding sequence of the V-D-J unit.

For heavy-chain genes, the possibility of secondary recombination might appear to be 
ruled out by the fact that a V-D-J rearrangement must eliminate all the 12-bp–spaced 
signal elements from the VH locus, because these elements are deleted on both sides 
of the D region that is retained in the recombined V-D-J unit and from all the germline D 
segments eliminated by the V-D and D-J recombination events ( Fig. 10B). Secondary 
D-J rearrangements should be possible before VH-D recombination removes 
unrearranged upstream DH segments ( Fig. 10B), and, indeed, this has been shown to 
occur. Of greater functional interest has been the demonstration ( 35 ) that upstream 
germline VH genes can recombine with an established V-D-J unit, displacing the 
originally assembled V gene. This type of recombination is apparently mediated by a 
sequence that closely matches the consensus signal heptamer and that appears near 
the 3' end of the coding region in about 70% of VH genes ( Fig. 10B). The internal 
heptamer is not generally found in light-chain genes. After VH replacement, the few 
nucleotides remaining from the originally assembled VH could potentially contribute to 
diversity; such nucleotides would be difficult to distinguish from N-region nucleotides. 
Secondary recombination thus represents an escape mechanism for cells with 
nonproductive rearrangements on both heavy-chain chromosomes or, as alluded to 
previously, for cells whose antibody encodes an autoantigen; it is not known how 
frequently such escapes occur, as opposed to the alternative path of cell death. The 
fact that the isolated heptamer is apparently able to function in VH replacement 
recombinations without an associated nonamer again suggests that the heptamer is the 
more critical recombination signal, although it has been suggested that an additional 
consensus sequence upstream of the internal heptamer may contribute to VH 
replacement recombination ( 36 ). 



Mechanism of V Assembly Recombination

As mentioned earlier, the same recombination machinery mediates all four types of 
immunoglobulin V gene assembly recombinations (V?-J?, V?-J?, VH-D, and D-JH), as 
well as similar recombinations in the four T-cell receptor gene loci; this fact has allowed 
investigators to pool mechanistic knowledge from studies of B-cell and T-cell systems. 
On the other hand, the assumption of a common recombinase raises the question of 
how B cells preferentially rearrange Ig genes (and how T cells rearrange TCR genes) 
when both gene systems are available to be rearranged by the common recombinase in 
both cell lineages; this issue is addressed later in this section.

Recombination Model A model for the detailed mechanism of the recombination event 
must account for the observed features of the recombination products—namely, the 
coding and signal joints—and of their germline precursors. In the germline precursors, 
the heptamer and nonamer RSS with appropriate spacing (12 and 23 bp) are necessary 
and sufficient to create efficient recombination targets; as discussed later, model 
substrates containing these elements are competent to undergo recombination even in 
the absence of normal V, D, or J coding regions. However, the efficiency of 
recombination can be influenced by features of the sequences replacing the coding 
regions. As for the products, the features of the signal joints are relatively simple: the 
heptamers are joined “back-to-back,” with only rare additions or deletions. The features 
of the coding joints are more complex, because of the “flexibility” of junctions as 
discussed earlier: (a) A variable number of bases are deleted from the ends of the 
coding regions (in comparison to the “complete” sequence in the germline precursor). 
(b) Nongermline nucleotides (N regions) unrelated to the germline precursor sequences 
are added in some coding joints; these are generally rich in guanine and cytosine 
nucleotides. (c) Less frequently, extra bases that can be interpreted as P nucleotides 
are added; these are nucleotides that are joined to the end of an undeleted coding 
sequence and that form a palindrome (hence, “P”) with the end of that sequence ( 37 ). P 
nucleotides are generally only 1 or 2 bp, but they can be longer, especially in mice with 
the severe combined immunodeficiency defect (SCID) disorder, as discussed later. The 
model shown in Fig. 11 can serve as a framework for consideration of the 
recombination mechanism. The recombination is thought to begin with binding of the 
RAG1 and RAG2 proteins to the heptamer-nonamer RSS adjacent to the two segments 
to be recombined. Both DNA segments are then cleaved at the border of the two 
heptamers, and the two heptamer ends are joined together without modification. In 
contrast, the ends bearing the coding sequences form transient “hairpin” loops, which 
are then nicked open and digested to varying extents by an exonuclease activity. 
Variable numbers of nucleotides may be added to the 3' ends through the action of 
terminal deoxynucleotide transferase (TdT). Then the 5' ends are filled in by a DNA 
polymerase, and the resulting flush ends are ligated together, which completes the 
recombination event. 



 
FIG. 11. Model for V assembly recombinations. All V assembly recombination reactions 
(in immunoglobulin and T-cell receptor genes) may proceed by a common mechanism, 
illustrated here by D-J recombination. The recombination signal sequences (RSSs) are 
included in triangles, which is the conventionally used RSS graphic. Hairpin loops are 
created on coding ends dependent on the action of recombination activating genes 1 
and 2. After the opening of the hairpin loops, the pictured D coding sequence shows the 
effects of “nibbling” by exonuclease, but the J coding sequence is spared and shows P 
nucleotide generation; N region addition is pictured in this example as occurring only on 
the D region end. In reality, exonuclease digestion and N nucleotide addition can occur 
on either end or both ends. The steps in the proposed mechanism are discussed in the 
text.

Experiments to Investigate Substrates and Products Investigations of the 
recombination mechanism have been advanced by the development of methods for 
monitoring these events in vitro. Some experiments have exploited the ability of the 
Abelson murine leukemia virus (AMuLV) to selectively transform pre–B cells without 
abolishing active V gene assembly characteristic of this stage of lymphoid development. 
Particularly valuable information has been gained by transfecting AMuLV lines, as well 
as other lymphoid and nonlymphoid cells, with artificial gene constructs capable of 
undergoing V(D)J recombination. Several such constructs have been designed with 
selectable markers whose expression depends on a recombination event. For example, 
Lieber et al. ( 38 ) transfected various cell lines with a plasmid containing an ampicillin 
resistance gene (Amp r) plus a chloramphenicol resistance gene (Cam r) whose 
expression was blocked by a stop codon flanked by two V(D)J recombination signal 
sequences. In B cells, recombination between the two signal sequences deletes the 
stop codon, allowing expression of the Cam r gene. When extrachromosomal plasmid 
circles are recovered from the cells and transfected into bacteria, the extent of 
recombination can be determined by the ratio of transformed Amp r bacteria that are 
Cam r. Depending on the orientation of the signal sequences in the starting construct, 
the recovered recombination products represent coding or signal joints, which can be 
recovered efficiently from the Cam r colonies for analysis. The sequences of these 
joints were found to have all the characteristics of natural recombination products. One 



interesting outcome from such experiments was the discovery that pre–B and pre–T 
cells from SCID mice were capable of recombination to form signal joints but were 
markedly defective in their ability to join coding ends to form coding joints. From 
recombined engineered substrates, certain non-standard joints have also been 
recovered; although they do not contribute to physiological V gene assembly, they may 
reflect features of the recombination mechanism ( 39 ). These nonstandard joints can be 
understood by appreciating that there are three topologies in which DNA that has been 
cut twice—generating four ends—can be rejoined. If the four ends are coding (V), signal 
(V), signal (J), and coding (J), the three possibilities can be defined by considering the 
three different ends that may join to the coding (V) end (if it is assumed that the 
remaining two ends must join to each other). The possibilities are as follows: 

1. Coding (V)–coding (J) plus signal (V)–signal (J): This is the standard reaction 
product in which the coding (V)–coding (J) product encodes the assembled V-J 
gene and the signal (V)–signal (J) represents the signal joint.

2. Coding (V)–signal (V) plus signal (J)–coding (J): These products (“open and shut 
joints”) look like the starting DNAs, but can be distinguished from them if 
nucleotides have been added or deleted at the junctions so that they no longer 
hybridize to oligonucleotide probes specific for the coding/signal junction

3. Coding (V)–signal (J) plus signal (V)–coding (J): These are “hybrid joints,” in which 
the signal ends have switched places.

So-called hybrid and open-and-shut joints have also been observed to form in 
endogenous immunoglobulin loci in vivo ( 40 ). The critical characteristics of the 
recombination signal sequences have been explored through the use of transfected 
constructs carrying various mutations. These experiments have verified the importance 
of the heptamer/nonamer sequences and have shown that the spacer sequences are 
not critical as long as the spacer length—12 or 23 bp—is maintained. The heptamer 
appears especially important, with the 3 bp closest to the coding sequence being most 
critical for signaling recombination. Recombination activity could be detected in a variety 
of pro–B and pre–B cells as well as pre–T lines, but it was virtually absent in mature B 
and T cells and in cells of nonlymphoid lineages. 
Recombination Intermediates: Hairpins and P Nucleotides To study intermediates 
in V(D)J recombination, Roth et al. ( 41 , 42 ) designed a Southern blot strategy to detect 
double-strand breaks in the TCR d locus between D and J and applied this strategy to 
DNA from newborn murine thymus cells, which actively rearrange the TCR d locus. In 
comparison with DNA from adult liver cells, additional bands were found in the newborn 
thymus DNA, representing DNA fragments extending from a D-derived heptamer on 
one end to a J-derived heptamer on the other end. To characterize the sequence of the 
signal ends in detail, several laboratories have employed ligation-mediated PCR 
(LM-PCR). This technique involves ligating the blunt genomic signal ends with a 
double-stranded oligonucleotide, followed by amplification extending from a primer 
sequence near the genomic signal end to the ligated oligonucleotide sequence; 
amplified products can then be cloned and their sequence determined. LM-PCR 
analyses of both TCR and immunoglobulin genes have defined the signal ends as 
blunt-ended cuts, usually exactly at the heptamer border, leaving 5'phosphate and 3' 
hydroxyl groups ( 43 ). In their original Southern blot assays, Roth et al. ( 41 , 42 ) detected 
the signal ends from these cuts at levels representing about 2% of the thymus DNA; 



however, the coding ends could not be visualized at all, perhaps because of rapid 
processing of these ends into coding joints. On the basis of the known defect of SCID 
lymphocytes in forming coding joints, Roth et al. ( 41 ) reasoned that SCID thymocytes 
might accumulate the cut coding ends that could not be visualized in normal 
thymocytes. Indeed, coding ends were detected in the SCID thymocyte DNA and, 
moreover, were found to have several properties suggestive of a hairpinlike structure. 
First, the coding ends in SCID thymocyte DNA were resistant to exonuclease treatment. 
Furthermore, restriction fragments bearing these in vivo-generated ends on one side 
were found to move on a denaturing electrophoresis gel as if they were twice as long as 
predicted from the size of the double-stranded fragment before denaturation. Finally, 
LM-PCR experiments failed to detect the coding ends unless they were pretreated with 
a single-strand–specific endonuclease, which was consistent with the impossibility of 
ligation to a hairpin unless it was first opened. The sequences of LM-PCR products 
obtained after endonuclease treatment suggested that the hairpins contained the entire 
sequence of the coding element, usually without loss or gain of a single nucleotide ( 44 ). 
These hairpin ends apparently represent normal V(D)J recombination intermediates 
that, in wild-type cells, are opened at variable positions within the hairpin loop by an 
endonuclease activity that is dependent on the normal allele of the SCID gene. P 
nucleotides could then result from opening the loop at an asymmetric position ( Fig. 11); 
this model would explain the absence of P nucleotides from coding ends that have been 
“nibbled” after opening of the hairpin. The unusually long P nucleotide segments 
observed in the rare coding joints assembled in SCID mice might then be interpreted as 
resulting from resolution of hairpins by nonspecific nicking enzymes that, unlike the 
exonuclease activity dependent on the normal allele of the SCID gene, do not focus on 
the hairpin loops but nick in variable positions in the double-stranded hairpin “stem” ( 41 

). In support of the notion that the hairpin coding ends are intermediates in normal V-J 
recombination, hairpins have been found in vivo in a non-SCID B lymphoid line 
engineered to sustain a high level of ? gene recombination ( 45 ). In this line, broken J?1 
signal ends were detectable in amounts corresponding to 30% to 40% of the ? loci 
present. Coding ends were observed at 10- to 100-fold lower abundance, including both 
hairpin and open ends. The observed kinetics were consistent with simultaneous 
production of signal ends and hairpin coding ends, with rapid processing of hairpins to 
open coding ends and then to coding joints but slower ligation of signal ends. This 
model is further supported by the observation that linear DNA molecules with hairpins at 
both ends can, after transfection into B cell lines, be recovered as recircularized 
molecules, with the frequent creation of P insertions ( 46 ). Interestingly, SCID B cells 
perform about as well as normal B cells in this assay, which suggests that the protein 
missing in SCID cells is not the hairpin nicking enzyme itself but rather an activity that 
makes natural endogenous hairpin coding ends available to the enzyme; these 
endogenous ends may require such an activity because of their association with 
recombinase or other chromosomal proteins, whereas transfected hairpins free of 
attached proteins may be accessible independently of the protein missing in SCID. The 
molecular basis of the SCID defect is considered in more detail in the following 
discussion. 
Recombination Activating Gene Proteins: Mediators of Early Steps in V(D)J 
Recombination A major advance in the investigation of V(D)J recombination was the 
identification of two genes whose products are critical for this process in B and T 
lineages. In the pioneering experiments, Schatz and Baltimore ( 47 ) stably transfected 



fibroblasts with a construct containing a selectable marker whose expression was 
dependent on V(D)J recombination; as expected, no measurable recombination 
occurred in this nonlymphoid cell. However, when either human or murine genomic 
DNA was transfected into these fibroblasts, a small fraction of recipient cells stably 
expressed recombinase activity, activating the selectable marker. This suggested that a 
single transfected genomic DNA fragment was able confer recombinase activity in a 
fibroblast. (Presumably, the fibroblast contained endogenous copies of the same 
genes, but their expression was repressed by mechanisms that could not repress the 
transfected genes.) After successive rounds of transfection and selection for 
recombinase activity, the critical genomic fragment was identified. This fragment turned 
out to contain two genes, designated RAG1 and RAG2. These genes are not 
homologous to each other, and neither is very similar to any other known genes, 
although weak similarities have been noted between RAG1 and a topoisomerase, and a 
shark RAG1 gene shows some similarity to a bacterial integrase. Both RAG1 and RAG2 
are required for recombination; therefore, these genes would not have been discovered 
by this transfection technique if they had lain too far apart in the genome for both to be 
transferred on a single DNA fragment. The genes are notable for having no introns in 
most species (certain fish are exceptions) and for their close association and opposite 
transcriptional orientation in all species examined. The close proximity of these two 
genes related by function but not by sequence has led to the speculation that they 
might have arisen from a more primitive viral or fungal transposition system. A crucial 
role for the RAG genes in V assembly recombination was supported by the 
conservation of these genes in a variety of immunoglobulin-producing vertebrate 
species from humans through sharks, whereas RAG homologs have not been identified 
in any species that does not demonstrate Ig V gene assembly recombination. RAG1 
and RAG2 are expressed together in pre–B and pre–T cells, specifically at the stages 
expressing V(D)J recombinase activity. Moreover, mouse strains in which either gene 
has been eliminated by homologous recombination (gene “knockouts”) have no mature 
B or T cells, as the apparent result of abrogation of V(D)J recombination ( 48 , 49 ). A 
subset of human patients with a SCID syndrome and no T- or B-lymphocytes has been 
found to have null mutations in RAG genes ( 50 ). Patients with less complete defects 
often have a complex of features (oligoclonal T cells, hepatosplenomegaly, 
eosinophilia, decreased serum immunoglobulin but elevated IgE) known as the Omenn 
syndrome ( 51 ). The same RAG mutation can in different patients cause either Omenn 
syndrome or SCID, depending on unknown factors ( 52 ). Many of the RAG2 mutations 
map to regions of the protein important for interaction with RAG1 ( 53 ). Murine RAG1 is 
a 1,040-residue protein, with a central core (residues 384 to 1,008) that includes all the 
known enzymatic activities of the whole protein as well as a nuclear localization signal, 
although the addition of the N-terminal residues can increase V(D)J recombination 
frequency of transfected cells ( 54 , 55 ). The protein exists as a dimer, which shows 
intrinsic binding affinity for the RSS nonamer sequence in the absence of RAG2. This 
binding is dependent on residues 389 to 486, known as the nonamer-binding domain ( 
56 ). Mutational analysis has revealed regions of the protein necessary for binding to 
RAG2, as well as three amino acids critical for enzymatic activity: D600, D708, and 
E962 ( 57 , 58 and 59 ). Murine RAG2 is a 527–amino acid protein, with a core (residues 1 
to 382) sufficient for activity. This protein has little intrinsic binding affinity for RSS 
elements, but it improves the strength and specificity of RAG1 binding ( 60 , 61 and 62 ). 
The binding of RAG2 also extends the nucleotide sequence over which DNA–protein 



interactions can be detected (by DNA footprinting or ethylation interference 
experiments) beyond the nonamer and into the heptamer ( 63 ). In the presence of 
divalent cations, the two RAG proteins can form a stable signal complex with an RSS 
that has a 12-bp spacer (12-RSS), but efficient complex formation with a 23-RSS 
requires the addition of a high mobility group (HMG) protein, either HMG1 or HMG2 ( 64 , 
65 ). These abundant and ubiquitous proteins are known to bind DNA in a 
non–sequence-specific manner and to cause a local bend in DNA. They apparently 
facilitate RAG1/RAG2 binding by stabilizing bending induced by the RAG proteins 
themselves ( 66 ). Attempts to demonstrate activities of the RAG proteins on 
recombination substrates in vitro were hampered by poor solubility of the proteins, but 
functional analyses of truncated RAG genes—with the use of RAG expression vectors 
cotransfected with recombination substrate plasmids into fibroblasts—revealed that 
surprisingly large segments of both proteins can be deleted without eliminating 
recombinase activity; some of the deleted proteins were soluble and could be handled 
relatively easily as fusion proteins. This work allowed the demonstration that, in a 
cell-free in vitro system, the two RAG proteins together are capable of carrying out 
cleavage of substrate DNAs as well as hairpin formation on the coding end ( 67 ). The 
RAG-induced cleavage occurs in two steps: First, a nick occurs on one strand adjacent 
to the heptamer (the top strand as drawn in Fig. 11); then the 3'-hydroxyl created at the 
nick causes transesterification by nucleophilic attack on the phosphodiester bond 
adjacent to the heptamer on the bottom strand ( Fig. 11), yielding a hairpin on the 
coding end and a new 3'-hydroxyl on the 3' end of the bottom heptamer strand ( 68 ). 
This transesterification mechanism is consistent with the observation that the formation 
of the new phosphodiester bond in the hairpin occurs in the absence of an external 
energy source such as adenosine triphosphate (ATP); the energy required for hair pin 
formation apparently derives from in the phosphodiester bond broken in nucleophilic 
attack. The stereochemistry observed in the reaction suggests that no phosphodiester 
linkage to protein occurs as an intermediate, such as occurs in bacteriophage lambda 
integration; instead the direct transesterification mechanism resembles the mu 
transposition and retroviral integration, which can both produce hairpins under certain 
experimental conditions ( 68 ). Although the RAG proteins may not form a covalent 
intermediate to generate the hairpin, they apparently participate in the reaction, 
inasmuch as some RAG1 mutants can nick at the heptamer efficiently but show 
impaired hairpin formation under certain conditions ( 69 ). After DNA cleavage, the RAG 
proteins remain in a complex with the DNA ( 70 ). In this complex, the RAG proteins may 
participate in hairpin opening of the coding ends, inasmuch as this activity has been 
observed with in vitro reactions ( 71 , 72 ); however, the hairpin cleavage by RAG proteins 

requires nonphysiological conditions (Mn 2+ rather than Mg 2+) that argue against its 
physiologic importance. The signal ends have also been found to remain tightly bound 
in a complex with the RAG proteins ( 73 ). A role for RAG proteins at steps beyond 
cleavage and hairpin formation is also suggested by the identification of mutant forms 
of RAG1 or RAG2 that are competent for cleavage but show impairment in coding or 
signal joint formation ( 74 , 75 ). The actions of the RAG proteins were found to be 
dependent on divalent ions in the medium ( 61 , 76 ). In Mn 2+, the RAG proteins catalyze 
cleavage of substrates with a single RSS, but in Mg 2+, cleavage requires two RSSs 
and occurs most efficiently if the substrates conform to the 12/23 rule regarding the 
spacing between heptamer and nonamer elements. Thus, this rule may be enforced by 



the RAG proteins, although other proteins, including HMG1/HMG2, seem to contribute 
to 12/23 specificity, perhaps by promoting an optimal molecular architecture ( 77 ). In Ca 
2+, the RAG proteins and a radiolabeled DNA substrate containing an RSS formed a 
stable complex that was apparent in an electrophoretic mobility shift assay (EMSA) and 
was stable to competition with unlabeled substrate, but the substrate was not nicked or 
cleaved. However, when Mg 2+ was added to the stable complex, substrate cleavage 
occurred. The Ca 2+-mediated binding of RAG proteins to substrate DNA was 
significantly decreased 10-fold by the elimination of the nonamer from the RSS. In 
contrast, mutations in the heptamer that altered the nucleotides closest to the coding 
region—residues known to be critical for supporting cleavage—had minimal effect on 
binding. This is consistent with other evidence ( 78 , 79 ) that suggests that the heptamer 
may contribute to the sequence specificity of cleavage less by promoting RAG binding 
than by creating a local alteration in DNA helix structure that is important for the 
cleavage reactions. In addition to the activities of RAG proteins already discussed, in 
vitro experiments have documented that these proteins can catalyze the insertion of a 
DNA fragment with signal ends into foreign DNA, acting essentially like a transposase ( 
80 , 81 ). This transposase activity lends support to the early speculation ( 82 ) that the 
V(D)J recombination system may have originated by insertion of transposon-like DNA 
with signal ends into a primordial V region, thereby separating J region sequence from 
the remainder of the V sequence upstream. This model is consistent with the many 
mechanistic similarities between V(D)J recombination and transposition [reviewed by 
Roth and Craig ( 83 )] and the unusual organization of the RAG genes, which 
presumably would have been carried on the original transposon to allow for subsequent 
rejoining of V and J. The transposase activity may also be the cause of certain 
translocations in lymphoid malignancies. Double-strand DNA breaks catalyzed by the 
RAG proteins could be potentially deleterious if they occurred during DNA synthesis or 
mitosis, but this problem appears to be mitigated by tight post-transcriptional regulation 
of RAG2 protein levels across the cell cycle. Although the RAG1 protein and mRNA 
transcripts of both RAG genes vary little across the cell cycle, a 
phosphorylation-dependent degradation signal mediates destruction of the RAG2 
protein ( 84 ), thereby preventing double-strand DNA breaks in the heavy-chain JH locus 
from occurring during M, G2 and S stages ( 43 ). The phosphorylation site, a threonine at 
amino acid 490, falls in a region of the sequence that is highly conserved across 
species and contains a consensus sequence characteristic of targets of 
cyclin-dependent kinases; this regulatory region is dispensable for enzymatic activity. In 
RAG2 knockout mice carrying a transgenic RAG2 gene with an alanine replacing the 
phosphorylatable threonine, RAG2 protein and double-stranded DNA breaks were 
found throughout the cell cycle, demonstrating the importance of the RAG2 degradation 
signal in cell-cycle control of V(D)J recombination ( 85 ). Apart from the obvious 
importance of the RAG proteins in understanding the initial steps of V(D)J 
recombination, knowledge of these proteins and their genes has allowed two major 
technical advances that have opened the way to many additional experiments. First, 
various nonlymphoid cell lines with known defects in various DNA repair genes have 
been transfected with the RAG genes to determine whether these gene defects impair 
V(D)J recombination; these experiments have revealed several other proteins required 
for V(D)J recombination, as described later. The second major technical consequence 
from the RAG genes has been the availability of the RAG1 and RAG2 knockout mice. 



These mice have no functional B cells or T cells and are not “leaky” like SCID mice, 
which develop some functional B and T cells, especially as the animals age. The RAG 
knockouts can be used to study the importance of the “innate”’ immune system (i.e., 
responses that occur in the absence of antigen-specific lymphocytes) in particular 
immune responses. The knockout mice can be used as recipients for various 
lymphocyte subsets to explore the roles of different cell types. They can be used to 
study the signals for B cell development by introducing transgenes with specific 
functionally recombined Ig genes and characterizing the phenotypes of lymphocytes 
that develop (as discussed later). Finally, they can be used in “RAG complementation” 
experiments designed to assess the phenotype—in lymphocytes—of various other gene 
knockouts ( 86 ). In RAG complementation, embryonic stem cells in which the gene of 
interest has been knocked out by homologous recombination are injected into 
homozygous RAG knockout (RAG -/-) blastocysts. This procedure yields chimeric mice 
in which all B and T cells derive from the embryonic stem cells deleted for the gene of 
interest, because these are the only source of intact RAG genes to support lymphocyte 
development. Such animals can be bred more easily than a knockout mouse line and 
can be used to study the effect of gene deletion in lymphocytes independently of effects 
the deletion may have in other cells. In particular, for cases in which the gene knockout 
causes embryonic lethality because of effects on nonlymphoid cells, RAG 
complementation allows the selective knockout in lymphocytes to be studied in the 
background normal gene expression in nonlymphoid cells. 
Components of Later Steps in V(D)J Recombination 
Ku, DNA-PK, and XRCC4 The RAG genes are clearly critical for the first steps in V(D)J 
recombination (recognition of RSS, cleavage, hairpin formation, and perhaps hairpin 
cleavage), but additional components are required to complete the reaction. Most of the 
other known components function not only in V(D)J recombination but also in the 
ubiquitous DNA repair pathway known as nonhomologous end joining (NHEJ), which 
promotes the repair of double-strand DNA breaks such as those induced by ionizing 
radiation. The first clear example of such a component to be recognized was the murine 
SCID mutation mentioned previously. This mutation was originally identified in a mouse 
strain that was immunodeficient as a result of a marked impairment in V(D)J 
recombination of both Ig and T-cell receptor genes; SCID lymphocytes are able to 
perform the RAG-mediated reactions of cleavage and hairpin formation and can form 
signal joints but are markedly defective in coding joint formation. Subsequently, it was 
found that the SCID mutation also impairs NHEJ, causing radiosensitivity. To test 
whether other DNA repair components participated in V(D)J recombination, Taccioli et 
al. ( 87 ) screened panels of radiosensitive Chinese hamster ovary cell lines for their 
ability to carry out V(D)J recombination after transfection with the RAG genes. These 
radiosensitive lines had previously been classified into x-ray cross-complementation 
(XRCC) groups by investigating the outcome when two mutant cell lines are combined 
to make a somatic hybrid. If such a hybrid shows no DNA repair defect, this implies that 
the two original cell lines carry mutations of different genes in such a way that the hybrid 
received at least one normal copy of each gene (the mutant cell lines 
“cross-complemented” one another); conversely, by definition, cells in the same 
cross-complementation group are unable to complement each other. Of eight XRCC 
groups of ionizing radiation-sensitive rodent cell lines, three were known to be defective 
in repair of double-strand breaks in DNA—XRCC groups 4, 5, and 7—and all three of 
these groups were found to be impaired in V(D)J recombination after RAG transfection. 
The genes mutated in XRCC5 and XRCC7 turned out to encode two components of a 



three-polypeptide complex known as the Ku complex. Originally characterized as the 
autoantigen recognized by a patient antiserum, Ku is composed of an approximately 
70-kD protein (Ku70) and an approximately 86-kD protein (Ku86, often called Ku80). 
Together, these two proteins form a heterodimer that can bind to DNA. The DNA-Ku 
heterodimer complex can then recruit the third component: DNA-PK, an approximately 
460-kD protein with a protein kinase activity that is dependent on binding to DNA. [In an 
alternative terminology, the Ku-DNA-PK complex is designated DNA-PK, and the 
460-kD kinase is designated DNA-PK CS (catalytic subunit).] Ku genes are conserved in 

Drosophila species, yeast, and even bacteria ( 88 ), which is consistent with a function in 
NHEJ not restricted to V(D)J recombination. The gene defective in the XRCC5 group 
encodes Ku80, whereas the gene defective in XRCC7—which corresponds to the gene 
mutated in murine SCID—encodes the 460-kD DNA-PK. An equine DNA-PK mutation ( 
89 ) impairs both coding and signal joint formation, but targeted DNA-PK murine 
knockout strains show a phenotype resembling the original SCID mutation: that is, 
defective coding but not signal joint formation ( 90 , 91 ); the reason for this difference in 
phenotype is not clear. Ku80 mutant cell lines are also defective in both signal and 
coding joint formation, and mice with a knockout of the Ku80 gene are severely 
impaired in B and T cell development ( 92 ). Ku70 mutants were not detected in panels 
of existing XRCC mutants, but cells with homozygous disruption of Ku70 are also 
defective in V(D)J recombination induced by RAG gene transfection ( 93 ). The Ku 
complex had previously been studied as an activity with an unusual DNA binding 
specificity: Rather than recognizing particular nucleotide sequences, it recognizes 
particular topological features of DNA, particularly double-stranded DNA ends such as 
might be generated by x-rays or by recombinases. Indeed, Ku may be the primary 
detector of broken DNA. Once bound to an end, Ku can translocate down the length of 
the DNA. These properties can be interpreted in light of the three-dimensional structure 
of the protein ( 94 ). DNA bound to the heterodimer resembles a finger wearing two 
adjacent engagement rings, with—in lieu of diamonds—two marshmallows squashed 
together. The Ku heterodimer shows limited interaction with the nucleotides in the major 
or minor groove of the DNA, but the internal channel of the heterodimer contacts the 
negatively charged DNA backbone over about 14 bp on one side of the double helix 
and includes several positively charged amino acid residues that undoubtedly contribute 
to the tight but non–sequence-specific binding. The other side of the DNA helix is open 
except for the narrow “ring” structures, allowing accessibility of the DNA to repair 
enzymes. In an unbound Ku heterodimer, these rings would block access of continuous 
DNA to the positively charged surface of the internal channel, but a DNA end could be 
threaded into the ring, which could then slide along the DNA axis. The 
three-dimensional structure of DNA-PK ( 95 ) includes a groove large enough to contain 
double-stranded DNA and an internal channel that might enclose single-strand DNA. 
This model would be consistent with binding studies that reveal a binding site for duplex 
DNA and a second site that binds single-strand DNA and activates the kinase ( 96 ). The 
Ku complex has been reported to have an ATP-dependent helicase (DNA-unwinding) 
activity, and it may also influence recombination through DNA-PK–induced 
phosphorylation of other proteins involved in the recombination (e.g., Artemis, as 
described below). Another important function of the Ku complex is to bind to the product 
of the XRCC4 gene ( 97 ). XRCC4 encodes a ubiquitously expressed protein of about 38 
kD in predicted size that is not homologous to any known protein. The crystal structure 
of XRCC4 homodimers resembles a two-headed golf club, with the handle represented 



by two parallel alpha helices ( 98 ). The XRCC4 protein binds binds tightly to and 
activates DNA ligase IV, which is probably the ligase that seals the signal and coding 
joints in V(D)J recombination ( 99 , 100 ). In addition, the XRCC4 protein product interacts 
with DNA-PK and is phosphorylated by this kinase ( 101 ). In contrast to Ku or DNA-PK 
knockouts, which have relatively mild phenotypes apart from impaired NHEJ and V(D)J 
recombination, disruption of either the XRCC4 ( 102 ) or the ligase IV ( 103 ) genes in mice 
causes embryonic lethality associated with neuronal apoptosis. Humans with ligase IV 
mutations have also been reported but with a milder neurological defect ( 104 ). The 
neuronal phenotype of ligase IV mutations fueled speculation that the complexities of 
neural development might include DNA recombination events, an idea originally 
sparked by the observation of RAG1 and RAG2 expression in central nervous system 
and neuronal cell lines and by a single report of somatic DNA recombination in mouse 
brain. However, the embryonic lethality and neurodevelopmental abnormalities of 
XRCC4 -/- ( 105 ) or ligase IV -/- mice ( 106 ) were reversed by concomitant defects in p53, 
which suggests that neuronal cells do not require recombination for normal 
development but may be unusually susceptible to apoptosis induced by DNA damage, 
such as that caused by oxygen or its metabolites ( 107 ). 
Artemis In a group of human SCID patients without evidence of abnormalities in genes 
for the known V(D)J recombination proteins, a defect was mapped to chromosome 10, 
subsequently leading to the identification of a gene that has been designated Artemis ( 
108 ). The gene shows no strong similarity to other known proteins, although weak 
similarity was noted to two yeast proteins involved in repair of DNA interstrand 
cross-linking reagents (but not of double-strand breaks). Patients with homozygous null 
mutations of Artemis survive (no embryonic lethality) and show radiosensitivity as well 
as defects in coding joint—but not signal joint—formation. In vitro experiments with 
purified recombinant Artemis protein ( 109 ) have demonstrated that this protein binds to 
DNA-PK, whereupon, in an ATP-dependent step, it gains an endonucleolytic activity 
that can cleave synthetic and RAG-generated hairpin ends under physiological 
conditions (Mg 2+ buffers). Because a homozygous point mutation that abolishes this 
activity confers the SCID phenotype, it is likely that Artemis is responsible for hairpin 
cleavage in vivo. 
N Regions and Terminal Deoxynucleotide Transferase TdT, the apparent source of 
N region additions, is an enzyme found in the thymus and bone marrow; its expression 
is a distinguishing characteristic of lymphoid leukemias, as opposed to myeloid 
leukemias. It catalyzes the addition of nucleotides onto the 3' end of DNA strands. 
Although no template specificity determines the nucleotides added, the enzyme adds 
deoxyguanosine residues preferentially. This fact is consistent with a role for this 
enzyme in the origin of N regions found at the V-D and D-J junctions because these N 
nucleotides tend to be guanosine-rich at the 3' ends of both the upstream coding strand 
and the downstream noncoding strand. Both N region addition and TdT are 
characteristically absent from fetal lymphocytes ( 110 ). N region addition is common in 
heavy-chain genes but rare in murine light-chain genes, although perhaps less rare in 
human ( 111 ). As evidence that TdT is the primary source of N nucleotides, lymphocytes 
with engineered defects in their TdT genes produced rearranged Ig V regions with 
almost no N additions. Conversely, when TdT expression was engineered in cells 
undergoing ? or ? light-chain rearrangement, the normally low level of N region insertion 
in these recombinations was dramatically increased. This result suggests that the low 



frequency of N region sequences in normal ? or ? recombinations is not a result of the 
inability of these coding sequences to accept N region nucleotides. Instead, the 
preferential occurrence of N regions in heavy- versus light-chain genes (in the mouse, 
at least) reflects TdT levels that are higher in early B lineage cells undergoing 
heavy-chain rearrangement than in the later stage of light-chain recombination (see 
later discussion); indeed, mice with an engineered mutation that allows premature 
V?-J? joining in pro–B cells show an increased frequency of N region nucleotides in 
their recombined V? genes ( 112 ). In normal mice, the expression of a µ heavy chain 
may down-regulate TdT expression ( 113 ), contributing to the reduced level during the 
stage of light-chain recombination. In TdT mutant mice, as well as in normal fetal 
lymphocytes low in TdT activity, absence of N region addition is associated with an 
increase in the frequency of recombination junctions in which short stretches of 
nucleotides could have derived from either germline element because of an overlap of 
identical sequences at the coding ends. These junctions suggest a recombination 
intermediate in which the complementary single-stranded regions from the two coding 
ends hybridize to each other, much as sticky ends generated by restriction 
endonucleases can facilitate ligation of DNA fragments. Such “homology-mediated” 
recombination may restrict the diversity of neonatal antibodies; it is possible that the 
resulting antibodies are enriched in specificities for commonly encountered pathogens 
or have broadened specificity, as has been reported for TCRs lacking N regions ( 114 ). 
Decreased N region nucleotides and a high incidence of homology-mediated 
recombination have also been found in the rare coding joints formed in Ku80 knockout 
mice, which suggests that Ku80 may be required for recruiting TdT or supporting its 
action ( 115 ). 
Proteins that Bind to DNA Breaks Cells protect themselves against gene loss by a 
complex mechanism; DNA breaks are detected and initiate signals that halt cell division, 
induce repair, and in some cases trigger apoptosis. One important intermediate in this 
process is ?-H2AX, a phosphorylated histone that is rapidly localized to domains of 
DNA near chromosome breaks. Within minutes of exposure to ionizing radiation, 
immunostaining reveals discrete foci of ?-H2AX that appear to be necessary for later 
recruitment of other proteins (including Rad50, Rad51, and Brca1) into foci ( 116 ). The 
phosphorylation of the H2AX protein has been reported to be mediated by ATM, the 
product of the gene mutated in the disease ataxia telangiectasia ( 117 ); ATM colocalizes 
with foci of ?-H2AX after induction of double-strand breaks ( 118 ). The foci also contain 
Nbs1 (or nibrin), the product of the gene mutated in Nijmegen breakage syndrome; this 
protein is a component of the Mre11-Rad50-Nbs1 complex involved in double-strand 
break repair and activation of the S-phase checkpoint. RAG-mediated DNA cleavage 
has been found to induce foci containing Nbs1 and ?-H2AX by immunostaining ( 119 ), 
and ATM has been detected near RAG-induced breaks by chromatin 
immunoprecipitation and LM-PCR ( 120 ). The significance of these findings for the 
mechanism of V(D)J recombination is not clear because defects in all three proteins are 
compatible with near normal V(D)J recombination, possibly because of compensation 
by related proteins. In vitro recombination experiments may be necessary to sort out the 
roles of these proteins. 
Exonuclease Many recombined V regions are found to be missing variable numbers of 
nucleotides at the recombination junctions, in comparison with the coding sequences 
present in their respective germline V, D, or J precursors. This observation has been 
proposed to result from exonuclease-induced “nibbling” of the cut double-strand DNA 



ends during the time between cleavage near the heptamer RSS and rejoining of the cut 
DNA ends. Although the responsible exonuclease has been searched for and several 
exonucleases are known to exist in mammalian cells, no enzyme that “nibbles” the ends 
of V, D, and J segments has been definitively identified. It is possible that the loss of 
nucleotides at the coding joints results from nicks that open the hairpin loops at a 
distance from the symmetry axis of the loop—followed by exonuclease-catalyzed 
trimming of the single-strand overhang—rather than from “nibbling” of double-stranded 
DNA. Further clarification of the V(D)J recombination should result from studies of 
completely cell-free recombination, which has been achieved in several laboratories 
with a combination of crude nuclear extracts plus purified RAG and other proteins. 

Regulation of V(D)J Recombination

The recombination events that occur between Ig gene segments are carefully regulated 
so that most B cells express only one light-chain isotype (isotype exclusion) and use 
only one of the two homologous chromosomal loci for heavy- and light-chain genes 
(allelic exclusion). Isotype and allelic exclusion ensure that each lymphocyte expresses 
a single H 2L 2 combination and thus a single antigen binding specificity, a crucial 
feature of the clonal selection model of the immune response. Current evidence 
suggests that V-D-J recombination is controlled at two levels: regulation of the RAG 
protein levels and regulation of accessibility of the recombinase machinery to the 
germline substrates of rearrangement. Both of these factors are affected by the stage of 
B cell development; and, conversely, the expression of immunoglobulin provides a 
signal critical for regulating maturation of B cells. A brief scheme of B cell development 
is presented as follows as background; a detailed account is in Chapter 6.

B-Lymphocyte Development As shown in Fig. 12, B- and T-lymphocytes differentiate 
from pluripotent hematopoietic stem cells in the fetal liver and bone marrow. The 
primordial lymphoid progenitor has the potential to differentiate into B- or T-lymphocytes 
or natural killer cells. Among the earliest markers that indicate B lineage specificity are 
the non-Ig components of the pre–B-cell receptor (pre-BCR): Iga, Igß, and ?5. CD19, 
which functions as a co-receptor in signal transduction, first appears in large 
proliferating “pro–B” cells, which also express several other distinguishing surface 
markers, including c-kit (receptor for the stem cell factor SCF), B220 (a B-lineage form 
of the phosphatase CD45), TdT, and CD43 (a sialoglycoprotein known as leukosialin). 
In the absence of heavy-chain protein, most of the SLC protein remains cytoplasmic, 
but some SLC is displayed on the surface membrane in association with a complex of 
glycoproteins (represented by a hook shape in Fig. 12), which has sometimes been 
called a surrogate heavy chain. This complex includes a cadherin-related protein of 
130-kD protein (p130 in Fig. 12) ( 121 ). In these cells, RAG gene expression begins, 
causing D-J rearrangements on both chromosomes. Subsequently, recombination with 
germline VH genes occurs, and, if the recombination is “productive” (i.e., yielding an 
in-frame V-D-J junction), then µ heavy chain can be produced. The resulting µ protein 
appears on the B cell surface along with SLC in a pre-BCR or µ-SLC complex that also 
includes Iga and Igß. The resulting large pre–B cells proliferate, with RAG gene 
expression down-regulated. After several rounds of division, the cells become smaller, 
stop dividing, turn up RAG gene expression once more, undergo light-chain 
rearrangement, and express surface IgM (“immature B cells”). When they eventually 



also express surface immunoglobulin D (IgD), they become “mature B cells” and 
migrate into the periphery, ready to be triggered by antigen exposure. 

 
FIG. 12. Immunoglobulin (Ig) gene recombination in B-cell development. A simplified 
scheme of B-cell development is presented as a background for discussion of Ig gene 
recombination. The stages occurring in the bone marrow versus in the periphery (e.g., 
lymph nodes, spleen) are shown, along with the status of heavy and light Ig genes at 
each stage. A graphic depicting the Ig-related proteins displayed on the surface at each 
stage is presented; and, at the bottom, the stage-dependent expression of 
recombination activating genes and terminal deoxynucleotide transferase—both 
important in V(D)J recombination—is schematically depicted, as is the expression of 
several other marker proteins.

Recombinational Accessibility and Transcription What maintains the locus 
specificity of V-D-J rearrangement—that is, why is Ig gene recombination confined to B 
cells, with heavy-chain rearrangement before light-chain rearrangement—and why is 
TCR gene recombination exclusive to T cells? One clue is the observation that 
susceptibility to recombination seems to be correlated with transcriptional activity of 
germline gene elements. For example, AMuLV-transformed pre–B cell 
lines—representing a developmental stage capable of rearranging VH to 
D-JH—synthesize an RNA transcript that includes D-J and Cµ sequence (termed Dµ 
RNA). Furthermore, many germline VH genes are transcribed at the pre–B cell stage, 
just at the time when these genes are targets for recombination ( 122 ); these 
transcripts—designated “sterile” transcripts, because they do not encode a functional Ig 
chain—are not seen in more mature B cells, in which heavy-chain recombination has 
been terminated. Similar sterile transcripts have been reported for other germline Ig 
gene elements during the period when they are actively rearranging. Susceptibility of a 
segment of DNA to both transcription and recombination might be a reflection of a 
common chromosomal state—“accessibility”—required for both processes, or 
transcription itself might be a prerequisite for recombination, perhaps by partially 
unwinding the DNA. The former hypothesis is supported by the observation that in RAG 
-/- pro–B lines, many VH genes that were not transcribed (as assayed by a sensitive 
reverse transcriptase PCR assay) were neverthless susceptible to V(D)J recombination 
after RAG transfection, which suggests that recombination does not require germline 
transcription per se ( 123 ). Interestingly, competence for two other types of 
recombination has been correlated with transcription: the isotype switch of Ig 
heavy-chain genes and recombination of yeast mating type genes. The accessibility 



model has received support from the finding that RAG proteins incubated in vitro with 
nuclei from a pro–B cell were capable of cleaving at an endogenous nuclear JH RSS 
but not a TCRd RSS, whereas in pro–T nuclei the TCRd RSS but not an Ig gene RSS 
was cleaved ( 124 ). The differential chromatin accessibility of Ig versus TCR gene loci in 
B versus T-lymphocytes appears to be regulated in part by the same regulatory regions 
that control transcription. For example, in the heavy-chain locus, one enhancer (Eµ) is 
located in the intron between JH and Cµ. Deletion of this enhancer markedly decreased 
V(D)J recombination ( 125 ). Enhancers might affect accessibility to recombinases by 
altering the chromatin context or methylation status of Ig genes. Nuclear DNA is highly 
compacted, most fundamentally by being wrapped around a nucleosome composed of 
eight histone proteins. Several groups have shown that when purified DNA is 
reconstituted with histones, its susceptibility to RAG cleavage at RSSs is reduced ( 126 , 
127 ). Nucleosome reconstitution is also associated with decreased template activity for 
RNA transcription, but enhancer- or promoter-mediated acetylation of histones by 
histone acetyltransferases is associated with increased template activity [reviewed by 
Marmorstein ( 128 )], possibly because acetylation of histone tails loosens the 
association between DNA and the histones. In light of the effects of acetylation on 
transcription of chromatin, several groups have explored whether histone acetylation 
can affect accessibility of Ig or TCR genes to V(D)J recombinases. The degree of in 
vivo acetylation of histones in TCR gene loci was found to correlate with recombination, 
and inhibition of histone deacetylation by trichostatin A led to increased recombination ( 
129 ). Trichastatin A was also able to stimulate V?J? recombination in a pre–B cell line ( 
130 ). In an examination of in vitro (RAG + HMG1)–mediated cleavage of RSS-containing 
DNA, the inhibitory effect of nucleosome reconstitution was found to be relieved by 
acetylation of the histones and, additively, by adding ATP and the ATP-dependent 
remodeling complex known as SWI/SNF; the inhibition was also relieved by complete 
removal of the histone tails ( 131 ). The extent of in vivo histone acetylation in the heavy 
Ig locus has been studied and is correlated with developmentally regulated changes in 
susceptibility to V(D)J recombination ( 132 ). In addition to histone acetylation, 
enhancer-mediated transcription is also associated with DNA demethylation. Most 
cytosine residues within CpG dinucleotides are methylated in mammalian DNA, but 
genes that are actively expressed in a particular cell generally appear relatively 
undermethylated in that cell type [reviewed by Bird ( 133 )]. Methylation and histone 
acetylation are interrelated in that the methyl-CpG-binding protein MeCP2 recruits 
histone deacetylases. DNA methylation seems to inhibit V(D)J recombination. Thus, the 
developmental maturation from pro–B cell to pre–B is associated with progression from 
a ? locus that is methylated, nontranscribed, and nonrearranging to one that is 
hypomethylated, transcribed, and rearranging. Furthermore, plasmid templates 
containing immunoglobulin RSSs were found to undergo V(D)J recombination when 
transfected into a recombination competent B-cell line, but methylation of the DNA 
impaired recombination ( 134 ), and V(D)J recombination of a transgenic construct 
occurred only when it was unmethylated ( 135 ). Demethylation thus appears necessary 
for V(D)J recombination, although it is not sufficient ( 136 ). 
Allelic Exclusion and Regulated V(D)J Recombination A model for explaining allelic 
exclusion first proposed by Alt et al. ( 137 ) has received considerable experimental 
support. According to this model, the functional rearrangement of an L (or H) chain 
gene in a particular B cell would inhibit further L (or H) chain gene rearrangement in the 



same cell. If the inhibition occurred promptly after the first functional rearrangement, 
then two functional immunoglobulins could never be produced in the same cell. An 
initial nonproductive rearrangement would have no inhibitory effect, and so 
recombination could continue until a functional product resulted or until the cell used up 
all its germline precursors. Figure 13 illustrates four hypothetical regulatory influences 
that could be components of an allelic exclusion control mechanism. As shown in the 
upper left corner of the figure, the first Ig gene rearrangements that occur in a B lineage 
cell join D to JH segments. The resulting D-J junctions are commonly seen on both 
chromosomes in early B lineage cells from fetal liver or bone marrow that have been 
transformed by AMuLV and in pro–B cells isolated from normal bone marrow by flow 
cytometry. Analyses of cells at this early stage show most ? and ? genes in germline 
configuration. The next recombination step is V?D-J. The expected frequency of V-D-J 
joins maintaining the proper triplet reading frame from V to J is about 1/3; therefore, 
most V-D-J junctions are nonfunctional. In addition, some rearranged heavy-chain 
genes may be nonfunctional despite in-frame V-D-J junctions, because of defects in the 
germline VH sequence. According to the model, if the initial V-D-J junction is 
nonfunctional for any reason, then in the absence of a viable µ protein, heavy-chain 
gene recombination can continue on the other chromosome. If the V-D-J recombination 
on the second chromosome is also nonfunctional, then the cell may have reached a 
dead end, leading to death by apoptosis (gray shape in Fig. 13). Indeed, mice 
transgenic for the apoptosis suppression gene bcl-xL harbor an expanded population of 
bone marrow pro–B cells with almost all nonproductive V-D-J joints ( 5 ). Although 
secondary rearrangement may rescue some cells with two nonfunctional 
recombinations, it is not clear how frequently such secondary events occur (see below). 

 
FIG. 13. Regulation of V assembly recombination. Allelic and isotypic exclusion can be 
explained by the four regulatory effects diagrammed here. Negative regulatory effects ( 
thick black lines) prevent a second heavy- or light-chain recombination event from 
occurring after an earlier event leads to a functional protein product. Positive regulatory 
effects ( thick gray lines terminating in “+”) switch on ? recombination only after a 
functional µ protein is produced and switch on ? recombination only after nonproductive 
? recombination has occurred on both chromosomes ( shaded oval area in the 
diagram). The latter effect has not been demonstrated unequivocally; alternatively, a 
functional µ protein may activate recombination in both ? and ? loci.



In contrast, if the first V?D-J recombination in a pro–B cell produces a functional V-D-J 
gene, then its expression will lead to the synthesis of µ heavy chain. This heavy chain is 
expressed in the surface of pre–B cells as a pre-BCR in association with the SLC 
VpreB and ?5 (as discussed previously) and the same Iga-Igß heterodimer that, in 
mature B cells, transmits into the cell the activation signal initiated by antigen-induced 
cross-linking of surface IgM (see Chapter 7). This pre-BCR complex has two regulatory 
effects: It blocks further heavy-chain recombination (effect ? in Fig. 13), and it activates 
? gene rearrangement (effect ? in Fig. 13). The µ gene–induced block to further 
heavy-chain rearrangement was initially hypothesized as an explanation for observed 
allelic exclusion, but it has also been directly supported by experimental manipulation of 
immunoglobulin genes. Functionally rearranged µ transgenes generally suppress the 
rearrangement of endogenous heavy-chain genes in B-lymphocytes, which suggests 
that the transgene-encoded protein, expressed in pre–B cells, can shut off V(D)J 
recombination of endogenous genes. A transgene encoding the membrane form of µ 
(µm) was competent to suppress endogenous V-D-J recombination, but one encoding 
only the secreted form (µs) was not, which demonstrates that a membrane form of µ 
protein is necessary to mediate allelic exclusion ( 138 ). Similarly, mice that cannot 
express membrane µ because of defective genes for ?5 or for the membrane form of µ 
itself can show impaired allelic exclusion. The signal for suppressing V-D-J 
recombination appears to be mediated by the Iga-Igß heterodimer. A µm transgene with 
mutations in amino acids mediating association with the Iga-Igß heterodimer showed 
defective suppressions of endogenous V-D-J recombination; but when this transgene 
was engineered to express the ITAM-containing cytoplasmic domain of Iga or Igß, the 
resulting chimeric transgenes was able to shut off endogenous V-D-J recombination ( 
139 , 140 ). The normal pre-BCR–induced shutoff may be mediated in part by 
down-regulation of RAG gene expression ( 141 ). This view would be consistent with the 
fact that in flow-sorted bone marrow cells, RAG1 and RAG2 mRNAs were detectable in 
pro–B and early pre–B cells (corresponding to cells undergoing D?J and V?D-J 
recombination) but undetectable in the large proliferating pre–B-II cells expressing 
µ-SLC. RAG gene expression then becomes detectable again in the small pre–B-II cells 
undergoing light-chain V?J recombination. In addition to effects on RAG activity, the 
pre-BCR may also down-regulate further V-D-J recombination by reducing 
“accessibility” of the heavy-chain locus, as indicated by reduced sterile VH gene 
transcription ( 142 ) and by reduced ability of RAG proteins to produce broken signal 
ends in nuclei incubated in vitro, as determined by LM-PCR ( 143 ). Diminished 
accessibility of the heavy Ig locus would prevent further V?D-J recombination during the 
subsequent stage when RAG proteins are up-regulated to activate light-chain V-J 
recombination. The hypothesis that µ protein can activate ? chain recombination (effect 
? in Fig. 13) was originally deduced from the fact that ?-expressing cells without 
heavy-chain gene rearrangement and expression are rare, as though heavy-chain 
expression were a prerequisite for ? expression. This view has been supported by 
observation of AMuLV-transformed lines and normal B-cell precursors developing in 
vitro: These lines consistently rearrange heavy-chain genes before ? genes. 
Furthermore, in a variety of experiments in which a µ heavy chain was absent in early B 
lineage cells, the introduction of a functional µ gene caused sterile ? gene transcription 
or V?-J? rearrangement. Although the evidence for pre-BCR stimulation of light-chain 
recombination seems strong, a small number of cells are apparently able to initiate 
light-chain recombination in the absence of heavy-chain synthesis. This has been 



demonstrated (a) by light-chain recombination in mice whose heavy-chain loci were 
rendered nonproductive by gene targeting and (b) by single-cell PCR analysis of normal 
B cell progenitors ( 144 ). Such precocious light-chain recombination may be a 
consequence of some “leakiness” of the controls on light-chain recombination in early B 
lymphopoiesis, or it may reflect a separate developmental lineage in which V?-J? 
recombination is activated earlier than VH-D-JH recombination. There is no known 
mechanism by which productive in-frame light-chain recombination could, in the 
absence of heavy chain, prevent continuing light-chain recombination from violating 
allelic exclusion, but the low incidence of this “premature” V?-J? recombination would 
keep the frequency of light-chain double-producers below 1%. When ? recombination 
begins in µ-expressing cells, the possibilities for functional and nonfunctional V-J 
rearrangements resemble those discussed previously for the heavy chain. As soon as ? 
gene rearrangement leads to expression of a functional ? chain that can associate with 
µ to form a surface-expressed IgM molecule—that is, a mature BCR—then further ? 
rearrangement will be suppressed (effect ? in Fig. 13). This regulatory influence would 
explain the observation of allelic exclusion in ?-expressing myelomas, and it has been 
supported by the finding that functional rearranged V-J-C? transgenes can suppress 
rearrangement of endogenous ? genes. Furthermore, in murine B lymphoma lines 
expressing RAG proteins, cross-linking of surface IgM with an anti-µ antibody was 
found to rapidly suppress RAG gene expression ( 145 ). It is possible that a ligand might 
deliver a corresponding signal in physiological circumstances, but this is not clear, 
especially because, under some conditions, cross-linking the BCR of pre–B cells—as 
might occur on binding of a self-antigen—can actually up-regulate RAG gene 
expression to activate “receptor editing,” as described later. Regulatory effect ? in Fig. 
13 is hypothetical, as little is known about regulation of ? gene rearrangement. The idea 
that ? recombination is somehow triggered by nonfunctional ? rearrangements on both 
chromosomes derives from the observations that most B cells show isotypic exclusion 
(i.e., they express either ? or ? but not both) and that ? rearrangement seems to occur 
before ?. Thus, in normal and malignant human B lymphoid cells ( 146 ), ?-expressing 
cells generally have their ? genes in germline configuration, whereas ?-expressing cells, 
? genes are either rearranged (rarely) or deleted (commonly). The ? deletions reflect 
the RS recombination event discussed earlier in this chapter. These results suggest 
that ? genes may be held in germline configuration until ? genes rearrange 
nonproductively or are deleted (effect ?). An alternative possibility is that ? and ? 
rearrangement occur independently, but in the B lineage developmental program, ? is 
simply activated for recombination earlier than the ? locus ( 147 ). The model of Fig. 13 
assumes that membrane expression of a µ-? IgM would shut off all further light-chain 
gene recombination by a mechanism similar to that in the ? locus (as illustrated by 
effect ? in the figure), an idea supported by suppression of ? gene expression in ? 
transgenic mice. However, this suppression is somewhat “leaky,” especially in older 
mice, and even in normal splenocytes, a small population of cells expresses both 
isotypes. These observations have led to the speculation that certain B-lymphocytes are 
not programmed for strict isotype exclusion. It is also possible that in some cells 
expressing both ? and ?, one of the isotype light chains has such a greater affinity for 
the expressed heavy-chain protein (on the basis of VH-VL compatibility) that the other 
isotype does not functionally contribute to surface Ig and is thus allelically excluded at 
the protein level. Although this scheme of regulatory pathways may seem sufficient to 
explain allelic exclusion, an additional level of control is suggested by the observation 
that, in developing B cells, only a single allele of the ? locus is initially demethylated, 



and that allele is the target for V?-J? recombination ( 148 ). In this study, DNA from bone 
marrow B cells was used for a Southern blot similar to that of Fig. 1. DNA isolated from 
the gel at the position of the germline ? band was found to be methylated (i.e., resistant 
to a restriction enzyme inhibited by methylation of its CpG-containing recognition 
sequence), whereas DNA isolated from the region of the gel corresponding to 
rearranged bands was unmethylated. Other experiments suggested that demethylation 
occurs before recombination and requires the presence of the ? gene enhancers. 
Presumably, if the first allele to be demethylated is unsuccessful in recombining 
productively, the second allele could eventually become demethylated and undergo 
rearrangement. Which mechanism selects a particular chromosome for demethylation 
while leaving the homologous chromosome methylated is unknown, but it may be 
similar to the mechanism causing monoallelic expression of other genes such as 
interleukin-2, interleukin-4 (IL-4), and odorant receptor genes [reviewed by Schimenti ( 
149 )]. The demethylation of one Ig allele may also be related to mechanisms governing 
nonequivalent nuclear localization ( 150 ) and asynchronous replication ( 151 ) of Ig genes. 
B-Cell Receptor Regulation of B-Cell Maturation The signals mediated by the 
pre-BCR (µ-SLC) and the mature BCR (IgM) are critical not only for regulating V-D-J 
recombination but also as checkpoints controlling other features of B-lymphocyte 
differentiation. Thus, in the bone marrow of RAG or JH knockout mice, the absence of 
BCR signaling leaves B lymphopoiesis blocked at the earliest pro–B stage—large cells 
staining positive for B220, CD43, and c-kit—and cells with surface markers typical of 
mature B cells are absent from the periphery. When a recombined V-D-J-Cµ 
heavy-chain transgene is introduced into a RAG knockout background ( 152 ), the 
resulting µ protein allows the progression of B lineage cells to the stage of small 
pre–B-II cells, in which light-chain recombination would normally occur. These cells 
cannot undergo VL?JL recombination in the absence of RAG proteins, but they do 
show up-regulation of sterile ? transcription, an apparent reflection of regulatory effect ? 
in Fig. 13. If, in addition to the µ gene, a complete recombined light-chain transgene is 
also added to the genome of the RAG knockout mice, then B cell development is 
restored, with normal numbers of B cells in the periphery, expressing mature B cell 
surface markers. The developmental block in RAG knockouts is similar to that seen in 
mice with knockouts of ?5 or a double knockout of both VpreB1 and VpreB2. The ?5 
knockout cells could be rescued from their developmental arrest by a productively 
rearranged ? transgene expressed in pre–B cells, indicating that a ? chain can 
substitute for the SLC in mediating maturation signals ( 153 ). Indeed, even without the ? 
transgene, some maturation occurs in the ?5 knockout mice, a presumed result of small 
amounts of V?-J? recombination occurring before V-D-JH recombination and thus 
providing a ? chain that allows surface IgM expression and signaling. The permissive 
effect of the pre-BCR or BCR on developmental progression appears to be mediated by 
the Iga-Igß heterodimer, according to results with the mutant or chimeric µ transgenes 
linked to Iga or Igß cytoplasmic domains, as described previously ( 139 , 140 ). The role of 
the SLC is apparently simply to facilitate surface expression of µ heavy chain rather 
than directly advancing B cell development, inasmuch as a truncated µ heavy chain that 
was expressed on the surface membrane but could not associate with the SLC was still 
able to induce developmental progression ( 154 ). Ligand-dependent cross-linking of the 
pre-BCR is not necessary for inducing maturation; when a chimeric molecule containing 
the cytoplasmic signaling domains of Iga and Igß without an extracellular domain was 
targeted to the inner leaflet of the plasma membrane, it was capable of driving 



developmental maturation beyond the pro–B stage, apparently through a basal 
unstimulated level of signaling ( 155 ). Even in mature circulating B cells, the BCR 
apparently provides a tonic signal necessary for survival of B cells, inasmuch as in vivo 
ablation of the BCR of adult mice by inducible Cre-lox gene targeting induces rapid B 
cell death ( 156 ). 
Late Recombination Activating Gene Expression: Receptor Editing and Receptor 
Revision Although the RAG genes are generally down-regulated by a signal mediated 
by the appearance of IgM at the end of the pre–B cell stage, RAG gene expression and 
V(D)J recombination can recur later during “receptor editing” of autoreactive B cells in 
the bone marrow and possibly during B cell maturation in germinal centers. Evidence 
for such secondary rearrangements was first observed for the ? locus. After production 
of an initial IgM-? protein, receptor editing by light-chain rearrangement can take three 
forms: An initial V?-J? junction could be deleted by recombination between an upstream 
V and downstream J on the same chromosome; V?-J? recombination could occur on 
the other chromosome; or V?-J? recombination could be activated. V gene replacement 
of the heavy chain is less frequently observed, probably because it depends on an 
incomplete RSS, a lone heptamer embedded in the 3' end of some VH coding regions, 
as described in an earlier section. Most replacement of productively rearranged light- or 
heavy-chain genes probably serves to abort production of an antibody that was 
autoreactive. Thus, receptor editing might complement two other mechanisms for 
preventing autoantibodies: anergization and cell deletion by apoptosis. Several 
researchers have studied receptor editing by using mice carrying rearranged genes 
expressing autoreactive antibodies inserted as either transgenes or “knocked-in” genes: 
that is, pre-recombined V?-J? genes engineered to replace the germline locus through 
homologous recombination in embryonic stem cells. In one study, the germline JH locus 
was replaced with the 3H9 recombined V-D-J gene encoding a heavy chain that, in 
combination with most (but not all) ? light chains, is capable of binding to DNA, a 
self-antigen ( 36 ). In such mice, most B cells have replaced the 3H9 gene by an 
upstream VH gene. When inserted as a transgene (which cannot undergo VH 
replacement because the transgene is inserted randomly distant from the VH locus), 
3H9 stimulates light-chain editing, as evidenced by increased frequency of J?5 usage 
and reduced diversity of V? genes expressed by the B cells displaying the 3H9 heavy 
chain ( 157 ). These results are consistent with the interpretation that primary 
rearrangements, yielding V? proteins capable of supporting DNA binding, were edited 
by secondary rearrangements joining downstream J? to V? regions incompatible with 
DNA binding. In a similar system, efficient receptor editing was observed in mice with 
knocked-in heavy- and light-chain genes encoding a self MHC class I specificity ( 158 ). 
Receptor editing appears to occur in the immature B cell population in the bone marrow 
( 159 ) and is associated with increased RAG gene expression. Indeed, in vitro BCR 
ligation of cultured immature bone marrow B cells was found to up-regulate RAG gene 
expression and induce ? and ? recombinations ( 160 ). However, as previously 
discussed, BCR ligation has also been reported to terminate RAG gene expression of 
sIGM+ immature B cells to mediate allelic exclusion ( 145 ), and in immature B cells that 
have advanced to leave the bone marrow, BCR ligation causes apoptosis. How the 
same stimulus of BCR ligation can trigger RAG down-regulation to mediate allelic 
exclusion, RAG up-regulation to mediate receptor editing, and apoptosis in later stages 
is not currently understood. Possible explanations lie in developmentally regulated 
differences in receptor density on the cell surface ( 161 ), in affinity for the ligand ( 162 ), in 



developmentally regulated antiapoptotic proteins ( 163 ), in environmental co-stimulatory 
signals ( 164 ), and in BCR signal transduction machinery ( 165 ). Although most studies 
on receptor editing have been carried out on mice engineered with genes encoding 
autoantibodies, receptor editing appears to affect a significant fraction of the normal 
repertoire. Casellas et al. ( 166 ) engineered mice with a pre-recombined V?-J? knock-in 
gene with no known autoantigen specificity on one chromosome, and an unrearranged 
? locus with a human C? gene on the homologous chromosome. The rearranged 
knock-in ? gene could associate with the full repertoire of VH genes, some of which 
might encode an autoantigen. In these mice, about 22% of the B cells showed evidence 
of light-chain receptor editing, including secondary recombinations on the targeted 
chromosome, recombination of the other ? chromosome, or ? recombination. In another 
study ( 167 ), a high frequency of light-chain receptor editing was suggested by an 
analysis of IgM?+ B cells from mice with a normal germline ? locus on one chromosome 
and a deleted ? locus on the other; almost half the RS deletions in these cells involved 
V?-J? junctions that were in-frame and presumably functional but were apparently 
edited by RS deletion and subsequent ? rearrangement. Apart from its role in normal B 
cell development, receptor editing as also been associated with pathological processes. 
An unusual population of B cells expressing both conventional light chains and SLCs 
and showing evidence of receptor editing was found in the blood of normal donors and 
accumulating in the joints of patients with rheumatoid arthritis ( 168 ). Rheumatoid joints 
were also found to harbor an unexpectedly high frequency of heavy-chain genes with 
evidence of VH replacement ( 169 ). These and other studies suggest that dysregulated 
receptor editing may contribute to pathological processes of some autoimmune 
diseases. In addition to receptor editing of bone marrow immature B cells, a second 
scenario of “late” RAG expression has been reported in germinal center (GC) B cells ( 
170 , 171 ). RAG1 and RAG2 mRNA transcripts were detected by reverse transcriptase 
PCR in GC cells from immunized mice purified by fluorescence-activated cell sorting; 
the RAG proteins were detected in GC cells by immunofluorescence; and evidence of 
V(D)J recombination was found in GC cells ( 172 ). RAG expression was also observed 
constitutively in Peyer’s patch GCs (which are maintained by food antigens in the 
absence of intentional immunization) and in splenic B cells cultured with IL-4 plus 
lipopolysaccharide (LPS). The RAG+ GC cells appear to recapitulate expression of 
several surface markers characteristic of early B lineage cells, including heat-stable 
antigen (CD24) and ?5; therefore, it is possible that the RAG gene expression may be 
just one aspect of a GC-induced reversion to a primitive phenotype. Could RAG 
expression in GC B cells be necessary for isotype switching or somatic mutation, both 
of which are Ig gene alterations that occur in GCs? The answer is probably not, 
because both processes occur in B cells of RAG -/- mice. One speculation is that 
RAG-dependent receptor revision may be turned on during somatic mutation, either to 
replace mutated V regions that have become autoreactive or to expand the potential 
repertoire of cells undergoing affinity maturation. However, an alternative interpretation 
of RAG+ GC B cells is that they do not reflect reexpression of RAG genes by mature 
cells; rather, they reflect an increase in the number of immature B cells that have left 
the bone marrow and lodged in GCs after immunization. To explore whether mature 
cells that have extinguished RAG expression can become RAG+ again, Yu et al. ( 173 ) 
engineered mice in which a green fluorescent protein coding sequence replaced one 
RAG2 allele, so that sorting for green fluorescent protein–positive (GFP+) cells could be 
used to select RAG2-expressing cells. When GFP+ splenic B cells from RAG2/GFP 



mice were adoptively transferred into RAG1 -/- mice along with primed T cells, GFP+ 
RAG2-expressing cells were observed in the spleen of immunized recipients, with 
expression declining over several days after transfer. However, if the recipients received 
only sorted GFP- cells, which had apparently already extinguished their RAG2 and GFP 
genes, no RAG2 expression was observed in the donor spleens. This observation 
suggests that RAG2 expression, once extinguished, cannot be reactivated in mature B 
cells in the GC and that RAG2 expressing GC B cells are immature B-cell immigrants 
from bone marrow. Similar conclusions were reported by another laboratory ( 174 ) [see 
also Nagaoka et al. ( 175 )], but other results, such as a report of receptor editing in a cell 
that had undergone somatic mutation ( 176 ), seem to support the concept of receptor 
revision of mature cells. Further investigations are needed to clarify the role of receptor 
revision and to understand the regulation of RAG expression. This work should be 
aided by investigations of the transcriptional control of RAG genes. As of this writing, 
the promoters of RAG1 ( 177 , 178 ) and RAG2 ( 179 ) have been described, and a 
regulatory region upstream of RAG2 that coordinately controls both RAG genes has 
been deduced ( 180 ), but little is known about the detailed function of these regions. 

GERMLINE DIVERSITY

A comprehensive evaluation of the germline repertoire of V gene segments requires an 
examination of the sequences of all germline V regions, a daunting task. However, 
targeted sequencing with modern molecular biology techniques—including cloning 
vectors that allow long genomic inserts and large-scale sequencing with fluorescent 
dyes and automated sample preparation—have enabled achievement of this goal for 
the human ?, ?, and heavy-chain loci; non-targeted (whole genome) sequencing has 
completed the murine ? and heavy-chain loci. (The tiny V repertoire of the murine ? loci 
has already been discussed in the section on ? genes.)

Several World Wide Web resources are devoted to providing convenient updated 
access to Ig germline gene sequences. The IMGT (international ImMunoGeneTics) 
database ( http://imgt.cines.fr/), coordinated by Marie-Paule Lefranc, includes a 
database for Ig and T-cell receptor genes from a variety of species and includes maps, 
sequences, lists of chromosomal translocations, and multiple helpful links. IgBLAST ( 
http://www.ncbi.nlm.nih.gov/igblast/) is a service of the National Center for 
Biotechnology Information (NCBI) and allows a submitted sequence to be searched 
against germline V, D, and J sequences. V Base Gold available as a datbase at 
http://www.mrc-cpe.cam.ac.uk/ is an online catalog of human V gene segments and 
alleles coordinated by Ian M. Tomlinson.

Germline Diversity of the Murine VH Locus Attempts to analyze the murine VH 
repertoire began before the gene cloning era with study of VH amino acid sequences 
from murine myelomas. Initial attempts to classify the observed VHs into related groups 
were based on limited amino acid sequence analysis, primarily of N-terminals of 
myeloma proteins. The current scheme classifies two V gene sequences as being in the 
same group or family if they show more than about 80% nucleotide sequence identity 
and as being in different families if their sequences are less than 70% identical. 
(Empirically, few VH comparisons yield identities between 70% and 80%.) These 
criteria for sequence similarity correspond well with the degree of similarity that allows 



Southern blot hybridization between a V probe and members of the same family under 
conditions of moderate stringency. Fifteen families are now recognized, and these 
apparently contribute to the bulk of the immune response. When 2,000 cDNA clones 
hybridizing to both Cµ and JH probes were analyzed, all were found to have V regions 
from the 15 families, according to hybridization or sequence analysis, except for about 
2% of the clones, which represented truncated or aberrant cDNA synthesis ( 181 ). The 
families have been further classified into three groups, or “clans,” on the basis of 
sequence conservation in the framework I region (FR1; codons 6 to 24) and FR3 
(codons 67 to 85). (Framework amino acids are the non-CDR parts of the Ig V region 
that hold the CDR loops in position to contact antigen.) The clans are conserved among 
human, mouse, and frog, which suggests that several fundamental steps in germline 
VH diversification preceded the amphibian–reptile divergence ( 182 ). One interesting 
feature of the murine VH locus is that, unlike the organization of the human VH locus, 
members of a given murine VH family tend to be clustered together on the chromosome 
(although some interdigitation occurs). The map order ( Fig. 14) has been studied in 
several laboratories by a variety of methods, including PFGE and Southern blot analysis 
of genomic DNA, and deletion mapping of VH regions in B-cell clones. The best 
consensus from different laboratories is on the families closest to Cµ: 
S107—Q52—7183—D—J—Cµ, with some overlap between these three families, as 
shown in the figure. This order is of special interest because the most proximal family 
cluster (designated 7183), particularly its most proximal member (designated VH81X), 
is the V region that is significantly overrepresented in the V-D-J rearrangements 
occurring in fetal liver pre–B cells. This observation was earlier taken as evidence 
favoring a “tracking” model of V gene rearrangement (i.e., that a recombinase would 
engage DNA near the J regions and slide 5' to find V regions to recombine); however, 
alternative interpretations have been proposed on the basis of more recent data ( 183 , 
184 ). 

 
FIG. 14. Maps of the murine and human VH loci. The 15 known murine VH gene 
families are shown in their approximate map positions. Each rectangle represents a 
cluster of VH genes of the indicated family; the clan identification ( 358 ) of the VH 
families is indicated by the color of the rectangle: black for clan I, gray for clan II, and 
white for clan III. Although some interdigitation is shown by overlapping families (e.g., 
the Q52 and 7183 families), the families are largely clustered. In contrast, all human VH 
genes ( vertical lines) of a prototypic haplotype are shown on the right and are based on 
the formulation by Cook and Tomlinson ( 359 ); extensive interdigitation of families is 
apparent.

The VH families differ widely in complexity. Several families have only a few members. 
For example, the VH S107 family yields four Southern blot bands, and extensive 
cloning with a probe for this family has in fact detected only four germline members (of 



which one is apparently a pseudogene). At the other extreme, the VH J558 family may 
contain several hundred members in the BALB/c mouse, although many of these may 
reflect recent duplications in the VH locus and would be expected to encode minimally 
diverged VH sequences. Other strains of mice besides BALB/c seem to have smaller 
J558 families, which is consistent with the notion of a recent expansion of J558 VH 
genes in BALB/c. 
Mouse Germline JH and DH Regions Four germline JH sequences were identified 
about 5 kb upstream of the murine Cµ gene. All appear to be functional in that the 
sequences they encode are found in secreted heavy chains. Upstream of each JH lies 
a typical RSS with 22- to 23-bp spacers. D regions were initially hypothesized on the 
basis of the highly diverse amino acid sequences in myeloma proteins between the V 
and J regions, as briefly discussed earlier in this chapter. Because both VH and JH 
were known to be flanked by signal elements of the long space type (˜23 bp), it was 
predicted that a germline D region would be flanked on both sides by short signal 
element spaces, so that both V-D and D-J recombination would conform to the 12/23 
spacer rule. This is precisely what was found when germline D regions were cloned 
from murine DNA. The 13 murine D regions span about 80 kb upstream of the four JH 
segments. Eleven of the genes fall into two families: SP2 (nine Ds) and FL16 (two Ds). 
The most 3' D region, DQ52, lies only 0.7 kb upstream of JH1. The final murine D 
region to be discovered, DST4, was identified through the recognition of a recurring 
nucleotide sequence observed between V and J in recombined V-D-J regions that was 
not accounted for by the previously known D sequences ( 185 ). D regions contribute to 
Ig diversity by their ability to join with different combinations of VH and JH regions; in 
addition, the “flexibility” of the recombination junction (i.e., N region addition, “nibbled” 
coding sequences) applies on both ends of the D region. An out-of-frame recombination 
at the V-D junction may be compensated by the frame of the D-J junction, so that a 
particular D element could theoretically be read in all three frames in different V-D-J 
recombinants. As mentioned previously, this extra source of diversity is used by human 
heavy chains ( 7 ), but the murine system has evolved mechanisms that strongly favor 
the reading frame (RF) known as RF1 ( 6 ). D-J rearrangement in RF3 is 
counterselected, owing to frequent internal stop codons. When D-J recombination has 
occurred in RF2, the resulting transcripts can encode a D-J–Cµ protein (designated the 
Dµ protein), which can be expressed on the surface of a pre–B cell in association with 
the products of the VpreB and ?5 genes. Murine cells expressing Dµ protein cannot 
progress to normal Ig production, perhaps because the Dµ protein triggers the shut-off 
of V-D-J recombination before V assembly is complete; therefore, expressed 
heavy-chain V regions rarely include a D-J junction in RF2 ( 6 ). This unusual model is 
supported by the observation that RF2 suppression is not observed in ?5 knockout mice 
(which fail to express Dµ protein on the cell surface). In humans, this mechanism is not 
operative because ATG initiation codons are not generally present 5' of D regions to 
encode a Dµ protein. Some rearranged V-D-J sequences seem to be interpretable as 
V-D-D-J products, even though D-D recombination appears to violate the 12/23 rule ( 
186 ). 
Murine Germline V? Locus Although murine light-chain genes were among the first Ig 
genes studied by molecular biology techniques, the organization of the murine germline 
V? locus has been less thoroughly characterized than the human version. The latest 
classification, based on the nucleotide sequence criteria described previously, 
recognizes about 20 families. As described, for VH genes, some V? families are shared 



by human and mouse, which suggests that the family divisions preceded 
primate–rodent species divergence. The murine locus has been cloned on a series of 
overlapping bacterial artificial chromosome (BAC) and yeast artificial chromosome 
(YAC) clones and spans about 3.5 Mb upstream of the C? gene on chromosome 6 ( 187 

). In addition, a few V? sequences have been localized to other chromosomes 
(chromosome 16 and 19), where they cannot contribute to diversity and are thus 
considered orphons. In the functional V? locus on chromosome 6, many related V? 
sequences are found to lie clustered together, although some interspersion of families 
also exists. Of the 140 V? sequences in the locus, 75 are known to be functional as 
their mRNA or protein products have been detected. Of the remaining sequences, 44 
are clearly pseudogenes, 21 are apparently free of defects but have not been 
demonstrated to be expressed, and the rest have minor defects that might not preclude 
function ( 188 ). 
Human Germline VH Locus The human VH locus spans 1.1 Mb at the telomeric end 
of chromosome 14 (14q32.33). Essentially the entire locus (957 kb) was sequenced in 
1998 ( 189 ), and overlapping sequence has more recently become available through the 
public database of the Human Genome Project. The original sequence includes 123 VH 
segments, including about 40 functional genes whose mRNA or protein products have 
been identified. Of the remaining sequences, 79 are clearly pseudogenes, and four 
show no apparent defect but have not been documented to be expressed. Many of 
these sequences were previously identified by large-scale mapping efforts. The human 
VH sequences fall into seven families that are extensively interdigitated, in contrast to 
the family clusters characteristic of the murine locus ( Fig. 14). The sequence shows 
evidence of nine internal duplications, whose ages (spanning from about 10 to 130 
million years) can be approximately estimated on the basis of the number of sequence 
differences accumulated between different copies. Some VH sequences are 
polymorphic, owing to VH insertions or deletions in different allelic chromosomes. All 
the VH regions share the same orientation characteristic of the JH regions, which is 
consistent with V-D-J recombination by deletion rather than inversion. With the 
availability of the complete sequence of the locus, the VH genes have been given 
systematic names that reflect both their family and their position in the locus; for 
example IGHV4-39 is the 39th VH gene in the locus (counting from the 5' end) and is in 
family 4. In addition to the VH sequences on chromosome 14, 24 additional germline 
VH sequences have been mapped to chromosomes 15 and 16 and represent 
nonfunctional orphons that were apparently duplicated from the functional locus on 
chromosome 14; these sequences contributed to earlier overestimates of the length of 
the functional human VH locus. Scattered in the chromosome 14 VH locus are eight 
gene-like sequences that are unrelated to immunoglobulin and that probably represent 
ancient pseudogenes, as well as 722 inserted retroposed elements that constitute 
about 42% of the DNA. The complete sequence of the human VH locus offers clues to 
its evolution and to the conserved sequences (e.g., promoters, RSSs) necessary for 
function, as well as defining the repertoire of germline VH diversity available to the 
immune system. 
Human JH and DH Regions Upstream of the human Cµ gene lie six functional JH 
regions interspersed with three JH pseudogenes. The pseudogenes encode amino acid 
sequences never found in human heavy chains and lack the RNA splice signal found at 
the 3' end of all active JH genes. All of the JH genes and pseudogenes demonstrate 
approximately 23-bp RSS spacing (as in the mouse). The human D region locus has 
been defined by complete sequence analysis of a 92-kb region spanning the human D 



regions ( 7 ). One germline D gene is located in a position approximately homologous to 
that of the murine DQ52: that is, 5' to the human JHI. This human D gene, initially 
designated DHQ52, bears striking homology to its murine counterpart but is the only 
human D segment showing such human/murine homology. All of the other human D 
regions belong to six families and lie in a cluster of duplicated domains beginning about 
22 kb upstream of JH1. There are 27 D regions. Of these, 24 are accounted for by four 
tandem approximate duplications of a 9.5-kb segment containing a representative of the 
six D families. In addition to these 24 D regions, three more D regions result from (a) an 
additional partial duplication of 2.8 kb, including one D; (b) an internal duplication 
creating one D; and (c) DHQ52, which is in a family of its own, distinct from the six 
duplicated families. The D regions have been renamed according to a scheme similar to 
that used for the VH genes: A first number identifies the family, and a second identifies 
the sequential position in the locus. The locus starts with the 5' most D region, D1-1, 
and ends with D7-27 (DHQ52). Three D regions are apparently nonfunctional as a 
result of mutations in RSS heptamers, and there are two pairs of D regions with 
identical coding sequences (including one of the D segments with a heptamer 
mutation); thus, there are 23 distinct D regions that can contribute to human 
immunoglobulin diversity. All of these sequences appear in the expressed Ig V-D-J 
regions, many in all three reading frames. In general, one reading frame encodes 
primarily hydrophilic residues, one encodes hydrophobic residues, and one includes 
frequent stop codons. (Some D regions that contain stop codons can be used if these 
codons are removed by nuclease trimming before V-D-J assembly is complete.) 
Additional human D segments originally thought to lie upstream of the main cluster 
apparently lie on the duplicated orphon cluster on chromosome 15 and are thus 
nonfunctional. 
Human Germline V? Locus The human V? locus is located on the short arm of 
chromosome 2 (2p11-2). Zachau and colleagues have carried out an extensive 
investigation of the human locus by cloning, PFGE, and sequence analysis, culminating 
in the complete sequence of about 1 Mb (10 6 bp) of DNA ( 190 ). This is composed of a 
proximal segment, which includes the J?-C? region and extends about 500 kb 
upstream, and a distal segment of about 430 kb. These two segments are separated by 
a spacer of about 0.8 Mb that is apparently devoid of V? sequences. The distal and 
proximal segments represent a large inverted repeat, and so most V? sequences on the 
proximal segment have duplicate copies in the opposite orientation on the distal 
segment. The average sequence similarity between the duplicated sequences is 98.9%, 
which suggests a recent (<5 million years old) duplication event. In accordance with 
this, the locus is not duplicated in chimpanzees, a species that is estimated to have 
diverged from the human lineage approximately 6 million years ago. About 5% of 
human alleles also lack the distal duplication. The sequenced region contains 132 V? 
sequences, including 87 unambiguous pseudogenes and 46 open reading frames. Of 
these, 29 V? genes have been found expressed in proteins; these 29 include 25 unique 
genes and four that derive from identical gene pairs. In all B lymphoid cell lines 
examined, those with V?-J? rearrangements involving the distal inverted V? segments 
contained retained signal joints, which is consistent with V?-J? recombination by 
inversion. The two V? genes closest to J?1 are also in inverted orientation (and are not 
within the duplicated region). The locus additionally contains numerous insertions of 
retroposed elements (about 35% of the sequence) but no recognized interspersed 
non-Ig genes or pseudogenes. Multiple internal repeats suggest ancient duplications. 
Apart from the V? sequences in the cluster near the J?-C? locus, Zachau and 



colleagues have identified at least 25 orphons ( 190 ). One orphon cluster is located in 
the long arm of chromosome 2; perhaps it was separated from the major locus—on the 
short arm of this chromosome—by a pericentric inversion (which must have occurred 
rather recently in evolution, inasmuch as it is absent from the chimpanzee and gorilla). 
Other orphons are located on chromosomes 1 and 22, and at least one probably 
nonfunctional V? lies about 1.5 Mb downstream from C?. 
Human Germline V? Locus The human V? has also been characterized by intensive 
cloning, sequencing, and mapping of V? regions and ultimately by the complete 
sequence analysis of 1,025,415 bp covering the entire locus ( 26 ). The locus contains 
about 36 potentially functional V? genes (in 10 families), 56 pseudogenes, and 13 
“relics,” containing less than 200 bp of V?-like sequences. (As noted for other loci, exact 
numbers may differ, depending on the haplotype and method of analysis.) Of the 
potentially functional genes, only about 30 have been documented to be expressed by 
comparison with cDNA sequences. Within the clustered V? sequences lies the human 
VpreB gene, as well as several genes and pseudogenes unrelated to the ? system. All 
the V? sequences (except a few pseudogenes) are in the same transcriptional 
orientation as the J-C cluster. Analysis of the approximately 1-Mb sequence reveals 
several segments of internal duplications, some including V? regions. The largest and 
most frequently expressed V? gene families lie relatively close to the J-C cluster, mostly 
within the proximal 400 kb. 

Combinatorial Diversity Estimates

Before the era of recombinant DNA technology, the source of antibody diversity was so 
mysterious that it was whimsically referred to as the problem of G.O.D. (generation of 
diversity). Knowledge of antibody genes gained since the early 1980s has elucidated 
the diversity inherent in the germline V repertoire and the diversity contributed by 
recombinational mechanisms (combinatorial multiplication, “flexibility” of recombination 
site, N and P nucleotides), as already discussed. Together, these diversity elements 
provide an immense potential repertoire, one so large that to some investigators it 
seemed unnecessary to postulate that diversity was further increased by somatic 
mutation. As an exercise in estimating the contribution of germline and recombinational 
diversity in the human, consider the number of different antibodies that could be formed 
from the germline V, D, and J sequences that are known to be functional. From 40 VH 
regions, 27 D regions, and 6 JH regions, it is possible to obtain 6,480 combinations; 
however, if the three reading frames available for the D regions are taken into account, 
the total comes to 19,440 combinations of amino acid sequences. For the light chain, 
there are the 145 ? combinations (29 V? × 5 J?) plus the 120 ? combinations (30 V? × 
4 J?), or 265 total light-chain combinations. If H 2L 2 pairing occurs randomly, a total of 
19,440 × 265, or more than 5 million combinations, can be calculated. This estimate 
has neglected additional sources of diversity that are substantial but difficult to 
quantitate: the “nibbling” of coding sequences and the insertion of N and P nucleotides. 
Even without these factors, however, the exercise demonstrates how nature has greatly 
enlarged the potential sequence diversity available from a limited number of total 
nucleotides by allowing flexible recombination between different classes of sequence 
elements.

Although it is clear that these mechanisms imply a vast repertoire, it is worth 



considering some qualifications that tend to reduce the actual combinatorial diversity, 
especially early in ontogeny. It seems unlikely, for example, that every possible 
combination of light and heavy chains yields a functional antibody molecule, because in 
vitro light- and heavy-chain reassociation experiments show that certain hybrid 
molecules (formed from light and heavy chains derived from different antibodies) are 
relatively unstable. Similarly, association of V and J (or V, D, and J) is conceivably not 
completely random. Evidence of striking bias in the selection of VH genes in fetal pre–B 
hybridomas has been mentioned, and other biases have been reported in J usage. In 
addition, fetal and newborn V-D-J junctions show a paucity of N nucleotides and a 
tendency to form V-D-J junctions across short stretches of sequence identity between 
the recombining sequences (“homology mediated” recombination, discussed earlier in 
this chapter). Effects that reduce diversity in early V(D)J recombination may facilitate 
the production of certain antibodies that are advantageous for young individuals.

REGULATION OF IMMUNOGLOBULIN GENE EXPRESSION

A detailed discussion of immunoglobulin gene regulation is beyond the scope of this 
chapter [for reviews, see Ernst and Smale ( 191 ) and Henderson and Calame ( 192 )]. 
However, several regulatory features are worth mentioning because of their relevance 
to topics covered in this chapter, including V(D)J recombination, isotype switching, and 
somatic hypermutation. Three major classes of eukaryotic cis-regulatory elements have 
been defined. A promoter is a DNA segment that is located near the transcriptional 
initiation site and that promotes the initiation of RNA transcription in a specific direction: 
toward the coding sequence of the gene. An enhancer is a DNA segment that can 
stimulate transcription when positioned at variable distances from the transcription 
initiation site and in either orientation. A silencer down-regulates transcription, operating 
(like an enhancer) in both orientations and over variable distances via mechanisms not 
thoroughly understood. All three kinds of elements are generally active in only certain 
cell types and thus participate in regulating the tissue-specific expression of the 
associated gene. Two other types of cis-regulatory elements have been studied in 
eukaryotic chromosomes and but are less well understood than those just described. 
Matrix attachment regions attach DNA to the chromosomal “scaffold” proteins and may 
promote local unpairing of the DNA strands. Locus control regions (LCRs), first 
discovered in the ß-globin locus, are complex regulatory regions that are composed of 
smaller elements that individually have enhancer function. LCRs affect chromatin 
structure and gene activity over longer distances than enhancers are thought to act. 
Operationally, they are defined by their ability—when tested in transgenic 
constructs—to program associated reporter genes for expression independent of the 
position of integration into chromosomal DNA; in contrast, constructs without LCRs 
generally are expressed at widely different levels in different transgenic mouse strains, 
depending on integration site.

Figure 15 provides a schematic overview of the currently known regulatory sequences 
of the Ig loci in the mouse (similar regions have been reported for most of the 
homologous human loci). Promoters are present in the flanking DNA just upstream of 
each V gene in all three loci: ?, ?, and heavy chain. In plasmacytomas, only the 
promoter of the rearranged V region that has undergone V(D)J recombination is active, 
whereas similar promoters of unrearranged upstream V? or VH regions are inactive. 



The selective activity of the promoter of the rearranged V is mediated by enhancers 
found in the J-C introns of both loci. (The J-C introns of ? loci apparently lack 
enhancers.) Near the intronic enhancers of the ? and heavy Ig loci, silencer regions that 
may inhibit the activity of the associated enhancers in non-B cells have been reported. 
After the discovery of intron enhancers, subsequent investigation uncovered enhancers 
3' of ? and ? C region genes. In addition, a complex of enhancers, which together may 
function as an LCR, lies 3' of the murine Ca gene. This complex includes four separate 
enhancers that coincide with deoxyribonuclease I hypersensitivity sites. Strongest 
enhancer, corresponding to two closely spaced hypersensitivity sites designated HS12, 
is flanked by a long inverted repeat, at both ends of which lie the nearly identical 
enhancers designated HS3a and HS3b. Finally, HS4 lies at the 3' end of the complex. 
In the human locus, nearly identical enhancer complexes lie downstream of the 
duplicated Ca1 and Ca2 genes. More recently reported regulatory regions include an 
enhancer located upstream of murine DQ52 ( 193 ), a sequence between Cd and C?3 
(designated Ed-?3) that shows enhancer activity in early B lineage cells ( 194 ), a region 
between Eµ and Sµ that seems to affect expression in transgenes ( 195 ), and a 
sequence in an analogous region near S?1 that seems to act as an LCR ( 196 ).

 
FIG. 15. Enhancers and promoters of the murine immunoglobulin (Ig) loci. Schematic 
maps (not to scale) of the three murine Ig loci are shown: heavy ( top), ? ( middle) and ? 
( bottom). The six known Ig enhancers are shown as vertical ellipses, the four silencer 
regions by black circles, and the various promoters by arrows indicating the direction of 
transcription.

Apart from the transcripts of functional Ig genes, additional “germline” or “sterile” 
transcripts are transcribed from Ig C region genes that are being activated for V 
assembly or isotype switch rearrangements. These transcripts are also controlled by 
promoters ( Fig. 15), which in some cases have been found to be critical for regulation 
of the corresponding isotype switch rearrangement, as described later.

The activity of all these regulatory sequences is dependent on the nuclear content of 
specific transcription factors that bind to short DNA motifs within these regions; these 
factors are regulated by the developmental stage and the environmental milieu of the 
cell. For example, Eµ (the enhancer between JH and Cµ) functions primarily in early B 
cell development, whereas the HS12 enhancer of the 3'a complex functions later; and 



these differences have been attributed to the differential expression of specific 
transcription factors ( 197 ). Many transcription factors have been extensively studied as 
regulators of Ig gene expression [reviewed by Ernst and Smale ( 191 ) and Henderson 
and Calame ( 192 )]. In addition to the local effects of factor binding, regulatory regions 
are affected by their chromatin context. For example, methylation of CpG dinucleotides 
of promotors or enhancers tends to down-regulate their expression, and so gene 
activation is often associated with demethylation. Gene expression can also be affected 
by various covalent modifications of the histone proteins that package DNA into 
nucleosomes. The binding of transcription factors and the control of chromatin 
responsiveness (e.g., methylation status, histone modification) interact in complex ways 
that are critical for understanding Ig gene expression but are outside the scope of this 
chapter.

IMMUNOGLOBULIN GENE ALTERATIONS IN GERMINAL CENTERS

Several days after exposure to an antigen, B cells accumulate in local lymph nodes, 
gut-associated lymphoid tissue, and the spleen and begin additional maturation steps in 
GCs. During the GC response, antigen-driven B cells undergo cycles of proliferation, 
and their Ig genes undergo two unique alterations: CSR and affinity maturation through 
somatic hypermutation (SHM) and selection. Until recently, these two processes were 
considered to be mechanistically unrelated; but current evidence, although not 
completely clarifying either process, has suggested mechanistic similarities between 
them. These similarities are discussed in more detail later but are briefly mentioned 
here. First, although double-strand DNA breaks are expected intermediates for DNA 
recombinations such as CSR, such breaks have also been detected as likely 
intermediates in SHM. Second, transcription is required for both processes. Third, 
mutations have been observed not only in V regions where they underlie affinity 
maturation allowed by SHM, but also surrounding the recombination junctions of CSR. 
Fourth, evidence suggests that palindromic DNA structures may be important for 
targeting both CSR and SHM to specific sequences.

A fifth and dramatic link between CSR and SHM is the discovery that both processes 
require the product of a gene known as activation-induced deaminase (AID). This gene 
was discovered ( 198 ) by a subtractive strategy designed to screen for transcripts that 
were expressed in the murine B cell line CH12F3-2 when activated to undergo CSR but 
that were not expressed by the same cells uninduced. AID is expressed exclusively in 
GC B cells and in B cells activated in vitro. As translated from the cDNA, AID is a 
198–amino acid protein showing 34% amino acid identity with the RNA editing enzyme 
APOBEC-1. The latter protein catalyzes the conversion of a cytosine to uracil residue in 
a specific position in the mRNA encoding apolipoprotein B. (This change produces a 
UAA stop codon that shortens the translated protein to yield apoB48.) The human 
APOBEC and AID genes appear to be linked, both lying at chromosome 12p13. 
APOBEC-1 by itself is unable to bind to its target RNA but must interact with a protein 
known as APOBEC complementation factor (ACF). Like APOBEC, recombinant AID 
protein has a cytidine deaminase activity in vitro, and it is possible that its function in 
vivo is to edit one or more specific RNAs, perhaps in association with an ACF-like 
protein, but this remains to be demonstrated. An alternate possibility, discussed later in 
this chapter, is that AID acts directly to decimate DNA in the Ig loci. Mice engineered 



with a targeted defect in the AID gene show profound defects in both CSR and SHM. 
Identical defects are seen in patients with a homozygous defect in the human AID gene, 
a condition known as the hyper-IgM syndrome 2 (HIGM2) ( 199 ). Affected patients have 
elevated serum levels of IgM because their B cells are profoundly impaired in CSR. 
Discriminating between various models for CSR and SHM should be facilitated by 
recent achievement of both processes in AID-transfected fibroblasts or T cells ( 200 ), as 
discussed later.

Heavy-Chain Switch

Switch Junctions and Switch Regions As briefly mentioned earlier in this chapter, 
isotype switching involves removal of Cµ from downstream of the rearranged 
heavy-chain V-D-J gene and its replacement by a new downstream CH region. This 
occurs by a deletional recombination between repetitive DNA sequences known as 
switch (S) regions that lie 5' of each CH region (except Cd). The S region of the murine 
µ gene, Sµ, is located about 1 to 2 kb 5' to the Cµ coding sequence and is composed of 
numerous tandem repeats of sequences of the form (GAGCT)n(GGGGT), where n is 
usually 2 to 5 but can range as high as 17. All of the S regions include pentamers 
similar to GAGCT and GGGGT that are the basic repeated elements of the Sµ gene; in 
the other S regions, these pentamers are not precisely repeated tandemly as in Sµ but 
instead are embedded in larger repeat units. The 10-kb S?1 region has an additional 
higher order structure: Two direct repeat sequences flank each of two clusters of 49-bp 
tandem repeats. Because of the apparent importance of the repeats in S regions, it was 
surprising to learn that mice with a complete deletion of the repetitive region of Sµ were 
nonetheless able to accomplish CSR, although at a reduced level ( 201 ). (These mice 
still retained a few scattered guanine-rich pentamers that flank the tandem repeat 
region.) A switch recombination between, for example, µ and e genes produces a 
composite Sµ-Se sequence ( Fig. 16). By examination of the germline Sµ and Se 
sequences in comparison with the myeloma- or hybridoma-derived Sµ-Se composite 
switch region, it has been possible to localize the exact recombination sites between Sµ 
and Se that occurred in different cells; similar analyses have been performed with cells 
producing other isotypes. These studies have indicated that there is no specific site, 
either in Sµ or in any other S region, where the recombination always occurs, although 
clusters of recombination sites have been reported at two specific regions within the 
tandem repeats of the murine S?3 region ( 202 ). Although most switch junctions fall in 
the S regions, some are in the flanking nonrepetitive region. Thus, unlike the enzymatic 
machinery of V-J recombination, the switch machinery can join sequences in a broad 
target region. Many composite switch junction sequences show evidence of mutations 
near the recombination breakpoint in comparison with the corresponding germline 
switch sequences; these mutations have been interpreted as reflecting an error-prone 
DNA synthesis step that may be a component of the switch recombination mechanism ( 
203 ). 



 
FIG. 16. Switch regions and composite switch junctions. The recombination breakpoints 
in isotype switch recombination fall within repetitive “switch” (S) regions. Stimuli that 
activate switch recombination (interleukin-4 and CD40 activation in the example shown) 
generally promote transcription across the target S region, initiating just upstream at the 
“I” exon. Recombination between Sµ and Se produces two composite switch junctions: 
an Sµ-Se junction retained in chromosomal DNA and a reciprocal Se-Sµ junction found 
in fractions of circular DNA. Polymerase chain reaction amplification across either 
composite junction can be used to study switch recombination.

DNA fragments excised by switch recombination have been cloned from fractions of 
circular DNA isolated from cells actively undergoing isotype switch recombination. Thus, 
at least some of the excised DNA segments ligate their ends to form “switch circles”; 
these contain composite switch junctions that are, in theory, reciprocal to the composite 
switch junction retained on chromosomal DNA ( Fig. 16). Because switch circles are not 
linked to centromeres and may not contain origins of replication, they not are efficiently 
replicated. Therefore, they are not found in cells that have divided multiple times after 
switching, like myelomas or hybridomas. As in the case of V(D)J recombination, another 
potential fate for the excised DNA is inversion rather than deletion. Inversional switch 
recombination has been detected in murine and human systems ( 204 ). Such inversion 
would prevent heavy-chain synthesis because the switched CH gene would be in the 
wrong orientation, but inversional CSR would be required for expression of the chicken 
Ca gene, which lies in reversed orientation in the germline ( 205 ). 
Methods of Assaying Switch Recombination In stable myelomas or hybridomas 
expressing switched isotypes, evidence of switch recombination can be obtained by 
gene cloning or Southern blot testing. However, studies of the regulation and 
mechanism of switch recombination require assays that can detect switch 
recombination in a minority population of cells switching in culture. Some laboratories 
assess switching by simply measuring Ig protein of the switched isotype appearing in 
the culture supernatant. Alternatively, reverse transcriptase PCR can be used to detect 
mRNA corresponding to the mature V-D-J-C RNA transcripts of the switched isotype. 
However, because the culture conditions favoring isotype switching may also influence 
transcription or protein synthesis rates independently of switch recombination, assays of 
RNA or protein may not faithfully reflect the DNA recombination events. Furthermore, 
“switched” RNA or protein cannot be assumed to reflect DNA recombination in the 
exploration of one of several models for nonrecombinational mechanisms for isotype 
switching, as discussed at the end of this section. Therefore, PCR strategies have been 
developed to assess switch recombination at the DNA level. In one strategy, PCR 
primers are designed to amplify across the composite switch region of interest. A 
related strategy is to amplify the reciprocal switch junctions found on circular DNA ( 206 , 



207 ); these junctions can be used to “count” recombination events independently of 
proliferation if it is assumed that each circle is produced as a byproduct of a single 
switch recombination event and, failing to replicate as the cells divide, is randomly 
partitioned to daughter cells at successive divisions after the recombination event. 
Because the efficiency of amplification varies for different composite switch 
junctions—smaller templates are amplified more efficiently, and the largest may not 
amplify at all—the PCR strategy just described cannot easily be adapted to assay 
switch recombination quantitatively. For this reason, a second strategy known as 
digestion-circularization PCR was developed ( 208 ). In this approach, DNA from 
switching cells is digested with a restriction enzyme, and the resulting restriction 
fragments—including the ones bearing a composite Sµ-Se junction—are ligated to form 
circles. Primers designed to amplify across the restriction site generated by ligation of 
the Sµ-Se fragment ends yield a consistent product whose size depends only on the 
distance between primers and the restriction site. From unswitched DNA, no product is 
amplified, because the two primers can never hybridize simultaneously to the same 
ligated DNA circle. Therefore, with appropriate calibration ( 209 ), the amount of 
digestion-circularization PCR product formed can be used as a semiquantitative 
measure of the amount of composite switch junctions in a DNA sample. Two other 
assays are based on the observation of “sterile” or “germline” RNA transcripts that 
initiate upstream of each S region, extending downstream through the associated C 
region; splicing of these transcripts removes the S region, leaving a small upstream “I” 
region (“intron”) fused to the C region RNA. After switch recombination, transcription 
initiation continues from the Iµ promoter through the C region of the new “switched” 
isotype; therefore, Iµ-Cx transcripts detected by reverse transcriptase PCR represent 
evidence of switch recombination ( 210 ). Transcripts of the reciprocal circle—that is, 
Ix-Cµ (designated circle transcripts)—may be a marker for recent CSR, inasmuch as 
these transcripts disappear from cells after switch recombination more rapidly than the 
switch circles ( 211 ). In order to determine which structures are necessary for CSR, 
some investigators have constructed transgenic animals carrying two S regions that 
might undergo CSR and have studied the effects of altering the S regions. Alternatively, 
the technology of homologous recombination has been used to target endogenous 
heavy-chain gene loci with various structural changes or to target the genes encoding 
candidate mediators of CSR. Particularly useful have been strategies for transfecting 
cell lines with switch substrate constructs containing a reporter gene whose expression 
requires recombination between two S regions in the plasmid. 
Regulation of Isotype Switching by CD40 Isotype switching occurs physiologically in 
animals about 1 week after immunization with T-cell–dependent antigens, at about the 
same time that somatic mutation of Ig genes begins. Somatic mutation (discussed later 
in this chapter) clearly occurs in GCs of lymphoid organs, a location that facilitates T 
cell–B cell interaction, and evidence suggests that GCs are a major site for isotype 
switching as well. As demonstrated by in vitro switching experiments, T cells promote 
switching by secretion of cytokines—especially IL-4 and transforming growth factor ß 
(TGFß)— as well as by cell-to-cell contact. A major component of the cell contact signal 
is mediated by an interaction between the B-cell surface marker CD40 and its 
ligand—designated CD40L, CD154, or gp39—expressed on activated T cells (primarily 
CD4 +). CD40 is a member of the tumor necrosis factor receptor family, whereas 
CD40L belongs to the tumor necrosis factor ligand family. The dependence of switching 
on the CD40–CD40L interaction is highlighted by the genetic disease known as the 



X-linked hyper-IgM syndrome 1 (HIGM1), which was found to be caused by a defect in 
the gene encoding CD40L/gp39 ( 212 ). Like AID-deficient patients with HIGM2 described 
previously, patients with HIGM1 have elevated concentrations of IgM in their serum and 
almost no immunoglobulins of other isotypes. In addition, their antibodies fail to show 
affinity maturation or evidence of B-cell memory responses. Similar defects are seen in 
humans with mutations in the CD40 gene, an autosomal recessive disease ( 213 ), and in 
mouse strains with engineered defects in CD40. The CD40 knockout mice respond with 
normal isotype switching to T-cell–independent antigens ( 214 ); little is known about this 
T-cell–independent switching pathway. The discovery of the importance of the 
CD40–CD40L interaction has facilitated in vitro switching experiments in which B cells 

are incubated with stimuli designed to engage their CD40 molecules: i.e., CD40L + T 
cells, nonlymphoid cells engineered to express surface CD40L or antibodies to CD40. 
One role of the CD40 engagement is to induce B cell proliferation. Indeed, other 
proliferative stimuli—such as LPS or IgM or IgD cross-linking—can support 
cytokine-induced isotype switching in vitro in the absence of T cells and CD40 
activation. Switching may be related to the cell cycle ( 215 ) and to the number of cell 
divisions after stimulation ( 216 ). However, CD40 has additional effects, including 
up-regulation of IL-4 responsiveness and IL-4 receptor number ( 217 ) that may facilitate 
switching. CD40 signaling is mediated in part by activation of NF?B, a transcription 
factor that up-regulates many inflammatory reactions. Activated B cells also express 
CD40L, which not only can trigger CD40 signaling but also can transduce a “reverse” 
signal affecting B cell function ( 218 ). The CD40–CD40L interaction appears to be 
counteracted by an interaction between two other members of the same protein 
families: CD30 and its ligand CD153. CD30 expression on B cells is induced by CD40L 
but inhibited by ligation of the BCR ( 219 ). Engagement of CD30 by its ligand 
down-regulates several of the effects of CD40 ligation, apparently by inhibiting the 
action of NF?B ( 220 ). This effect may represent a feedback mechanism to limit the 
activation of B cells that have not been stimulated effectively through their BCR by 
antigen. “Reverse” signaling by B cell–expressed CD153 has also been reported as an 
additional inhibitory influence on CSR ( 221 ). Pathological activation of CD30–CD153 
signaling in chronic lymphocytic leukemia may contribute to the impairment in IgG and 
IgA production that leads to infection in these patients ( 222 ). Despite the importance of 
CD40 for most CSR, switching to IgA occurs in lamina propria B cells of the gut 
independently of CD40L or T cells ( 223 ). Gut B cells appear to have an unusual 
developmental program in that they can switch to IgA even in mice that cannot develop 
normally because a stop codon in the first Cµ membrane exon prevents surface 
expression of IgM ( 224 ). 
Isotype-Specific Regulation of Germline Transcripts Different isotypes are known to 
predominate in different immune responses, depending on the antigen, route of antigen 
administration, and several other parameters. These different parameters act in part by 
influencing the cytokine milieu of the B cells. IL-4, for example, promotes the expression 
of IgE (and IgG1 in the mouse), whereas transforming growth factor ß promotes 
switching to IgA. These lymphokines have been proposed to act by making the C region 
of the target isotype “accessible” to switch recombinase machinery that may be 
non–isotype specific. The accessibility is associated with expression of “sterile” RNA 
transcript that initiates upstream of a target S region and extends through the target C 
region ( Fig. 16), as discussed previously. The same experimental conditions—including 



the specific cytokines—that favor the accumulation of sterile transcripts from a 
particular isotype also favor switch recombination involving the corresponding S region. 
In some cases, the signals transduced by the cytokine receptor have been elucidated. 
For example, IL-4 stimulates transcription by activating the transcription factor STAT6, 
which attaches to one of several nuclear protein binding motifs in the promoter region 
upstream of Ie and I?1. CD40 engagement also acts in part through NF?B-mediated 
binding to I region promoters ( 225 ). Apart from I region promoters, sterile transcription 
and isotype switching are also regulated by heavy Ig enhancers. Mice in which the 
HS12 enhancer from the 3'a enhancer complex was replaced by a neomycin resistance 
gene in all B cells ( 226 ) were impaired in switching to IgE and several IgG isotypes but 
not to IgG1. This effect turned out to result not from the loss of HS12 but the presence 
of the neo r gene, because CSR was normal in mice with a Cre-lox–generated deletion 
of HS12 ( 227 ); a deletion of HS3a was also without effect. However, a combined 
deletion of HS3b and HS4 was found to cause a significant impairment in switching to 
most isotypes, although switching to IgG1 was unaffected (and switching to IgA was 
only moderately decreased) ( 228 ). The diminished switching was associated with 
diminished sterile transcription of the same isotypes, which suggests that one major 
function of the enhancers in CSR is to increase sterile transcription. The relative 
independence of ?1 from regulation by enhancers may be related to the putative LCR 
region associated with that gene ( 196 ), which was mentioned previously. The intronic 
enhancer also seems to play a role in CSR because heavy Ig loci with a targeted 
deletion of the Eµ enhancer showed decreased switching when tested in 
RAG-complemented mice ( 229 ). The importance of sterile transcription for CSR has 
been highlighted by experiments in which investigators constructed an artificial switch 
substrate bearing an Sµ sequence, an Sa sequence whose transcription was driven by 
a tetracycline-regulatable promoter, and a GFP gene whose expression required 
recombination between the two S regions ( 230 ). When this plasmid was stably 
transfected into the switch-competent cell line CH12F3-2, and transcription across the 
Sa sequence was manipulated by adjusting the tetracycline concentration, transcription 
levels were associated with higher CSR efficiency. Although cytokines and CD40 
ligation clearly affect CSR by regulating sterile transcription, it is likely that cytokines 
regulate other aspects of the switching mechanism as well, because several examples 
of cytokines up- or down-regulating switch recombination without a parallel effect on 
sterile transcripts have been reported ( 231 ). Furthermore, certain cell lines transfected 
with plasmid CSR substrates appear to support switching to only certain isotype S 
regions despite strong transcription through all S regions of the engineered constructs; 
this observation suggests the possibility that the CSR machinery might show isotype 
specificity based on recognition of features specific to certain S region sequences ( 232 ). 
In principle, the specificity of such recognition might also be regulatable by cytokines or 
other factors. 
Role of Sterile Transcription in Class Switch Recombination Gene targeting 
experiments have shown that mouse strains lacking the I region of a particular isotype 
do not switch to that isotype, which reinforces the idea that sterile transcription is 
necessary for CSR (reviewed by Stavnezer ( 233 )]. The low extent of sequence 
conservation of the I exons and the lack of consistent open reading frames suggest that 
these transcripts do not encode a functional protein. Indeed, the exact sequence of the 
I region may be irrelevant because an I region can be replaced by an irrelevant 



sequence and still support CSR ( 234 ). However, the transcribed exon upstream of the S 
region apparently needs a splice donor site that allows the S region to be removed from 
the transcript, because targeted constructs lacking such a splice donor site could not 
support CSR even though transcription through the S region occurred ( 235 ). One 
possible role for sterile transcripts in CSR involves the formation of an RNA:DNA triple 
helix or an R-loop. (An R-loop is a structure in which RNA complementary to one strand 
of a DNA molecule binds to that strand with Watson-Crick base pairing, displacing the 
other DNA strand, which forms a single-strand loop.) In support of the R-loop model, 
cell-free transcription of switch regions was found to lead to a stable association of the 
transcript RNA with the template DNA ( 236 , 237 ); significant association occurred only 
with RNA transcribed from switch region DNA and only when the RNA was transcribed 
in the physiological orientation. The displaced DNA strand in the R loops was 
susceptible to cleavage in vitro by nucleases that recognize single-strand DNA or 
junctions between single- and double-strand DNA; in vivo such cleavage could be a 
step in CSR. Although the R-loop concept provides a rationale for the requirement of 
sterile transcripts in CSR, the requirement for splicing in this model is harder to 
understand. Furthermore, as of this writing, there is no evidence in the literature for the 
formation of S region R-loops in vivo. 
Critical Features that Target Class Switch Recombination to Switch Regions 
Mammalian heavy Ig switch regions are guanine-rich on the transcribed strand and 
have been noted to contain palindromic sequences that could potentially form 
stem-loop structures if the normal double-helical structure were disrupted. To determine 
which of these characteristics might be critical in targeting CSR, Tashiro et al. ( 238 ) 
designed constructs in which a starting Sµ-Sa CSR substrate was altered by replacing 
one of the murine S regions with a variety of other sequences. All the plasmids were 
designed for constitutive transcription across the S regions (or their substitutes) and 
contained donor and acceptor splice sites that would allow the S regions of transcripts 
to be spliced out, as in normal sterile transcripts. The constructs included a GFP gene 
that could be expressed only after CSR had occurred, which allowed assessment of 
CSR by flow cytometry. CSR could be verified by diagnostic reverse transcriptase PCR 
and by sequence analysis of CSR junctions. The constructs were transfected into the 
murine B cell line CH12F3-2; stable transfectant cells were isolated and then incubated 
under conditions that promote CSR of endogenous genes. The original Sµ-Sa construct 
supported robust CSR, but replacement of one of the switch regions with either an 
unrelated nonrepetitive intron-derived sequence or a guanine-rich telomeric sequence 
abolished CSR, whereas the AT-rich palindromic Sµ sequence from a frog was able to 
support low but significant CSR. Guanine richness is thus apparently not necessary or 
sufficient for targeting CSR. Most surprisingly, a tandem repeat of the multiple cloning 
site from the commercial Bluescript plasmid (which contains palindromic recognition 
sites for restriction enzymes) was able to support substantial CSR. Sequence analysis 
of amplified junctions showed that breakpoints were preferentially located near the 
junction between single- and double-strand regions of potential stem-loop structures. 
The possible targeting of CSR to stem-loops has also been suggested by breakpoint 
analysis in other CSR constructs ( 239 ), by the location of double-strand DNA breaks in 
an endogenous S?3 region undergoing CSR (as determined by LM-PCR) ( 240 ) and by 
the location of hotspots for insertion of exogenous DNA ( 241 ). The existence of some 
breakpoints at a distance from the nearest stem-loop does not argue against 
stem-loops as the target of a CSR endonuclease, because processing of DNA ends 



before ligation may obscure the location of the initial cleavage. If stem-loops are the 
initial cleavage target, it is likely that staggered DNA ends would be produced, because 
the most thermodynamically favored stem-loops do not necessarily form at 
corresponding positions on complementary DNA strands. Evidence consistent with 
staggered cuts has been obtained from an analysis of the reciprocal products of CSR in 
single cells ( 239 ). Chen et al. ( 239 ) designed an artificial switch substrate so that GFP 
was expressed only if switch recombination occurred by inversion rather than deletion; 
as a result of this strategy, both products of a single recombination were retained on the 
same chromosome, on which they could be amplified from single cells and then 
sequenced. Many recombinations were found with DNA deletions at the breakpoints, 
but a few involved duplications, which could have derived only from filling in of 
staggered DNA breaks. (Interestingly, many of the junctions recovered from this artificial 
switch construct showed mutations within about 10 bp of the junctions, similar to what 
has been reported in endogenous switch junctions, as mentioned previously.) At 
present, it is not clear whether the rare instances of staggered ends reported from these 
experiments or the blunt double-strand breaks detected by LM-PCR are more 
representative of CSR intermediates. 
B-Cell–Specific versus Ubiquitously Expressed Components of Class Switch 
Recombination Machinery An expression vector for AID (discussed previously) was 
introduced into fibroblasts transfected with an artificial Sµ-Sa switch construct and was 
found to induce CSR of the construct at levels similar to that observed in stimulated B 
cells ( 200 ). Like physiological CSR, the induced recombination was dependent on 
switch region transcription and yielded breakpoint-associated mutations. (CSR was not 
observed at the endogenous heavy Ig locus.) This striking result implies that AID is the 
only B cell–specific factor required to trigger CSR between switch regions, other than 
factors that open the loci to transcription. In this regard, AID resembles the RAG 
proteins in V(D)J reactions. If AID triggers cleavage at switch regions, ubiquitous DNA 
repair and ligation enzymes may accomplish the subsequent steps of CSR as in V(D)J 
recombination. This possibility has been tested for several proteins whose role in V(D)J 
recombination was discussed earlier in this chapter. Both SCID mice, which are natural 
mutants of DNA-PK, and homozygous RAG2 knockout mice are impaired in developing 
mature B-lymphocytes because of their inability to assemble V genes efficiently; 
however, when pro–B cells from these mice were allowed to proliferate in vitro and were 
then treated with IL-4 and anti-CD40, switch recombination occurred in the RAG2 
knockout cells but not in the SCID cells ( 242 ). This result suggests that CSR is 
independent of RAG2 but requires DNA-PK [although one report suggested that 
switching to C?1 may be spared in DNA-PK–deficient B cells ( 243 )]. Ku70 and Ku80 
knockout mice have also been tested for their CSR capacity through the use of mice 
expressing immunoglobulin from “knocked-in” productively rearranged heavy- and 
light-chain genes. Whereas “knock-in” mice with intact Ku genes switched to 
downstream isotypes, the corresponding Ku-deficient mice were impaired in CSR ( 244 , 
245 ). A role for the Ku complex in CSR is also suggested by the fact that incubation 
conditions favoring CSR (IL-4 and CD40 engagement) increased the amount of Ku 
complex detectable in nuclear extracts of splenic B cells ( 246 ). This effect is apparently 
caused by migration of preformed cytoplasmic Ku into the nucleus, associated with loss 
of specific binding affinity between Ku and the cytoplasmic domain of CD40 ( 247 ). 
Treatment with IL-4 plus CD40 engagement also increased the level of nuclear 
DNA-PK. 



Other Possible Class Switch Recombination Components Despite the importance 
of AID as the only B cell–specific component required for CSR, other more widely 
distributed cellular components undoubtedly participate in this process. In an effort to 
identify components of the CSR machinery, several laboratories have investigated 
proteins that cleave or bind to switch region DNAs in a sequence-specific manner in 
vitro or that are associated with chromosome breaks or repair of DNA damage. A few 
examples are described as follows, but none of the components discussed in this 
section has been unequivocally demonstrated to participate in switch recombination. 

1. Nijmegen breakage syndrome is an autosomal recessive disease associated with 
immunodeficiency, chromosomal instability, and other defects. As discussed 
previously in the context of V(D)J recombination, the normal product of the mutant 
gene for this syndrome (Nbs1) associates with Mre11 and Rad50 to form a 
complex that rapidly accumulates at double-strand breaks, apparently recruited by 
the modified histone ?-H2AX. Experimenters have explored possible roles for 
Nbs1 and ?-H2AX in CSR. Like the RAG-dependent nuclear foci containing Nbs1 
and ?-H2AX that are observed in B cells undergoing V(D)J recombination, 
AID-dependent nuclear foci of Nbs1 and ?-H2AX are observed in B cells 
undergoing CSR ( 248 ). Although Nbs1 is not required for V(D)J recombination, 
patients with Nijmegen breakage syndrome were found to have somewhat low 
levels of IgG and IgA associated with normal levels of IgM, which suggests the 
possibility of a very mild CSR defect ( 249 ). H2AX knockout mice were found to 
have modest impairment in CSR despite normal B-cell proliferation and sterile 
transcription ( 248 ). Thus, neither Nbs1 nor ?-H2AX appear to be absolutely 
required for CSR, although they may improve its efficiency.

2. Two proteins that bind within S? regions to subsequences associated with a high 
frequency of recombination breakpoints have been designated SNIP and SNAP 
and apparently correspond (respectively) to the transcription factors NF?B/p50 
and E47, one of the proteins encoded by the E2A gene ( 250 , 251 ). A role for NF?B 
in switching is supported by experiments in B cells from a p50 knockout mouse 
strain. In these p50 knockout mice, isotype switching to IgE and IgG3 secretion 
was markedly reduced; however, reduced expression of the corresponding 
germline transcripts could indicate that the p50 was required for activating I region 
promoters rather than for the actual recombination event ( 252 ). In addition, human 
patients with an X-linked HIGM syndrome associated with ectodermal dysplasia 
have been found to have a defect in the gene encoding IKK? (also known as 
NEMO), a protein required for efficient NF?B signaling ( 253 ). B cells from these 
patients are defective in CSR when cultured in vitro.

3. A role for the E2A transcription factors in CSR is further supported by experiments 
in which Id proteins, which antagonize E2 action, were found to inhibit CSR in the 
murine cell line CH12.LX2 and in splenic B cells ( 254 ). Although some decrease in 
sterile transcription was noted, it was not believed to account for the dramatic 
decrease in CSR. Furthermore, culturing B cells with IL-4 plus CD40 engagement 
was found to induce increases in E2A protein levels.

4. The major role of mismatch repair (MMR) proteins is to recognize and repair DNA 
at positions that do not contain normal Watson-Crick base pairs. Investigations by 
several laboratories have shown that mice with defects in several MMR genes are 
able to perform CSR, but various subtle defects have been observed in the 



efficiency of switching to specific isotypes, in CSR breakpoint locations, and in the 
extent of microhomologies at breakpoints ( 255 , 256 ).

5. LR1 is a protein found in nuclear extracts from murine splenic B-lymphocytes after 
induction with LPS; it binds to S?1, S?3, and Sa, as well as to the heavy-chain 
enhancer ( 257 ). The protein is a heterodimer containing nucleolin and hnRNP D. 
Both of these proteins can bind with high affinity to “G4” DNA, a structure in which 
four DNA strands (parallel or antiparallel) containing runs of three or more guanine 
nucleotides can form stable complexes ( 258 ). (In this work, binding was studied 
through the use of a G4 structure formed by an oligonucleotide matching the 
murine S?2b sequence.)

6. G4 structures are the target for a specific nuclease designated G quartet nuclease 
1 (GQN1), which has been proposed as a mediator of CSR ( 259 ).

7. Two laboratories have reported detecting cell-free CSR of plasmid substrates by 
nuclear extracts ( 261 , 262 ). The first group used their assay to purify an active 
complex composed of four proteins, including a novel 70-kD protein designated 
SWAP-70, which does not appear related to any other known protein ( 262 ). 
SWAP-70 is highly expressed in B cells that have been activated for switch 
recombination. SWAP-70 knockout mice show no dramatic impairment in CSR 
except for a decrease in switching of splenic B cells to Ce in vitro and a decrease 
serum IgE levels ( 263 ).

8. Spo11 is a protein that catalyzes double-strand breaks in yeast meiotic 
recombination. A murine Spo11 homolog was found to be modestly up-regulated 
in B cells undergoing CSR, and an antisense oligonucleotide was reported to 
reduce CSR efficiency. However, Spo11 knockout mice were found to be normal 
in CSR and SHM ( 264 ).

Non-“standard” Isotype Switching Thus far, isotype switching has been considered 
to involve a simple deletion (or inversion) of the DNA between Sµ and a downstream 
switch region; although this is the most common scenario, three variant schemes are 
considered as follows. 

1. Sequential switching. Several switch recombination events can occur sequentially 
on a given chromosome. One well-studied example involves sequential switching 
to ?1 followed by e in murine B-lymphocytes. The same cytokine, IL-4, promotes 
switching to both isotypes. After an initial switch recombination generating a 
composite Sµ-S?1 junction (leading to IgG1 expression), this composite switch 
region can undergo a secondary switch recombination with Se, which lies 
downstream. In IgE-expressing cells, evidence of the initial recombination to ?1 
can be revealed by the presence of a composite Sµ-S?1-Se junction or by the 
detection of the Se-S?1 reciprocal switch circle product. To assess the 
quantitative importance of this pathway in IgE generation, resting B cells 
stimulated with IL-4 plus LPS were treated with an anti-IgG1 antibody to eliminate 
cells expressing this isotype from the culture; IgE secretion was inhibited about 
70%, which suggests that most murine B cells expressing IgE have undergone an 
intermediate stage in which they expressed IgG1 ( 265 ). However, in mutant mice 
with a block in ?1 switching caused by a targeted deletion in the ?1 locus, the 
frequency of switching to e is normal, which suggests that the sequential switching 



results from the sequential accessibility of both S?1 and Se, rather than an 
obligatory sequential switch program ( 266 ). Sequential switching to IgE expression 
via IgG also occurs in human B cells ( 267 , 268 ), but the quantitative significance of 
this pathway is not known.

2. Trans-switching. Although most switch recombinations involve a single 
chromosome, transchromosomal switching (trans-switching) between allelic 
chromosomes has been detected in rabbit at a frequency of about 5% ( 269 ). The 
detection of trans-switching in rabbit was facilitated by the availability of allotypic 
markers of constant and V regions in this species; the frequency of 
trans-switching in other species is not known. Trans-switching may also explain 
certain cases in which myeloma cells producing IgG gave rise to “backwards 
switch” progeny producing IgM ( 270 ).

3. Switched isotypes without switch recombination. Several laboratories have 
reported detection of B cells expressing immunoglobulin of more than one isotype. 
Such “double-producing” cells may reflect a normal transient intermediate stage 
when a “switched” isotype may be expressed (after normal switch recombination) 
along with IgM that persists in the cells because of long half-life of the protein or 
its mRNA. However, this model would not explain reports of stable cell lines 
expressing IgM along with another isotype encoded by a distant CH region. If 
such double producers represent alternative splicing of long transcripts (the 
accepted explanation for IgM+-IgD+ double producers), such transcripts would 
have to be on the order of 100 kb. This is longer than RNAs that can be easily 
isolated with current laboratory methods, although precedents for genes whose 
exons are spread over similar distances are known, and early evidence for a long 
heavy Ig transcript has been reported ( 271 ). An alternative explanation is that 
separate short transcripts of V-D-J and a downstream CH gene (i.e., a “sterile” 
transcript) could be joined by a trans-splicing mechanism similar to that 
documented for trypanosomes and certain viruses ( 272 ). Mizuta et al. ( 273 ) 
described a nonphysiological mechanism that could account for some cases of 
double isotype production in cell lines as a consequence of duplication of the 
heavy Ig locus followed by CSR on one copy. Stable double-isotype production 
appears to be common in hairy cell leukemia ( 274 ). At present, it is not clear 
whether this phenotype reflects a normal maturation stage or a B-cell subset. It is 
likely that most normal isotype switching is associated with switch recombination 
rather than nonrecombinational mechanisms, because the amount of IgG1 
expression observed in a population of murine B-cell switching in vitro to IgG1 
could be accounted for by the amount of switch recombination measured in these 
cells ( 209 ).

In summary, a possible (but by no means validated) model for CSR would be that 
cytokines and CD40 ligation trigger AID expression and isotype-specific sterile 
transcription. DNA strands in S regions become separated (either by a helicase activity 
associated with transcription or perhaps as a result of R-loop formation), allowing 
stem-loop structures to form on individual strands. These are recognized by a nuclease 
(perhaps targeted AID-induced deamination, or encoded by a transcript that must be 
edited by AID), which cuts the two strands, forming double-strand breaks. Alternatively, 
isotype-specific S region binding proteins may facilitate such breaks. These breaks are 
repaired by ubiquitous repair machinery, including the Ku-DNA-PK complex, perhaps 



aided by other proteins such as Nbs1 and ?-H2AX. Mutations surrounding the 
breakpoints suggest that repair enzymes include error-prone polymerases, such as are 
discussed later. 

Somatic Mutation

Early Evidence for Somatic Mutation Analyses of amino acid sequences of murine ?1 
chains from myeloma antibodies provided the first strong support for SHM even before 
the era of recombinant DNA analysis. When the amino acid sequences of ?1 chains 
produced by 21 independently derived myelomas were analyzed ( 275 , 276 ), 12 were 
found to be identical, representing a prototype V?1 sequence. The remaining variants 
were each unique, generally differing from the prototype sequence by single amino acid 
substitutions that could be accounted for by single base changes. Significantly, all but 
one of the amino acid substitutions were unique to a single variant sequence. The 
investigators concluded that the prototype sequence corresponded to a single germline 
gene, whereas the variants arose by somatic mutation of this gene. This interpretation 
seemed consistent with the observation that each variant sequence occurred only once, 
whereas several occurrences of the same sequence might have been expected if there 
were several germline V?1 genes. Now that gene cloning has confirmed that there is 
only a single V?1 gene, the identification of the variants as products of somatic mutation 
has been verified. Subsequent studies led to similar conclusions for murine V? or VH 
systems involving small V families whose germline members could be readily cloned so 
that sequences of the corresponding expressed and germline (i.e., nonmutated) V gene 
could be compared. An example of such a system is the relatively restricted murine 
antibody response to phosphorylcholine. Sequence analysis of a panel of 
phosphorylcholine-binding hybridomas and myelomas expressing a similar VH 
sequence revealed that all IgM antibodies shared a single prototype sequence. In 
contrast, some IgA and most IgG VH regions showed scattered amino acid 
substitutions with respect to the prototype sequence. All of the sequence variants were 
unique to single cell lines. By analogy to the V? system discussed previously, these 
comparisons suggested that the prototype sequences reflected a germline gene, 
whereas the variants were products of diverse somatic mutations. A search of the four 
germline VH region genes homologous to the prototype expressed VH gene revealed 
only one gene that could have served as precursor for the phosphorylcholine-binding 
VH regions; this one matched the prototype sequence exactly ( 277 ). The fact that the 
variant VH sequences were seen only in IgA and IgG, not in IgM, is consistent with the 
fact that IgM is characteristically produced early in the immune response, whereas 
somatic mutation occurs later in the response, overlapping the stage of isotype 
switching (see following section); other studies have shown that somatic mutation can 
be seen in IgM at a low frequency, which indicates that the CSR and SHM occur 
independently, without an obligatory order. 
Role of Hypermutation in Immune Responses To understand the role of somatic 
mutation in the antibody response, several researchers have studied the extent of 
somatic mutation at different times after the immunization of mice. Studies of the 
responses to p-azophenylarsonate, phosphorylcholine, influenza hemagglutinin, 
oxazolone, and several other antigens have all indicated that the initial response after 
primary immunization is contributed by antibodies showing no somatic mutation. About 
1 week after immunization, mutated sequences begin to be observed, increasing during 



the next week or so. Booster immunizations yield sequences showing additional 
mutations. Many hybridomas made late in the immune response produce mutated 
antibodies with a higher antigen affinity than the unmutated (sometimes loosely called 
“germline”) antibodies made early after immunization. The shift to higher affinity is a 
phenomenon long recognized at the level of (polyclonal) antisera and has been termed 
affinity maturation. This phenomenon can now be explained as the result of an 
“evolutionary” mechanism selecting antibodies of progressively higher affinity from the 
pool of randomly mutated V sequences. According to this model, at the time of initial 
antigen exposure, an animal has a set of B-lymphocytes expressing germline 
(unmutated) versions of Ig sequences resulting from gene rearrangements that 
occurred before immunization. Because of the diversity of available VH, D, JH, VL, and 
JL sequences, as well as the impressive recombinational potential described earlier, 
some B cells express Ig molecules capable of binding the antigen with modest affinity. 
These cells are stimulated—by antigen binding—to proliferate and to secrete antibody. 
Activated B cells located in lymphoid follicles also bind antigen and receive T cell help; 
at some point in the response, the SHM machinery is activated in these cells, 
generating random mutations in the Ig genes of stimulated cells in the GCs. Many of 
these mutations can be expected to reduce the resulting affinity of the encoded 
antibody for antigen; indeed, such mutated antibodies with markedly reduced affinity 
have been demonstrated ( 278 ), as have mutated antibodies that have acquired 
autoantibody specificity ( 279 ). As antigen clearance reduces antigen concentrations 
seen by the lymphocytes, only the cells displaying high affinity antibody are effectively 
stimulated by antigen; cells displaying lower affinity antibodies or antibodies with affinity 
for self-antigens may be subjected to programmed cell death (apoptosis) ( 280 , 281 ). The 
preferential proliferation of the high-affinity cells and their maturation to secreting 
plasma cells cause an increase in the average affinity of the antibodies in the serum. 
These high-affinity cells are left as the predominant population to be represented as 
memory cells when antigen exposure ceases; they thus can induce the rapid, 
high-affinity antibody response on secondary antigen exposure. In this model, the 
driving force for affinity maturation—analogous to natural selection in the evolution of 
species—is selection for high antibody affinity in the presence of low antigen 
concentration. The importance of this selective force is suggested by the observation 
that affinity maturation can be inhibited by repeated injection of antigen (which removes 
the selective pressure for high affinity) ( 282 ) or by overexpression of the antiapoptotic 
protein Bcl-XL (which allows survival of B cells expressing low affinity antibody) ( 283 ). 
Cellular Context of Somatic Mutation Somatic mutation occurs primarily in B cells of 
the GCs of lymphoid tissues, particularly in a subpopulation of B cells known as 
centroblasts. These cells proliferate in the “dark zone” of the GC and bear characteristic 
surface markers, including IgD, CD38, and the receptor for peanut agglutinin (PNA) ( 284

 ). Each GC appears to be populated by a small number of antigen-specific founder B 
cells ( 285 ) and an unusual Thy-1 negative T cell population, also antigen-specific ( 286 ). 
The GC environment promotes contact between the B cell and both follicular dendritic 
cells, which store, process, and present antigen, and T-lymphocytes, which activate 
somatic mutation in part via CD40-CD40L interaction ( 287 ). Other critical signals 
promoting SHM have been investigated with in vitro systems, which implicate 
CD80:CD28 engagement ( 288 ) and cytokines ( 289 ). Proliferating GC centroblasts give 
rise to centrocytes in the “light zone” of the GC; there, centrocytes are programmed for 
apoptosis unless they are rescued by follicular dendritic cell–presented antigen and T 



cell activation via CD40 engagement ( 280 , 290 ). At this stage, positive selection for high 
affinity antibodies occurs via apoptosis of cells expressing low-affinity antibodies; 
paradoxically, however, apoptosis is also promoted by soluble antigen, perhaps 
functioning to select against autoantibodies ( 291 ). As mentioned earlier, receptor editing 
may be another fate for autoantibody-producing cells in GCs. The features of antigen 
signaling that select for survival versus apoptosis or editing are not fully understood. 
Susceptibility of GC cell populations to apoptosis is correlated with their expression of 
Fas, Bax, p53 and c-myc, all of which promote apoptosis, and with down-regulation of 
the apoptosis suppressors Bcl-2 and c-FLIP ( 281 ). B cells of mice with engineered 
overexpression of Bcl-2 or Bcl-XL expression can escape selection against 
autoreactivity ( 283 ). SHM is apparently unusually active in IgM-IgD+ cells, inasmuch as 
this subset of GC B cells from human tonsils was found to accumulate extremely high 
numbers of somatic mutations ( 292 ). An important role for IgD in somatic mutation is 
also suggested by the observation that mice with a homozygous targeted disruption of 
their Cd gene were impaired in affinity maturation ( 293 ). GC B cells may undergo 
several successive cycles of mutation and proliferation followed by selection. Such a 
scheme has been supported by the sequence analysis of mutated Ig genes amplified by 
PCR from single cells microdissected from a histologic section of a GC ( 294 ) or from 
mutations in copies of an engineered transgene that is unusually susceptible to SHM ( 
295 ); in these and other systems, the mutated sequences can be organized into 
genealogical trees consistent with several cycles of somatic mutation followed by 
proliferation. Cyclical movement of the B cells from the dark zone to the light zone of 
the GC may be mediated by cyclically changing chemotactic responses to chemokines ( 
296 ). A computer simulation has affirmed the high efficiency of alternating periods of 
somatic mutation and mutation-free selection as a strategy for generating high-affinity 
antibodies ( 297 ). Despite the evidence that somatic mutation occurs normally in GCs, 
the GC environment is apparently not obligatory, because mice lacking histologically 
detectable GCs as a result of lymphotoxin-a deficiency are capable of SHM and affinity 
maturation ( 298 ). T-cell–independent antigens can undergo a low level of SHM ( 299 ). 
Targeting and Distribution of Mutations The mutation rate of Ig genes undergoing 

SHM may reach as high as 10 -3 mutations per base pair per generation, or about 10 6 
times higher than the normal genomic mutation rate ( 300 ), a rate that could be lethal if it 
were not carefully targeted specifically to Ig genes. The molecular nature of this 
targeting is a critical question closely related to understanding the molecular 
mechanism of SHM. Exactly what feature of the V(D)J locus targets the hypermutation 
machinery to the expressed V(D)J gene is not understood. Unrearranged V?, VH, and 
D-J regions are generally not mutated, which suggests that the V(D)J recombination 
generates a hypermutation target from elements contributed by both V and J, possibly 
by moving the V region promoters close to enhancers lying in the J-C intron. [In contrast 
to the ? and heavy-chain loci, the ? locus lacks an enhancer between J and C; 
unrearranged V? regions are transcribed in B cells ( 301 ) and can be mutated ( 302 ).] 
The specific chromosomal location of Ig genes does not seem to be necessary for 
hypermutation, because transgenic mice carrying a rearranged expressible Ig 
gene—presumably inserted randomly in the genome—show somatic mutations. This 
fact has allowed examination of the sequence requirements for mutation by studying 
the how engineered alterations in transgene structure affect the SHM rate. Because 
somatic mutations of Ig genes are not confined to hypervariable (CDR) regions and 



sometimes even occur in introns, it is apparent that the hypermutation mechanism does 
not distinguish coding from noncoding regions, let alone hypervariable regions from 
framework. The apparent clustering of mutations in the CDRs of sequenced 
immunoglobulins may be partly a result of selection for cells expressing primarily CDR 
mutations, either because framework alterations interfere with the basic folding of the 
protein or because CDR mutations can lead to higher affinity for antigen and thus 
stronger activation to clonal expansion, as discussed previously. However, in Ig genes 
that are not selected for function—such as nonproductively rearranged V-D-J alleles or 
“passenger” transgenes engineered with stop codons to prevent expression as a 
protein—mutational “hot spots” as well as “cold spots” have been recognized, 
apparently resulting from local DNA features that may promote or suppress somatic 
mutation. For example, the consensus sequence RGYW—that is, 
(G/A)(G)(C/T)(A/T)—is a consistent hot spot for mutation ( 302 ), and different triplet 
codons are mutation targets at differing but largely consistent frequencies. It is possible 
that evolution has selected for sequences that create mutational hot spots in CDR 
regions to enhance the potential for diversity generation in the parts of the protein 
critical for antigen contact ( 303 ). The importance of transcription in targeting 
hypermutation is reinforced by studies of transgenic constructs engineered with or 
without transcriptional enhancers from the Ig loci. Rearranged transgenes, including 
intronic and 3'E? enhancers, were more highly transcribed and better somatic mutation 
targets than similar constructs lacking these regions ( 304 ). Mutations in either of two 
transcription factor–binding motifs in the 3'E? enhancer were found to impair 
transcription and SHM ( 305 ). In contrast to these transgene experiments, a milder 
defect in SHM was seen in mice with a targeted deletion of the endogenous 3'E? 
enhancer ( 306 ). In a heavy-chain construct, SHM was stimulated by HS3 and HS4 from 
the downstream enhancer complex ( 307 ), and SHM of a ? transgene was supported by 
a ? enhancer ( 308 ). Although enhancers are clearly required, the complete criteria for 
targeting SHM have not been defined. Ig promoters are not required for SHM, because 
replacement of the V? promoter with the ß-globin promoter did not abolish 
hypermutation ( 309 ); non-Ig enhancers can also promote hypermutation ( 310 ). 
Furthermore, the V coding sequence can be replaced by a human ß-globin gene or 
prokaryotic neo or gpt gene without affecting the hypermutation rate downstream of the 
promoter ( 311 )]. However, for unknown reasons, a similar transgenic construct in which 
the V? gene was replaced by the CD72 gene was not targeted for hypermutation 
despite high levels of transcription ( 312 ), and even a highly expressed V?-C? transgene 
was not mutated ( 313 ). To summarize, it appears that transcription is necessary but not 
sufficient for targeting hypermutation, and additional requirements have not been 
defined as of this writing [although gene demethylation may be one such requirement ( 
314 )]. One striking confirmation of the correlation between transcription and SHM 
derives from experiments in which the SHM-competent murine pre–B line 18-81 was 
stably transfected with a tetracycline-inducible GFP reporter gene engineered with a 
stop codon. Expression of the GFP gene could occur only after the stop codon was 
reverted by SHM, and the rate of this reversion, as measured by flow cytometric 
analysis of GFP fluorescence, was found to be directly related to the transcription rate 
induced by increasing concentrations of the tetracycline analogue doxycycline ( 315 ). 
Targeting of V genes for somatic mutation is not completely specific in that some non-Ig 
genes that are transcribed in GC B cells may be also subject to mutation ( 316 ). Somatic 



mutations observed in the BCL6 ( 317 ) and CD95 ( 318 ) genes may represent examples 
of this phenomenon, although several other genes expressed in GC B cells at 
comparable levels are not targeted for SHM ( 319 ). One possible interpretation is that, 
although Ig and non-Ig enhancers share the ability to confer transcriptional stimulation, 
additional sequences that can target SHM are found only in immunoglobulin and a few 
exceptional other enhancers. The dissociation of transcriptional enhancement and SHM 
targeting is suggested by one report that reversing the orientation of an enhancer in an 
SHM reporter plasmid caused a 10-fold difference in mutation frequency without an 
apparent effect on transcription ( 320 ). Several non-Ig genes, including some 
proto-oncogenes, have been found to harbor mutations in B-cell–diffuse large-cell 
lymphomas; these mutations show many features of Ig SHM and seem to result from 
pathological dysregulation of that process, inasmuch as these genes are not mutated in 
normal GC B cells ( 321 ). Several groups have studied mutational targeting by 
examining the distribution of mutations around Ig genes. When somatically mutated 
rearranged genes have been compared with their germline precursors, mutations have 
been found to occur not only in sequence derived from the germline V coding sequence 
but also in the J region and nearby flanking intron sequence. The somatic mutations 
seem to cluster in the V(D)J region, extending upstream no farther than the RNA 
initiation site (with few exceptions) and tapering off downstream to define a mutation 
target domain of about 1.5 kb. Therefore, for V-D-J units involving the downstream JH5 
segment, mutations extend further towards the Cµ region than for units involving JH1. 
This distribution has suggested a model ( 322 ) in which a “mutator factor” is loaded onto 
the transcription initiation complex as transcription begins. The mutator factor then 
remains attached to the transcription machinery—and competent to induce 
mutations—for a period of time as this machinery moves downstream to extend the 
transcript; eventually, however, the mutator factor falls off, so that further transcription 
proceeds without mutations. In accordance with this model, a V?J?-C? transgene in 
which a second V? promoter was engineered upstream of the C? region was found to 
incur mutations over a second domain extending into the C? region, in addition to the 
usual V region mutations ( 322 ). Conversely, the insertion of an irrelevant 2-kb DNA 
fragment between a V? promoter and the leader (signal peptide) exon prevented 
mutation within the V? transgene, which now apparently lay downstream of the 
mutational domain ( 323 ). However, according to an alternative model consistent with 
these results, targeting is achieved by some epigenetic change in a domain 
downstream of the promoter that makes the region amenable to mutation, and 
transcription is another consequence of this change but one independent of mutation. 
This interpretation is supported by a preliminary report ( 324 ) that insertion of a 
transcriptional terminator between the leader and V exon of a transgene prevented 
transcription into the V region but nonetheless allowed substantial somatic mutation to 
occur there. If verified, this result would argue against the model of a mutator factor that 
travels with the transcription machinery. 
Molecular Mechanism of Hypermutation The observed mutations have revealed little 
about what may have caused them. All four nucleotides are targets for mutation, and all 
are found as products. Transitions (purine–purine and pyrimidine–pyrimidine 
interchanges) are somewhat more frequent than transversions (purine–pyrimidine 
interchanges), with apparent preferential targeting of G-C base pairs ( 325 ). Small 
insertions and deletions rarely occur. In an unselected passenger V? transgene, 
adenine and guanine nucleotides were mutated more frequently on the coding strand 



than on the noncoding strand ( 326 ). This “strand polarity” was also observed in human 
VH regions ( 327 ) but is not universally found. Such polarity suggests that the mutation 
mechanism may be affected by a process that can distinguish between the strands, 
such as transcription through the V region. The unexpected dependence of SHM on 
expression of the AID gene, discussed previously, presents a provocative mechanistic 
clue. Complementing the initial reports that defects in the human and murine AID genes 
prevent SHM, Martin et al. ( 328 ) showed that introduction of the AID gene can induce 
mutation in hybridomas representing late B lineage cells that do not normally undergo 
SHM. Strikingly, AID-transfected fibroblasts are also capable of SHM: A highly 
transcribed GFP gene introduced as a reporter for CSR was found to contain numerous 
mutations in cells expressing AID, which implies that AID may be the only 
B-cell–specific factor required for SHM as well as for CSR ( 329 ). AID may act by editing 
specific mRNA(s), leading to new proteins mediating CSR and SHM, as discussed 
earlier. However, the following recent evidence suggests that AID deaminates cytosine 
residues in DNA of the Ig loci. If such deamination occurred, it would generate uracil, 
which would be an abnormal base for DNA, and would be excised by the enzyme uracil 
DNA glycosylase (UNG). Neuberger’s lab ( 325A) found that UNG knockout mice show 
abnormal patterns of SHM and defects in CSR, consistent with a role for UNG in 
mediating AID action. This suggests a role for deamination of DNA cytosines in CSR 
and SHM, presumably by AID, though the mechanistic consequences of such 
deamination are not clear at this writing. As a framework for considering the mechanism 
of SHM, it is useful to consider the two mechanisms that nonlymphoid cells use to 
constrain normal genomic mutation to an extremely low level. First, highly accurate DNA 
polymerases with intrinsic proofreading capability copy DNA sequences with high 
fidelity. Second, several independent high-efficiency mechanisms recognize 
abnormalities in DNA structure—including mismatches introduced by rare polymerase 
mistakes—and repair them before they can lead to replicated errors. These two 
strategies for normal suppression of mutation have led to two suggestions for SHM 
mechanisms. Brenner and Milstein ( 330 ) proposed in 1966 that Ig V region genes might 
be cleaved by a specific endonuclease and that these defects might then be repaired by 
an “error-prone” polymerase that introduced mutations into the DNA. Strong support for 
this mechanism has been obtained, as discussed in the following section. In addition, 
several investigators have explored the alternative possibility that SHM may result from 
targeted abrogation of normal DNA repair mechanisms. 
DNA Breaks in V Regions Recent evidence supports Brenner and Milstein’s ( 330 ) 
speculation that double-strand DNA breaks are associated with SHM. DNA breaks are 
suggested by the occurrence of insertions and deletions in about 5% of V regions 
undergoing SHM in normal human GC B cells isolated by flow cytometry ( 331 ). 
Furthermore, transfection of the SHM-competent human Burkitt lymphoma line Ramos 
with TdT was found to lead to many insertions in mutated immunoglobulin VH genes, 
insertions that were found (like typical somatic mutations) in the V but not C region ( 332 

). These insertions are most easily interpreted as the result of TdT-catalyzed nucleotide 
addition at double-strand DNA breaks. More direct evidence for such breaks has come 
from two analyses in which LM-PCR was used to amplify blunt DNA ends within Ig 
genes undergoing SHM ( 333 , 334 ). Both of these studies found evidence for breaks 
occurring in VH regions, but not the nearby Cµ region, and preferentially in the same 
RGYW consensus identified as a hot spot for somatic mutations. In Ramos cells 
transfected with GFP constructs, efficient production of double-strand DNA breaks 



occurred with a construct containing the Ig? enhancers but not when these enhancers 
were omitted. In the presence of these enhancers, increasing transcription across the 
reporter by a tetracycline-regulatable promoter caused an increase in the frequency of 
double-strand DNA breaks. Thus, in their location and regulation, these breaks showed 
many of features associated with SHM, supporting their role as intermediates in the 
mutational process. Ends were amplified from the downstream side of the VH regions 
with much lower efficiency than those from the upstream ends, as though the 
downstream ends were modified in some way as to be unavailable for ligation. To 
determine in which part of the cell cycle the double-strand DNA breaks occurred, 
Ramos cells were separated into G1 and G2 pools by propidium iodine staining and 
were assessed for breaks with the LM-PCR assay ( 333 ). Most double-strand DNA 
breaks were found in G2, in which double-strand DNA breaks are repaired primarily by 
homologous recombination, rather than in G1, in which nonhomologous end joining is 
the major repair mechanism. This is consistent with the observations that a targeted 
knockout of the NHEJ component DNA-PK does not significantly impair SHM ( 335 ). 
Mutations observed near CSR breakpoints may be caused by the same machinery 
responsible for SHM of V regions. AID-dependent mutations have even been found in 
the Sµ regions of B cells that have not undergone CSR ( 248 , 336 ). However, whereas 
double-strand DNA breaks associated with CSR [as detected by foci of ?H2AX and 
Nbs1 staining in splenic B cells incubated under conditions promoting CSR ( 248 )] were 
dependent on AID, double-strand DNA breaks in V regions of GC B cells (as detected 
by LM-PCR) were not dependent on AID (336A,336B), even though somatic mutation in 
V regions is AID dependent. One interpretation of these results is that AID is necessary 
for the error-prone repair of double-strand DNA breaks in V regions but not for their 
formation. 
Error-Prone Polymerases Although avoidance of error is a high priority for most DNA 
replication, error-prone DNA synthesis existed long before immunoglobulins evolved; 
indeed, error-prone polymerases have been most thoroughly studied in Escherichia coli 
and yeast. These polymerases are useful for replication of DNA with focal lesions that 
would block replication of high-fidelity polymerases. The individual polymerases have 
evolved to handle different aspects of “lesion bypass” and have differing types of 
infidelity in replication of normal DNA. For example, polymerase ? usually inserts the 
correct deoxynucleotide opposite guanine, adenine, and cytosine, but opposite a 
thymine, it misincorporates guanine or cytosine more efficiently than it adds the 
complementary adenine nucleotide. This polymerase can insert nucleotides opposite 
highly distorting DNA lesions such as a T-T photoproduct or an abasic site, but it is not 
efficient at polymerization beyond a mismatch. Polymerase ?, in contrast, is inefficient 
at inserting a nucleotide opposite a lesion, but it efficiently extends beyond mismatched 
bases ( 337 ). Thus, polymerase ? may initiate repair and then polymerase ? finishes it. 
This is consistent with the low processivity of pol?: that is, its propensity to dissociate 
from the DNA after incorporation of only a few nucleotides. Lesion bypass may be a 
joint effort of several polymerases, and the same may be true for SHM. Several 
experiments have suggested a role for polymerase ? in SHM. Homozygous knockout of 
the pol? gene was found to induce embryonic lethality, and so effects on SHM could not 
be directly tested. However, the pol? gene was found to be up-regulated in sorted 
human tonsillar BC B cells and was induced in the GC-like B cell line CL01 when the 
cells were incubated under conditions that initiate SHM (BCR engagement and addition 
of activated CD4 + T cells). Significantly, transfection of the CL01 cells with antisense 



oligonucleotides directed against the pol? mRNA reduced the frequency of mutations 
observed in the expressed VH gene and in the BCL6 gene by about 70%, in 
comparison with cells transfected with control oligonucleotides ( 338 ). In vivo SHM was 
suppressed by about 40% in mice transgenic for high-level expression of an antisense 
mRNA ( 339 ); these mice also showed delayed generation of high-affinity antibody. The 
residual mutations in antisense-treated cells may have resulted from incomplete 
suppression of pol? expression and showed a normal pattern for SHM, including a 
preference for RGYW. As of this writing, polymerase ? is the only other error-prone 
polymerase for which genetic defects have been correlated with alterations in SHM. The 
pol? gene is known to be defective in patients with xeroderma pigmentosum variant 
disease, who are susceptible to sunlight-induced skin cancers. When SHM was 
examined in such patients by PCR amplification of rearranged VH6 genes from 
peripheral blood, normal rates of SHM were found, but a striking decrease in mutations 
from an adenine target was observed ( 340 ); because the known preference of this pol? 
is for mutating adenine nucleotides, the abnormal adenine targeting in patients with 
xeroderma pigmentosum variant disease supports a role for this enzyme in SHM. The 
question of whether pol? expression is up-regulated in SHM-competent cells is 
controversial. Two other error-prone polymerases have been mentioned as candidates 
for mediators of SHM. Pol-µ shows sequence similarity to TdT and in vitro has a 

TdT-like template-independent polymerase activity in the presence of Mn 2+. In the 
presence of Mg 2+, the enzyme has a template-dependent error-prone polymerase 
activity ( 341 ). A possible role for this enzyme in SHM is suggested by its preferential 
expression in GC B cells, although it is also expressed in thymus ( 342 ). However, a polµ 
knockout showed no apparent abnormality in SHM ( 343 ). Polymerase ? is a pol? 
homolog (both being related to the yeast enzyme RAD30), which has an extremely low 
fidelity, as described previously. It is expressed primarily in the testis and ovary, but in 
the spleen its expression is somewhat higher in GC B cells (B220+, PNA+) than in 
non-GC B cells (B220+, PNA-) ( 344 ). Other lesion bypass polymerases have been 
considered unlikely candidates as mediators of SHM for a variety of reasons: for 
example, pol? (makes deletions uncharacteristic of SHM), polß (knockout shows normal 
SHM), and pol? (expressed mainly in the testis; knockout is normal for SHM). If the 
lesion bypass polymerases cooperate in mediating SHM, it may be necessary to 
examine double or triple knockouts to observe a loss of SHM. 
Mismatch Repair (MMR) in Somatic Hypermutation Several investigators have 
studied a possible role for MMR components in SHM. The speculation that SHM might 
be caused by abrogation of MMR has been investigated by one group who found that 
GC centroblasts have an intact MMR system, as judged by an in vitro MMR assay and 
Western blot for MMR components ( 345 ). Most other studies on MMR in SHM have 
involved examining the effects of gene knockouts. MMR might correct some 
mismatches introduced by an error-prone polymerase, and so an MMR gene knockout 
might be expected to increase the frequency of observed somatic mutations, but this 
has not been found. As a framework for considering MMR in SHM, a brief introduction 
to bacterial and mammalian MMR is useful. The well-studied E. coli MMR system has 
three main components. MutS binds tightly and specifically to mismatches caused by 
the incorporation of an incorrect nucleotide during DNA replication. MutL then binds and 
recruits MutH. At the mismatch, MutH distinguishes the newly copied (presumably 
erroneous) strand from the original correct strand by the absence of methylation on the 



new strand (the old strand has had time to be methylated by the Dam methyltransferase 
system of E. coli). The Mut complex then activates a latent nuclease activity that 
removes a segment of the newly synthesized strand, including the mismatched base; 
this gapped strand is then resynthesized by a DNA polymerase. Mammals have several 
MutS homologs, including three reported in somatic cells—MSH2, MSH3, and 
MSH6—that have some specificity for recognizing different kinds of mismatches. The 
two known mammalian homologs of MutL are MLH1 and PMS2. Mammals distinguish 
new from old DNA strands by a poorly understood mechanism that does not involve 
methylation, and there is no mammalian counterpart to MutH. (Mutations in the human 
MMR genes, especially MSH2 and MLH1, underlie hereditary nonpolyposis colorectal 
cancer.) The first report relating an MMR defect to SHM involved a VH knock-in mouse 
(designated the quasi-monoclonal mouse) with a PSM2 knockout ( 346 ). In comparison 
with PSM2 heterozygous knockouts, homozygous animals showed a 6- to 20-fold 
decrease in the number of mutations observed in the knocked in VH gene in peripheral 
B cells of unimmunized mice. The investigators proposed an active role for PMS2 in 
SHM: namely, that the normal choice to correct the mismatched nucleotide on the 
newly synthesized strand is reversed in SHM, so that MMR reconciles the mismatch by 
preserving the mutated nucleotide and “correcting” the old DNA strand. Subsequent 
studies of PSM2 knockout mice have reported much smaller or no decreases in 
mutation rates in these animals or decreased mutation only in young but not older mice 
[reviewed by Reynaud et al. ( 347 )]. These differing observations may result from 
different experimental protocols and different genetic backgrounds for the PSM2 
knockout (the quasi-monoclonal mice may, for example, be unusual because of the 
intense selective pressure for mutating the knocked in VH gene). Similar results (i.e., 
normal or modestly reduced SHM rates) have also been found in knockouts of the other 
MutL homolog, MLH1, and in knockouts of the MutS homolog MSH2. Some differences 
in the patterns of mutation have been observed in the knockouts, which suggests that 
MSH2 may play a role in creating mutations outside the usual hot spots ( 348 ) or in 
preferentially correcting mismatches at G:C pairs. However, the bottom line is that none 
of these experiments has documented a critical role for MMR components in SHM. If 
MMR is at all involved in SHM, it is not apparently by the original model that local MMR 
suppression increases observed mutation; rather, the trend for MMR knockouts to show 
decreased SHM suggests that activity of the MMR system modestly increases the 
mutational frequency. This might happen if resynthesis of the MMR-dependent gapped 
DNA strand is accomplished by an error-prone DNA polymerase. In evaluating the 
current evidence, it should be noted that only one of the human MutS homologs has 
been targeted in gene knockouts and that, given the overlapping function of these 
proteins, a significant role for MMR in SHM might be overlooked unless a double or 
triple knockout is examined. A model for SHM consistent with much of the data in this 
section has been proposed ( 333 ) on the basis of the putative mechanism for repair of 
double-strand DNA breaks in yeast by homologous recombination, a process also 
associated with a high rate of mutation ( 349 ). Figure 17 illustrates some features of this 
model and incorporates other clues about SHM discussed in this section. However, as 
of this writing, the detailed mechanism of SHM is not clearly understood. Good 
evidence supports roles in SHM for transcription, immunoglobulin enhancers, AID, 
double-strand DNA breaks, and error-prone polymerases, but these factors cannot yet 
be linked into a coherent and convincing model. In view of the flurry of interest in 
error-prone polymerases and the advances anticipated from tracking down the role of 
AID, it seems likely that a much clearer understanding of SHM will be available in the 



near future. 

 
FIG. 17. Speculative model for the mechanism of somatic hypermutation. A: In this 
model, a mutation factor ( black “PacMan” graphic) loads onto the transcription initiation 
complex about to transcribe across an immunoglobulin V region on one of two sister 
chromatids shown by white and black double strands.  B: The mutation factor reveals 
itself to be an endonuclease, about to create a double-strand DNA break in the white 
chromatid. C: After DNA cleavage, a blunt end is seen on the upstream fragment; the 
downstream end is drawn with a 3' overhang, to accord with the difficulty of detecting 
blunt ends on the downstream fragment and to suggest a source for a single strand end 
that could invade the homologous region of black chromatid. D: The 3' overhang from 
the previous step has invaded its sister chromatid and has been extended ( gray DNA 
strand) by an error-prone polymerase ( gray circle), leading to two mismatched 
nucleotides (shown as Xs). E. The newly extended strand returns to the white 
chromatid, which has been shortened by nucleases and gets extended by error-prone 
polymerases. This extension leads to replication of one of the polymerase errors, 
leaving a permanent mutation. The other polymerase error is recognized by the 
mismatch repair complex ( small black circles) and is repaired. F: The final V region 
sequence has acquired a single mutation.

CONCLUSION

Recombinant DNA technology has revolutionized the study of the antibody response. 
Initial investigations used powerful cloning and sequencing methods to define the 
structure of the Ig genes as they exist in the germline and in actively secreting 
B-lymphocytes. Subsequent experiments have begun to shed light on the mechanisms 
of the processes unique to these genes: rearrangements and somatic mutation.



The knowledge of Ig genes gained so far has answered some of the most puzzling 
mysteries about antibody diversity and has also led to many practical ramifications 
involving these genes that are beyond the scope of this chapter. For example, cloned Ig 
genes have allowed the production of recombinant monoclonal antibodies in bacteria 
and the bioengineering of Ig-fusion proteins that exploit the exquisite specificity of 
antibody V region binding (e.g., antibody-toxin fusions) or the ability of Ig C region 
domains to extend serum half-life (e.g., immunoadhesins). Other engineered derivatives 
utilizing Ig genes include single-chain antibodies ( 350 ), bispecific antibodies ( 351 ), and 
“intrabodies” designed not to be secreted from a cell but rather to bind to intracellular 
targets ( 352 ). Ig V gene fragments cloned into bacteriophage so as to express 
single-chain V regions on the phage surface (phage display libraries) can be used to 
obtain specific monoclonal antibodies without immunization or use of mammalian cells, 
and in vitro mutation and selection protocols can mimic affinity maturation to yield 
high-affinity antibodies [reviewed by Hoogenboom ( 353 )]. Even Ig gene regulatory 
regions have been exploited, to achieve B-cell–specific expression of oncogenes ( 354 ) 
and of intracellular toxins that could be used to target B lymphomas ( 355 ). Apart from 
these biotechnological applications, Ig gene probes of Southern blot results and library 
clones from lymphomas have led to the identification of numerous proto-oncogenes that 
become activated by translocation into Ig gene loci (reviewed by Sarris and Ford ( 356 )]. 
For instance, Bcl2 was initially discovered as the target of Ig heavy-chain translocation 
in follicular lymphoma and provided an entry into an entire family of apoptosis-related 
genes. A final example of medical benefit from Ig gene technology has been the use of 
patient-specific Ig gene rearrangements of leukemias or lymphomas to monitor disease 
status by PCR ( 357 ).

Further practical applications of Ig genes can be anticipated in the future, as can a 
deeper scientific understanding of their molecular biology and their contribution to the 
immune system.
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INTRODUCTION

B-lymphocytes constitute one of the major arms of the immune system, being 
responsible for humoral immunity. B cells in humans and mice are produced throughout 
life, primarily in the fetal liver before birth and in the bone marrow afterwards. Their 
development from hematopoietic stem cells has been extensively characterized in mice, 
and the generation of numerous gene-targeted and transgenic lines in many cases has 
provided crucial information on the role of transcription factors, cellular receptors, and 
interactions that are critical in their generation. The complexity of this process is now 
apparent and their differentiation into multiple peripheral subsets with distinctive 
functions is also widely appreciated. This chapter focuses on B-cell development and 
function in the mouse, touching briefly on aspects of human B cells that are similar or 
distinctive with a focus on immunodeficiency. I conclude with a brief description of novel 
aspects of B-lymphocyte development in other species, highlighting differences from 
development in mouse and human.

B-CELL DEVELOPMENT IN MICE

In mice, B cells are produced from hematopoietic stem cells through a complex process 



of differentiation that is gradually becoming understood. One of the goals of classical 
hematology is the delineation of differentiation pathways for different lineages of blood 
cells, and this is rapidly being achieved. Over the past decade there has been 
considerable progress in utilizing the ordered expression of a diverse set of cell surface 
and internal proteins, some with known functions and others whose roles are only 
suspected, to construct a description of the intermediate stages that cells transit as they 
develop into B-lymphocytes. A simplified example of such a description is presented in 
Fig. 1. Thus, uncommitted hematopoietic stem cells generate more restricted progeny, 
recognizable (in this example) by expression of IL-7Ra and these in turn produce 
B-lineage–restricted cells identified by expression of CD45R/B220 (and, importantly, by 
absence of CD19).

 
FIG. 1. Simplified differentiation diagram for development of B cells from hematopoietic 
stem cells. Expression of the each surface protein is indicated by a line. For 
CD45R/B220 and CD24/HSA, the distinct levels of expression are also indicated. HSC, 
hematopoietic stem cell; CLP, common lymphoid progenitor; GL-ProB, germline pro–B; 
DJ-ProB, DJ-rearranged Pro-B; NF B, newly formed B; Fo B, follicular B.

This kind of pathway is constructed based on isolation and short-term culture of 
intermediate stages; progression is allowed, which helps to define the order. This 
framework for development serves as a starting point for analysis of the effects of 
transcription factors, microenvironmental interactions, cytokines, and natural or 
engineered mutations. It can also be extended by analysis of gene or protein 
expression at distinct intermediate stages. Critical processes, such as D-J 
rearrangement and Ig heavy-chain expression can also be mapped onto this 
framework. Progress in this work allows additional questions to be approached, such as 
key regulatory interactions, developmental checkpoints, and the mechanism of 
B-lineage commitment.

In this chapter, I first discuss sites of B-lineage development at different stages of 
ontogeny, and then focus on what is known about their development in the bone 
marrow of adult mice, highlighting the function of the pre–B-cell receptor and the crucial 
role of immunoglobulin heavy and light chains in guiding development. In later sections I 
consider their differentiation into various specialized peripheral populations and 
emphasize insights into B-cell selection gained from various transgenic models of 
tolerance.

Early Development



Sites of B-Lymphopoiesis During Ontogeny In the mouse, hematopoiesis occurs 
predominantly in the fetal liver prior to birth, in the spleen just prior to and shortly after 
birth, and in the bone marrow thereafter. Prior to liver hematopoiesis, the blood islands 
of the yolk sack (YS) contain the first identifiable hematopoietic cells, nucleated 
erythrocytes with embryonic forms of hemoglobin ( 1 ). However, these early YS 
precursors appear incapable of generating other blood cell lineages and generation of 
all blood cell types, including lymphocytes ( 2 , 3 ), initiates at around 9 to 10 days post 
coitum (dpc) in an embryonic region referred to as the splanchnopleura/AGM (or simply 
Sp/AGM). Cells from this site are capable of long-term repopulation of lethally irradiated 
adult recipients with all blood lineages ( 4 , 5 ). These cells colonize the fetal liver at 
about 11 dpc, initiating hematopoiesis there. Thus, there are two sites of very early 
hematopoietic precursors, with one in the YS largely limited to erythropoiesis and the 
other in the Sp/AGM capable of complete (referred to as “definitive”) hematopoiesis. 
However, it may be that precursors in the YS have a broader lineage potential in the 
fetal microenvironment, as when they are injected directly into the newborn liver ( 6 ). 
Hematopoietic stem cells (HSCs) capable of developing into all the blood cell types are 
produced in the Sp/AGP and migrate to the fetal liver at about day 10. Thereafter, 
B-lineage cells develop largely in a wave, with earlier stages present at earlier times 
and later stages predominating at later times, close to (and shortly after) birth ( 7 , 8 ). 
This progression with gestation day is easily visualized by staining with antibodies that 
delineate B-cell development as shown in Fig. 2. Early precursors can also be found in 
the fetal omentum ( 9 ). In contrast with the bone marrow, cells at most differentiation 
stages in the fetal liver appear to be rapidly proliferating, so that larger and larger 
numbers of B-lineage cells are detected at progressive days of gestation. Another 
distinction with bone marrow development in the adult is the absence of terminal 
deoxynucleotidyl transferase (TdT) ( 10 , 11 ), an enzyme that mediates the nontemplated 
addition of nucleotides at the D-J and V-D junctions of the Ig heavy chain ( 12 , 13 and 14 

). Therefore, heavy chains produced during fetal development have little or no N-region 
addition, and CDR3 diversity is constrained even further by favoring of short stretches 
of homology at the V-D and D-J junctions ( 15 , 16 ). Rearrangement of certain V or D 
elements may also differ between fetal and adult development, as for example, the 
reported high utilization of the DFL16.1 segment in fetal liver ( 17 ). Differential 
expression of genes other than TdT also distinguishes B-cell development during fetal 
life from that in the adult, including the precursor lymphocyte regulated myosin light 
chain like PLRLC transcripts ( 11 , 18 ) and MHC class II ( 19 , 20 ). There is a recent report 
that ablation of the cytokine IL-7 completely eliminates bone-marrow B-lineage 
development while sparing fetal development ( 21 ), suggesting a difference in growth 
requirements. The details of lineage-restricted progenitors may also differ ( 22 ). The 
B-cell progeny of this early fetal wave may largely consist of B cells quite distinct from 
adult-derived cells, which populate the B-1 subset ( 23 ). 



 
FIG. 2. Phenotypic progression of developing B-lineage cells in mouse fetal liver 

analyzed at different days of gestation. Note that B220 +CD43 + cells precede B220 
+CD43 - cells and that within the B220 +CD43 + fraction, HSA - cells precede HSA + 
cells, and BP-1 - cells precede BP-1 + cells. Within the B220 +CD43 - fraction, the IgM +

 percentage increases until birth (at about day 20).

At birth, B-cell development can also be detected in the spleen, but development at this 
site gradually decreases to very low levels by 2 to 4 weeks of age. Over this same 
period, B-cell development shifts to the bone marrow, and thereafter it continues for the 
life of the animal. B-lymphopoiesis decreases in aged mice and this may be due to 
diminished responsiveness of precursors to IL-7 ( 24 , 25 ). Early B-lineage cells from 
bone marrow of aged (2-year-old) mice also show distinctively decreased expression of 
surrogate light chain, possibly due to lower levels of the E2A transcriptional activator ( 26

 , 27 ). 
Stem Cells, Commitment, and Early B-Cell Progenitors in Bone Marrow B cells are 
continually generated from hematopoietic stem cells (HSCs) in the bone marrow of 
adult mice. Considerable effort has focused on evaluating the functional capacity of 
fractions of bone marrow cells to repopulate diverse lineages of blood cells and this 
work has progressed to the stage of defining a phenotype for such cells, with 
expression of c-kit constituting an important marker in the so-called “lineage-negative” 
subset ( 28 , 29 ). This is the small fraction of bone marrow cells (less than 5%) that lacks 
expression of a panel of “differentiation markers,” cell surface molecules that are 
expressed on later stages of various hematopoietic cell lineages. Careful analysis of 
this HSC fraction using additional markers has shown that it represents perhaps 
1/30,000 of nucleated bone-marrow cells with as few as 10 mediating multilineage 
repopulation in cell transfer assays ( 30 , 31 and 32 ). An important capacity of “true” or 
“long-term repopulating” HSCs is their ability to give rise to cells in a recipient mouse 
that can also repopulate all the blood cell lineages upon re-transfer into a second host, 
indicating a capacity for extensive self-renewal without differentiation into more 
restricted progenitors. Recently, a great deal of interest has focused on defining and 
characterizing lineage-restricted progenitors, such as the common myeloid and 
common lymphoid progenitors ( 33 , 34 and 35 ). The common lymphoid progenitor (CLP) 
is a cell fraction lacking a panel of lineage markers, but expressing the IL-7Ra chain 
and also bearing lower levels of c-kit compared to the HSCs. Analysis in a variety of 
functional assays suggests that these cells can generate B, T, NK, and a subset of 
dendritic cells, but no other blood-cell lineages. The reason for this restriction is under 
intensive study and down-regulation of the receptor for granulocyte–myeloid-stimulating 
factor may be a key event in this process ( 36 ). Cells with the CLP phenotype constitute 
about 1/3000 of bone marrow cells. CLP cells can give rise in short-term cultures to 
cells of the B lineage, naturally raising the issue of when cells become restricted to the 



B lineage. The majority of cells growing in stromal cultures give rise only to B cells upon 
transfer into mice, and the phenotype of these cells has been well characterized ( 37 ). 
Most have at least some heavy-chain rearrangement and bear the B-lineage marker 
CD19 ( 38 , 39 ). There is less certainty concerning the cells isolated directly from primary 
lymphoid tissues, as such cells will undoubtedly be quite rare, similar to the CLP and 
HSC. Most of the CD45R/B220 + cells in bone marrow are also CD19 +, and the earliest 
of these already show extensive D-J rearrangement (see below). However, a subset of 
B220 + cells lack detectable CD19 expression and cells within this fraction can generate 
CD19 + cells in a short-term stromal culture with IL-7. Such cells are found within the 
CD43 +CD24 low fraction (Fr A, 1% of bone marrow) of B220 + cells in bone marrow, 
but this fraction also contains other cell types, including NK-lineage precursors ( 39 , 40 ). 
Thus, it is necessary to exclude cells lacking AA4.1 (about half) ( 39 ), and recent 
analysis ( 41 ) suggests that exclusion of Ly6c + cells (about half of the AA4.1 + cells) is 
another useful criterion for purifying this subset. Many of these Ly6c + cells also express 
CD4, and recent work suggests that these are plasmacytoid dendritic cells ( 42 , 43 ). A 
phenotypic approach for enriching the B-lineage subset is shown in Fig. 3A. Such cells, 
constituting about 1/500 of bone marrow, express readily detectable levels of TdT (as 
do the CLP precursors), but have little if any rearrangement. Nevertheless, cells in this 
fraction are largely B-lineage restricted, failing to generate other blood lineages and, 
importantly, not repopulating T cells in intrathymic injection assays ( Fig. 3B). 

 
FIG. 3. A: One approach for purifying the earliest stage of B-lineage cells in mouse 

bone marrow. B220 +CD43 + cells are restricted to low-level expression of CD24/HSA. 
This fraction, shown in the third panel is then restricted to only cells expressing AA4.1, 
and finally, these cells are restricted to the portion lacking Ly6C expression. The 
resulting fraction, germline pro–B cells, is referred to as Fr A. B: Functional analysis of 
early B-lineage cells, showing absence of myeloid, erythroid, or T-lineage generation, 
but production of B-lineage cells. HSC fraction is lineage-marker negative, c-kit +. MLP 
(multilineage progenitor) is lineage negative, CD43 +, CD24/HSA low, CD4 low. Fr A as 
described in (A).

Interesting issues remain with regard to the extent of lineage restriction of cells at these 
early stages in B-cell development. For example, there is evidence that cells restricted 
to generating B and myeloid/macrophage lineages exist, at least in the fetal liver ( 44 ). 



There are also clear data demonstrating that suppression of other blood-cell lineages in 
D-J–rearranged (pro–B stage) bone-marrow cells is dependent on the Pax-5 gene that 
encodes the BSAP transcription factor ( 45 , 46 ), yet CD19 is a well-established target of 
BSAP ( 47 ) and the pro–B-stage cells of the B-lineage–restricted germline clearly lack 
CD19 ( 48 ). There is also apparently a different dependence of fetal liver 
B-lymphopoiesis on BSAP compared with that in bone marrow, as determined in 
analysis of Pax-5–null mice ( 49 ). Thus, an important priority for further investigation in 
this area will be determining the mechanism of commitment at this cell stage, in bone 
marrow and fetal liver. 
Transcription Factors Important in B-Lineage Development The GATA-2 and 
Runx1/AML1 transcription factors are required for the development of hematopoietic 
stem cells that are the precursors of all blood-cell lineages, including B cells ( 50 , 51 , 52 , 
53 and 54 ) ( Fig. 4). Somewhat later acting, but still very early in development is the 
Ikaros transcription factor ( 55 , 56 and 57 ). Ikaros and the related transcription factor 
Aiolos ( 58 ) play important roles in lymphocyte development. Ikaros is expressed very 
early in hematopoietic precursors. Ikaros-null mice lack B-lineage cells ( 57 ) and a 
different Ikaros mutant that acts as a dominant negative completely blocks lymphoid 
development ( 55 ). Ikaros activates numerous early B-lineage genes, including TdT, 
RAG1, ?5, and VpreB. Aiolos is detected somewhat later in development, at about the 
stage of B-lineage commitment, and its expression increases further at later stages. 

 
FIG. 4. Transcription factors important at different stages in B-cell development in 
mouse bone marrow. Positive/activating activity (arrows) and negative or blocking 
activity (bars) are shown. Rapidly cycling stage, early pre-B, is also indicated. 
Predominant stages of expression are indicated below the diagram.

PU.1, an Ets-family transcription factor, is critical for progression to the earliest stage of 
lymphoid development, as demonstrated by the inability of PU.1-null precursors to 
generate lymphocytes ( 59 , 60 ). An important target of PU.1 for B-lineage development 
is the gene for Ig-ß, known as MB-1. The level of PU.1 appears to be critical for 
development along the B lineage—while low-level expression induced in PU.1null mice 
allowed B-lineage development, high-level expression blocked this and fostered 
myeloid lineage development ( 61 ), likely due to differential induction of the IL-7Ra and 
M-CSF receptor chains ( 62 ). In fact, retroviral mediated expression of the IL-7Ra chain 
complements defective B-lymphopoiesis in PU.1-null bone-marrow hematopoietic 



precursor cells ( 63 ). E2A codes for two proteins, E12 and E47, members of the basic 
helix-loop-helix family of transcription factors, and its induction is crucial from the 
earliest stages of B-lineage development, since all stages after CD19 expression are 
absent from E2A-null mice ( 64 , 65 ). These mice lack detectable D-J rearrangements 
and, interestingly, such rearrangements can be induced in nonlymphoid cells by 
introduction of the RAG genes and ectopic expression of E2A ( 66 ), implicating this 
transcription factor in the process of chromatin remodeling of the Ig heavy-chain locus 
that permits accessibility by the recombinase machinery. The regulation of E2A is 
crucial for B-lineage development, as negative regulators such as Notch1 and ID2 have 
been shown to block this lineage and to induce alternate cell fates to the T and NK 
lineages ( 67 , 68 , 69 and 70 ). Consistent with this picture, ectopic expression of genes 
that negatively regulate Notch1, Lunatic fringe, and Deltex1, induce the B-cell fate ( 71 , 
72 ). Expression of the early B-cell factor (EBF), a member of the O/E-protein 
transcription-factor family, is requisite for progression of early B-lineage progenitors to 
the D-J–rearranged pro–B stage (Fr B), as shown in EBF-null mice ( 73 ). EBF and E2A 
act at a similar stage in early B-lineage development, and these two transcription 
factors can act together to up-regulate a family of early B-lineage–specific genes, 
including Ig-a/ß, VpreB/?5, and RAG1/2 ( 74 , 75 ). There is evidence that E2A 
up-regulates expression of EBF, found by transfection of E2A in a macrophage cell line 
( 76 ), suggesting an ordering of these two in development. BSAP, the product of the 
Pax-5 gene, is expressed throughout B-cell development until the plasma cell stage ( 77 

). Pax-5/BSAP transcriptional targets include CD19 and BLNK, and expression of this 
transcription factor acts to up-regulate V to D-J heavy-chain rearrangement ( 49 ). 
Pax-5–null mutant mice show arrest in bone marrow development at the pro–B stage, 
likely due to the lack of complete heavy-chain rearrangements and also due to the 
absence of the critical B-cell adaptor protein, BLNK, which serves to link the pre-BCR to 
the intracellular signaling pathway via the tyrosine kinase Syk ( 78 ). BSAP/Pax-5 also 
acts to repress alternate cell fates, since pro–B phenotype cells isolated from 
Pax-5–null bone marrow can generate diverse hematopoietic cell lineages, in contrast 
with such cells from wild-type mice that are B-lineage restricted ( 45 , 46 ). Finally, as 
mentioned above, in contrast with bone marrow, the absence of BSAP/Pax-5 arrests 
B-cell development prior to the B220 + stage in fetal liver, suggesting a crucial 
difference in the early dependence on this transcription factor ( 49 ). Lymphoid-enhancer 
binding factor (LEF-1) shows a pattern of expression restricted to the pro–B and pre–B 
stages of B-cell development ( 79 ). Targeted inactivation of the LEF-1 gene allows B-cell 
development, but with reduced numbers ( 80 ). This is because LEF-1 regulates 
transcription of the Wnt/ß-catenin signaling pathway whose activation increases 
proliferation and decreases apoptosis of early B-lineage cells. In fact, exposure of 
normal pro–B cells to Wnt protein induces their proliferation ( 80 ). Interestingly, there is 
a counter-proliferative signal that can act at the pre–B proliferative stage, mediated by 
TGF-ß1 ( 81 ). It appears that this occurs due to induction of the Id-3 inhibitor that 
negatively regulates the activity of E2A ( 82 ). Another transcription factor whose 
expression is similar to LEF-1 is SOX-4, and its inactivation also results in the inability 
of normal early B-lineage cell expansion and a block at the pro–B stage ( 83 ). Several 
forms of NF?b subunits are expressed throughout B-cell development and this 
transcription factor can regulate kappa light-chain expression and also growth factor 



signaling ( 84 ). Mice lacking the p65 subunit die before birth and so development must 
be analyzed by transfer of fetal liver precursors into wild-type recipients. Such 
experiments showed diminished B-lineage cell numbers, but the major defect was in 
mature B-cell mitogenic responses ( 85 ). Mice lacking the p50 subunit showed relatively 
normal B-cell development, but again poor response to mitogen by mature B cells ( 85 ). 
However, mice lacking both the p50 and p65 subunits failed to generate any B220 + 
B-lineage cells. Curiously, when mixed with wild-type fetal liver cells, normal numbers of 
mature B cells could be generated from the double-defective precursors, suggesting 
that the defect could be overcome by secreted or membrane-bound signals provided by 
the wild-type precursors. Another double mutant, p50p52, showed a late-stage defect in 
B-cell development, with a failure to generate mature B cells in the spleen ( 86 ). 
Inactivation of the Oct-2 transcription factor results in neonatal lethality, but transfers of 
fetal precursors can reconstitute lymphoid cells in wild-type recipients, allowing 
assessment of effects on the B lineage. Such studies have shown that fewer mature 
follicular B cells are generated in these mice, and B-1 (CD5 +) B cells are completely 
eliminated ( 87 , 88 and 89 ). Similarly, the Oct binding factor, OBF-1, also known as 
OCA-B and BOB-1, appears to function in the maturation of newly formed B cells in the 
bone marrow to become follicular B cells in the periphery, since inactivation of this gene 
resulted in a significant deficit in mature B cells ( 90 , 91 and 92 ). Both of these 
transcription factors have been shown to regulate the follicular B-cell chemokine 
receptor CXCR5 and this may explain at least part of the defect ( 93 ). Curiously, unlike 
Oct-2–null mice, there was reportedly no deficit in B-1 B cells in OBF-1–null mice. 
Interestingly, when the OBF-1 mutant mouse is crossed with Btk-deficient mice, then 
there is a complete lack of peripheral B-cell generation ( 94 ), suggesting that this 
transcription factor may function in the BCR-mediated selection of mature B cells. 

Bone Marrow Developmental Stages

Functional Definition Distinct stages of developing B-lineage cells can be delineated 
based on their capacity for growth under different culture conditions. That is, the earliest 
precursors require cell contact with the stromal microenvironment, in addition to specific 
cytokines, notably IL-7 ( 81 , 95 ). Later-stage cells do not require cell contact, but 
maintain a need for cytokines ( 96 , 97 ). Either cell type undergoes considerable cell 
proliferation under such culture conditions. Interestingly, the difference between cell 
contact requirement and independence appears to be linked to the expression of 
heavy-chain protein ( 96 , 98 ). Finally, there is a population of more mature surface-Ig 
negative B lineage cells expressing cytoplasmic heavy chain that does not proliferate in 
culture. These are sometimes referred to as “late” or “small” pre-B cells and likely 
require different culture conditions for survival, as they usually do not persist for 
extended periods, but rather die with a half-life of less than 24 hours, unless protected 
from apoptosis by a Bcl-2 transgene ( 99 ). 
Phenotypic Definition Further clarification of the heterogeneity in bone marrow can be 
achieved by analysis using fluorescent staining reagents and either microscopic or flow 
cytometric analysis. For example, the earliest determination that there were both 
heavy-chain surface-positive B-cell and cytoplasmic-positive pre–B cells was through 
microscopic examination using anti–Ig staining ( 100 , 101 ). Later studies in mice showed 



that there were specific surface proteins or “markers” that could be useful in identifying 
these populations, notably a restricted isoform (CD45Ra) of the common leukocyte 
antigen, CD45 ( 102 ). This largely B-lineage–restricted, 200-kDa–molecular mass 
isoform is often referred to as “B220.” Some highly B-lineage–restricted monoclonal 
antibodies, such as RA3-6B2, recognize a specific glycosylation of the CD45Ra isoform 
( 103 ). However, as described above, even highly specific antibodies such as 6B2 may 
also recognize other cell types, such as particular differentiation stages or subsets of 
NK or dendritic cells. The application of multiparameter/multicolor flow cytometry and 
additional monoclonal antibodies specific for other cell surface proteins differentially 
expressed during B-lineage development has facilitated delineation of multiple 
additional intermediate stages in this pathway ( 97 ). For example, the B220 + population 
in bone marrow can be further fractionated into an earlier subset expressing CD43 
(about 3% to 5% of marrow cells) and a later fraction with much lower CD43 expression 
(20% to 30% of marrow). The precursor/progeny relationship of cells in these two 
fractions can be readily demonstrated by short-term culture, with CD43 + cells giving 
rise to CD43 - cells. These two populations can be further subfractionated based on 
additional developmentally regulated surface proteins, such as CD24/HSA (heat-stable 
antigen); BP-1 (a zinc-dependent surface metallopeptidase also known as 
aminopeptidase A) ( 104 ); and the surface Ig molecules IgM and IgD ( 97 ). This is shown 
in Fig. 5. Again, these cell populations can be isolated and short-term culture used to 
determine their order in the pathway. Alternative approaches based on other 
developmental markers can be correlated with this framework of cell stages, notably the 
system developed by Melchers’ group using expression of CD45R/B220, CD19, c-kit, 
and the IL-2 receptor alpha chain ( 105 ). A diagram summarizing this type of phenotypic 
subdivision and relating different nomenclatures is shown in Fig. 6. 

 
FIG. 5. Flow-cytometry approach for analyzing different stages of B-cell development in 
mouse bone marrow. Note that the antibody used for CD34/HSA staining, 30F1, is 
important, as other monoclonal antibodies that recognize HSA do not resolve high- from 
low-level expression as well. Also, level of antibody used is carefully titrated to avoid cell 
aggregation commonly encountered with anti-HSA antibodies.



 
FIG. 6. Distinct phenotypic stages and characterization for surrogate light-chain 
expression, biphasic RAG expression, and TdT expression. Expression of heavy chain 
and light chain is also shown. The cell-type descriptions are cross-referenced to the 
alphabetic phenotypic fraction nomenclature and also to the Basel nomenclature.

Culture Systems and Critical Microenvironmental Interactions The combination of 
phenotypic characterization coupled with analysis of growth and differentiation in culture 
has provided a very powerful approach for the further understanding of B-cell 
development, as employed by many different investigators. Bone marrow cultures 
developed by Whitlock and Witte ( 106 , 107 and 108 ) and fetal liver cultures developed by 
Melchers’ group ( 109 , 110 ) have allowed determination of the critical cytokines and some 
of the cell adhesion molecules important in the in vivo development of these cells. Many 
of these are summarized in Table 1. A typical B-lineage colony proliferating on S17 
stromal cells in the presence of IL-7 is shown in Fig. 7. 

 
TABLE 1. Regulators of growth of early B-lineage cells

 
FIG. 7. Photomicrographs of B-lineage colony proliferating on S17 stromal layer (in the 
well of a 96-well microplate) in the presence of IL-7. Day 10 colony derived from a 
single Fr A phenotype ( Fig. 3A) cell, including low- and high-power views. All of these 
cells now express CD19 and many have progressed to BP-1 +.

Survival and growth of the earliest stages of developing B-lineage cells require cell 
contact with non–lymphoid-adherent cells that can be isolated from bone marrow, cells 



referred to generically as “stromal cells.” A number of lines have been derived from 
primary cultures of bone-marrow adherent cells and characterized in terms of their 
capacity to support B-lymphopoiesis in vitro ( 111 ). This work has led to the discovery of 
adhesion molecules that play important roles in mediating the organization of clusters of 
developing B-lineage cells on stromal layers, including CD44 interacting with 
hyaluronate and VLA-4 interacting with VCAM-1 ( 112 , 113 , 114 and 115 ). Both of these 
interactions could be disrupted by addition of blocking antibodies to CD44 and VLA-4 
on B-cell precursors, resulting in a disruption of normal pre–B proliferation in vitro ( 116 ). 
Such adhesion interactions may serve to transmit signals directly to the stromal cells or 
B precursors or both. There is some evidence that stromal cells are induced to 
elaborate specific growth mediators after interaction with B-cell precursors or soluble 
regulators ( 117 ). Another function of the stromal cells is to produce growth factors 
critical to B-lineage survival, proliferation, and differentiation, and the most important of 
these for mouse B-cell development is IL-7 ( 81 , 95 , 118 , 119 ). IL-7 promotes the survival 
and proliferation of pro–B and pre–B stage cells, both in vivo and in vitro ( 120 , 121 ). 
Neutralizing antibody to IL-7 can block B-cell development in vitro ( 97 ) and IL-7 
expressed as a transgene can deregulate normal B-cell development, leading to B-cell 
lymphadenopathy ( 122 ). The IL-7 receptor consists of a unique IL-7Ra chain ( 123 ) 
paired with the common gamma chain (?c) that is also found in the receptors for IL-2, 
IL-4, IL-9, and IL-15 ( 124 ). IL-7Ra–null mice have a severe deficit of both B and T cells 
in the periphery and lack most B-lineage cells in bone marrow ( 125 ). Mice with targeted 
inactivation of the ?c or IL-7 do have some B-lineage development, suggesting an 
alternate cytokine, and this appears to be TSLP. This protein was first identified as a 
pre–B-cell growth factor produced by a thymic stromal line ( 126 ) and shows some of the 
same effects in culture as IL-7, although possibly inducing less proliferation and more 
differentiation ( 127 ). Its receptor has been cloned and requires the IL-7Ra chain for 
function ( 128 ). It shares both sequence homology and genomic exon organization with 
the common gamma chain ( 129 ). Signaling through the IL-7 receptor requires JAK3 and 
activates the transcription factor STAT5, whereas signaling through TSLP is JAK3 
independent, but also activates STAT5 ( 127 , 130 ). The earliest precursors in the 
B-lineage pathway, probably including cells that are not B-lineage committed but that 
can efficiently give rise to B cells in a short time in vitro, have receptors for 
SCF/c-kit-ligand ( 28 , 29 , 131 , 132 , 133 and 134 ) and FLK2/FLT3-ligand ( 135 , 136 , 137 , 138 

and 139 ). Thus, the most permissive cultures for expanding precursors of B-lineage cells 
will include these cytokines, in addition to IL-7 and a stromal-adherent cell layer, such 
as S17 ( 140 , 141 and 142 ). IL-3 has also occasionally been suggested as playing a 
support role for pre–B cells in vitro ( 143 ), although its role in vivo may be at a much 
earlier stage. While culture conditions have been reported that can support B-lineage 
development in the absence of stromal cells ( 144 , 145 ), the clear-cut alteration of contact 
dependence prior and post heavy-chain expression ( 96 , 97 and 98 , 146 , 147 ) argues that 
the most physiological model for early B-lineage growth will include stromal cells. 
Besides providing important cell–cell contacts that may signal survival, proliferation, and 
differentiation, it is also likely that stromal cells bind at least some cytokines to their 
surface, providing higher local concentrations to the clusters of B-lineage precursors 
that adhere ( 148 , 149 ). B-lineage development may be modified by exposure to 
hormones and considerable interest has focused on sex steroids released during 



pregnancy that serve to depress B-lymphopoiesis, particularly the pre–B-cell pool ( 150 ). 
This may be important to avoid autoimmune responses by the mother, but could have 
negative consequences due to possible transient immunodeficiency. Interestingly, fetal 
B-lymphopoiesis is not similarly depressed, due to the absence of hormone receptors 
on fetal B-lineage cells ( 151 ). Insulin-like growth factor (IGF-1) has been reported to 
potentiate progression in vitro to the cµ + stage ( 152 , 153 ) and, more recently, there is a 
report of a bioactive peptide, a type of tachykinin, that synergizes with IL-7 to enhance 
the growth of IL-7 dependent cultures ( 154 ). Besides IGF-1, other pituitary hormones, 
thyroxine and growth hormone (GH), have effects on B-lymphopoiesis ( 155 ). For 
example, thyroxine treatment can restore normal B-cell development in dwarf Pit-1 
mutant mice with deficient pituitary function ( 156 ). Thus, it is likely that more detail 
remains to be filled in to complete our picture of the growth requirements and 
modulating influences of B-lineage cells in mouse bone marrow. Another function of 
cell–cell interaction is cell fate determination during the lineage commitment stage, very 
early in development of B-lineage cells. The Notch signaling pathway is implicated in 
cell fate determination in invertebrates and more recently has been shown to function in 
lymphoid lineage specification ( 67 , 157 ). Notch-family transmembrane receptors 
regulate transcription by being cleaved upon ligand binding to release an intracellular 
cytoplasmic domain that translocates to the nucleus where it interacts with the 
transcriptional repressor CSL ( 158 ). Recent studies have shown that Notch1 can play a 
pivotal role in commitment of common lymphoid progenitors to the T-cell lineage ( 67 ). 
That is, expression of Notch1 by retroviral transduction has been shown to re-direct 
B-lineage differentiation in bone marrow along the T lineage. Furthermore, a reciprocal 
result was found in conditional Notch1-null mice, blocking T-cell development in the 
thymus, to be replaced by B-cell development ( 159 ). Finally, altering the Notch1 
modifier, Lunatic fringe, by overexpressing this molecule under regulation of an Lck 
promoter resulted in B-cell development in the thymus ( 71 ). Differentiation of lymphoid 
precursors to NK or dendritic cell lineages was unaffected in Notch1-null CLP cells, so 
Notch apparently affects only the B/T lineage decision. 
Role of Chemokines in Migration of B-Cell Precursors One of the most distinctive 
features of B-cell development in bone marrow is the migration of developing 
precursors from early stages nearest the bone endosteum layer to latter stages 
progressively closer to the central arteriole, where they will eventually exit ( 160 ). This 
migration is likely due to differential expression of specific adhesion molecules and also 
to expression of chemokine receptors. Analysis of B-cell migration has identified a 
critical chemokine that is important in this process, SDF-1, now known as CXCL12 ( 161 , 
162 ), and its receptor CXCR4 ( 163 ). CXCL12 is expressed by fetal-liver and 
bone-marrow stromal cells, while CXCR4 is found on hematopoietic precursors and 
B-cell progenitors ( 164 ). Deletion of either the receptor or ligand results in severely 
impaired B-lymphopoiesis ( 165 , 166 and 167 ). Interestingly, the critical defect appears to 
be failure to retain precursors in the primary lymphoid organ, as progenitors and 
precursors can be found in the blood of mutant mice ( 168 ). 
Gene Expression and Ig Rearrangement (See Fig. 8) 



 
FIG. 8. Profile of Ig rearrangement–related gene expression. Cells isolated following 
fractionation scheme shown in Fig. 5. Relative mRNA levels assessed by performing 
semiquantitative RT-PCR using limited number of cycled, blotting, and then probing and 
quantitating the probe signal. Note the biphasic expression of RAG genes and the early 
expression of sterile µ during the first wave, where heavy chain rearranges, and the 
up-regulation of sterile kappa transcripts during the second wave, when most light-chain 
rearrangement takes place.

In addition to delineation of developmental stages based on changes in protein surface 
expression, B-lineage cells can also be characterized for expression of internal proteins 
related to critical processes in their progression along this pathway, specifically those 
related to rearrangement and expression of the B-cell antigen receptor. Thus, 
expression of µ heavy-chain constant region, prior to Ig rearrangement, from a cryptic 
promoter generates a “sterile transcript” that likely reflects an open chromatin structure 
important for the onset of rearrangement ( 169 , 170 and 171 ). Thus, analysis of sterile µ 
expression can be used to investigate very early stages of B-cell development. 
Classical Northern analysis can be done with transformed lines, but much work 
analyzing RNA levels in B-lineage cell fractions, whether directly isolated or cultured, 
has depended on PCR amplification of cDNA ( 39 ). For example, using this approach, 
sterile µ can be detected in a very early fraction of B220 +CD43 +CD19 - (Fr A) cells, 
prior to high-level expression of the recombinase-activating genes, RAG1 and RAG2, 
that make the double-strand breaks in Ig rearrangement ( 172 , 173 ). Expression of RAG1 
and RAG2 is up-regulated sharply in the early-stage B220 +CD43 +CD19 + (Fr B) cells, 
which also have high levels of terminal deoxynucleotidyl transferase (TdT), the enzyme 
responsible for adding nontemplated nucleotides at the D-J and V-D junctions of the 
heavy chain ( 12 , 174 ). The extent of heavy- or light-chain rearrangement can also be 
probed in these fractions of cells, either in bulk isolated populations ( 97 ) or in individual 
cells ( 48 , 105 , 175 ). At the heavy-chain locus, D-J rearrangement occurs prior to V-D-J 
rearrangement, and cells with extensive D-J, but little V-D-J rearrangement can be 
detected at the B220 +CD43 +CD19 + (Fr B) stage, where RAG1/2 and TdT are strongly 
expressed. Little D-J rearrangement is detected at the earlier Fr A stage, even when 
individual cells are analyzed ( 48 ). V-D-J rearrangements are readily detected in the 
abundant B220 +CD43 - (Fr D)–stage of small pre–B cells, although productive 
rearrangement has already completed by the large pre–B (Fr C-prime) stage (see 
below). Single-cell PCR analysis of rearrangements in Fr C–stage cells shows a large 
proportion with nonproductive rearrangements on both chromosomes, suggesting that 
this may represent a dead-end fraction ( 175 ). Some light-chain rearrangement is 
detectable in early-stage B220 +CD43 + (Fr B) cells, and this is consistent with the 
observation that some kappa light-chain rearrangement is detectable in bone marrow of 
mice where µ heavy chain has been crippled by deletion of the membrane exon ( 176 ). 
However, much higher levels of kappa rearrangement are found in the B220 +CD43 - 



(Fr D) stage cells, consistent with the finding of sterile-kappa mRNA increase just prior 
to this stage likely induced by pre–BCR signaling (see below). 
Role of Ig Heavy Chain and Pre–BCR Careful analysis of SCID mouse ( 177 ) bone 

marrow revealed the presence of a population of B220 + cells, all with a very early 
CD43 + phenotype, suggesting a block in B-cell development at this stage ( 178 ). SCID 
mice a defect in the catalytic subunit of the DNA-dependent protein kinase DNA-PKcs ( 
179 , 180 ), and as a result B-lineage cells in these mice are very ineffective at completing 
even initial D-J rearrangements at the heavy-chain locus. This block could be overcome 
by introduction of an Ig heavy-chain transgene, supporting the model of a critical role for 
µ protein in progressing past an early developmental checkpoint ( 181 ). An early 
gene-targeting experiment eliminated the membrane exon of µ heavy chain (µ-mt) and 
such mice also showed a block at this stage ( 182 , 183 ). The µ heavy chain can be 
shown in co-immunoprecipitation experiments to associate with a set of B-cell–specific 
peptides at the early pre–B-cell stage ( 184 ), and this complex is referred to as the 
pre–B-cell receptor (pre-BCR). It seems clear that this complex mediates a type of 
signaling function analogous to the B-cell antigen receptor (BCR) in mature B cells. 
Prior to light-chain expression, two peptides known as ?5 and VpreB, originally isolated 
as B-lineage–specific cDNAs ( 185 , 186 ), associate with heavy chain. The ?5 shows 
homology to a lambda-constant region, and VpreB is so termed because it has 
homology to a variable-region domain, so together these peptides constitute a pseudo 
or surrogate light chain (SLC). The critical role of ?5 was demonstrated unambiguously 
in gene-targeted mice, where B-cell development was blocked at the B220 +CD43 + 
stage ( 187 ). The production of some mature cells that accumulate in this mutant is likely 
due to early kappa rearrangement, with light chain substituting for SLC, as 
demonstrated in light-chain transgenic experiments ( 188 ). The µ heavy chain has a very 
short cytoplasmic region consisting of only three amino acids, and an important finding 
has been that signal transduction through the BCR is mediated by accessory peptides, 
similar to the CD3 components of the T-cell receptor, known as Ig-a and Ig-ß ( 189 , 190 , 
191 and 192 ). As predicted by the pre–BCR signaling, developmental checkpoint 
hypothesis, inactivation of Ig-ß ( 193 ) results in a block at the B220 +CD43 + stage in 
mouse bone marrow, similar to the µ-mt and ?5-null mice. Finally, the Syc tyrosine 
kinase plays a critical role in transducing BCR cross-linking signals in mature B cells 
and inactivation of this gene results in a “leaky” block at this same stage ( 194 , 195 ). 
Thus, any mutation that affects this pre–BCR complex ( Fig. 9A) precludes efficient 
progression past the earliest stages of B-cell development. 



 
FIG. 9. A: Western blot of Ig µ heavy-chain expression showing high-level expression in 
Fr C-prime. B: Cell-cycle analysis of individual fractions shows that most cells in Fr 
C-prime are cycling. Propidium iodide staining of permeabilized sorted cells allows 
determination of DNA content per cell using flow cytometry. C: Block in B-cell 
development in RAG-1–deficient mice can be overcome by introduction of an Ig µ 
heavy-chain transgene.

Careful examination of B-cell development in normal mice shows that heavy chain is 
first expressed at a late fraction of the B220 +CD43 + stage, termed Fr C-prime ( Fig. 
10A). This fraction is also interesting because it shows a much higher proportion of cells 
in cycle (revealed by a high frequency of cells with greater than 2N DNA content; Fig. 
10B), compared with any other B220 + stage in bone marrow ( 97 ). Mice unable to 
assemble a pre-BCR, due to inability to rearrange heavy chain (RAG1 null), show a 
block in development at the CD43 + stage that can be complemented by introduction of 
a functionally rearranged µ heavy chain as a transgene ( 147 ) ( Fig. 10C). Analysis of 
several types of pre–BCR defective mutant mice shows a complete absence of Fr 
C-prime stage cells, suggesting that pre–BCR signaling results in the up-regulation of 
CD24/HSA and also entry into rapid cell proliferation. Thus, a model of pre–BCR 
function is that it signals the clonal expansion phase of pre–B-cell development, 
amplifying cells with in-frame V-D-J rearrangements capable of making heavy-chain 
protein. 

 
FIG. 10. A: Diagram of the pre-BCR, µ heavy chain with surrogate light chain (?5 and 
VpreB) in place of conventional light chain. As in the BCR, Ig-a and Ig-ß serve to couple 
signals between the receptor and cytoplasmic components, such as BLNK and Syk. µ 



transmembrane residues (starred) are important in mediating interaction with Ig-a/Ig-ß, 
as mutation of these diminishes BCR function. B: Clonal expansion mediated by 
pre–BCR assembly. Association of newly generated µ heavy chain with preexisting 
surrogate light-chain leads to a burst of proliferation at the pre–B stage.

The precise nature of pre–BCR signaling remains to be completely understood. An 
early model suggested that cross-linking of heavy chain was mediated through 
interaction of SLC with a bone marrow–expressed ligand. However, subsequent 
experiments showed that normal light chain could substitute for SLC and that even a V 

H truncated µ heavy chain could mediate progression past this stage. Furthermore, 
intensive searches for the putative ligand over a 10-year period have been fruitless, 
leading to the model that pre–BCR signaling is more akin to “tonic” signaling in mature 
B cells ( 196 , 197 ). That is, simple assembly of the complex (or possibly some degree of 
multimerization fostered by the self-aggregating nature of SLC) ( 198 ) probably is 
sufficient for the cell to pass this developmental checkpoint ( Fig. 9B). One clear-cut 
finding is that pre–BCR signaling in a transformed pro–B-cell model system can occur in 
the absence of any additional cell type, suggesting that if a ligand exists, it must be 
expressed on B-lineage cells, rather than stromal cells ( 199 ). Mutations in other 
molecules in the pre–BCR signaling pathway have been shown to affect B-cell 
development and pre–B-cell clonal expansion. While the Btk mutation is less severe in 
mouse than in human, there nevertheless is an alteration in pre–B-cell expansion in 
Btk-deficient mice ( 200 ). Also, X-linked immunodeficient (Xid) B cells (deficient in Btk) 
have been reported to proliferate more in stromal cell cultures, possibly due to 
decreased differentiation to later nonproliferative stages ( 201 , 202 ). The role of Btk is 
thought to modulate BCR signaling strength ( 203 ) and this is probably also the case for 
pre–BCR signaling, allowing only strongly signaling pre-BCRs to progress in the mutant 
mice. BLNK serves to link the pre-BCR to the Syk kinase, critical in BCR signaling ( 204 , 
205 ). Mutant mice lacking BLNK show a partial block in B-cell development at the pro–B 
to pre–B transition ( 206 ). Curiously, while pre–BCR signaling is thought to mediate 
allelic exclusion (expression of a single heavy-chain allele), this remains intact in 
BLNK-deficient mice ( 207 ). Syk-deficient mice show a more severe block at the pro–B 
to pre–B transition and a lack of allelic exclusion ( 194 , 195 , 207 ). Outcomes of pre–BCR 
signaling, in addition to pre–B proliferation, are down-regulation of the RAG genes ( 208 

), down-regulation of TdT ( 199 ) and transcriptional activation of the kappa locus, 
detected as up-regulation of sterile kappa transcripts ( 209 ). Extinction of recombinase 
activity is probably important for chromosomal stability during the clonal burst period of 
B-cell development ( 210 , 211 and 212 ) and is also at least a part of the mechanism that 
ensures allelic exclusion, which is the expression of a single heavy chain by any given 
B-cell ( 213 ). There is evidence that pre–BCR selection requires low levels of IL-7 ( 214 ), 
and probably occurs naturally as the developing precursors migrate through different 
stromal cell microenvironments in bone marrow. The function of the pre-BCR may be 
more complex than simply to sense whether an in-frame V-D-J rearrangement has 
occurred. This possibility is suggested by the observation that heavy chains with 
different V-D-J segments vary in their capacity to assemble with SLC components ( 215 , 
216 , 217 and 218 ). V regions are classified into families based on sequence homology and 
many members of two of these families, the 7183 and Q52, appear to frequently 



generate heavy chains that assemble poorly with surrogate light chain ( 217 ). A 
consequence of this will likely be poor pre–BCR signaling and little clonal expansion, so 
such cells will become under-represented at later stages of B-cell development relative 
to cells containing heavy chains that signal effectively. One explanation of the reason 
for this SLC assembly–mediated clonal expansion is that it serves a quality control 
function to test heavy-chain V regions for their potential to fold with real Ig light chain, a 
critical requirement if the cell is to express a complete BCR. An alternative (not 
necessarily mutually exclusive) explanation is that making pre–B-cell proliferation 
dependent on pre–BCR expression provides a simple mechanism for regulating the 
extent of clonal expansion, since an immediate consequence of pre–BCR signaling is to 
terminate SLC expression. Thereafter, SLC protein levels decay and are diluted by cell 
division, so that after several rounds of proliferation, pre–BCR levels will decrease to 
below the threshold required to provide the signal to maintain the cell in cycle. Fig. 11 
illustrates a model for bone marrow B-cell development, showing the pre–BCR 
checkpoint. 

 
FIG. 11. Model for mouse bone-marrow B-cell development showing relationship of Ig 
rearrangement with progression and proliferation.

One of the most striking examples of pre–BCR selection is seen with the D-proximal V 

H gene, V H81X, where early precursors show biased over-utilization, due to preferential 

rearrangement of this V H gene ( 11 , 219 , 220 ). V H81X had also been identified as 

frequently rearranged in Abelson virus transformed pre–B cells ( 221 ), even though it 
was rarely seen in the mature B-cell compartment. The demonstration of the decrease 
in representation of cells with V H81X rearrangements at the pre–B clonal expansion 

phase in bone marrow ( 222 , 223 ), together with the demonstration that heavy chains 

utilizing VH81X frequently fail to assemble functional pre-BCRs ( 215 /SUP>, 216 , 224 ), 

explained this paradox. However, it is still curious that the most frequently rearranged V 
H

 gene is so 

strongly selected against at the clonal expansion stage. A possible explanation may lie in comparisons of 

V 
H

 utilization during fetal development. That is, in contrast with bone-marrow precursor cultures, the ratio 

of productive/nonproductive V 
H

81X does not decrease during cultures of fetal precursors ( 225 , 226 ). 

Furthermore, the proliferative burst that pre–BCR assembly provides to bone marrow pre–B cells may 

instead result in exit from cell cycle in fetal precursors ( 218 ), leading to selection of very different BCR 

repertoires during fetal and adult B-lymphopoiesis. The possible significance of this is discussed below in 



the section on B-1 B cells. 

Light-Chain Rearrangement and Generation of Immature B Cells Besides termination of TdT and SLC 

gene expression, pre–BCR signaling also results in the down-regulation of RAG1 and RAG2 expression 

and protein levels rapidly drop as cells enter the rapidly cycling stage. However, as pre–BCR levels 

decrease and cells exit from the cycle, the RAG genes are re-expressed at high levels. Sterile kappa 

transcripts become detectable during the cycling stage, likely reflecting chromatin remodeling to make the 

kappa light-chain locus accessible ( 209 ); thus, induction of RAG expression together with the rest of the 

recombinase machinery will initiate kappa light-chain V to J rearrangement. An interesting feature of the 

V? locus is that the approximately 100 genes are in both transcriptional orientations, and so these genes 

can rearrange either by deletion (generating an extrachromosomal excision circle) or by inversion ( 227 ). 

The absence of intervening D segments also means that it is possible for upstream V-kappa genes to 

rearrange to downstream J-kappa segments, “leap-frogging” the initial rearrangement, assuming it was to 

any J? other than J?5. The successive association of different kappa chains with the same heavy chain in 

a B-cell is referred to as BCR “editing” and was originally observed in the context of autoreactivity, which 

maintains RAG expression even at the B-cell stage ( 228 , 229 ) (see following section on B-cell tolerance). 

Since assembly and expression of a complete BCR (i.e., not self-reactive) terminates RAG expression, an 

additional reason for light-chain editing in the bone marrow may be to replace an initial light chain that fails 

to assemble effectively with the particular heavy chain present in that pre–B cell. This is probably the 

explanation for multiple light-chain rearrangements detected in single early B-lineage cells ( 230 ). Newly 

formed B cells can be distinguished from mature B cells on the basis of their inability to proliferate in 

response to BCR cross-linking; that is, they are functionally immature. This is also the stage where 

negative selection is reported in transgenic models of autoreactivity ( 231 , 232 ). Cells at this stage have a 

half-life of only a few days, compared to mature follicular B cells with a half-life measured in months. They 

can be distinguished by surface phenotype from other B cells based on expression of certain 

combinations of markers, such as IgM +IgD -, absence of CD23, and high-level expression of CD24/HSA ( 

233 ). Recently there are reports of single markers that are useful in distinguishing newly formed cells from 

any mature subset, such as the molecules recognized by monoclonal antibodies 493 ( 234 ) and AA4.1 ( 235

 ). The AA4.1 target molecule has been cloned and identified as the mouse ortholog of a component of the 

human C1q receptor ( 236 ). Cells similar to newly formed B cells can be generated to varying extent during 

stromal cell culture of B-cell precursors, although the more primitive cycling pre–B or pro–B cells are 

usually more abundant and tend to increase in frequency with prolonged culture. It is possible to induce 

differentiation of B cells in these cultures by withdrawing IL-7, which induces a wave of small pre–B and 

then newly formed B-cell generation. Such cells do not persist for more than a day, unless the cultures are 

established from Bcl-2 transgenic mice ( 99 ), suggesting that the short half-life of newly formed cells in 

these cultures, and possibly also in vivo, is due to their low level of anti-apoptotic mediators. Both Bcl-2 

and Bcl-X 
L
 mRNA are present at only very low levels in these cells, in contrast to other B-lineage stages 

where either one or the other predominates. Over-expression of Bcl-X 
L
 from a transgene results in 

accumulation of a population of pro–B phenotype cells with nonfunctional rearrangements ( 237 ), 



implicating this protein in the process of pre–BCR selection of cells with functional rearrangements. 

Peripheral Maturation Stages and Functional Subsets

Transitional B Cells Newly formed immature B cells migrate to the spleen where they either die or 

undergo further maturation to mature B-cells. These maturing B cells can be subdivided based on 

differential expression of several surface proteins, including CD21, CD23, CD24/HSA, and AA4.1. These 

subdivisions have been referred to as “transitional B cells” ( 238 ). One recent subdivision based on CD21, 

CD23, AA4.1, and IgM level has shown progression from an AA4.1 +CD21 -CD23 - T1 stage to an AA4.1 

+CD21 -CD23 + T2 stage, followed by down-regulation of IgM as a T3 stage, and finally loss of AA4.1 with 

up-regulation of CD21 to yield the mature follicular phenotype ( 235 ). As shown in Fig. 12, this approach 

also resolves two AA4.1 - subsets that lack CD23, the B-1 subset with low CD21 and the MZ subset with 

very high CD21 (see below). The transitional stage cells are all short-lived as shown by 

bromodeoxyuridine incorporation ( 235 , 239 ). They are also not functionally competent, as shown by 

inability to proliferate after BCR cross-linking ( 233 , 240 ). Another well-characterized functional distinction is 

that B-cell tolerance, rather than an immune response, is induced by BCR cross-linking of immature B 

cells ( 241 , 242 and 243 ). More recent studies with transgenic models of self-reactivity have shown that 

these B cells can be deleted, undergo receptor editing, or rendered functionally unresponsive (anergic) by 

BCR signaling at the immature stage ( 228 , 231 , 244 , 245 , 246 , 247 and 248 ). 

 
FIG. 12. Flow-cytometry approach for resolution of transitional (T1-T3) and mature (Fo, B-1, MZ) 

populations of B cells in mouse spleen. Left panels show the distribution of AA4.1 and CD23 on B cells 

(defined as CD19 +IgM +). Cells in the boxed regions are then analyzed for correlated expression of CD21 

and IgM, facilitating resolution of three AA4.1 + fractions (T1-T3), the follicular subset (AA4.1 -CD23 

+CD21 +), the marginal zone subset (AA4.1-CD23-CD21 ++) and the B-1 subset (AA4.1 -CD23 -CD21 low).

It is not simply the inability to receive T-cell help due to differences in microenvironment or receptor 

expression that makes immature B cells incapable of responding as mature B cells. Cross-linking the BCR 

on purified populations of immature, but not mature, B cells has been shown to induce apoptosis, 



suggesting distinctions in the signaling pathways between these two stages ( 249 , 250 ). Studies with 

transgenic mice suggest that this apoptosis is not mediated through the Fas/Fas–ligand pathway, since 

central deletion is intact in Fas-mutant mice ( 251 , 252 ). Prior to induction of apoptosis, immature B cells 

have been shown to complete some of the early events associated with entry into cell cycle, while failing to 

complete this program ( 253 ). Distinct stages in maturation appear more or less capable of responding to 

BCR cross-linking by re-induction (or maintenance) of RAGs to facilitate receptor editing ( 232 ). 

Furthermore, it appears that immature B cells are more sensitive to smaller changes in intracellular free 

calcium, compared to mature B cells ( 254 ). It is possible that the capacity to up-regulate anti-apoptotic 

molecules, such as A1, may play a critical role in the inability of immature B cells to survive and complete 

a normal response ( 255 , 256 ). The characterization of signaling pathways in different immature stages of 

developing B cells is ongoing and should eventually provide insights into the detailed mechanism for 

immature B-cell tolerance. Analyses of various normally occurring or engineered mutant mice have 

provided approaches for investigation of the process of progressing from a newly formed B-cell to a 

mature follicular B-cell. B-cell populations and B-cell function have been studied for many years in CBA/N 

mice bearing the X-linked immunodeficiency (Xid) mutation. This mouse has a mutation in the Btk gene 

that produces a milder phenotype than the complete absence of peripheral B cells seen in humans. The 

Btk gene likely plays a role at several stages of B-cell development and activation, which complicates the 

analysis, but it appears clear that one major consequence is altered BCR signaling that has a profound 

effect on progression through the various transitional stages in the spleen. A likely consequence of 

diminished strength of BCR signaling is a compensatory requirement for higher-surface BCR expression 

that eventually produces at decreased frequency a type of “mature” B-cell that is still functionally 

handicapped ( 257 , 258 ). Several groups have produced Xid mice on a nu/nu T-cell–less background that 

results in a more profound absence of mature B cells, suggesting a requirement for T cells or 

T-cell–produced factors in the maturation of Xid B cells ( 259 , 260 ). A more recent variation of this type of 

investigation is the production of Xid/CD40–deficient mice that show a similar deficit in mature B cells, 

suggesting a role for the CD40/CD40L interaction in the generation of mature B cells from transitional B 

cells, particularly when the BCR is handicapped by defective Btk ( 261 ). Lyn is an Src-family protein kinase 

that is associated with the BCR and functions in signaling in mature B cells ( 262 ). Lyn-deficient mice 

exhibit defects in maturation of immature cells, suggesting a positive role for BCR/Lyn signaling at this 

stage, but these mice also develop a severe autoimmune condition, suggesting an additional negative 

regulatory role for Lyn in maintaining tolerance in mature B cells ( 263 , 264 ). CD72 is a predominantly 

B-lineage restricted C-type lectin and ligating this molecule was recognized for many years (when it was 

known as Lyb2) as having functional consequences ( 265 ). Recent analyses of a CD72-null mouse have 

clarified its function in B-cell development and activation ( 266 ). CD72 has been shown to recruit SHP-1 to 

the BCR, supporting a negative regulatory role in BCR activation ( 267 ). Consistent with this model for 

CD72 function, null gene-targeted mice have been shown to produce B cells that are hyper-responsive ( 

266 ). Interestingly, late stages of B-cell development are affected, with fewer mature B cells and relatively 

normal numbers of immature B cells in spleen ( 266 ). Thus, signaling that is too intense may also delay 

maturation of immature B cells. 



Follicular B Cells The major population of mature recirculating B cells in the spleen is located in the 

B-cell follicle region, hence the term “follicular B cells.” Entry into this anatomical site appears to constitute 

a final stage in maturation for developing bone marrow B cells, as competition for this site is compromised 

in several transgenic models of B-cell tolerance ( 268 , 269 , 270 and 271 ). Cells in this compartment do not 

proliferate, but persist in the resting state for several months. A conditional knockout study, eliminating 

expression of the BCR (by deleting the V region), revealed that expression of the BCR is required for cell 

survival ( 197 ). It is not yet established whether this is due to “tonic signaling” (simple assembly of the BCR 

signaling complex) or instead reflects signaling by low-affinity binding to cross-reactive self-determinants, 

a kind of “positive selection.” The repertoire of the follicular B-cell pool appears to differ from the earlier 

immature splenic B-cell population, as assessed by sequence analysis of the light-chain repertoire in 

heavy-chain transgenic mice ( 272 ). The approach of fixing the heavy chain and then examining the 

light-chain repertoire simplifies the analysis and the results of this study were interpreted to indicate that 

BCR-mediated antigen selection is indeed operating. However, the resolution of the analysis probably 

could not have rigorously excluded populations known to show V-gene biases, such as B-1 or MZ B cells 

(see following sections), so further work will be required to provide convincing evidence of antigenic 

selection in the follicular B-cell pool. 

B-Cell Migration and Maintenance Newly formed B cells migrate from the bone marrow to the spleen, 

undergo further maturation in the red pulp, and eventually enter the follicle where they constitute the 

mature B-cell pool that recirculates. Their migration is dependent on chemokines/receptor interactions, 

notably the SLC(CCL21)/CCR7 interaction, as demonstrated by the inability of mature B cells to be 

retained normally in spleens of CCR7-null mice ( 273 ). The role of the CXCR5 receptor on B cells in 

homing to the lymphoid follicle due a gradient of the B-lymphocyte chemoattractant CXCL13 is also well 

known; moreover, CXCL13 can directly induce Lta1ß2 on the recruited cells ( 274 ). Finally, it is also 

possible that the SDF1(CXCL12)/CXCR4 interaction, critical for normal B-lymphopoiesis, may also be 

important at this later stage, although investigation of this issue is complicated by the early defect. This is 

an ongoing area of investigation and may eventually be clarified by developmentally regulated 

gene-targeting studies. Recently, considerable interest has focused on the role of cytokine, a TNF family 

member—known variously as BAFF, BLyS, TALL-1, zTNF4, or THANK—in the process of peripheral 

B-cell maturation ( 275 ). BAFF is a TNF family member found to enhance survival of B cells or even 

produce autoimmunity in transgenic mice constitutively expressing it ( 276 , 277 ). Initially, two receptors 

defined for BAFF, BCMA, and TACI, provided a complex picture, as targeted inactivation of BCMA yielded 

no B-cell defect and deletion of TACI had increased B-cell numbers (suggesting that TACI might be a 

negative regulator). This puzzle was resolved by identification of a third receptor, BAFF-R/BR3 ( 278 , 279 ), 

which was mutated in a strain of mice known to lack most mature B cells, A/WySnJ ( 280 ). A second 

ligand, APRIL, can bind to BCMA and TACI, but not to BAFF/BR3, and this binding is proliferative rather 

than survival promoting ( 281 ). Thus, the critical interaction for maintenance of follicular B cells is 

BAFF/BLyS with its receptor. B-1 cells are not deficient in A/WySnJ ( 280 ), suggesting that their 

maintenance does not depend on this pathway, but instead is more BCR dependent. 

B-Cell Turnover It is estimated that 10 to 20 million B cells are produced in bone marrow of the mouse 



each day ( 282 ), yet it appears that only about 10% of this number reach the periphery ( 239 ). Thus, there is 

considerable loss at this bone-marrow–emigration stage/spleen-entry stage, possibly due to elimination of 

autoreactive cells (B-cell tolerance) or to homeostatic regulation. The latter possibility is supported by the 

observation that depletion of the mature B-cell population results in a relatively rapid recovery of this pool, 

suggesting that most of the immature B-cell population can enter the mature follicular subset in this 

situation ( 283 ). Once functionally mature B cells are generated, it has been difficult to unambiguously 

determine their half-life, although accumulating data from several laboratories using bromodeoxyuridine 

labeling has led to the idea that follicular B cells have a relatively long half-life, on the order of months ( 239 

, 284 ). A recent elegant study provided definitive confirmation of this by conditional elimination of RAG2 

expression, which allowed termination of B-cell development in adult mice ( 285 ). This study showed that 

follicular B cells have a half-life of about 4.5 months. The same analysis showed that two other subsets of 

B cells—B-1 and MZ B cells—did not diminish over time, which is consistent with their well-known capacity 

for self-renewal and lifelong persistence. 

Germinal Center B Cells T-cell–dependent immune responses usually give rise to anatomically 

distinctive structures in spleen and lymph nodes that are referred to as germinal centers and contain large 

numbers of rapidly cycling B cells ( 286 , 287 ). These cells can be recognized in stained sections of spleen 

by binding of high levels of peanut agglutinin (PNA) and by the absence of IgD ( 288 , 289 ). Many of the B 

cells with this phenotype have down-regulated–BCL-2/up-regulated–Fas expression and, in the absence 

of strong BCR signaling, will likely die by apoptosis ( 290 , 291 , 292 and 293 ). The termination of IgD 

expression means that surface BCR expression decreases at least 10-fold; thus, limiting amounts of 

antigen will favor the cells with increased affinity for antigen, which are generated by a process termed 

somatic hypermutation. The molecular details of this mechanism are still unclear, but a major advance has 

been the recent discovery that activation-induced cytidine deaminase (AID), a putative RNA-editing 

enzyme that can induce class switch recombination in fibroblasts ( 294 , 295 and 296 ), is also a key player in 

the process of hypermutation ( 297 , 298 ). In fact, a third means for Ig gene diversification used in 

nonmammalian species, V-gene conversion, is also dependent on AID ( 299 , 300 ). A potential means for 

repertoire diversification in the germinal center, distinct from somatic hypermutation, has been suggested 

by the finding that the RAG genes are induced in at least some GC B cells ( 301 , 302 , 303 and 304 ). 

Receptor editing is a potential consequence of this induction, but to date, it is unclear that there is any 

physiologic relevance for the induction of RAG in the periphery. Considering the important role that the 

pre-BCR and BCR play in regulating RAG expression in bone marrow development, it seems quite 

possible that the re-expression of RAG may be a consequence of hypermutation of the heavy or light 

chain (or both), which results in the generation of nonfunctional receptor genes. This could occur either 

from truncation by stop codons or by less sever alterations that result in an inability of Ig HL pairing. 

Consistent with this notion, it appears that much of the RAG expression by GC B cells is coincident with 

apoptotic cells in the GC ( 305 ). Recent RAG-reporter approaches have failed to indicate significant RAG 

re-induction in mature B cells ( 306 , 307 ). An alternative explanation for some peripheral RAG expression 

may be an influx of immature cells into the spleen, induced as a consequence of immunization ( 308 ). The 

precise mechanism of selection for higher-affinity B cells generated by hypermutation of the BCR V 



regions remains to be fully understood, but regulation of pro- and anti-apoptotic genes likely plays a major 

role. B cells able to bind antigen with high affinity can present antigen to CD4 + T cells that then signal the 

B cell through a CD40/CD40L interaction, resulting in the up-regulation of Bcl-X 
L
 ( 290 , 291 and 292 ). Most 

GC B cells have sharply down-regulated levels of Bcl-2 and up-regulated levels of Fas ( 292 , 293 ), and so 

in the absence of rescue by expression of the alternative anti-apoptotic mediator Bcl-X 
L
, cell death by 

apoptosis will be the fate of most B cells in the GC. Careful regulation of selection is critical to affinity 

maturation, and elimination of self-reactive cells that potentially could be generated during this process 

must also occur efficiently to avoid the potential of autoimmune disease. This is an active area of 

investigation and more players in this selection process are continuing to be identified ( 309 ). 

Memory B Cells Memory B cells were initially defined functionally as cells that could respond rapidly by 

production of high-affinity antibody when challenged in a host reconstituted with B cells and T cells from a 

primed animal ( 310 , 311 , 312 , 313 , 314 and 315 ). Subsequently, such cells have been purified based on their 

antigen-binding properties ( 316 ) and shown to consist primarily of isotype-switched (IgG +) B cells that 

continue to express CD45R/B220 and have distinctively lower levels of cell-surface BCR ( 317 ). They arise 

during the T-cell–dependent immune response, probably only from follicular B cells, in the germinal center. 

They are very long-lived or self-regenerating, as cell transfer assays have shown that memory responses 

can be detected for long periods after the primary immunization ( 317 , 318 ). It is not clear whether all B 

cells are capable of giving rise to memory B cells. Memory or “secondary” B cells were originally described 

as expressing distinctively low levels of CD24/HSA, recognized by the monoclonal antibody J11d ( 319 ). 

Some years later, fractionation of naïve spleen B-cell precursors into J11d low and J11d high subsets in a 

spleen-focus assay system showed that while rapid antibody secretion derived from J11d high cells, 

memory came largely from the J11d low subset ( 320 ). Subsequent experiments demonstrated that 

germinal centers (the site where most memory B cells are generated) were only produced in cell transfers 

of J11d low B cells and not with J11d high or CD5 + B cells ( 321 ). Considering the rapid Ig secretory 

response of B-1 B cells and MZ B cells, both contained in the CD24/HSA high fraction, and the fact that 

most other CD24/HSA high cells are immature (transitional) B cells, likely to be highly susceptible to 

apoptosis, it seems quite reasonable that memory B cells would not be a major product of this fraction. 

Rather, the most likely candidate for the memory B-cell precursor is the follicular B-cell subset (Fo), which 

has a variable but lower expression of CD24/HSA. Whether there is heterogeneity for GC formation or 

memory B-cell generation within the Fo population remains to be determined. Whether the maintenance of 

memory requires periodic re-stimulation by antigen has been a long-standing controversial issue. On the 

one hand, transfer of B cells and T cells into irradiated recipients usually required simultaneous challenge 

with antigen in order to elicit the full response and maintain B-cell memory in recipients ( 322 ). Antigenic 

fragments can persist for very extended periods on follicular dendritic cells (FDC), which are very potent 

antigen-presenting cells. Thus, in this model the memory B cells are periodically triggered to self-renew by 

interaction with antigen on FDC. However, on the other hand, memory B cells can be maintained in the 

apparent absence of T cells or FDC ( 323 , 324 ). Furthermore, analysis by bromodeoxyuridine labeling of 

memory B-cell populations showed that they were nondividing ( 318 ). This issue has recently been 



addressed in elegant experiments that used the inducible Cre recombinase system to switch the BCR on 

memory cells away from the immunizing antigen ( 325 ). Such antigen-negative memory cells still persisted 

for extended periods, clearly demonstrating that this was a physiological property of the cell type, 

independent of the presence of antigen. 

B-1 B Cells B-1 B cells, initially described as Ly-1/CD5 + B cells, are distinguished from follicular B cells 

by phenotype, anatomical distribution, and function. The B-1 B–cell phenotype encompasses both CD5 + 

and CD5 - B cells that are IgM high, IgD low/-, CD23 - and CD43 +. They constitute a large proportion of the 

B cells found in the peritoneal and pleural cavities (30% to 50% of B cells, around 10 6 cells), but are also 

found in spleen where they are present at numerically similar levels, but constitute a much lower 

proportion of the total B-cell pool (2% of B cells, around 10 6 cells). The B-1 B cells in the peritoneal cavity 

are also CD11b/Mac-1 +, unlike those in spleen. They appear early in ontogeny, representing 30% or more 

of the B cells in spleen of 1-week-old animals. They also have a distinctively higher frequency of ? light 

chain usage compared to follicular B cells (20% vs. 5%). Also, unlike follicular B cells, they maintain their 

population in adult animals largely by self-renewal (possibly dependent on periodic stimulation by 

self-antigen; see below), rather than by input from precursor cells, as shown in cell transfer studies ( 326 ). 

Perhaps the most distinctive feature of CD5 +/B-1 B cells is their enrichment of certain self-reactive 

specificities, notably for branched carbohydrates, glycolipids, and glycoproteins, including 

phosphorylcholine, phosphatidylcholine (PtC), the Thy-1 glycoprotein, and bacterial cell-wall constituents ( 

327 , 328 , 329 and 330 ). These antibodies, while autoantibodies, are not pathogenic, but rather referred to as 

“natural autoantibodies” whose existence has been recognized in serum for several decades ( 331 , 332 and 

333 ). Their function is still under active investigation, but at least some natural autoantibodies are thought 

to function in clearance of senescent cells or proteins and to provide an initial immunity to common 

bacterial or viral pathogens, serving as a kind of “hard-wired” memory of the B-cell population ( 334 , 335 , 

336 and 337 ). Under physiologic conditions in normal mice most of the CD5 + B cells in the B-1 population 

(so called “B-1a B cells”) arise from precursors in fetal liver, as cell transfer studies showed many years 

ago that B cells with this phenotype were inefficiently generated from bone marrow precursors in adult 

mice, compared to fetal or neonatal precursors ( 338 ). This is very clearly shown by repopulation of SCID 

mice by pro–B stage cells isolated from fetal liver and adult bone marrow ( Fig. 13). Part of the reason for 

this difference may be that novel BCRs are enriched by distinctive mechanisms of fetal B-lymphopoiesis, 

including recombination in the absence of TdT (thereby favoring rearrangement of certain D-J and V-D 

junctions possessing short regions of homology) ( 16 ) and distinctive pre–BCR selection ( 218 , 226 , 339 ). It 

is also possible, although not yet tested, that the threshold for elimination of self-reactive B cells at the 

newly formed stage may be less stringent during fetal development. Forced expression of transgenic 

BCRs cloned from CD5 + B cells can give rise to CD5 + B cells from bone marrow of adult animals, but 

the physiologic relevance of this remains to be carefully assessed. The development of B cells in bone 

marrow of such transgenic mice often appears handicapped, and the precise reason for this requires 

further study. 



 
FIG. 13. Generation of B cells in SCID mice shows the distinctive phenotypes produced from fetal and 

adult pro–B cells. Similar numbers of Pro-B cells, isolated as in Fig. 5, Fr B/C, were injected intravenously 

into sublethally irradiated adult SCID mice, and then recipients were analyzed 3 weeks later for spleen-cell 

lymphocytes by staining as shown here.

The development of B-1/CD5 + B cells is thought to be more dependent on antigenic selection compared 

to follicular B cells. This idea was first suggested by the finding of particular specificities enriched in this 

population and strengthened by the observation of repeated occurrences of particular V 
H

/V 
L
 pairs ( 340 ). 

Thus, for example, the anti-PtC specificity is predominantly encoded by V 
H

11V 
?
9 and V 

H
12V 

?
4, utilizing 

two V 
H

 genes rarely found in conventional T-dependent immune responses ( 328 , 341 ). These cells 

appear to participate in T-independent responses, but in normal physiology may in fact provide an initial 

low-affinity “first wave” response to many pathogens that eventually will also elicit a T-dependent response 

( 337 , 342 ). Observations of their self-reactive bias, their capacity for self-renewal, and their restricted 

repertoire of distinctive BCRs are all consistent with an important role for BCR–antigen interaction in 

generation and maintenance of this population. This has been formally confirmed recently by studying 

mice bearing a BCR transgene specific for a glycosylation present only on the Thy-1 membrane protein ( 

343 ). In these mice, transgene-encoded serum anti–Thy-1 autoantibody ( 329 ) was readily detected and 

there was a corresponding accumulation of a population of CD5 + transgene BCR + B cells in the 

peritoneal cavity. Importantly, in Thy-1–null mice generated by gene targeting, neither serum autoantibody 

nor the B-cell population was found, demonstrating the critical role for antigen in selection of this B-cell 

population ( 344 ). Consistent with the importance of antigen selection in the generation and/or 

maintenance of these cells, this population is often severely affected in mice bearing mutations that alter 

BCR signaling intensity. The loss of negative mediators such as PTP1C/SHP-1 in moth-eaten mice ( 345 ), 

of CD72 that recruits this phosphatase ( 345 ), and of the CD22 co-receptor ( 346 , 347 ), all result in an 

increased frequency of B-1/CD5 + B cells relative to follicular B cells. On the other hand, the loss of critical 

BCR signaling components or positive mediators in this pathway, such as an Ig-a tail mutant ( 348 ), Btk 

deficiency (in Xid or Btk-null mice) ( 349 , 350 ), CD19-null mice ( 351 , 352 ), CD21-null mice ( 353 ), CD45-null 



mice ( 342 ), and Vav-null mice ( 354 ) all negatively impact this B-cell population. In further conformation of 

this signal-dependent model, transgenic mice expressing different levels of human CD19 show increasing 

frequencies of B-1/CD5 + B cells. One novel finding is with IL-7 -/- mice where it is reported that only B1 

and MZ B cells are found ( 21 ). 

Marginal Zone B Cells MZ B cells are localized in a distinct anatomical region of the spleen that 

represents the major antigen-filtering and scavenging area (by specialized macrophages resident there). It 

appears that they are preselected to express a BCR repertoire similar to B-1 B cells, biased toward 

bacterial cell wall constituents ( 355 ) and senescent self-components (such as oxidized LDL) ( 356 , 357 ). 

Similar to B-1 B cells, they respond very rapidly to antigenic challenge, likely independently of T cells, but 

participating in the early phase of T-dependent responses ( 358 , 359 ). There are similarities and 

differences in the cell-surface phenotype of MZ and B-1 B cells. Thus, they both are IgM +++IgD -/+, CD23 

-, and CD9 + ( 360 ). However, while B-1/CD5 + B cells express CD5 and CD43, MZ B cells do not, and MZ 

B cells express distinctively high levels of CD21, while B-1 cells have distinctively low levels ( Fig. 12). 

Also, MZ B cells have high levels of CD1, while B-1 B cells do not ( 361 ). Certain mutant mice show similar 

effects on MZ and B-1 B cells, distinct from Fo B cells. For example, most of the mutations described for 

B-1 B cells that alter BCR signaling have similar consequences for MZ B cells ( 362 ), although cells 

phenotypically similar to MZ B cells are present in Xid/Btk–deficient mice, leading to some controversy in 

their origins ( 363 ). Both are decreased by a mutation in the Ig-a tail that weakens overall BCR signaling ( 

364 ). They are also both decreased in the Aiolos transcription–factor null mouse ( 58 ). Interestingly, 

deletion of the Pyk-2 tyrosine kinase results in elimination of MZ B cells, while B-1 cells are still found ( 365 

). MZ B-cell development can be studied in a heavy-chain transgenic mouse model system where large 

numbers of such cells are produced ( 355 , 366 ). In this V 
H

81X heavy-chain mouse, B cells with a specific 

light chain accumulate with a marginal zone phenotype. This MZ population is eliminated by deletion of 

CD19, Btk, or CD45, all genetic changes that weaken BCR signaling ( 362 ). 

B-Cell Tolerance and Receptor Editing The past decade has seen the development of several 

transgenic models for the study of B-cell tolerance. In two of these systems, high-affinity BCRs are 

expressed as IgM-IgD transgenes, one specific for the antigen hen egg–white lysozyme (HEL), and the 

other for a specific polymorphic determinant on MHC class I ( 228 , 244 , 245 and 246 , 367 , 368 and 369 ) ( 

Table 2). The advantage of these systems is that they utilize antigens that can be regulated: Transgenic B 

cells can develop in either the presence or absence of antigen, and cell transfer experiments can be 

employed to alter the B-cell’s antigenic milieu. These have been used initially to confirm ideas on B-cell 

tolerance that originated in work with nontransgenic B cells, namely that exposure to antigen is generally 

deleterious to developing B cells, resulting in their elimination or failure to mature (instead entering an 

“anergic” state). However, the resolution of these systems, coupled with advances in gene targeting and 

other molecular technologies have uncovered important new details regarding the way that self-reactive B 

cells develop (or fail to develop). For example, studies in the anti–H-2 model uncovered an alternative to 

deletion in response to immature B-cell encounter with antigen—BCR editing to escape autoreactivity ( 228 

). 



 
TABLE 2. Transgenic models of B-cell tolerance

In the HEL system, differences have been uncovered in immature B-cell responses to soluble versus 

membrane-bound antigen, suggesting that differences in the extent of BCR cross-linking can influence cell 

fate ( 245 ). Furthermore, studies with this system on different mutant backgrounds that shift BCR signaling 

thresholds up or down have shown that such alterations can result in striking alterations in selection 

outcomes ( 370 , 371 ). More recently, work in this system has shown that one consequence of B-cell 

tolerance may be arrest of B-cell migration, so that follicular entry is inefficient ( 268 , 269 ). Presumably, 

failure to reach such follicular niches contributes to handicapping the autoreactive B cells, resulting in their 

relatively speedy elimination. Another major line of investigation has focused on a more “physiologic” 

example of pathogenic autoreactivity, the anti-DNA antibodies produced in lpr (Fas-deficient) mice that are 

generally considered to model the human disease of systemic lupus erythematosus (SLE). Analysis of 

transgenic mice bearing a heavy-chain transgene known to be capable of generating anti-dsDNA reactivity 

with numerous light chains showed that only light chains with ssDNA activity were tolerated in the 

periphery and even these did not contribute to the serum antibody pool ( 247 ). Follow-up work uncovered 

receptor editing in this model ( 248 , 372 , 373 and 374 ) and also showed that when such editing was blocked, 

the B cells were eliminated in the bone marrow at an immature stage ( 231 ). More recent work analyzing 

transgenic B cells expressing lambda light chain (or in kappa-null mice) where B cells have dsDNA binding 

has shown the failure of follicular entry previously described in the HEL system ( 270 , 271 ). Interestingly, 

similar analyses on an “autoreactive” (Fas-deficient) background have shown that this follicular exclusion 

is lost and production of pathogenic autoantibodies ensues, providing a powerful model for the further 

characterization of the development of autoimmunity due to breakdown of B-cell tolerance. A different 

model of a pathogenic anti-erythrocyte autoantibody has shown another possible mechanism whereby 

self-reactive B cells may escape deletion or receptor editing, by sequestration from self-antigen ( 375 , 376 ). 

In this system, the transgenic B cells are largely absent from spleen, but instead survive in the peritoneal 

cavity, where exposure to the distinctive microenvironment may also contribute to the persistence of these 

cells. Eventual activation of the B cells by mitogen or antigen can lead to an autoimmune condition in 

these mice ( 377 ). A common thread in all of the studies described above is the negative impact that the 

B-cell experiences upon interaction with self-antigen, an expected result for systems that model the 



regulation of pathogenic autoantibodies. However, a class of autoantibodies is produced in healthy 

individuals and these “natural autoantibodies” may play a role in early responses to certain classes of 

pathogens ( 334 , 335 , 337 , 378 ). Such a natural autoantibody has been used to construct a transgenic 

model system where the self-antigen can be regulated. Most natural self-antigens are common 

glycosylations or cell constituents such as PtC that cannot be eliminated, but a class of natural 

autoantibodies binds to thymocytes (antithymocyte autoantibody, ATA) and many of these recognize a 

glycolylation that is only present on the abundant thymocyte cell surface glycoprotein Thy-1 ( 344 ). 

Because Thy-1–null mice have already been generated ( 379 ), production of ATA transgenic mice enabled 

the study of the role of antigen in the generation of this natural autoantibody. Interestingly, both the 

production of serum ATA and accumulation of B cells with the appropriate light chain (by rearrangement of 

the endogenous kappa locus) for the ATA BCR required the presence of Thy-1 self-antigen ( 344 ). Thus, 

at least some B cells are selected for binding to self-antigen, although these may belong exclusively to 

specialized B-cell compartments, such as the B-1 B-cell subset. 

Role of Complement, Serum Antibody, and CD5 in B-Cell Tolerance and Response The importance 

of complement in the immune system has long been recognized, based on classic experiments showing 

that cobra toxin decreased responses ( 380 , 381 and 382 ). Over the past 10 years the importance of 

complement in immune responses, explaining the function of adjuvants, has become clearer ( 383 ). In the 

context of B-cell development, components of the complement system also play a role in modulating BCR 

responses and negative selection of B cells. At least in the HEL-Ig/sHEL system, altering the strength of 

the BCR signal, by CD45R or PTP1C/SHP1 inactivation, could either reduce or enhance B-cell deletion ( 

371 ). Similar results could be obtained by altering the BCR-associated chain CD19 ( 384 ). Considering the 

role of complement as a co-receptor for modulating BCR signaling thresholds, the finding that HEL 

double-Tg mice that also are Cr2 (CD21/CD35) null develop peripheral B cells that are apparently not fully 

anergized, since they could still respond to antigen challenge, is not surprising ( 385 ). This could be due to 

an inefficient retention of antigen (sHEL) on stromal/dendritic cells and therefore weaker signaling by a 

monomeric soluble antigen to developing/transitional B cells in the bone marrow or spleen. Potentially, a 

major role for complement would be to localize self-antigens on bone marrow stromal and dendritic cells, 

facilitating tolerance at the newly formed B-cell stage. An implication of these findings is that complement 

deficiency could result in accumulation of functional autoreactive cells, possibly leading to autoimmunity. 

Natural autoantibody, a major component of the serum, may have a role (together with complement) in 

maintaining tolerance to highly conserved self-antigens ( 383 ). It also appears that it plays a role in 

amplifying immune responses, as suggested by studies with a mutant mouse lacking the µ heavy-chain 

secretory exon ( 386 ). The deficit due to a lack of serum IgM was particularly severe in an acute peritonitis 

model, where some restoration of responsiveness could be obtained by injection of a monoclonal IgM 

antibody derived from CD5 + B cells ( 386 ). Finally, in infection with influenza virus, it appears that early 

presence of natural autoantibody was equally as important as antibody induced during the course of 

infection in mediating viral clearance and survival ( 337 ). This work has led to the proposal of a two-phase 

description of immune responses: (a) early T-cell–independent phase dominated by natural autoantibody, 

which is likely critically dependent on innate immune recognition and activation of complement; and (b) 



T-cell dependent phase culminating in the germinal center reaction that prduces high-affinity antibody and 

memory B cells ( 387 ). The presence of CD5 on many of the B-1 B cells has led to the question of whether 

it plays a direct role in maintaining such self-reactive B cells, particularly in light of its role in altering T-cell 

selection thresholds as demonstrated in the CD5-null mouse ( 388 ). Analysis of B-cell responses to BCR 

cross-linking in CD5-null mice suggested that the presence of CD5 makes the normal population less 

likely to respond by secreting IgM ( 389 ), effectively “raising the threshold” for their response, possibly by 

promoting interaction of the BCR with SHP-1 ( 390 ). Analysis of the effect of CD5 expression on tolerance 

in the HEL-Ig/sHEL system also suggested a modulating role, with absence of CD5 leading to a loss of 

B-cell tolerance and production of serum anti-HEL autoantibody ( 391 ). 

B-CELL DEVELOPMENT IN HUMANS—SIMILARITIES AND DIFFERENCES WITH 

MICE

Fetal Development

As described for mouse, human B-cell development can be broadly divided into that taking place prior to 

birth and that operating after birth throughout life. The liver and spleen are major sites of fetal 

B-lymphopoiesis in humans and, as in mouse, the bone marrow is the predominant site in adults, with 

production continuing over most of an individual’s lifespan, with some decrease in the aged. The fetal 

omentum has also been described as a site for B-cell development, similar to mouse ( 9 , 392 ). There is 

some indication that VH-gene usage is more restrictive in fetal development ( 393 ). TdT, absent from 

mouse fetal development, is similarly missing very early in human fetal development, but is expressed by 

the 8th or 9th week of gestation, based on detection of N-region addition ( 393 ). In general, there is more 

N-addition (and consequently longer CDR3 regions) in human antibodies compared to mouse at all stages 

of development, including the adult, although the significance of this is not known.

Bone Marrow Development

B-cell development can be detected in human bone marrow from 20 weeks of gestation and continues 

throughout life ( 394 , 395 ). Phenotypic subdivisions similar to those in the mouse have been described for 

developing bone marrow cells ( 396 ) ( Fig. 14). Thus, CD19 identifies B-lineage cells at all stages, with the 

earliest stages also expressing CD34, a molecule found on multilineage progenitors ( 397 ). These CD19 

+CD34 + cells have been shown to express TdT, RAG1, and RAG2, the surrogate light-chain orthologs, 

and Ig-a/Ig-ß ( 396 ). They contain D-J, but not productive V-D-J rearrangements. The next stage can be 

defined by loss of CD34, with a fraction that is still IgM - (pre–B cells) and another subset that is IgM +. 

The pre–B cells express heavy chain in their cytoplasm and have down-regulated expression of TdT ( 396 

). All of the IgM+ cells express a marker lost upon final maturation, CD10, so they are immature B cells.



 
FIG. 14. Stages of developing B-lineage cells in human bone marrow can be delineated based on 

expression of combinations of cell surface proteins, similar to mouse.

Human early B-lineage cells have proven much more difficult to grow in culture than mouse cells, although 

conditions have now been defined that allow their expansion in vitro. One of the most surprising 

differences between mouse and human B-precursor growth has been much less dependence on IL-7, 

suggesting that a different cytokine may substitute in humans ( 398 , 399 and 400 ). The finding that lack of 

the cytokine common gamma chain (?c) in mouse blocks B-cell development, but spares T-cell 

development, while the reverse is the case in humans ( 124 , 401 ), demonstrates clear differences in 

cytokine dependence between mouse and human lymphopoiesis.

Human B precursors also express orthologs of ?5 and VpreB, although their organization and number 

differ from the mouse ( 402 , 403 and 404 ). Their expression occurs at a corresponding stage and analysis of 

the human EBF gene, showing that its targets are similar to those of mouse EBF, including Ig-a, Ig-ß and 

14.1 (the human ortholog of ?5) ( 405 ). Importantly, mutations in components of the pre-BCR lead to 

immunodeficiency diseases in humans, pointing out the similar and crucial role that pre–BCR signaling 

plays in human B-cell development ( 406 , 407 and 408 ).

Germinal Center Differentiation

As in mouse, germinal centers (GC) are anatomical structures in secondary lymphoid organs where 

T-dependent immune responses occur, selecting high-affinity clones during the process of somatic 

hypermutation and eventually generating memory B cells. The GC consists of B cells at a variety of 

differentiation states, from early-activated B cells through the plasmablast stage. Therefore, study of this 

process has benefited significantly from resolution of intermediate stages using multiparameter flow 

cytometry and carefully chosen cell-surface markers. In one study, this technique allowed definition of two 

IgD + stages, two GC stages, and a memory stage in tonsilar B cells ( 409 ). This work focused on the 

levels of somatic mutations accumulating as cells passed through this pathway, finding that it was first 

detected in the initial GC stage (centroblast). Subsequent work has shown that IgD + somatically mutated 

cells can be detected in peripheral blood, based on expression of CD27, suggesting that they are 



IgM+IgD+ memory B cells ( 409 ).

Recent work has found an interesting link between somatic hypermutation and certain B-cell lymphomas. 

Bcl-6 is a transcriptional repressor that is linked to both germinal center B cells and to B-lymphomas that 

likely derive from GC B cells ( 410 , 411 ). Bcl-6 expression is high in GC B cells and is required for 

formation of the germinal center ( 412 ). Strikingly, its 5' regulatory region is mutated as a consequence of 

hypermutation in GC B cells, the first example of hypermutation targeted outside the Ig regions ( 410 , 411 ), 

and links this process to deregulated cell growth and lymphomagenesis. Subsequently, mutations have 

also been found, albeit at a lower level, in CD95/Fas, suggesting this as another potential cause for 

lymphomas of GC origin ( 413 ).

Abnormalities of Development

A key discovery in the past decade has been the finding that a well-known immunodeficiency, X-linked 

immunodeficiency (XLA), characterized by inability to respond to bacterial infections and a severe deficit in 

peripheral B cells ( 414 ), is due to mutations in Btk, Bruton’s tyrosine kinase ( 415 ). Shortly after this finding, 

the mouse ortholog of Btk was shown to be the cause of murine Xid, an extensively studied mutation 

originally identified in CBA/N mice ( 416 ). Btk deficiency in humans is more severe than Xid, with little 

B-cell development past the early B-cell stage, in contrast with an absence of normal peripheral B-cell 

development in mouse and inability to respond to certain types of T-independent antigens ( 417 ). This 

difference is not simply due to specific differences in the mutations, as a complete null mutation in mouse 

is indistinguishable from Xid ( 350 ). Thus, human B-cell development, likely at the pre–BCR signaling 

stage, is much more dependent on Btk.

While XLA is by far the most common B-cell deficiency, amounting to over 80% of those identified, 

non–X-linked mutations have also been observed. These correspond to mutations in the pre–BCR 

signaling complex, and in most cases similar effects had been observed in the mouse. For example, 

deletions or mutations in the µ-constant regions accounted for another 5% ( 408 ). Examples have been 

found of mutations in the 14.1 gene, the human ortholog of the mouse surrogate light-chain ?5 protein ( 

406 ) and also in Ig-a ( 407 ). In both of these cases, early B-lineage cells, identified as CD19 +CD34 +, were 

present in normal numbers in bone marrow, but CD19 +CD34 - cµ + cells (pre–B cells) and all later stages 

were absent. Finally, a patient with a mutation in BLNK, an adaptor protein that links pre–BCR signaling 

from Syk to the rest of the signaling cascade, showed a similar phenotype ( 418 ).

Very few peripheral B cells are detected in any of these disorders, which suggests that pre–BCR signaling 

is more critical in human than in mouse, where mutations in ?5 and BLNK allow the generation of variable 

numbers of peripheral B cells. The reason for this difference is not yet understood. Interestingly, common 

variable immunodeficiency has been shown to result from mutations in the common gamma chain ( 124 ) 

or in the JAK3 gene ( 419 ), consistent with IL-7 playing a much less critical role in human pre–B-cell growth 

than in mouse. As had already been determined from culture studies ( 398 , 399 ), B-cell development is 



relatively intact, whereas T cells are ablated. The reverse is true for mouse ( 420 , 421 ).

New Insights into Treatment of B-Cell Malignancies

One of the principal reasons for studying the regulation of B-cell development is that defects in this 

process may result in lymphoma. Human B-lineage neoplasias can be viewed as transformed 

counterparts of normal B-cell developmental stages, such as pro–B, pre–B, immature B, mature B, or 

plasma cell, based on rearrangement status and surface phenotype ( 402 ). In some cases, transformed 

cells may even retain growth characteristics of the normal counterpart. This type of classification scheme, 

correlating features of neoplasias with their normal counterparts has been useful in diagnosis and 

prognosis of B-lineage neoplasias. For example, B-precursor acute lymphoblastic leukemia (ALL), the 

most common type of ALL in children (ALL accounts for 25% of childhood cancer), is a clonal expansion 

of a cell defined by surface phenotype and Ig rearrangement status as representing the pro–B stage ( 422 , 

423 and 424 ). Recent analyses of B-precursor ALL suggests that they can be subdivided into a pro–B type, 

predominant in pediatric patients, and a pre–B type, more frequent in adults ( 425 ).

Whereas traditional chemotherapeutic agents typically target proliferating cells without specificity for 

malignant cells, the identification of molecular abnormalities that result in the abnormal survival and 

proliferation of leukemic cells may lead to the design of novel therapies that specifically target these cells. 

For example, the successful treatment of mice carrying human B-precursor leukemias with antisense 

strategies and tyrosine kinase inhibitors holds promise for efficacy in humans ( 426 , 427 ). The identification 

of novel translocations in B-precursor ALL also holds promise in understanding this disease at the 

molecular level ( 428 , 429 , 430 and 431 ).

Another therapeutic approach makes use of knowledge of the surface phenotype of the transformed cell, 

as in the recent development of anti-CD20 therapy for several types of B-lymphomas ( 432 ). CD20 is a 

33-kDa phosphoprotein expressed highly on the surface of mature B cells ( 433 , 434 and 435 ). Antibodies to 

CD20, originally called B-1, were initially characterized by their stimulatory and inhibitory effects on human 

B cells, indicating the importance of CD20 in regulating B-cell proliferation and differentiation ( 436 , 437 and 

438 ). Therapeutic anti-CD20, called Rituximab, is a chimeric antibody derived by fusing the V regions of a 

mouse antibody to the human IgG1 constant segment ( 439 ). The precise mechanism of depletion is not 

yet fully understood, but likely includes contributions from antibody-dependent cell-mediated cytotoxicity, 

complement mediated cytotoxicity, and direct antibody binding effects, including sensitization to apoptosis 

( 432 ). As most of the cells in many indolent B-cell neoplasms, such as non-Hodgkin’s lymphoma or 

chronic lymphocytic leukemia (CLL), are not predominantly in cycle, the problem may be more a failure to 

die appropriately, rather than a failure to regulate proliferation. A greater understanding of the growth and 

sensitivity to apoptosis of different types of lymphomas and leukemias may allow more specific targeting 

using this approach ( 440 ). For example, while CLL cells express relatively low levels of CD20, likely 

requiring higher doses of anti-CD20 for a response, a combination with another antibody, CD52, which 

recognizes a molecule that is highly expressed on CLL, has shown promise ( 441 ). Alternatively, treatment 



with anti-CD20 may render the cells generally more sensitive to apoptosis, so that use in combination with 

more conventional chemotherapeutic agents will be efficacious. These combination therapies are already 

in clinical trials.

Novel technologies may revolutionize our understanding of B-cell development and the relationship 

between normal and transformed cells. For example, recent gene-profiling analysis suggests that CLL can 

be subdivided into two types of disease, with different severity and different response to therapies ( 442 ). 

This analysis also challenges the earlier classification of the disease as a transformation of normal CD5 + 

B cells, since there are more similarities with normal memory B cells. It is likely that advances in our 

understanding of the growth and differentiation of cells that represent transformed counterparts of normal 

developmental stages will suggest novel therapeutic approaches. In the case of CLL, the development of 

gene therapy has allowed introduction of a gene product, CD40, into patient leukemia cells that can then 

serve as stimulators for induction of anti-tumor responses ( 443 ).

ALTERNATIVE STRATEGIES FOR B-CELL DEVELOPMENT

The broad outlines, and even many of the details of B-cell development, are quite similar in mouse and 

man, but there are striking differences in other species. There is a notable common alternative approach 

that involves generation of Ig + cells during fetal/neonatal development with a relatively restricted 

repertoire that is then diversified by novel approaches (gene conversion or somatic hypermutation) in 

specialized lymphoid organs that are associated with the gut. In these species most development from Ig -

 precursors appears to cease by birth and the B-cell population is maintained by self-renewal of mature B 

cells. Here we consider the development and diversification of B cells in chicken and rabbit.

Chicken

B-cell development in the avian occurs in the bursa of Fabricius ( 444 , 445 ). In fact, the term “B” cell refers 

to “bursa-derived,” reflecting the historical origins of research in lymphocyte development. In brief, removal 

of the bursa just after hatching eliminated the ability to mount an antibody response, demonstrating the 

importance of this organ in generating cells capable of antibody formation ( 444 ). In contrast with the bone 

marrow, the bursa, being associated with the gut ( 446 ), facilitates exposure of developing cells to external 

antigens and bacterial flora. B-cell development in chicken is usually divided into three stages: pre-bursal, 

bursal, and post-bursal ( 447 ).

During pre-bursal development, at day E5, early precursors can be identified in the para-aortic foci ( 448 ), 

likely corresponding with similar precursor stages localized in this anatomic site in mammals ( 2 ). 

B-lineage commitment, as indicated by D-J rearrangements is detected in the yolk sack at day E5/6, and 

V-gene rearrangement is found 3 days later ( 449 ). Unlike mammalian ordered development, light-chain 

rearrangement is detected at about the same time as heavy chain, and light chain can precede heavy 

chain ( 450 ). This means that there is no pre–B stage, per se, and also probably no requirement for 



surrogate light chain. Rearranging B-lineage precursors migrate into the bursal mesenchyme at about day 

E12, and thereafter these cells begin to proliferate in bursal epithelial buds. This proliferation selectively 

expands cells that have B-cell receptors. These receptors have very limited diversity, since the heavy 

chain is formed by rearrangement of a single VH, several Ds, and a single JH pairing with a light chain 

generated by rearrangement of a single VL with a single JL ( 451 , 452 ). As in mouse fetal development, 

there is no TdT-mediated N-region addition at the junctions ( 452 ).

This “pre-bursal” receptor is diversified by gene conversion by a set of V pseudo-genes during this 

proliferative phase. At about hatching, these cells become exposed to the contents of the bursal lumen 

that is connected to the gut lumen via the bursal duct, similar to the appendix. Thus, these proliferating B 

cells are exposed to the contents of the digestive tract and there is also reverse peristalsis at the end of 

the gut that transports external antigens into the bursal duct ( 446 ). At about this time, the level of 

apoptosis increases dramatically and it is possible that only 5% of the cells generated in the bursa 

eventually emerge ( 453 ). This death may be due to generation of nonfunctional receptors during the 

course of gene conversion or it may reflect antigenic selection.

At hatching, emigration of B cells from the bursa increases, but most of these cells constitute a population 

with a relatively short half-life, measured in days ( 454 ). The long-lived pool colonizes the peripheral 

lymphoid organs over several weeks as the bursa atrophies. By 3 weeks after hatching, bursectomy no 

longer results in agammaglobulinemia, indicating that the post-bursal phase has become established.

Rabbit

B-cell development in rabbit is similar to chicken, in that B cells initially are produced with limited BCR 

diversity ( 455 , 456 and 457 ) during fetal life, with little new production after birth ( 458 , 459 ). This repertoire is 

then expanded through gene conversion ( 455 , 460 ) and somatic hypermutation ( 460 , 461 ) in a specialized 

gut-associated organ, the appendix ( 462 ). However, unlike chicken, this diversification process is 

dependent on antigen availability ( 463 , 464 and 465 ).

Pre–B cells can be found in rabbit before birth in the liver, bone marrow, and omentum ( 458 , 466 , 467 and 

468 ), but B-lymphopoiesis decreases at birth and is negligible in adult animals ( 459 ). Ig rearrangement 

during fetal and neonatal times is dominated by usage of the most D-proximal V 
H

 gene paired with 

multiple V 
L
 genes in the light chain ( 456 , 457 , 469 , 470 , 471 and 472 ). In contrast with chicken and mouse, 

there is significant N-addition ( 457 , 471 ). From 4 to 8 weeks after birth, there is a striking increase in the 

diversity of this primary repertoire that occurs during proliferation of B cells in the gut-associated lymphoid 

tissues (GALT) ( 459 , 460 ). V genes are diversified by both gene conversion ( 455 ) and also by somatic 

hypermutation ( 460 , 461 ). Importantly, surgical removal of GALT organs—appendix, saccutus rotundus, 

and the Peyer’s patch—from neonatal rabbits led to unresponsiveness to many antigens, suggesting that 

this diversification was crucial for normal immune function ( 473 ). This finding has been confirmed by 



sequence analysis, demonstrating that removal of the GALT blocks diversification ( 462 ).

Considering the relatively late diversification in rabbit compared to the chicken, these gut areas will provide 

a milieu of microbial antigens and this appears to be a critical aspect of the diversification process. For 

example, surgery to prevent access of intestinal flora to the appendix blocked diversification in this organ ( 

474 , 475 ); diversification could be restored by reversing the ligation ( 474 ). Furthermore, analysis of rabbits 

reared in germfree conditions revealed abnormal cellular development in the GALT ( 464 ) and a lack of 

responsiveness to certain antigens ( 463 ). The dependence of V-gene diversification on antigen has been 

directly demonstrated in animals where the sacchus rotundus and Peyer’s patches were removed at birth 

and the appendix ligated. Testing the peripheral blood B-cell–V-gene repertoire showed an absence of 

diversification, in contrast to controls ( 465 ). Although the mechanism for this stimulation remains to be 

established, possibilities include B-cell activation by a BCR superantigen ( 476 , 477 and 478 ) or through a 

B-cell Toll-like receptor ( 479 ).

Two B-Cell Developmental Pathways?

The similarities of chicken and rabbit B-cell development with that in other species such as sheep, swine, 

and cow suggests that the initial production of a limited BCR repertoire during fetal/neonatal life, 

diversification at a later time, and maintenance of the B-cell pool in adult life by self-renewal (rather than 

de novo generation from unrearranged precursors) is a major pattern in the design of the immune system 

( Fig. 15). This pattern contrasts with that described for mouse and man, where ordered heavy- and 

light-chain rearrangement, pre–BCR selection, and replacement of senescent B cells by newly generated 

B cells are major aspects of development. This raises the interesting question of whether there is an 

analogous B-cell development pathway in humans or mouse, perhaps as a vestige.

 
FIG. 15. Alternative strategies of repertoire diversification and B-cell development. In B-cell development 

in both mouse and human bone marrow, ordered rearrangement predominates, with a pre–BCR selection 

phase dividing heavy- and light-chain rearrangement. The eventual outcome is a population of newly 



formed B cells with a diverse set of BCRs that are produced throughout life. In the chicken and rabbit, Ig 

rearrangement appears less efficient (usually the other allele is germline) and much less diverse, with a 

single BCR for chicken. However, these cells proliferate and undergo gene conversion during 

fetal/neonatal life, followed by selection, eventually generating a set of B cells with a more diverse 

repertoire that persist for the life of the animal.

The idea of two pathways in bone marrow development was suggested previously, based on the 

observation that heavy- and light-chain ordering is not absolute: Light-chain rearrangements are detected 

in mice incapable of making heavy-chain rearrangements and can be detected in cells early in B-cell 

development ( 480 ). In one pathway, heavy chains rearrange first, and the pre-BCR is assembled and 

signals down-regulation of RAG1/2 expression (ending heavy-chain rearrangement), clonal expansion, 

and accessibility of the kappa locus. Cessation of proliferation is coincident with re-induction of RAG1/2 

and light-chain rearrangement. Expression of a complete BCR signals final termination of RAG 

expression. In this model, pre-BCR and BCR mediate allelic exclusion by a feedback mechanism 

regulating RAG expression. Thus, most B cells have D-J or even V-D-J rearrangements on both alleles. In 

the alternative pathway, heavy and light chains rearrange stochastically and allelic exclusion is mediated 

by relative inaccessibility of the loci (and thereby low frequency of rearrangement). If this is the major 

pathway in chicken and rabbit, it is consistent with the observation that most chicken B cells have only one 

allele rearranged ( 452 , 481 , 482 ). Furthermore, the careful ordering of TdT expression, being 

down-regulated at the light-chain rearranging stage, is apparently not the case for rabbit, where a large 

percentage of light chains have N regions ( 472 ).

Most rabbit B cells express CD5 ( 483 ). In mouse, much of the CD5 + B-cell population is generated during 

fetal/neonatal development and persists in the adult through self-renewal ( 326 ). Furthermore, these cells 

express a relatively restricted BCR repertoire that is dependent on antigen selection ( 23 ). Finally, the 

pre–BCR selection phase of several heavy chains abundant in CD5 B cells appears to follow different 

rules than classical pre–BCR-mediated expansion ( 218 ). In fact, the process of development in mouse 

fetal liver may predominantly follow this alternative pathway ( 339 ). Thus, in mouse, fetal development, 

which culminates in production of B-1 B cells, may represent a type of alternative or “primitive” B-cell 

development, as has been proposed previously ( 484 ). It is less clear whether a similar distinction exists in 

human B-cell development, as data are lacking. Nevertheless, one can envision a primordial pathway that 

randomly combines heavy and light chains and simply selects cells that express BCRs with weak reactivity 

to self or environmental antigens, as an alternative to an elaborate process fine tuned to generate more 

variation comprised of ordered rearrangement, pre–BCR selection, and BCR selection.

CONCLUDING REMARKS

There has been considerable progress over the past decade in understanding the mechanisms that 

regulate B-cell development, with important insights coming from application of the novel genetic 



approaches of transgenesis and gene targeting. In a sense, this has allowed progression from research 

with simple model systems using cell lines to analysis of “normal B cells” in whole animals. The use of 

such mutant mouse “reagents,” together with much higher resolution of normal development made 

possible by multiparameter flow cytometry, has proven a powerful combination for unraveling much of the 

complexity of this process. It is daunting to attempt to predict where new advances in the field will come, 

but undoubtedly the completion of the genome sequence for both mouse and human will provide impetus 

to large-scale gene profiles of B-cell development, as have already begun ( 485 , 486 ). A complementary 

approach to gene targeting based on such profiling will involve characterizing new mutant mice generated 

by chemical mutagenesis ( 487 , 488 ). Considering the recent unanticipated discoveries of AID in isotype 

switching and BAFF in peripheral B-cell development, it seems likely that the coming decade will provide 

many surprises. A goal will be to eventually understand how the interplay of the innate and adaptive 

immune systems generates protective responses, while avoiding autoimmune pathologies at the organism 

level.
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OVERVIEW

Humoral immunity provides immediate and long-term protection against a vast array of 
infectious agents as one vital component of the adaptive immune system. Expression of 
a B-cell receptor (BCR) signaling complex guides the development of immature B cells 
in the bone marrow and is required for the survival of mature B cells at homeostasis in 
the periphery. Infection disturbs homeostasis to signal and recruit antigen-specific B 
cells into the adaptive immune response.

In the first half of this chapter, I discuss BCR signaling mechanisms as the biochemical 
consequences of the initial encounter with antigen. Upon cross-linking with specific 
antigen, the BCR signaling complex translocates rapidly and aggregates in specialized 
membrane microdomains rich in signaling intermediates. These biophysical 
consequences of antigen-specific recognition are detected within seconds of antigen 
encounter and are discussed as the earliest BCR proximal signaling mechanisms. 
Surface BCR aggregation then initiates a rapid cascade of intracellular activation events 
recruiting kinases, adaptor molecules, and lipid-metabolizing enzymes to the plasma 
membrane to amplify this initial BCR-mediated signal. These membrane-associated 
activities produce a number of secondary signaling intermediates that impact a 
multitude of downstream effector pathways. The separate effector pathways are 
described in detail highlighting their potential impact on cell fate through differential 
regulation of gene expression. A discussion of cell surface molecules able to modulate 
BCR signaling by either exerting their basal enzymatic activity or interpreting the form of 
antigen encountered by the B cells concludes the presentation of BCR signaling 
mechanisms.

In the second half of this chapter, the cellular impact of antigen-specific B-cell activation 
is discussed in detail. The activities of subspecialized B-cell compartments (B-1 and 
marginal zone MZ B cells) are presented and discussed in the context of their role in 
T-cell–independent B-cell responses. Emphasis is then placed on antigen-specific, 
helper T-cell–regulated B-cell immunity. This intriguing facet of adaptive immunity 
emerges as a series of interdependent Th-cell and B-cell development pathways that 
are highly focused on specific antigen clearance and long-term immune protection. The 
innate immune system is still required to recruit and shape the quality of the initial naïve 
Th- and B-cell response. Clonally expanded effector Th cells then deliver cognate help 
to antigen-activated B cells at the T/B borders of secondary lymphoid organs. Isotype 
switch recombination and plasma cell development constitute one option for specific 
B-cell development that proceeds within the T zones of these organs. The second 
major outcome of specific Th/B–cell interactions is the germinal center (GC) pathway to 
memory B-cell development. The quantity and quality of cognate cellular interaction 
(immune synapsis) at each phase of development determines subsequent cell fate. A 
short discussion on the cellular organization of B-cell memory and the nature of antigen 
recall responses concludes the last section of the chapter.

BCR PROXIMAL SIGNALING MECHANISMS

Recognition of foreign antigens through the BCR complex is the central initiating event 



that leads to antigen-specific B-cell differentiation and the development of humoral 
immunity. The BCR signaling complex also plays a central role in B-cell development 
and the survival of mature B cells at homeostasis. Thus, it remains difficult to study the 
role of the BCR in isolation of its potential impact on the pre-immune status of the naïve 
B cell. Nevertheless, numerous analyses of BCR function in B-cell lines and genetically 
manipulated animal models provide insight into the steady-state organization of the 
BCR signaling complex and the earliest BCR proximal signaling mechanisms at the 
time of initial antigen encounter.

The BCR Signaling Complex

The BCR signaling complex consists of membrane immunoglobulin (mIg) to bind 
specific antigens and a heterodimer of Ig-a (CD79a) and Ig-ß (CD79b) as its 
noncovalently associated signaling subunit ( 1 , 2 and 3 ) ( Fig. 1). The membrane 
proximal heavy-chain constant region (CH) domain of mIg is required for stable 
association with Ig-a/ß heterodimers. The 25-amino-acid transmembrane domain of mIg 
contains a series of polar residues on one side of a predicted a-helix that are conserved 
across all Ig isotype classes and for mIgM have been shown to bind Iga/ß heterodimers 
( 4 ). Using epitope-tagged Iga and the immunoprecipitation of the BCR complex from 
the J558L B-cell line, Schamel and Reth ( 5 ) demonstrated that each complex 
contained only one type of Iga (either tagged or untagged). These trends were further 
supported by biosynthetic labeling that quantified relative amounts of IgH, IgL, Iga, and 
Igß. Thus, contrary to earlier expectations, there was a 1:1 stoichometry between mIg 
and Iga/Igß. Using limiting detergent concentrations, further analyses indicate that 
co-expressed mIgM and mIgD form BCR oligomers that segregate in the cell membrane 
in an isotype-specific manner. These more complex structures may influence the lateral 
mobility of the BCR complex in the cell membrane at homeostasis and impact the 
quality of initial antigen recognition events.

 
FIG. 1. Dynamic equilibrium of BCR signaling at homeostasis. The BCR signaling 
complex consists of membrane immunoglobulin with heavy (IgH) and light (IgL) chain 
subunits noncovalently associated with a signaling subunit heterodimer of Iga (CD79a) 
and Igß (CD79b). Prior to antigen engagement, the BCR complex is excluded from the 
cholesterol-rich membrane microdomains referred to as lipid rafts. The lipid rafts 
exclude most membrane proteins but concentrate proteins modified by saturated fatty 
acids, such as the adhesion molecule CD58 (LFA-3) and the Src family kinases (SFK). 
At homeostasis, the Syk/Zap 70 family kinase resides constitutively in the cytoplasm 



while the C-terminal Src kinase (Csk) is constitutively associated with a transmembrane 
adaptor protein, Csk binding protein (Cbp), which locates to lipid rafts. Csk serves to 
phosphorylate the inhibitory tyrosines of SFKs, an action antagonized by the 
phosphatase CD45 to maintain a basal level of activated SFKs in the lipid raft 
microdomains. The BCR signaling complex can be found in association with CD45 and 
another transmembrane tyrosine phosphatase, CD22, which are thought to exert 
positive and negative influences at homeostasis to dynamically maintain the naïve B 
cell in a signal-competent state.

The Iga/Igß molecules are disulphide-bonded, type I transmembrane proteins. They are 
the 34- and 40-kDa polypeptide products of the murine genes mb-1 and B29, 
respectively. Apart from glycosylation differences in Iga, all mIg classes associate with 
the same heterodimer ( 6 , 7 ). Each subunit expresses a single extracellular Ig domain, a 
transmembrane region with three polar amino acids (aa) and a cytoplasmic tail of 61aa 
for Iga and 48aa for Igß. Both molecules display one immune-receptor tyrosine-based 
activation motif (ITAM) in their cytoplasmic tails that plays a critical role in 
BCR-mediated signal transduction ( 8 ). The ITAMs are characterized by six conserved 
amino acid residues (D/Ex 7D/Ex 2Yx 2L/Ix 7Yx 2L/I; single-letter code x = any aa) and 
are also found in the cytoplasmic domains of TCR signaling components, certain Fc 
receptors, and CD22. Cross-linking these receptors rapidly induces protein tyrosine 
kinase activation and intracellular calcium mobilization. Mutating either of the two 
conserved tyrosines abolishes this ITAM activity ( 3 , 9 ). Thus, the intracellular ITAMs of 
Iga/Igßare one critical means for communicating a BCR recognition event to the 
signaling intermediates of a variety of intracellular pathways.

During B-cell development, the Iga/ß heterodimer can be found on the surface of pro–B 
cells and is capable of signaling even in the absence of mIg ( 10 ). In pre–B cells, the 
presence of Iga/ß is required for surface expression of rearranged Igµ heavy chains that 
associate with surrogate light chains (VpreB/?5). Transgenic and gene ablation studies 
confirm the critical role of the Iga/ß heterodimer in B-cell development ( 3 ). Animals 
deficient in Igß display a complete block at the pro–B-cell stage, while those expressing 
truncated Iga lacking critical cytoplasmic domains, are compromised in B-cell 
development with a 100-fold decrease in mature B cells in the periphery ( 1 , 2 and 3 ). 
More recently, Lam et al. ( 11 ) used conditional gene ablation methods to delete mIg on 
mature B cells after normal development in the presence of expressed BCR. When 
mature naïve B cells lost mIg expression, they died rapidly by apoptosis with an 
associated up-regulation of CD95 (Fas). Thus, naïve B cells require mIg for their 
survival in vivo and presumably receive some basal signal through an intact BCR 
complex to maintain homeostasis.

Membrane Microdomains

The spatial organization of plasma membrane–associated receptors and their signaling 
intermediates serves to regulate cellular homeostasis. At physiological temperatures, 
cell membranes can be shown to contain segregated microdomains referred to as lipid 
rafts ( 12 , 13 ) ( Fig. 1). These lipid rafts consist of dynamic assemblies of 



glycosphingolipids with saturated fatty acid chains that allow cholesterol to be more 
tightly packed than surrounding less-ordered phospholipid-rich regions of the plasma 
membrane ( 14 ). Operationally, lipid rafts are insoluble in nonionic detergents at low 
temperatures, can be disrupted by the extraction of cholesterol from the membrane and 
can be detected by immunoblotting with cholera toxin B (CTB) subunits that bind GM1 
gangliosides within rafts. These lipid rafts exclude most transmembrane proteins but 
concentrate proteins that are modified with saturated fatty acids. These include 
glycosylphosphatidylinositol-anchored proteins such as CD90 (Thy 1) and CD58 
(LFA-3), doubly acylated proteins such as Src family kinases (SFK) and the Ga subunit 
of heterotrimeric G proteins, and palmitoylated proteins such as the linker of activated T 
cells (LAT) ( 15 ). Many of these molecules have been directly implicated in lymphocyte 
activation or as intermediates in antigen receptor–activated signaling events.

Receptor Aggregation

BCR ligation by multivalent antigen induces rapid translocation of the BCR signaling 
complex into lipid rafts ( Fig. 2). Before activation, only 1% of BCR complexes 
pre-associate with these lipid rafts in mature B cells ( 16 ). Within seconds after 
cross-linking mIg, increased amounts of the BCR complex can be detected in 
GM1-ganglioside rich-membrane fractions ( 17 ). These BCR-containing lipid-raft 
fractions are also enriched for the activating Src family kinase (SFK) Lyn. Aggregating 
receptors on cell membranes is a powerful means to heighten ligand sensitivity and 
intensify the initial specific recognition event ( 10 , 18 ). In general, receptor aggregation 
allows ligand-activated receptors to induce ligand-independent activation of neighboring 
receptors. This type of signal amplification can also occur in B cells. Cross-linking mIgM 
in naïve B cells activates the co-expressed mIgD-associated Iga/Igß heterodimers ( 19 ). 
Similarly, ligating epitope-tagged Iga with antibodies to the epitope tag, also activates 
untagged Iga in the same B cells ( 5 ). Stable translocation into lipid rafts is a selective 
property of only a few transmembrane proteins with the antigen receptor on T cells and 
FceRI on mast cells being two other notable examples ( 20 ). The exchange of 
transmembrane (TM) domains or mutations within the TM of these receptors reduces 
their translocation propensity ( 21 ).

 
FIG. 2. Receptor aggregation and kinase recruitment. BCR ligation by multivalent 
antigen induces rapid translocation of the BCR signaling complex into lipid rafts. CD22 
and CD45 are excluded from these microdomains, altering the preexisting 



phosphatase/kinase balance associated with the BCR at homeostasis. Cbp transiently 
dephosphorylates and dissociates Csk binding, which in turn relieves its inhibitory effect 
on SFKs, exposing their kinase domain to autophosphorylation. The ITAMs of the 
Iga/Igß heterodimer are the most prominent targets of the activated SFKs (Lyn, Fyn, 
Blk, and Lck). Phosphorylated ITAMs become high-affinity targets of Syk, a Syk/Zap-70 
family nonreceptor PTK that is recruited from the cytoplasm. Binding of Syk leads to 
autophosphorylation and induction of further kinase activity that first appears within 
seconds after antigen binding to peak activity within minutes involving further trans- and 
cross-phosphorylation at the site of the growing intracellular BCR signaling complex.

Translocating the BCR signaling complex into lipid raft microdomains also acts to 
dissociate the potentially inhibiting effects of tyrosine phosphatase activity associated 
with CD22 and CD45 ( 22 ) ( Fig. 2). These two transmembrane receptors remain 
excluded from the raft environment, altering the preexisting phosphatase/kinase 
balance associated with the BCR signaling complex at homeostasis.

In mature B cells, stable translocation into lipid rafts precedes BCR-induced tyrosine 
phosphorylation. This translocation event does not require SFK activation, Iga/Igß 
phosphorylation or an intact cytoskeleton ( 12 , 13 ). Nevertheless, upon BCR ligation 
many intracellular signaling intermediates also rapidly re-locate to the cytoplasmic face 
of the plasma-membrane raft microenvironment. These include the partitioning of 
phosphatidylinositol 4,5-bis-phosphate (PIP 2) into rafts suggesting that these sites may 
concentrate the action of lipid-metabolizing enzymes, phospholipase C (PLC) and 
phosphoinositide 3-kinase (PI-3K) ( 12 , 13 ). Interestingly, the rapid translocation into lipid 
rafts may be required for some aspects of BCR-mediated signal transduction such as 
mobilizing intracellular calcium ( 23 ), but appears dispensible for others, such as 
activating of protein kinase C (PKC) and mitogen-activated protein kinase (MAPK) 
signaling pathways ( 24 ). Nevertheless, the rapid relocation of BCR complexes into lipid 
rafts constitutes the earliest BCR proximal signal mechanism used by B cells in 
recognition of foreign antigen ( Fig. 2).

EARLY INTRACELLULAR ACTIVATION CASCADES

BCR aggregation induces rapid intracellular tyrosine kinase recruitment and activation. 
Generally, the membrane-associated SFKs are the kinases most rapidly involved in the 
phosphorylation of Iga/Igß ITAMs. The pITAMs then recruit the ZAP 70–related kinase, 
spleen tyrosine kinase (Syk), from the cytoplasm to further amplify the initial 
BCR-mediated signal. These early activation events propagate a cascade of kinase 
recruitment and activation through trans- and cross-phosphorylation that culminates in 
the assembly of nonenzymatic adaptor molecules into the growing signaling complex. 
Adaptors connect these early signaling activities with a multitude of downstream 
effector pathways. In the next section, two of these adaptor molecules (B-cell linker 
protein, BLNK, and B-cell cytoplasmic adaptor protein, BCAP) are considered with 
particular references to their impact on the formation of the calcium initiation complex. 
This complex comprises the membrane-associated lipid-metabolizing enzyme, PI-3K, 
the Tek family kinase, Bruton’s tyrosine kinase (Btk), and activated PLC-?2. Formation 



of this complex and the production of diacyl glycerol (DAG) and inositol ( 1 , 4 , 5 ) 
triphosphate (IP 3) signify the completion of the early intracellular activation cascades.

SFK Recruitment and Activation

Protein tyrosine phosphorylation accompanies receptor aggregation as one of the 
earliest detectable events following antigen-receptor oligomerization on mature B cells ( 
1 , 2 and 3 , 25 ) ( Fig. 2). This kinase activity is detected as early as 5 seconds and peaks 
within minutes after BCR engagement. The BCR complex itself has no intrinsic protein 
tyrosine kinase (PTK) activity and therefore, must recruit kinases in order to propagate 
downstream signaling events. Four SFKs—Lyn, Fyn, Blk, and Lck—are the earliest 
kinases activated upon BCR ligation ( 26 ). The SFKs are constitutively anchored to the 
inner leaflet of the plasma membrane via N-terminal myristylation of a common glycine 
residue at position 2 of the molecule. The SFKs Lyn and Fyn are also palmitylated on 
cysteine at position 3 or 5 from the N-terminal. These N-terminals preferentially enrich 
SFKs into lipid rafts and bring them into close proximity with translocated BCR 
complexes upon specific receptor engagement.

Upon BCR engagement, the most prominent targets for the initial kinase activity are the 
two tyrosines within the ITAM of Iga and to a lesser extent Igß ( 1 , 2 and 3 ). There 
appear to be qualitative differences in SFK activity and target discrimination that 
indicate a hierarchy of action for these enzymes at the cellular level. Each SFK contains 
a unique N-terminal of ˜30aa associated with protein interactions and a single Src 
homology domain 3 (SH3) that can bind proline-rich regions in many signaling 
intermediates. The next single SH2 domain in each kinase facilitates binding to 
phosphotyrosines and may target pITAMs of the Iga/Igß heterodimer and help to 
amplify the initial signal. In B-cell lines, Fyn predominantly phosphorylates the 
N-terminal tyrosine of the Iga ITAM and then the C-terminal tyrosine, while Blk 
phosphorylates the C-terminal tyrosine, even if the N-terminal tyrosine has been 
mutated. Further, the expression of Lyn and Fyn alone is sufficient to phosphorylate Iga 
after BCR cross-linking ( 27 ). However, B cells from Lyn-deficient mice display 
exaggerated -cell responsiveness revealing a negative regulatory role for this SFK in 
vivo ( 28 ). While Lyn is the most prominent SFK in naïve B cells, it is still not clear which 
of these molecules, or in what combination, are used at the time of initial antigen 
contact in vivo.

Syk Recruitment and Activation

Once the ITAMs of Iga/Igß have been phosphorylated, they become high-affinity targets 
for the tandem SH2 domains of Syk, a Syk/Zap-70 family kinase ( 29 ). Syk is a 
nonreceptor PTK that resides constitutively in the cytoplasm. The binding of Syk to 
pITAMs recruits this kinase to the plasma membrane site of BCR aggregation ( Fig. 2). 
Syk binding to pITAMs induces a conformational change similar to that seen on 
autophosphorylation that promotes phosphorylation of two adjacent tyrosines within the 
SH1 domain, inducing kinase activity ( 30 ). Alternatively, phosphorylation of Tyr519 also 
substantially increases Syk kinase activity, and mutation of this residue to Phe inhibits 



BCR signaling ( 31 ). The activated SFKs associated within the growing intracellular 
signaling complex have been implicated in this process with evidence in Lyn-deficient 
cell lines for greatly reduced Syk activity ( 32 ). Lyn and Syk can also be co-precipitated 
with the BCR complex from activated B cells lending support that the SH2 domains of 
SFKs may bind phosphorylated Syk. Therefore, the intracellular aspect of the BCR 
signaling complex contains activated SFKs, pITAMs, and activated Syk kinases that first 
appear within seconds of the initial recognition event, and then amplifies to peak activity 
within the first few minutes after BCR engagement.

It has been difficult to analyze the role of Syk in mature B cells in vivo because 
Syk-deficient mice display a significant developmental defect and accumulate B cells at 
the pro–B stage in the bone marrow ( 33 ). Even the expression of a transgenic BCR 
fails to promote the maturation of Syk-deficient B cells. However, binding of antigen to 
these immature Syk-deficient B cells does lead to phosphorylation of Iga/Igß but this is 
insufficient to mobilize intracellular calcium.

A Role for Adaptor Molecules BLNK and BCAP

Adapter molecules represent another class of molecules that regulate antigen 
receptor–mediated signals ( Fig. 3). These adaptor molecules possess no enzymatic or 
transcriptional activity, but express a variety of modular binding domains such as SH2, 
SH3, phosphotyrosine binding (PTB) and pleckstrin homology (PH) binding domains ( 34

 , 35 ). The adaptor acts as protein scaffolding to couple signal-transducing complexes to 
a variety of intracellular effector mechanisms. While the list of adaptors and their 
potential binding partners is growing, there is general agreement that LAT and SLP-76 
in T cells ( 15 ) and B-cell linker protein (BLNK; also known as SLP-65) in B cells ( 34 , 35 ) 
are central modulators of antigen-specific lymphocyte activation and critical to the 
initiation of sustained intracellular calcium responses.

 
FIG. 3. Adaptors and the formation of the calcium initiation complex. The adaptor 
protein B-cell linker protein (BLNK) is resident in the cytoplasm and translocates to the 
membrane upon BCR ligation, co-localizing with phosphorylated Syk (pSyk). pSyk 
phosphorylates BLNK, which allows subsequent binding PLC-?2, relocating this critical 
lipid metabolizing enzyme to the membrane. pBLNK also binds the Tek family kinase 
Btk, bringing it to the membrane and into close proximity to SFKs, which facilitate its 
own full activation and close to PLC-?2. pSyk and pBtk appear to help recruit and 



activate the B-cell cytoplasmic adaptor protein (BCAP), which in turn rapidly recruits 
another lipid-metabolizing enzyme, PI-3K, to the growing membrane complex. PI-3K 
phosphorylates PI( 4 , 5 )P 2 to produce focal accumulations of PI( 3 , 4 , 5 )P 3, which also 
serve to recruit enzymes such as Btk and PLC-?2 via their pleckstrin homology (PH) 
domain to the membrane. Physical recruitment to the membrane together with pSyk 
and pBtk are required for full activation of PLC-?2, which ultimately produces 
substantial quantities of DAG that accumulate at the plasma membrane and activates 
most protein kinase C (PKC) isoenzymes and IP 3 that diffuse into the cytoplasm to 
initiate mobilization of intracellular calcium.

BLNK is resident in the cytoplasm, contains an N-terminal region with five tyrosines in a 
YXXP context, a central portion containing several SH3-domain binding motifs, and a 
C-terminal SH2 domain ( 34 , 35 ). Upon BCR ligation, BLNK translocates to the 
membrane where it co-localizes with the PTK Syk ( Fig. 3). Syk is required for tyrosine 
phosphorylation of BLNK, and phosphorylated BLNK is capable of binding the SH2 
domains of PLC-?2 ( 36 ). BLNK is also one of the major binding proteins for the SH2 
domains of the Tek family kinase, Btk in B cells. Therefore, phosphorylated BLNK is 
thought to bring Btk into close proximity to PLC-?2, allowing complete phosphorylation 
and full activation of this key lipid metabolizing enzyme. In support of this model, 
PLC-?2 tyrosine phosphorylation and inositol-1,4,5-triphosphate (IP 3) production is 

absent in BLNK-deficient B cells ( 36 , 37 ). Furthermore, Syk-deficient B cells cannot 
phosphorylate PLC-?2 or produce IP 3 ( 38 ). While Btk-deficient B cells display only a 

small decrease in PLC-?2 phosphorylation, there is a complete loss of IP 3 production ( 
39 ). Thus, BLNK recruits and facilitates the activation of Btk and PLC-?2, two of the 
major constituents of the calcium initiation complex.

The third member of this membrane-associated calcium-initiation complex is PI-3K. 
While PI-3K is a constitutively active enzyme, it must be recruited to the membrane 
complex to exert and focus this metabolic activity. The B-cell cytoplasmic adaptor 
protein (BCAP) was identified through its binding to the p85 subunit of PI-3K based on 
the expectation that additional adaptor molecules exist to connect BCR signaling to 
PI-3K activation ( 40 ). BCAP contains 31 tyrosines that may be phosphorylated and four 
of these within the consensus binding motif for the SH2 domain of the p85 subunit of 
PI-3K. The rapid recruitment of this PI-3K subunit to the lipid rafts upon BCR 
engagement was dependent on the presence of BCAP ( Fig. 3). In the DT-40 chicken 
B-cell line, both Syk and Btk were shown to contribute to initiating and sustaining BCAP 
phosphorylation ( 40 , 41 ), while the SFK Lyn had an inhibitory effect, perhaps through 
the recruitment of tyrosine phosphatases ( 42 ). Mice deficient in BCAP have decreased 
numbers of mature B cells, reduced calcium responsiveness and proliferative 
responses in vitro. These data are consistent with the studies in cell lines ( 43 ). Thus, 
BCAP and PI-3K can be added to the list of molecules recruited rapidly into the 
intracellular signaling complex to regulate the impact of BCR-mediated signaling.

PI-3K Recruitment to Membrane



PI-3K plays an important role in PLC-?2 activation, although both enzymes share a 
common membrane-associated lipid substrate. PI-3K phosphorylates the inositol group 
of the PLC-?2 substrate PI( 4 , 5 )P 2 to produce PI( 3 , 4 , 5 )P 3. The subsequent focal 

accumulation of PI( 3 , 4 , 5 )P 3 recruits Btk to the membrane signaling complex by 

binding to its pleckstrin homology (PH) domain ( 44 ). This brings Btk into close 
apposition to PLC-?2, which may itself bind to the membrane via its own PH domain. As 
discussed above, this direct membrane binding further encourages Btk activation by 
Syk and its subsequent activation of PLC-?2. This molecular interdependence is again 
highlighted through the role of Syk and Btk in phosphorylating BCAP, the adaptor 
molecule that initially recruits PI-3K to the membrane complex ( Fig. 3).

There are multiple forms of PI-3Ks but those associated with lymphocyte activation are 
the class 1 PI-3Ks ( 45 ). These comprise a heterodimer with one catalytic subunit and 
one regulatory subunit. The p110 catalytic subunit is constitutively active and exists in 
four isoforms (a, ß, d and ?). Hence, the key to regulating PI-3K activity is targeting 
catalysis to the plasma membrane through the regulatory subunit, which is encoded by 
three distinct genes, p85a, p85ß, and p55 ( 45 ). The p85a subunit of PI-3K is the most 
abundant regulatory molecule and deletion of this isoform by gene targeting results in 
decreased B-cell development and diminished proliferative responses to BCR 
stimulation in vitro. However, genetic manipulation of PI-3K function is complicated and 
becomes difficult to interpret due to the multiple isoforms of both the catalytic and 
regulatory subunits. The PI-3K inhibitor wortmannin blocks BCR-induced PI( 3 , 4 , 5 )P 3 
production, and has been useful in establishing the role of the latter in a range of 
cellular processes, such as cell cycle progression, cell motility, and adhesion. 
Wortmannin treatment also abrogates BCR-induced elevation of intracellular calcium, 
emphasizing the interplay among its activity, Btk activity, the complete activation of 
PLC-?2, and the production of adequate levels of IP 3.

Btk Recruitment and Activation

BCR-mediated activation also leads to the rapid recruitment and activation of the Tek 
family kinase, Btk ( Fig. 3). The Tek family of kinases share some structural homology 
with SFKs displaying similar SH2 and SH3 domains, but lack constitutive attachment to 
the plasma membrane with no N-terminal myristylation or palmitoylation sites ( 46 ). 
Complete activation of Teks requires localization to the membrane, phosphorylation of 
the activation loop by SFKs, and subsequent autophosphorylation of Tyr223 in the SH3 
domain. Binding pBLNK through its SH2 domain and PI( 3 , 4 , 5 )P 3 through its PH 
domain brings Btk into close proximity to SFKs for activation and to its major substrate 
PLC-?2. Lack of functional Btk causes severe B-cell immunodeficiencies that are 
characterized by decreased mature B-cell numbers and grossly impaired B-cell 
responsiveness (X-linked agammaglobulinemia, XLA in humans, and Xid in mice) ( 47 , 
48 ). Mutations in the kinase, PH, SH2, and SH3 domains cause varying degrees of 
immunodeficiency. Ectopic expression of Btk can restore the blunted calcium 
responsiveness of the Xid B cells. Similarly, over-expression of Btk in B-cell lines 
augments intracellular calcium mobilzation. A negative regulator of Btk has also recently 



been described ( 49 ). This transinhibitor of Btk (IBtk) binds to the PH domain and can 
block downstream activities such as calcium responsiveness and NF-?B–driven 
transcription.

PLCc-?2 Activation

Activated PLC-? hydrolyzes the lipid substrate PI( 4 , 5 )P 2 to generate the secondary 
signaling activators DAG and IP 3. While DAG remains associated with the plasma 
membrane, IP 3 diffuses into the cytosol and binds to its receptors on the membrane of 

the endoplasmic reticuluum (ER) to initiate the release of Ca 2+. PLC-? isoforms 1 and 
2 uniquely contain two SH2 domains, an SH3 domain, and a PH domain. While PLC-?1 
is predominant in most cell types, including T cells, PLC-?2 is the dominant isoform in B 
cells. Full activity of PLC-?2 requires physical recruitment to the plasma membrane, 
direct phosphorylation of multiple tyrosines, and perhaps an SH2- and 
phosphorylation-mediated conformational change of the molecule ( 1 ).

In activated B cells, the C-terminal SH2 domain of PLC-?2 can bind to a conserved 
phosphotyrosine residue between the SH2 and the kinase domain of activated Syk ( 50 

). As described above, PLC-?2 can also bind to phosphorylated BLNK. Btk is capable of 
directly phosphorylating critical tyrosine residues required for activation; however, there 
is residual phosphorylation of PLC-?2 in the absence of Btk that can be attributed to 
Syk activity. It is plausible that both Syk and Btk play a role in activating PLC-? by 
phosphorylating different tyrosines, and this concerted action is facilitated through the 
SH2 docking site of BLNK. The PH domain can also directly recruit PLC-?2 to the 
plasma membrane and contribute to the complete activation of this enzyme. Finally, to 
underscore the importance of PLC-?2 to calcium responsiveness in vivo, IgM 
receptor–induced calcium flux and proliferation to B-cell mitogens are absent in 
PLC-?2–deficient mice ( 51 ). The B-cell defects in PLC-?2–deficient animals are similar 
to the Btk-deficient and BLNK-deficient animals arguing further that they lie within the 
same signal transduction pathway.

In summary, surface BCR aggregation nucleates an intracellular signaling complex at 
the inner leaflet of the plasma membrane through the rapid concerted action of 
activated SFKs, pITAMs, and activated Syk PTK. Recruitment and phosphorylation of 
the adaptors BLNK and BCAP encourage the lipid-metabolizing enzyme PI-3K and the 
Tek-family kinase Btk to join this complex and completely activate PLC-?2 ( Fig. 3). 
Activated PLC-?2 ultimately produces substantial quantities of IP 3 that diffuses into the 
cytoplasm, binds IP 3 receptors, and initiates the mobilization of intracellular calcium 
stores.

EFFECTOR SIGNALING PATHWAYS

Sustained elevation of cytosolic Ca 2+ regulates the activity of transcription factors such 
as NF-ATc and NF-?B with substantial impact on cell fate. This complex effector 
signaling pathway relies on IP 3-dependent mobilization of intracellular Ca 2+ stores 



from the ER of activated B cells ( Fig. 4). ER-store release of Ca 2+ then triggers the 
influx of extracellular Ca 2+ through Ca 2+ release-activated Ca 2+ (CRAC) channels by 
a poorly understood mechanism referred to as capacitative calcium entry (CCE). This 
elevated level of intracellular Ca 2+ propagates Ca 2+/calmodulin–dependent activation 
of calcineurin and the nuclear translocation of NF-ATc, and together with PKC 
activation, the nuclear translocation of NF-?B. Three separate effector signaling 
pathways are presented in some detail in the last half of this section. The PKC 
activation pathway that has both positive and negative influences on BCR signaling 
activity. The PI-3K/Akt (PKB) activation pathway that has a significant impact on cell 
fate by regulating the pattern of gene expression and more directly promoting cell 
survival. Finally, the Ras/MAPK pathways are presented briefly as being associated 
with BCR-mediated cell proliferation, differentiation, and death. The details of these 
effector signaling pathways serve to highlight the diversity of intracellular regulatory 
mechanisms available to antigen-activated B cells and begin to outline how 
BCR-mediated signals are integrated at the cellular level.

 
FIG. 4. Elevation of cytosolic calcium and alterations in gene expression. The complete 
activation of PLC-?2 leads to the production of water-soluble IP 3, which diffuses into 
the cytoplasm where it binds IP 3R located in the membrane of the endoplasmic 

reticulum (ER). Binding to IP 3R mobilizes ER Ca 2+ stores to the cytosol by altering a 
dynamic balance maintained through ATPase-dependent pumps within the membrane 
referred to as sarcoplasmic/ER Ca 2+-ATPase (SERCA). The depletion of ER Ca 2+ 
triggers the influx of extracellular Ca 2+ across the plasma membrane through Ca 2+ 
release–activated Ca 2+ (CRAC) channels by a poorly understood mechanism referred 
to as capacitative calcium entry (CCE). Sustained elevation of cytosolic calcium targets 
the Ca 2+/calmodulin–dependent activation of the serine/threonine protein phosphatase, 
calcineurin. Activated calcineurin dephosphorylates the transcription factor NF-ATc, 
exposing a nuclear localization signal (NLS) that promotes its nuclear import, allowing 
the modulation of gene expression for numerous gene products through binding to 
consensus sequences in many promoters. Glycogen synthase kinase-3 (GSK-3) that is 
resident in the nucleus can promote nuclear export of NF-ATc through phosphorylation 
and masking of the NLS, indicating a complex mechanism of nuclear retention for this 



transcription factor in B cells.

Mobilization of Intracellular Calcium Stores

The complete activation of PLC-?2 converts the membrane component PI( 4 , 5 )P 2 into 
the two second messengers, DAG and IP 3. While DAG remains attached to the inner 
leaflet of the plasma embrane, IP 3 is water soluble and diffuses into the cytoplasm 

where it binds to IP 3Rs as the critical mediator of intracellular calcium mobilization ( 52 , 
53 ) ( Fig. 4). In B cells, the ER is the major intracellular store for calcium ions (Ca 2+). 
These stores are maintained dynamically through ATPase-dependent pumps 
associated with the ER membrane, referred to as the sarcoplasmic/endoplasmic 
reticulum Ca 2+-ATPase (SERCA) ( 54 ). There are also buffering proteins within the ER, 
such as calsequestrin, that help to maintain the high intraluminal concentrations of Ca 
2+. In naïve mature lymphocytes, the free cytoplasmic Ca 2+ is maintained at around 
100 nM prior to mobilization of intracellular stores. Within the first 5 to 15 seconds after 
antigen-receptor oligomerization, intracellular free calcium can reach levels of 400nM to 
in excess of 1000 nM, depending on the nature of the signal.

The IP 3R that mediates this release of intracellular Ca 2+ stores is composed of a 
homotetramer of 310 kDa subunits, each capable of binding one IP 3 molecule at its 

positively charged Arg/Lys–rich N-terminal region ( 54 ). These receptors are inserted 
into the ER membrane and coexist in multiple isoforms with somewhat differing 
signaling patterns ( 55 ). IP 3R-1 is slowly inactivated by Ca 2+, while both IP 3R-2 and IP 

3R-3 are resistant to Ca 2+. IP 3R-1 and IP 3R-2 mediate Ca 2+ oscillations while IP 

3R-3 mediates a single spike in intracellular Ca 2+. However, there appears to be a 
great deal of functional redundancy across these receptors as deletion of all three 
isoforms in DT40 chicken B cells was required to completely inhibit the BCR-mediated 
Ca 2+ response ( 56 ). Chemicals such as thapsigargin have been useful in manipulating 
the ER stores of Ca 2+. These chemicals debilitate the SERCA pump and allow slow 
emptying of the ER stores that is independent of IP 3 production. The calcium 

ionophore, ionomycin, can also mediate ER store release of Ca 2+ in the absence of 
antigen-receptor ligation, IP 3 production, or significant direct influx of extracellular 
calcium via the plasma membrane.

Capacitative Calcium Entry

Emptying the ER stores of Ca 2+ triggers the influx of extracellular Ca 2+ across the 
plasma membrane through specialized Ca 2+ channels. The Ca 2+ store release leads 
to an initial spike of cytoplasmic Ca 2+, while sustained elevation in the cytoplasm 
needed for subsequent impact on transcriptional activity, requires the influx of 
extracellular Ca 2+. As lymphocytes are nonexcitable cells, these channels represent a 



type of store-operated channel known as CRAC channels ( 53 ). The CRAC channels 
are highly selective for Ca 2+, and display an inwardly rectifying current-voltage 
relationship in patch–clamp studies of lymphocyte electrophysiology that can be 
blocked by Ni 2+ and Cd 2+ ions. While these functional analyses are sensitive and can 
identify CRAC channels and quantify the numbers of channels on the cell surface, 
cloning the genes associated with these activities has been more elusive. In B cells, 
CD20 has been proposed as a candidate CRAC channel; when transfected into T cells 
and nonlymphoid cells, it conferred Ca 2+ conductance similar to what was seen in the 
B cells ( 57 ). CD20 belongs to the large family of MS4A genes with 20 closely related 
members, hence its requirement for Ca 2+ flux in B cells has been difficult to confirm 
using gene-targeting experiments. More recently, a protein CaT1 whose gene was 
cloned from rat duodenum ( 58 ), when expressed in mammalian CHO cells, 
demonstrates cation selectivity and single channel currents in patch–clamp analysis 
that were indistinguishable from CRAC channels. This gene was also expressed in 
Jurkat T cells and is likely to at least represent a component of the CRAC channel in 
lymphocytes ( 59 ). Its relationship to CD20 is currently unclear.

The mechanism that facilitates the entry of Ca 2+ through CRAC channels upon 
emptying of ER stores remains unknown, but the process is generally referred to as 
CCE ( Fig. 4). It is possible that a soluble factor is released from the ER when Ca 2+ 
stores are depleted and this calcium influx factor (CIF) would regulate opening of the 
CRAC channels. The initial evidence for such a factor was later found to induce store 
depletion itself, and hence acts upstream of CCE. Putney ( 60 ) suggests a physical 
interaction between the IP 3R and the CRAC channels upon store depletion that allows 

Ca 2+ influx, referred to as the conformational coupling model. In Drosophila, there is 
evidence for such an association between IP 3R and store-operated transient-receptor 
potential (TRP) channels. However, TRPs do not behave exactly as CRAC channels in 
lymphocytes and require IP 3 itself for their activation ( 61 ). Further, 
receptor-independent CCE remains intact in B-cell lines that lack all IP 3R isoforms, 
arguing against a direct effect through IP 3 or an IP 3R regulating CCE in lymphocytes. 
Nevertheless, the contribution of CCE to sustained elevation of calcium is clearly 
demonstrated when intracellular stores are depleted either using receptor-mediated or 
receptor-independent means, in the absence of extracellular calcium ( 62 ). The 
magnitude and duration of the intracellular calcium response is greatly diminished 
under these conditions and can be used to demonstrate the basal Ca 2+ level of the ER 
stores in these cells. Serafini et al. ( 63 ) have also isolated T-cell–mutant cell lines that 
are normal in primary Ca 2+ mobilization but are defective in CCE. The level of defect in 
these lines may reside in the CRAC channels themselves or in the regulation of CCE.

Calcium-Mediated Regulation of NF-ATc Activation

Sustained high cytoplasmic Ca 2+ levels are required for the activation of the 
transcription regulators, nuclear factor of activated T cells (NF-ATc), and nuclear factor 
?B (NF-?B). The NF-AT family of transcription factors includes at least four 



calcium-regulated members that reside in the cytoplasm at homeostasis, with NF-ATc1 
and NF-ATc2 being the major family members in lymphocytes ( 64 ). Without stimulation, 
NF-ATc proteins are all heavily phosphorylated on serine in a conserved serine-rich 
(SRR) and serine-proline rich (SP) region. Phosphorylation of serines in the SRR and 
SP regions are required to mask nuclear localization signals (NLS) and control basal 
cytoplasmic localization ( 65 ). Sustained and elevated intracellular Ca 2+ targets the Ca 
2+/calmodulin–dependent activation of the serine/threonine protein phosphatase, 
calcineurin. Activated calcineurin then targets NF-ATc dephosphorylation, exposing the 
NLS and promoting nuclear import ( 66 ) ( Fig. 4). The immunosuppressive action of 
drugs such as cyclosporin and FK506 inhibit calcineurin activity and shift the distibution 
of NF-ATc toward cytoplasmic localization. Glycogen synthase kinase 3 (GSK-3) can 
oppose nuclear localization of NF-ATc by phosphorylating the serines within the SRR 
and SP regions and actively promoting nuclear export ( 67 ). GSK-3 is also consititutively 
active in resting lymphocytes and is inhibited by phosphorylation in response to antigen 
receptor–mediated activation. Lithium, an inhibitor of GSK-3 activity, increases the 
duration of NF-ATc residence in the nucleus. Hence, retention of NF-ATc in the nucleus 
requires both Ca 2+-dependent activation of nuclear import and the inhibition of nuclear 
export ( Fig. 4).

The action of NF-ATc family members is also regulated at the transcriptional level. 
NF-ATc1 is induced upon antigen activation and NF-ATc1–deficient lymphocytes 
display impaired proliferative responses ( 68 ). In contrast, NF-ATc2 is repressed upon 
activation and animals deficient in NF-ATc2 display hyperactive peripheral lymphocytes, 
lymphoadenopathy, and susceptibility to apoptosis ( 69 ). Animals doubly deficient in 
NF-ATc1 and NF-ATc2 display hyperactivated T cells and B cells with exaggerated 
helper T-cell and plasma-cell differentiation ( 70 ). These studies emphasize the 
importance of NF-ATc in the balanced regulation of immune responses and highlights a 
level of interplay between family members in vivo that is still not clearly understood.

Regulation of NF-?B Activation

The elevation of intracellular Ca 2+ and the activation of protein kinase C (PKC) act 
synergistically to promote nuclear translocation of NF-?B. NF-?B refers to a family of 
inducible dimeric transcription factors composed of members of the Rel family of 
DNA-binding proteins ( 71 , 72 ). At homeostasis, NLS sequences in NF-?B are masked 
by binding to a family of inhibitory proteins (I?Bs) that localize NF-?B dimers to the 
cytoplasm ( 71 ). Activation of a multisubunit I?B kinase (IKK) regulates I?B 
phosphorylation, which in turn targets the inhibitory protein for ubiquitination and 
proteolytic degradation. Degradation of I?B reveals the NLS in NF-?B subunits and 
promotes its translocation to the nucleus. Once in the nucleus, NF-?B dimers are 
further regulated through phosphorylation of the Rel proteins that are required for full 
activation. Acute stimulation of B cells by antigen and phorbol ester (to activate PKC) 
leads to detectable NF-?B activation within 4 minutes as assayed by cytosolic 
degradation of I?Ba and accumulation of Rel A in the nucleus ( 73 ). The Ca 
2+/calmodulin–dependent activation of calcineurin and DAG-dependent activation of 
PKC converge to activate IKK under these stimuli. Calcineurin has been shown to 



synergize with PKC and either activate IKK or inactivate I?B. Interestingly, the 
amplitude and duration of the induced Ca 2+ response in antigen-specific B cells 
differentially impact transcriptional regulators ( 73 ). While NF-?B and the c-Jun 
N-terminal kinase (JNK) are selectively activated by large transient Ca 2+ response, 
NF-AT is efficiently activated by a low but sustained Ca 2+ plateau.

Using a Ca 2+ clamp technique to pulse store depleted Jurkat T cells, Dolmetsch et al. ( 
74 ) also implicate the frequency of intracellular Ca 2+ oscillations as a regulatory 
element in transcriptional activity. In these studies, oscillation with a periodicity of up to 
400 seconds efficiently induced NF-AT translocation while maximal NF-?B activity was 
induced with a periodicity of as long as 1,800 seconds. Thus, modulators of signaling 
that affect the quantity and quality of the cytoplasmic Ca 2+ response, such as PI-3K, 
Btk, and PLC-?2 activation, can significantly impact the pattern of gene expression in 
antigen-activated B cells and may determine subsequent B-cell fate.

The PKC Pathway

The second product of PI( 4 , 5 )P 2 hydrolysis by PLC-?2 is DAG that accumulates at the 

plasma membrane and activates most PKC isoenzymes ( 75 ). PKC refers to a 
ubiquitous group of at least 11 related serine/threonine kinases that are activated by 
calcium and/or the phospholipid, DAG. Phorbol myristate acetate (PMA) is a DAG 
analogue that can directly activate PKC isoforms and has been useful in elucidating the 
action of these isoenzymes. PKC rapidly relocates from the cytosol to the 
membrane-associated fraction of cells within seconds of direct activation. The isoforms 
expressed in B cells include a, ß, d, ?, ?, and ?, of which a, ß, d, and ? are regulated by 
DAG ( 3 ). PKCß-deficient mice display reduced numbers of mature B cells and 
substantially impaired humoral responses. This is a B-cell phenotype similar to the 
X-linked immunodeficiency of Btk-deficient animals ( 76 ). BCR-mediated proliferation is 
also significantly reduced in the PKCß-deficient mature B cells. These patterns indicate 
a positive role for PKCß activity that appears to be downstream of Btk. In contrast, 
Kang et al. ( 77 ) report that the overall tyrosine phosphorylation of Btk is elevated in the 
PKCß-deficient B cells. They demonstrate that PKCß can uniquely interfere with Btk 
membrane recruitment through serine phosphorylation within the Btk Tek-homology 
(TH) domain. In this manner, PKCß acts as a potent negative regulator of Btk-induced 
Ca 2+ mobilization and thereby impacts the BCR signaling thresholds that ultimately 
modulate lymphocyte activity. Taken together, Kang et al. ( 77 ) suggest that 
exaggerated Btk signals may be as equally detrimental as deficient Btk, and that PKCß 
may act to regulate its optimal balance at different stages of B-cell development in vivo.

At least one other PKC isoform has been implicated in regulating BCR-mediated 
activity. The atypical isoform PKCµ is activated upon BCR engagement and 
co-precipitates with the BCR complex, Syk and PLC-?2. Activation of PKCµ appears to 
be Syk dependent as it does not occur in Syk-deficient, DT40 chicken B cells and can 
be rescued by constitutively activated Syk in these cells ( 78 ). Syk itself can then be 
phosphorylated on serine by activated PKCµ in a way that can inhibit its ability to 



activate PLC-?2. While calcium does not influence PKCµ function in vitro, PKCµ does 
contain the tandem cysteine-rich, zinc-finger–like motifs that confer DAG binding. 
Hence, PKCµ also appears to function in a negative feedback loop that can regulate the 
extent of BCR-mediated signaling cascades.

PI-3K/Akt Signaling Pathway

Another serine/threonine kinase, Akt (also called protein kinase B; PKB) acts as a 
critical link between PI-3K activation and the cellular impact of BCR signaling ( 3 , 79 , 80 ). 
Activated PI-3K phosphorylates PI( 4 , 5 )P 2 to generate PI( 3 , 4 , 5 )P 3. The SH2 domain 
that contains inositol polyphosphate 5'-phosphatase (SHIP), helps to balance PI-3K 
activity by hydrolyzing PI( 3 , 4 , 5 )P 3 to generate PI( 3 , 4 )P 2 and may stimulate Akt in 

this manner ( 3 ). The PI( 3 , 4 )P 2 helps to activate Akt through binding to its PH domain. 
Binding to this membrane-associated lipid brings Akt into close proximity to a 
3'-phosphoinositide-dependent protein kinase-1 (PDK1), a serine/threonine kinase that 
is activated by PI( 3 , 4 , 5 )P 3. Activated PDK1 can phosphorylate Akt on Thr308, which 

is a step required for complete activation of Akt ( 81 ). GSK-3 is one downstream target 
of activated Akt that loses its kinase activity upon serine phosphorylation leading to the 
enhanced nuclear retention of NF-ATc. Akt also inhibits the induction of apoptosis by 
inactivating pro-apoptotic proteins such as Bax, Bad, caspase 9, forkhead, and Nur 77, 
and by activating anti-apoptotic proteins such as NF-kB and cAmp 
response-element-binding protein (CREB) ( 82 ). Hence, the PI-3K/Akt pathway can 
indirectly regulate the pattern of gene expression but more directly promotes cell 
survival as one set of effector functions associated with antigen-specific BCR signaling.

Ras/MAPK Signaling Pathways

The Ras/MAPK signaling pathways have substantial impact on B-cell function and are 
implicated in the regulation of BCR-mediated cellular proliferation, differentiation, and 
death. The activation of Ras is determined by the nature of its bound guanine 
nucleotide. Ras is inactive when bound to guanosine diphosphate (GDP) and active 
when bound to guanosine triphosphate (GTP). Activation of PTKs promoted by BCR 
ligation leads to the accumulation of GTP-bound Ras at the intracellular site associated 
with receptor clustering ( 83 ). Inhibitors of PTK block the activation of Ras and part of 
this activation also appears dependent on PKC activation. Upon BCR ligation, the 46 
kDa and 52 kDa isoforms of the PTB- and SH2-containing adaptor molecule, Shc 
translocates from the cytoplasm to the membrane ( 84 ). Shc, can bind the ITAMs of the 
Iga/Igß in vitro and may directly associate with the BCR complex in this way ( 84 ). 

Activated Lyn and/or Syk phosphorylates Shc at Y 239 and Y 313 that act as the binding 
site for the SH2 domain of a second adaptor molecule, Grb2. Grb2 contains two SH3 
domains that allow it to bind the proline-rich sequence of the Ras-guanine nucleotide 
exchange–factor SOS that positively regulates the activity of Ras.

The inositol phosphatase SHIP also associates with this multiprotein complex and Shc 
and Grb2 may help to localize it to the membrane complex to help balance the 



activation of Ras ( 85 ). Once tyrosine is phosphorylated, SHIP can compete with 
Grb2/SOS for binding to Shc, thereby inhibiting Ras activation. SHIP may inhibit Ras 
activity by hydrolyzing PI( 3 , 4 , 5 )P3 and preventing proper assembly of the signaling 
complex. The GTPase-activating protein, RasGAP, can also modulate Ras activity by 
enhancing the intrinsic GTPase activity of Ras and favoring the inactive GDP-bound 
form ( 86 ). RasGAP then associates through SH2 domains to another adaptor molecule, 
p62 dok. While the action of these inhibitors may balance BCR-mediated activation 
events, they strongly potentiate when Fc?RIIb and the BCR are co–cross-linked ( 87 ). 
Under these conditions, tyrosine phosphorylation of p62 dok and binding to RasGAP are 
increased together with SHIP phosphorylation and binding to the PTB domain of p62 
dok.

Accumulated RasGTP at the intracellular signaling complex promotes the activation of 
the best-characterized, mitogen-activated protein kinase (MAPK), the classical p42 and 
p44 isoforms of the extracellular signal-related kinases (ERK1 and ERK2) ( 3 ). In this 
cascade, RasGTP binds directly to Raf-1, the MAPK kinase kinase (MAPKKK) that in 
turn activates MEK-1 and MEK-2 (the MAPKK in this case) that phosphorylates ERK-1 
and ERK-2. The phosphorylated ERKs form heterodimers, translocate into the nucleus 
and phosphorylates transcriptional regulators, including Fos, Jun, and Ets family 
members ( 3 ). PMA can induce ERK activation, implicating a role for PKC activation in 
this pathway. The JNK MAPK kinase subfamily is activated by small GTP-binding 
proteins Rac-1 and Cdc 42 ( 88 , 89 ), and involves a cascade of MKK1, SEK1, and then 
JNK. Activated JNK translocates to the nucleus to target transcription factors c-Jun and 
ATF-1. JNK activation is sensitive to Ca 2+ and can be inhibited by cyclosporine that 
blocks the activity of the Ca 2+/calmodulin–dependent serine phosphatase calcineurin. 
JNK remains inactive in the absence of IP 3R and the PKC isoform, PKC? ( 90 ). 
Similarly, the third MAPK subfamily, p38 kinase, is also regulated by Rac-1 and Cdc42, 
however it only requires the activation of PKC and is not dependent on Ca 2+ ( 88 ). The 
substrates in this pathway have not been as well characterized but activation of p38 has 
been correlated with BCR-induced apoptosis. BLNK-deficient B cells were unable to 
activate JNK and p38 following BCR ligation, indicating that this adaptor was needed for 
the initial activation of Rac-1 ( 36 ). Overall, these three MAPK pathways serve to 
highlight the diverse range of intracellular effector pathways that may be differentially 
triggered in B cells to influence B-cell fate.

SURFACE-EXPRESSED MODULATORS OF BCR SIGNALING

In this final section on BCR signaling mechanisms, the influence of four 
surface-expressed molecules and how they modulate BCR signaling will be discussed. 
CD45 is a transmembrane tyrosine phosphatase that has a positive regulatory impact 
on BCR signaling that exerts its influence at homeostasis to maintain the naïve B-cell in 
a signal-competent state. In contrast, CD22 has a negative regulatory impact on BCR 
signaling through its intracellular association with the tyrosine phosphatase, SHP-1. 
Finally, the form of antigen can influence the outcome of a BCR recognition event. 
Complement-decorated antigen co–cross-links complement receptors such as CD21 on 



naïve B cells and lead to substantial enhancement of the B-cell response. This 
enhancement is controlled by the recruitment of CD19 into the BCR signaling complex 
that acts like an adaptor molecule, efficiently recruiting signaling intermediates into the 
intracellular signaling cascade. If B cells encounter antigen as immune complexes, they 
co–cross-link the Fc?RIIb into the BCR complex and recruit the inositol 5-phosphatase 
SHIP into the intracellular signaling complex. This phosphatase has a significant 
negative impact on the BCR signaling cascade. These details highlight the impact of 
microenvironmental context on the response to antigen and serve as a prelude to the 
range of complex interactions that can regulate the direction of B-cell differentiation in 
vivo.

CD45

Prior to contact with foreign antigen, naïve B cells dynamically maintain SFKs in a 
signal-competent state ( Fig. 1). This homeostatic SFK activity is regulated through the 
action of C-terminal Src kinase (Csk) and the transmembrane protein tyrosine 
phosphatase (PTP), CD45 ( 91 ). Csk is a ubiquitously expressed cytoplasmic PTK with 
potent negative regulatory action through its propensity to phosphorylate the inhibitory 
carboxy-terminal tyrosine of SFKs. Once phosphorylated, this tyrosine provides an 
internal binding site for the SFKs’ own SH2 domain and effectively closes the kinase 
domain and shuts off its activity ( 35 , 92 ). Csk is constitutively associated through its 
SH2 domain with a Csk-binding protein (Cbp) ( 93 , 94 ). Cbp is a transmembrane adaptor 
molecule that is itself constitutively tyrosine phosphorylated and locates to lipid rafts 
through palmitylation of its juxtamembrane cysteines. CD45 is thought to antagonize the 
action of Csk by dephosphorylating the inhibitory tyrosine of SFKs ( 95 ) ( Fig. 1). 
Dephosphorylation of this site maintains the SFK in a primed state, capable of full 
activation. Consistent with this positive role, CD45–deficient B and T cells are 
hyper-phosphorylated at the inhibitory tyrosine in SFKs and fail to respond to 
antigen-receptor triggering ( 95 ). CD45-deficient animals also display a severe combined 
immunodeficiency.

Upon activation through the antigen receptor, Cbp transiently dephosphorylates and 
dissociates Csk binding ( 94 ). This relieves Csk phosphorylation of the inhibitory tyrosine 
in SFKs, thereby exposing the kinase domain to autophosphorylation. Interestingly, the 
antigen-receptor complex also rapidly translocates into lipid rafts that exclude CD45 ( 96 

), suggesting that continued local phosphatase activity may be detrimental to the 
development of the intracellular signaling complex at this point.

CD22

CD22 is expressed in the cytoplasm of pro–B cells and pre–B-cells and on the cell 
surface on mature recirculating B cells that co-express mIgM and mIgD. CD22 can be 
considered a cell surface adhesion receptor that recognizes N-glycolyl neuraminic acid 
residues on glycoprotein or glycolipid ligands expressed in the serum or on disparate 
hematopoeitic and nonhematopoeitic target cells ( 97 , 98 ). This adhesion molecule can 
be co-precipitated with the BCR in naïve B cells and becomes rapidly phosphorylated 
on tyrosine upon BCR engagement ( 99 ). The protein tyrosine phosphatase, SHP-1, 



rapidly associates with the activated CD22 at three of its six cytoplasmic tyrosines, each 
in the V/IxYxxL of the immune tyrosine-based inhibitory motif (ITIM) ( 100 ). The ITIMs act 
as a docking site for the SH2 domains of SHP-1.

In contrast to CD45, CD22 appears to have a negative impact on BCR signal 
transduction. B cells in CD22-deficient animals spontaneously down-modulate sIgM on 
peripheral B cells as well as exaggerated intracellular calcium responsiveness upon 
BCR cross-linking ( 101 ). These patterns are similar to the B-cell phenotype in 
SHP-1–deficient mice, further supporting CD22’s role as a negative regulator ( 102 ) that 
may target the ITAMs of Iga/Igß, Lyn, Syk, CD19, and PLC?. While Lyn-deficient B cells 
can respond to BCR signals, they are unable to phosphorylate CD22 and recruit SHP-1, 
which leads to a hyperactivity of B cells with delayed but exaggerated calcium 
responses ( 103 ). CD19/CD22 doubly deficient B cells were functionally similar to the 
CD19-deficient B cells, suggesting that CD19 activation of Lyn was also required to 
phosphorylate CD22 and subsequently recruit SHP-1 ( 103 ). Together these data argue 
for the negative and controlling role of CD22 in regulating the extent of the 
BCR-mediated cellular response that acts through and somewhat counter-regulates the 
action of CD19 in vivo.

CD19

CD19 and CD22 reciprocally regulate the BCR signaling complex. Both molecules 
associate with the sIgM at homeostasis and may control both the basal survival and the 
activation signals received by mature B cells through their BCR ( 103 ). CD19 is a 95 kDa 
transmembrane glycoprotein expressed on B cells from the pre–B-cell stage in the bone 
marrow and remains expressed throughout maturation ( 104 ). CD19 is associated 
noncovalently with CD21 (the complement receptor CR2); CD81 (TAPA-1); and Leu-13. 
Co-ligation of the BCR and CD19 using C3d-coupled antigen, greatly decreases the 
amount of antigen required for threshold cellular activation (1,000-fold less antigen) ( 105 

). Binding complement-tagged antigen co-translocates CD19/CD21 into lipid raft 
microdomains with prolonged residency compared to BCR cross-linking alone ( 106 ). 
The SFK Lyn is required for CD19 phosphorylation and CD19-deficient B cells have 
diminished levels of Lyn activity. Fujimoto et al. ( 107 ) demonstrate the initial 
phosphorylation of purified CD19 (at Y 513) by Lyn leads to the phosphorylation of a 
second tyrosine (Y 482) that serves to recruit a second Lyn molecule to CD19. This 
processive phosphorylation of CD19 and transphosphorylation of Lyn amplify both SFK 
and CD19 activity. CD19 also associates to some degree with the SFK Fyn and may 
impact the early phosphorylation of Iga/Igß ITAMS. Upon co-ligation with the BCR, 
CD19 acts as a transmembrane adaptor protein with evidence for recruitment of PI-3K 
and Btk that impact the subsequent intracellular calcium response in activated B cells.

Fc?RIIb

The other well-characterized surface modulator of BCR signal transduction is the Fc 
receptor for IgG on B cells, Fc?RIIb ( 108 ). This single chain glycoprotein contains a 
ligand-binding extracellular domain and an ITIM motif in its cytopasmic domain. This 



FcR binds IgG with low affinity, interacting with immune complexes at physiological 
concentrations of antibody. The 13aa ITIM–containing motif is both necessary and 
sufficient to mediate the inhibition of BCR-mediated calcium mobilization and 
subsequent cellular proliferation. Upon co-ligation of the BCR and Fc?RIIb, the tyrosine 
within the ITIM is phosphorylated, generating an SH2 recognition domain that recruits 
the inositol 5-phosphatase SHIP ( 109 ). SHIP mediates its inhibitory action by 
hydrolyzing the membrane inositol phosphate PI( 3 , 4 , 5 )P 3 to PI( 3 , 4 )P 2. This action 

reverses the accumulation of PI( 3 , 4 , 5 )P 3 at the plasma membrane interfering with the 
binding of PH-domain–containing molecules such as Btk and PLC-? involved in calcium 
responsiveness. In support of this role, SHIP-deficient B cells are resistant to the 
negative effects of Fc?RIIb co-ligation on calcium mobilization. Co-ligation of the 
Fc?RIIb receptor also decreases CD19 phosphorylation and the recruitment of PI-3K to 
the membrane. As the appearance of IgG containing immune complexes is more 
associated with late primary B-cell responses or memory B-cell responses, the action of 
the Fc?RIIb receptor is not likely to exert its effects on initial BCR-mediated activation of 
naïve B cells. Nevertheless, these molecules may play a role in the maintenance of 
peripheral B-cell tolerance and serve to control ongoing immunity and negatively 
regulate self-reactivity.

In summary, surface-expressed molecules can impact the basal survival signal received 
by naïve B cells and also play an important regulatory role at the time of antigen 
recognition when homeostasis is disturbed. As discussed, these molecules can have 
both positive and negative impacts on the extent of the BCR-mediated response. These 
molecules can be actively recruited based on the microenvironmental context of antigen 
presentation through ligation of their counter-receptors or exert their influence indirectly 
through dissociation of basal complexes. The form of the antigen itself can have a 
dramatic influence on the immune response that ensues by recruiting co-receptor 
molecules into the BCR signaling complex. In each case, these differential effects can 
impact the cell fate and influence the quality of the resultant humoral immune response 
generated and the efficacy of its long-term protection. In the remaining sections of this 
chapter, the cellular and molecular impact of these early signaling mechanisms are 
presented in their microenvironmental context as I consider B-cell activation and the 
progression of antigen-driven B-cell development.

MATURE B-CELL SUBSETS

All mature B cells are not the same and their developmental programs impact the 
quality of antigen responsiveness. B cells develop in the bone marrow (discussed in 
detail elsewhere in this volume) and exit this microenvironment as immature mIgM 
+mIgD - B cells that appear in the spleen with a distinguishable transitional cell (T1 and 
T2) surface phenotype. The majority of these immature B cells have a short half-life in 
the spleen (2 to 3 days), while some get selected into the longer-lived recirculating 
B-cell compartment (˜30-day half-life). These mature recirculating B cells are typically 
mIgD ++mIgM + and comprise more than 95% of naïve B cells found in peripheral lymph 
nodes (LN). These naïve B cells are referred to as conventional B cells or B-2 B cells, 
and are the precursors for Th-cell–dependent B-cell responses to most foreign protein 
antigens. The long-lived B cells in the spleen are more heterogeneous than the LN 



populations with two other distinct subsets present, the B-1 B cells and the marginal 
zone (MZ) B cells.

B-1 B Cells

B-1 B cells represent a separate subset of mature B cells with distinct origins, cell 
surface phenotype, functional properties, and anatomical distribution. The B-1 subset 
was first identified based on its expression of CD5, phenotypic similarity to a set of 
B-cell lymphomas, and expansion within certain autoimmune-prone strains of mice ( 110 , 
111 ). The origins of the B-1 B cells still remain a source of debate. Initially, they were 
shown to arise from precursors in the fetal liver and not from adult bone marrow. 
Transfer of B-1 B cells into an adoptive host demonstrated their capacity for 
self-renewal, a memory B-cell characteristic. However, V-region sequences analysis 
indicated the expression of germline V regions with no evidence for somatic 
hypermutation, and the expressed isotype was primarily IgM. The expressed V-region 
repertoire also indicated the use of a more restricted set of V regions than B-2 B cells. 
The junctions of these cells display fewer nontemplated nucleotide (N) junctional 
sequences typical of neonatal B cells with low terminal deoxynucleotidyl transferase 
(TdT) activity. Together these data gave rise to the notion that B-1 B cells represented 
the long-lived products of a separate lineage of B cells that emerged and stabilized 
during the neonatal period.

More recently, studies using various lines of BCR transgenic mice demonstrate that the 
mature phenotype of the B-cell population is dependent on the specificity of the 
expressed BCR ( 111 , 112 , 113 and 114 ). When the expressed BCR was selected from B-1 
B cells, the mature BCR-transgenic B cells populated the B-1 B-cell compartment. 
Similarly, BCR selected from B-2 and MZ B cells gave rise to transgenic B cells of the 
same subset. These data more closely fit an induced-differentiation model in which the 
mature phenotype of the B-cell is a consequence of early antigen experience. In 
support of the induced-differentiation model, CD5 can be induced on B-2 B cells in vitro 
and B-1 B-cell development does appear to be dependent on efficient BCR signaling. 
Mutations in positive regulators of BCR signaling, such as CD19, BLNK, PI-3K, Vav, 
and Btk, result in decreased numbers of B-1 B cells ( 110 , 111 , 114 ). The converse is also 
true with an increase in B-1 B cells seen upon ablation of negative regulators of BCR 
signaling, such as CD22, Lyn, PD-1, and SHP-1 ( 110 , 111 , 114 ). In most of the latter 
models, there is an increase in B-1 B cells that express the phenotypic and functional 
attributes of B-1 B cells but lack CD5 (referred to as the B-1b B-cell subset).

The B-1 B-cell repertoire appears to be selected by self-antigen ( 115 ) and/or naturally 
occurring T-independent type 2 (TI-2) antigens with repetitive arrays of epitopes that 
can promote BCR cross-linking. Hayakawa et al. ( 116 ) demonstrated that B cells 
specific for a CD90-associated self-antigen only segregated and expanded into the B-1 
compartment in the presence of that self-epitope. Nevertheless, it is still possible that 
the developmental status of the B-1 B-cell precursor predetermines the outcome of 
antigenic contact, such as up-regulation of CD5. If this is true, both hypotheses may still 
be correct and all B cells may not be created equal. This is a difficult question to 
address experimentally as the nature of the expressed BCR may itself influence the 



developmental programs available in the mature B cells.

Regardless of the controversy about their origins, B-1 B cells are clearly distinct in many 
ways from either MZ B cells or conventional B-2 B cells ( 110 ). Besides CD5 expression, 
low levels of sIgD, B220 (the B-cell isoform of CD45), CD21, CD23, and expression of 
CD11b, CD43, and high levels of sIgM distinguish the B-1 cells from their B-2 
counterparts. Upon adoptive transfer in the absence of intentional immunization, the 
B-1 B cells are found to be the source of natural serum IgM antibodies and most of the 
IgG3. These IgM are polyreactive, weakly autoreactive and found to bind many 
common pathogen-associated carbohydrate antigens ( 110 , 111 ). These natural 
antibodies can be shown to play an important early role in the immune response to 
many bacteria and viruses but require complement fixation to influence antigen 
clearance. The B-1 B-cell compartment also gives rise to IgA plasma cells that are 
resident in the lamina propria and peyers patches of the gastrointestinal tract. The 
distribution of these cells may also relate to their antigen specificity, suggesting that 
their localization may best suit their ultimate function. While there are ˜1% to 5% of B-1 
B cells in the spleen and less than 1% in the peripheral lymph nodes, they comprise a 
substantial fraction of B cells among peritoneal exudate cells (PerC). Ansel et al. ( 117 ) 
recently demonstrated a critical role for the chemokine CXCL13 (B-lymphoid 
chemokine, BLC) in the development and localization of the B-1 B-cell compartment to 
the peritoneal and other body cavities ( 117 ).

Marginal Zone B Cells

MZ B cells are another distinct mature B-cell subset that segregate anatomically, and 
display unique cell-surface phenotype and immune response functions from their B-1 
and B-2 B-cell counterparts. The splenic marginal zone is located at the juncture of 
white and red pulp and contains macrophage, dendritic cells, and MZ B cells. The MZ 
B-cell phenotype is closer to B-1 than B-2 B cells with low levels of B220 and high 
levels of sIgM. In contrast to B-1 B cells, MZ B cells do not express CD5 or CD11b and 
express high levels of the complement receptor CD21. The MZ B cells express higher 
basal and induced levels of B7-1 and B7-2. The specificity of the BCR impacts the 
propensity of B cells to develop into MZ B cells as discussed above ( 118 ). The 
generation of MZ B cells is markedly diminished in CD19-deficient mice, further 
supporting the notion of BCR-mediated subset selection in the periphery ( 118 ). Xid mice 
and Btk-deficient mice also have a decreased numbers of MZ B cells. In addition, MZ B 
cells fail to develop in Pyk-2 tyrosine kinase–deficient mice ( 119 ). Pyk is a PTK that 
regulates chemokine responsiveness, which suggests that the defect in MZ B-cell 
development in the Pyk-deficient animals is due to impaired homing. The Pyk-deficient 
mice have severely diminished IgM and IgG3 responses to a TI-2 antigen, ficoll. MZ B 
cells also fail to develop in the absence of NF-?B p50 and Aiolos, a transcription factor 
of the Ikaros family that helps to regulate B-cell proliferation ( 120 ). While the assortment 
of B cells into distinctive cellular subsets and microenvironmental niches appears to be 
regulated by BCR specificity, it is not yet clear precisely how or why this discrimination 
occurs in vivo.



T-CELL–INDEPENDENT B-CELL RESPONSES

The initial antibody response to many infectious agents is largely based on the rapid 
T-cell–independent (TI) expansion of B cells and their subsequent differentiation into 
plasma cells. The B-1 and MZ B cells are largely responsible for these rapid TI humoral 
responses suggesting that some level of “natural memory” function resides in these 
B-cell subsets and may be predetermined in an evolutionarily conserved manner. 
T-cell–independent antigens can be separated into two broad categories, based on 
their ability to polyclonally activate B cells (TI-1) or require BCR recognition of 
multivalent epitope displays to induce B-cell differentiation in the absence of T-cell help 
(TI-2). TI-2 antigens can activate BCR signaling but require accessory signals to 
promote the development of antigen-specific plasma cells (regulation of TI-2 
responses).

Type 1 T–Independent B-Cell Responses

Categorizing an antigen as TI-1 was originally based on the ability of the antigen to elicit 
an antibody response in immunocompromised mice with a defect in Btk function. This 
categorization indicated that some antigens stimulate B-cell clonal expansion 
regardless of effective BCR signal transduction. Many such polyclonal activators are 
compounds of bacterial cell walls, such as lipopolysaccharide (LPS); peptideoglycans 
(PGN);and lipoteichoic acid (LTA). A family of receptors with homology to the Toll 
receptor in Drosophila play an essential role in recognition of these 
pathogen-associated molecular patterns (PAMPs) ( 121 , 122 ). Mammalian Toll-like 
receptors (TLRs) are a family of highly conserved, germline-encoded transmembrane 
receptors that can directly activate the innate immune system and serve as a powerful 
mechanism to bridge the innate and adaptive immune responses ( 123 , 124 ). TLR 
expression on B cells allows for direct polyclonal activation. However, the more 
sensitive TLR-dependent responses of dendritic cells and macrophage and their ability 
to induce a plethora of accessory signals ( 125 ) still suggest a more indirect mechanism 
of activation for the B cells responding to these TI-1 polyclonal B-cell activators.

Type 2 T–Independent B-Cell Responses

The TI-2 antigens are typically repetitive polymers such as capsular polysaccharides in 
bacterial cell walls or the repetitive antigenic epitopes found in many viral particles. 
Studies using antigen coupled to polyacrylamide determined that a minimum of 12 to 16 
haptens (small chemical antigens) per molecule are required to induce a strong TI-2 
antibody response ( 126 ). The size of the epitope array indicates the aggregate BCR 
cluster required to initiate signal transduction at the cellular level. The backbone 
flexibility or the density of accessible epitope is also a factor in antigenicity. Even using 
a high ratio of hapten conjugated to protein molecules, the B-cell response still required 
T-cell help to induce antibody production. Dextran molecules have been used to 
conjugate anti-IgM and -IgD into potent TI-2 reagents that can stimulate 
phosphoinositde breakdown and intracellular Ca 2+ responsiveness at much lower 
concentrations (many thousand-fold less) than the soluble antibody alone. Many TI-2 



antigens can also fix complement and thereby co–cross-link the BCR complex and 
CD21/CD19 molecules. As discussed, involvement of CD19 in the BCR signaling 
cascade reduces the signaling threshold for activation of cellular responses.

While B-2 B cells can respond to TI stimuli in vitro, B-1 B cells and MZ B cells are the 
B-cell subsets predominantly recruited into TI-2 responses in vivo ( 114 , 127 ). IgA plasma 
cells in the gut are largely of B-1 B-cell origin and can be generated in the absence of 
T-cell help. Ochsenbein et al. ( 128 ) recently demonstrated that these IgA antibodies 
were specific for cell-wall antigens of commensal microorganisms. Furthermore, the 
generation of IgA plasma cells was induced by the presence of bacteria with specific 
binding not simply attributable to preexisting natural antibody. Thus, at the mucosal 
surfaces of the gut, a T-cell–independent mechanism of host defense is the preferred 
option for systemic immunity. The peritoneal cavity is enriched for B-1 B cells and 
intraperitoneal injection of TI-2 antigens is often cleared locally with little evidence of a 
response in the spleen. Alternatively, if the TI response is focused to the spleen using 
high doses of antigen or intravenous injection, both B-1 and MZ B cells are rapidly 
recruited ( 127 ). The MZ B cells are ideally located to sample blood-borne antigens and 
are rapidly drawn into the white pulp upon antigen exposure. Rapid clonal expansion of 
MZ and B-1 B cells is followed by the accumulation of plasma cells in the bridging 
channels and the red pulp of the spleen. Both B-1 and MZ B-cell clones can respond to 
the same TI challenges at levels commensurate with their respective precursor 
frequencies in the spleen prior to immunization ( 127 ). The ability to rapidly differentiate 
into plasma cells may be a direct consequence of the sensitivity to BCR-mediated 
signaling, the selection of distinct BCR repertoires and/or a developmental propensity to 
terminal differentiation in these specialized B-cell subsets.

Regulation of TI-2 B-Cell Responses

TI-2 antigens require accessory signals to drive B-cell proliferation and plasma cell 
differentiation. Many soluble antigens promote complement fixation and association 
with cells of the innate immune system. In this manner, the TI-2 antigens may be 
presented to B cells in the context of activated APCs producing a constellation of 
different accessory signals ( 128 ). The transmembrane activator and CAML interactor 
(TACI) is one candidate regulatory molecule in this process ( 128 , 129 ). TACI is a 
member of the tumor necrosis factor receptor (TNFR) family based on homology of its 
extracellular domain, and is expressed on mature B cells ( 130 ). TACI ligation can 
activate NF-?B, AP-1, and NF-AT transcription factors in mature B cells. Most 
pertinently, TACI-deficient mice display normal T-dependent B-cell responses, but 
responses to TI-2 antigens are completely abolished ( 131 ).

A ligand for TACI has been identified as the TNF homologue B lymphocyte stimulator 
(BlyS; also known as BAFF, TALL-1, THANK, or zTNF4) ( 132 ). BlyS is expressed on 
macrophage, monocytes, and dendritic cells, and is known to modulate B-cell 
development, survival, and activation. BlyS is most closely related to another TNF 
family member, a proliferation-inducing ligand, APRIL ( 133 , 134 ). Both BlyS and APRIL 
can bind to TACI and to another member of this family, BCMA (also constitutively 
expressed on mature B cells). Injection of BlyS or its continuous transgenic expression 



in vivo boosts the numbers of all mature B cells in the spleen, B-1, B-2, and MZ B cells, 
as well as the serum Ig levels. These animals also appear prone to autoimmune 
disease possibly through excess survival signals. Conversely, injection of soluble 
TACI-Ig blocks B-cell development at the transitional stage in the spleen, a phenotype 
similar to that in BlyS-deficient animals ( 135 ). Thus, TACI and BCMA expression on B 
cells appears to serve positively regulatory roles in the B-cell response to TI-2 antigens 
through their binding to BlyS and/or APRIL on antigen-presenting cells. The detailed 
itinerary of these overlapping sets of interactions is still a matter of great interest and 
importance to the regulation of TI-2 responses.

There are also molecular candidates for the negative regulation of TI-2 responses 
through the inhibition of BCR signaling events. These candidates include CD22, 
Fc?RIIb, and CD5 ( 136 , 137 ). A more recent addition to this list is an ITIM-containing 
member of the Ig superfamily, PD-1. PD-1 is expressed on activated T and B cells; 
mice deficient for this molecule exhibit exaggerated IgG3 antibody responses to TI-2 
antigens ( 138 ). The B cells from PD-1–deficient mice are also hyper-responsive to BCR 
stimulation in vitro, and the animals are prone to autoimmune disease. Co-ligation of 

PD-1 and BCR decreases tyrosine phosphorylation, Ca 2+ responsiveness, and 
proliferation in vitro. Hence, this molecule may serve to counterbalance activating 
BCR-mediated signals presented by TI-2 antigens in vivo.

HELPER T-REGULATED B-CELL RESPONSES

While TI B-cell responses rapidly clear many infectious agents, the helper 
T-cell–regulated B-cell response produces affinity-matured B-cell immunity to most 
protein antigens. The T-dependent humoral response is the systemic outcome of a 
complex cascade of interdependent cellular and molecular interactions. The details of 
these events are presented across three broad phases of development that follow the 
initial exposure to antigen. Each phase of development relies on the successful cognate 
exchange of molecular information across intercellular immune synapses. Although 
these synaptic interactions have not been demonstrated in vivo, the terminology and 
conceptual framework help to focus our discussion of these still poorly understood 
molecular events.

Recruitment of Antigen-Specific T-Cell Help—Phase I

Phase I of this response begins with the initial local exposure to antigen and activation 
of the innate immune system ( Fig. 5). Activated dendriditic cells (DC) as the most 
prominent antigen-presenting cells (APCs) for these responses migrate to the T zones 
of the draining LNs to recruit and activate naïve antigen-specific Th cells. Clonally 
expanded, antigen-activated, effector Th cells then migrate to the T/B borders of 
secondary lymphoid organs and will regulate the development of antigen-primed B 
cells. The antigen-specific naïve B cells are recruited into the development pathway 
during this early phase of the response. Once activated, the B cells relocate to the T/B 
borders to increase the likelihood of cognate Th-cell contact. These naïve B cells 
recognize antigen and internalize, process, and present antigenic peptide/MHC on their 



cell surface in order to acquire cognate T-cell help.

 
FIG. 5. Recruitment of antigen-specific T-cell help. Initial encounter with antigen (Ag) at 
the site if infection inflames local tissue and activates the resident dendritic cells (DC). 
Activated DC migrate to the T-cell zones of draining secondary lymphoid tissue. These 
DC up-regulate co-stimulatory molecules and process peptides from foreign proteins to 
present them in the context of MHC class II. In this manner, the activated DC remain in 
the T-cell zones to sample the naïve Th-cell compartment for those with TCR specific 
for the pMHC complex. Immune synapse I is formed between antigen-activated DC and 
naïve peptide-specific Th cells in the T-cell zones. Specific Th-cell clones with TCR of 
the best fit for pMHC are selected and preferentially expanded during this early phase 
of the adaptive immune response. Clonal expansion is followed by differentiation of 
effector Th cells that migrate toward the T-B borders of the lymphoid organs under the 
differential influence of chemokines and chemokine receptor expression. B cells can 
encounter antigen in soluble form and endocytose antigen and process and present 
peptides in a manner similar to DC. These antigen-activated B cells also migrate toward 
the T-B cell borders where they require cognate T-cell help to facilitate the development 
of the B-cell response to most protein antigens. The timescale is presented for the 
draining LN response to a model protein antigen such as pigeon cytochrome C (PCC) 
after base of tail injection in a nondepot adjuvant such as Ribi (an LPS derivative).

Activation of Innate Immune System Initial encounter with foreign protein antigen 
nonspecifically activates the uptake of antigen by the innate immune system ( Fig. 5). 
Hence, adjuvants are used to aggravate the innate system at the site of antigen 
exposure. DC are the predominant APCs of the innate system involved in these early 
inflammatory responses. Immature DC reside in peripheral tissues and constitutively 
migrate to the draining LNs. These unactivated DC have no impact on naïve T cells, as 
they express only low levels of co-stimulatory signals and little to no foreign peptide 
MHC (pMHC) complexes to initiate T-cell contact. In response to pathogens, DC 
produce bursts of inflammatory chemokines that recruit monocytes and promote their 
differentiation into DC under the influence of local cytokines such as type I interferons 
(IFN) ( 139 ). Activated DC up-regulate CCR7, a chemokine receptor that accelerates 
their migration to the T-cell zones in peripheral LNs ( 140 ) where CCR7-binding 
chemokines CCL19/ELC and CCL21/SLC are maintained at high concentration ( 141 ). 
Once in the T zones, these activated DC produce mainly CCR7 and CCR4 ligands to 
attract naïve Th cells and increase the ability to screen for TCR with the appropriate 
pMHC specificity. There are multiple subsets of DC that mature along distinct pathways 



once activated in the periphery. Lymphoid DC are associated with thymic negative 
selection, but can be found in peripheral lymphoid tissue. In adaptive immunity, most 
attention is placed on the myeloid DC (MDC) and the plasmacytoid DC (PDC). MDC 
produce high levels of IL-12 under the influence of many bacteria and viruses. Freshly 
isolated PDC stimulated by virus produce high levels of type I IFNs and can prime T 
cells to produce IFN-? and IL10 ( 142 ). DC mature differentially under the influence of 
inflammatory stimuli such as LPS, TNFa, IL-1, CD40L, and type I IFN. Recognition of 
PAMPs through differential expression of TLR2 (lipoprotein and PGN recognition), 
TLR4 (LPS responsiveness), and TLR9 (response to nonmethylated DNA) may also 
impact the balance of DC subset differentiation in response to infection. Finally, DC 
maturation involves up-regulation of co-stimulatory molecules CD80 (B7-1) and CD86 
(B7-2) that serves to enhance first contact with antigen-specific naïve Th cells. 
Immune Synapse I: Recruitment and Activation of Antigen-Specific T-Cell Help 
Monks et al. ( 143 ) characterized the molecular organization of cognate interactions at 
the cellular interface between Th cells and antigen-presenting cells (APC) using 
high-resolution 3-D image analysis. Adhesion molecule interactions establish initial cell 
contact and then assort to the periphery of the supramolecular activation complex 
(pSMAC) that accumulates at the synaptic interface. TCR and pMHC interactions of 
sufficient strength concentrate to the center of this interface (cSMAC) together with 
signaling intermediates such as Zap70 and PKC?. Grakoui et al. ( 144 ) and Bromley et 
al. ( 145 ) quantified the dynamics of formation for these immunological synapses using 
naïve T cells and labeled target proteins in lipid bilayers. In this system, TCR–pMHC 
interactions centralized at the membrane interface within 5 minutes of cell contact with 
the lipid bilayer. Some molecules, such as CD43, are excluded from the synapse, 
mainly due to the size of their extracellular domains. The actin cytoskeleton also plays a 
role in immune synapse formation by enabling the translocation of major co-stimulatory 
molecules to the cellular interface ( 146 ). As predicted from early biochemical studies, 
the phosphorylated form of signaling intermediates are only transiently associated with 
the immune synapse, suggesting that sustained synapsis has a broader role to play in 
cellular differentiation ( 147 ). In support of this notion, stable intercellular synapsis for 
>2h was required for the progression of antigen-specific Th-cell differentiation. Immune 
synapse formation can be considered one of the central checkpoints underlying the 
cognate regulation of developing immune responses in vivo. When activated DC first 
contact naïve antigen-specific Th cells in the T zones, the resultant immune synapse 
(synapse I) ( Fig. 5) communicates the nature of the original antigenic insult to the 
adaptive immune system. Initial antigen-specific Th-cell development is heavily 
influenced by the DC expression pattern of cytokines (such as IL-12 and IL-6) and 
co-stimulatory molecules (such as CD80 and CD86) that reflect the initial inflammatory 
context of its activation. The strength and kinetics of the TCR–pMHC interaction can 
significantly impact Th-cell fate. Therefore, the available pre–immune TCR repertoire 
influences the outcome of this developing immune response. The antigen-primed Th 
cells can also deliver signals to the DC by way of cell contact (such as CD40L) and 
immediate early cytokine production such as TNF-a before dissociating the initial 
contact. Thus, immune synapsis encourages efficient local exchange of complex 
molecular information in an antigen-specific manner. 
Clonal Selection, Expansion, and Effector Th-Cell Differentiation Synapse I 
interactions result in extensive clonal expansion of the antigen-specific Th-cell 
compartment ( Fig. 5). There are 100- to 500-fold increases in the numbers of 



antigen-responsive Th cells during the first week after initial antigen encounter ( 148 ). 
Selection for Th-cells with preferred TCR features can occur very rapidly between days 
3 to 5 after priming. Early selection events are consolidated through preferential clonal 
expansion and appear to be driven by the kinetics of TCR–pMHC binding ( 149 ). Effector 
cell differentiation accompanies clonal expansion in the T zones ( Fig. 5). 
Developmental programs initiated at synapse I are consolidated over this period of 
Th-cell expansion and differentiation. Autocrine and paracrine influences of cytokines 
may also play a major role in shaping the mix of Th-cell effector functions within the 
responsive population. Studies on cytokine production in vivo demonstrate a wide 
spectrum of effector Th-cell functions associated with the regulation of antigen-specific 
B-cell responses ( 150 ). Differential changes in cell-surface phenotype and alterations in 
T-cell physiology during this stage of development will impact the quality of T-cell help 
delivered to B cells. Over this first week after priming, clonally expanded effector Th 
cells migrate towards the T/B borders of the secondary lymphoid tissues. Ansel et al. ( 
151 ) have demonstrated this to be due to the up-regulation of CXCR5 and response to 
CCL13/BLC in the B zones and a concomitant decrease in the response to the T-cell 
zone chemokines CCL19/ELC and CCL21/SLC. This combined pull-and-release 
mechanism allows the activated Th cells to enter the microenvironments in which they 
are most likely to encounter antigen-primed B cells ( Fig. 5). 
Recruitment and Activation of Naïve Antigen-Specific B Cells To receive cognate 
T-cell help, antigen-specific B cells must have contacted their specific antigen, 
internalized, processed, and presented antigenic peptides in the context of MHC class 
II. The efficiency of antigen capture is a major determinant in the density of pMHC 
molecules presented on the cell surface. Early studies established that BCR-mediated 
processing is ˜10 4-fold more sensitive that nonreceptor-mediated uptake through fluid 
pinocytosis. This is likely due to enhanced endocytosis as well as more efficient 
targeting to the intracellular class II peptide-loading compartment ( 152 ). Both antigen 
recognition and BCR signaling events appear to be involved as inhibitors of kinase 
activity block antigen processing. B cells do not efficiently present antigen that is in the 
form of immune complexes. Most likely, this leads to an aborted BCR signal in naïve B 
cells due to co-clustering of Fc?RIIb and recruitment of SHP-1. Mutant sIgM that do not 
associate with the Iga/Igß also lose much of their endocytic capacity and process 
antigen inefficiently. Addition of the cytoplasmic tail of Igß is sufficient to restore normal 
processing in these cells. Further, BCR mutants containing a deletion in their 
cytoplasmic tail can consititutively associate with the lipid rafts but do not internalize 
antigen upon cross-linking ( 153 ). Hence, antigen recognition, BCR signaling, and 
endocytosis are required to accelerate appropriate antigen targeting, processing, and 
presentation of pMHC II ( Fig. 5). Antigen-activated B cells rapidly relocate to the 
T/B-cell interface of secondary lymphoid organs ( Fig. 5). These earliest events in B-cell 
activation are difficult to access experimentally in normal nontransgenic animals due to 
the extremely low pre-immune precursor frequency for any known antigens. Adoptive 
transfer of BCR-transgenic B cells and TCR-transgenic Th cells has helped to 
overcome this limitation. Garside et al. ( 154 ) directly demonstrated these early B and 
Th-cell migration patterns and were able to visualize Th/B-cell conjugate formation that 
was antigen-specific. More recently, Reif et al. ( 155 ) demonstrated a chemokine-driven 
basis for the B-cell migration to these areas. B cells were shown to up-regulate the 
chemokine receptor CCR7 (specific for T-zone chemokines CCL19/ELC and 
CCL21/SLC) and this was sufficient to relocate activated B cells to the T/B borders. 



Curiously, the continued expression of CXCR5 (specific for B-zone chemokine 
CCL13/BLC) on the B cells seemed to create the right counterbalance for this migration 
event. Thus, at around days 5 to 7 after initial antigen priming, both the 
antigen-activated–effector Th cells and antigen-primed B cells are translocated to the 
same microenvironment to continue the regulation and development of the humoral 
immune response. 

Delivery of T-Cell Help to Antigen-Primed B Cells—Phase II

The delivery of cognate T-cell help to the antigen-primed B cells requires the formation 
of Immune synapse II ( Fig. 6). These interactions involve receptor-counter-receptor 
pairs of the TNFR and CD28/B7 families of molecules as well as the focal secretion of 
soluble factors that impact subsequent B-cell and Th-cell development. The cellular 
outcome for the B-cell bifurcates at this point with a GC pathway that proceeds in the B 
zone (discussed below) and a T-zone pathway that involves isotype switch 
recombination and the development of short-lived plasma cells.

 
FIG. 6. Delivery of T-cell help to antigen-specific B cells. Immune synapse II forms 
between clonally expanded and differentiated antigen-specific Th cells and 
antigen-experienced B cells at the T-B cell borders of secondary lymphoid organs. The 
sets of co-receptor and co-stimulatory molecules potentially involved in this complex 
interaction are covered in detail in this chapter. The immediate impact of synapse II is 
rapid and substantial B-cell clonal expansion either within the B-cell zones or T-cell 
zones. The B-zone pathway leads to the formation of secondary follicles, the precursors 
of the germinal center reaction while the T-zone pathway involves the development of 
short-lived plasma cells and isotype switch recombination in the absence of somatic 
hypermutation. Some antigen-specific Th cells also remain in the T zones while the 
majority migrate to the secondary follicles to participate in the germinal center reaction.

Immune Synapse II Immune synapse II forms between antigen-experienced and 
clonally expanded effector Th cells and antigen-primed B cells ( Fig. 6). This 
intercellular contact is qualitatively and quantitatively distinct from the interaction 
between activated DC and naïve Th cells discussed in Phase I. While cytokines are 
sufficient to promote B-cell differentiation in bulk cell culture, it soon became apparent 
that inter-cellular contact is also a crucial factor that regulates B-cell fate in vivo. A 
signal through the pMHC expressed on these activated B cells could promote early 
biochemical changes, as well as cell cycle entry and plasma cell differentiation. 



However, the tumor necrosis family receptor (TNFR) family member, CD40, was one of 
the earliest co-stimulatory molecules identified as indispensable to effective 
Th-cell–regulated B-cell response ( 156 ). In the absence of this molecule, T-dependent 
immune responses generated IgM plasma cell formation without isotype switch 
recombination, germinal center formation, or affinity maturation ( 157 ). CD40 is 
constitutively expressed on B cells and its ligand, CD154 (CD40L), is expressed during 
the synapse I interactions of DC-induced Th-cell activation. At synapse II, there is an 
exchange of information through CD40–CD40L interactions with impact on both 
activated Th cells and antigen-primed B cells. In CD40-deficient animals, delivering a 
signal to the CD40L on the activated Th cells overcomes the defect in B-cell 
responsiveness ( 158 , 159 ). Hence, these specific molecular interactions significantly 
impact continued progression of lymphocyte development ( Fig. 6). Other TNF/TNFR 
family members play significant roles in shaping the fate of the B-cell response ( 160 ). 
OX40 (CD134) is expressed on activated Th cells, and its counter-receptor OX40-L 
(CD134L) is expressed on activated B cells. Mice deficient in CD134L have 
substantially reduced isotype switch recombination ( 161 ). Unlike the CD40-deficient 
animals, the CD134L-deficient mice can promote GC formation. Signals through 
CD134L on activated B cells can enhance the rate of IgG production in vitro by 
anti-CD40, IL-4, and IL-10–stimulated B cells suggesting a role in the regulation of 
antibody production distinct from CD40. Another TNFR family member, CD27, has been 
a useful marker of memory B cells in humans ( 162 , 163 ). The CD27 counter-receptor, 
CD70—a TNF family member expressed on T cells relatively late in activation—appears 
important in the regulation of plasma cell differentiation. CD27 is also expressed by 
many T cells and may serve to regulate the effect of CD70 on B cells as a decoy 
function. Two other sets of receptors in this family act as negative regulators of B-cell 
immunity. Signals through CD30 (TNFR family) or its ligand CD153 (TNF family) on 
activated B cells are reported to inhibit isotype switch and limit the extent of the B-cell 
response in vivo ( 164 ). However, the response to vesicular stomatitis virus in 
CD30-deficient animals appears to be normal and may suggest that there are 
redundant controlling mechanisms for the action of these molecules in vivo ( 165 ). 
Finally, CD95 (Fas) (TNF family) and its ligand CD95L(TNFR family) have 
well-characterized effects on the B-cell response. Deficiencies in either member of this 
pair lead to marked lymphoproliferative defects together with autoimmune susceptibility. 
CD40 signals induce this molecule on activated B cells, increasing their susceptibility to 
apoptosis through CD95L expression on activated T cells ( 166 ). Thus, all these sets of 
molecules clearly have an impact on the emerging B-cell response with substantial 
ability to regulate the quality of its outcome in vivo. However, the precise temporally and 
spatially defined events and how their molecular activities are distributed across 
antigen-specific–effector Th-cell and B-cell subsets remains to be thoroughly analyzed. 
CD28 is another well-characterized T-cell co-stimulatory molecule primarily involved in 
sustained T-cell activation and appears critical for the initial DC-naïve Th interaction 
through the counter-receptors B7-1 (CD80) and B7-2 (CD86) ( 167 ). These 
counter-receptors are also up-regulated on antigen-primed B cells offering a means to 
increase stability of synapse II interactions or more directly enhance the TCR-pMHC 
interactions at this later stage of development in vivo. CTLA4 is another 
well-characterized member of this CD28/B7 family of molecules that has a dramatic 
impact on the decline of immune responses ( 168 ). In the absence of CTLA4, the animal 



develops a fatal lymphoproliferative disorder that is characterized by the presence of a 
huge number of infiltrating activated CD4 Th cells due to uncontrolled B7-1/B7-2 
stimulation ( 169 ). Hence, a negative signal through CTLA4 appears important to 
reestablish homeostasis following antigen-driven clonal expansion. Another more 
recently identified member of this CD28/B7 family is the inducible T-cell co-stimulator 
(ICOS) ( 167 , 170 ). ICOS is homologous to CD28 with a distinct ligand-binding motif and 
cytoplasmic tail and no detectable B7-1 or B7-2 binding. ICOS is not expressed 
constitutively on Th cells but is rapidly up-regulated on TCR engagement. ICOS-L is 
expressed at low levels on resting B cells and is not strongly up-regulated upon 
activation with BCR or anti-CD40. Unlike CD28, interfering with ICOS/ICOS-L 
interactions with soluble ICOS-Ig has modest effects at the initiation of Th-cell 
responses in vivo, but appear to be more important in promoting sustained T-cell 
expansion. ICOS-deficient mice have clear defects in class switch recombination and 
cannot form GC to T-dependent antigen ( 171 , 172 and 173 ). CD40 stimulation can 
overcome these defects and suggest that ICOS interactions are upstream from 
CD40–CD40L interactions in vivo. These newly described sets of interactions clearly 
contribute to the ongoing development of effective B-cell immunity and display some 
level of temporal organization in a cascade of cellular activities and outcomes. 
Isotype Switch Recombination Antigen-specific B-cell development divides spatially 
and functionally at the end of immune synapse II ( Fig. 6). One group of antigen-primed 
B cells clonally expands in the T zones and differentiates into short-lived plasma cells, 
while the second group returns to the B zones to initiate the GC reaction. Both 
pathways involve immunoglobulin class-switch recombination (CSR), while only the GC 
pathway undergoes somatic hypermutation and affinity-based maturation. The switch of 
Ig isotype from IgM to IgG, IgE, or IgA is accompanied by CSR. CSR is regulated by 
Th-cell signals and is critical for the generation of functional diversity in the humoral 
immune response. CD40–CD154 (CD40L) are required for CSR, as the absence of 
these signals leads to elevated serum-IgM levels (hyperIgM syndrome) in the absence 
of IgG, IgE, and IgA ( 174 ). Soluble T-cell–derived factors are also implicated in this 
differentiation event. IL-4 drives the high-efficiency switch to IgG1 and IgE in vitro ( 175 ). 
However, IL-4–deficient animals display residual IgG1 production but absent IgE 
responses in vivo ( 176 ). TGF-ß has been implicated in the regulation of IgA, while IFN-? 
is thought to induce IgG2a switch and to counter-regulate the influence of IL-4. CSR is 
an intrachromosonal deletional process between the switch (S) regions that reside 5' of 
each constant-region gene in B cells (except Cd) ( 177 ). Signaling through CD40 and 
cytokine receptors induces germline transcription through the targeted S regions. The 
Sµ region and the targeted S region is then cleaved by a putative DNA-cleaving 
enzyme. The activation-induced deaminase (AID), a putative RNA-editing cytidine 
deaminase, is required and sufficient for the initiation of the CSR reaction in the 
activated locus ( 178 ); however, it is not yet clear if it does the cleaving or regulates the 
cleaving activity of a separate complex. AID-deficient animals ( 179 ) and humans ( 180 ) 
display no CSR or somatic hypermutation of the Ig genes. Repair and ligation through 
nonhomologous end joining completes the process and results in the looping-out and 
replacement of the Cµ heavy-chain constant-region gene (C H) with other downstream 
C H genes. While isotype switch proceeds without somatic hypermutation in the T-zone 
pathway, the process within the GC reaction is thought to use the same molecular 
machinery. 



Development of Short-lived Plasma Cells The T-zone pathway to plasma cell 
differentiation induces the rapid production of germline-encoded antigen-specific 
antibody ( Fig. 6). Within the first 3 to 5 days of a T-dependent response, small foci of 
B-cell blasts can be seen in the T zones ( 181 ). They expand and differentiate into 
plasma cells of multiple Ig isotypes that migrate via the bridging channel in the splenic 
marginal zones and lodge in the red pulp, and are found in the lymphatic sinus of the 
medullary cords in LN responses ( 182 ). In contrast to their GC counterparts, these 
T-zone B cells do not diversify their Ig receptors, and once differentiated into plasma 
cells, have short half-lives of 3 to 5 days. Plasma cells are terminally differentiated, 
post-mitotic, antibody-producing factories. They display a marked increase in IgH and 
IgL mRNA and prominent amounts of rough ER to accommodate translation and 
secretion of abundant Ig. They have reduced or lost numerous cell-surface molecules, 
including MHC II, B220, CD19, CD21, and CD22, with an increase in the proteoglycan 
syndecan-1 (CD138), often used as a distinguishing marker for plasma cells. Plasma 
cells decrease the expression of CXCR5 and CCR7, and up-regulate responsiveness to 
CXCL12/SDF-1, the CXCR4 ligand that is localized more to the red pulp and medullary 
cords ( 183 ). Several transcription factors are also decreased or absent in plasma cells 
including B-cell lineage-specific activator (BSAP), the Pax-5 gene product and the class 
II transactivator (CIITA). Early B-cell factor (EBF), A-Myb, and BCL-6 that are also 
associated with B-cell development are down-regulated in plasma cells. In contrast, 
some transcription factors increase upon terminal differentiation. B-lymphocyte–induced 
maturation protein 1 (BLIMP-1) is induced upon cytokine-induced, plasma-cell 
differentiation of a murine B-cell lymphoma BCL-1 in vitro ( 184 ). This 
zinc-finger–containing transcriptional repressor has three identified targets. The 
repression of c-Myc may provide a mechanism for the cessation of cell cycle. The 
repression of CIITA may explain the decrease of MHC II expression and inability to 
receive further cognate T-cell signals, and Pax-5 repression may be required to release 
its control of XBP-1 transcription ( 185 ). While XBP-1–deficient mice are embryonic 
lethal, using the RAG complementation system, XBP-1–deficient B cells could develop 
normally in vivo, but were severely blocked in their ability to differentiate into plasma 
cells ( 186 ). XBP-1 is induced upon activation in splenic B cells and remains at high 
concentrations in plasma cells. IRF4 is another transcription factor up-regulated in 
plasma cells and IRF4-deficient animals cannot mount antibody responses ( 187 ). 
Calame ( 185 ) proposes a complex regulatory cascade in antigen-activated B cells that 
integrates the action of XBP-1, BLIMP-1, and IRF4 to induce terminal differentiation and 
plasma cell commitment. 

The Germinal Center Reaction—Phase III

The second broad cellular outcome of synapse II interactions is the GC reaction ( Fig. 
7). Antigen-primed B cells migrate to the B-zone follicular area after the delivery of 
cognate T-cell help and rapidly expand as sIgD - B220 + B cells. This massive and rapid 
clonal expansion displaces mature resting B cells, creating regions within the B-cell 
follicular area now referred to as secondary follicles. At some point, the secondary 
follicle polarizes into the “dark zone” region of rapidly proliferating sIgM/D - cells 
proximal to the T-cell areas, and a “light zone” region of nondividing cells that express 
downstream sIg at the opposite pole ( Fig. 7). The polarization of the secondary follicle 



signifies the beginning of the germinal center reaction. The dividing cells are referred to 
as centroblasts and the nondividing cells are centrocytes. Multiple specialized cell types 
participate in the GC reaction, giving rise to a cycle of activity that is focused on the 
development of high-affinity B-cell memory. Recruitment into the GC cycle involves 
massive clonal expansion and the random somatic diversification of the BCR. GC B 
cells expressing high-affinity variants are then selected for either re-entry into the GC 
cycle or export into the long-lived memory B-cell compartment.

 
FIG. 7. Phase III: the germinal center reaction. Cells involved in the GC reaction and 
their location in the germinal center (left), and cycle of activity that accompanies these 
cellular events in vivo (right). The GC reaction officially begins when the secondary 
follicle polarizes into the dark zone of proliferating centroblasts and the light zone of 
centrocytes that have dropped out of the cell cycle and express variant Ig receptors. 
Antigen-specific B cells are initially recruitment into the GC pathway followed by 
massive clonal expansion and BCR diversification via somatic hypermutation. Cells 
expressing variant BCR then exit the cell cycle and migrate to light zones that are filled 
with follicular dendritic cells (FDC) displaying copious immune-complexed antigen and 
occasional antigen-specific Th cells. The majority of centrocytes die locally by apoptosis 
and are cleared rapidly by tingible body macrophage (Mf). Some centrocytes with 
high-affinity variant BCR are selected to either re-enter the GC cycle of expansion, 
diversification, and selection or exit the GC reaction to enter the long-lived memory 
B-cell pool. This cell fate decision appears dependent on the quality of the 
BCR–antigen interaction and the nature of T-cell help delivered in a cognate manner by 
the resident antigen-specific GC Th cells (immune synapse III). The memory B-cell 
compartment exists in at least two major cellular fractions, the long-lived 
affinity-matured plasma cells and the affinity-matured memory-response precursors that 
are primed to respond rapidly to secondary antigen challenge.

Formation of Germinal Center Microenvironment The formation of the GC reaction 
is generally thought to require T-cell help, as it is absent in athymic nude mice, CD40- 
and CD154 (CD40L)-deficient animals, and is diminished using reagents that block or 
deplete Th-cell function, such as anti-CD4, anti-CD40, and anti-CD28 ( 188 , 189 and 190 ). 
However, some T-independent antigens do induce a GC response and they can arise in 
T-deficient animals. In the latter case, the GC reaction appears with truncated kinetics 
and does not support somatic hypermutation ( 191 ). Using T-dependent antigens such 
as hapten–protein conjugates, there is evidence for the initiation of GC by 5 to 7 days 
after priming. Each GC develops as a discrete entity imposing the cycles of 



diversification and then selection upon an oligoclonal set of antigen-specific B cells. 
There is some evidence for secondary selection of the subset of antigen-specific B cells 
that enter the GC reaction compared with those in the T-zone pathway; however, these 
issues have not yet been carefully addressed. Upon committing to the GC pathway, 
clonal expansion that forms the secondary follicle proceeds with a B-cell doubling time 
of about 6 to 8 hours. This rapid doubling time continues in the GC dark zone over the 
course of the primary response GC reaction (˜21 days) ( 182 ). 
Somatic Hypermutation and BCR Diversification Clonal expansion in the GC is 
associated with somatic diversification of the Ig receptor by a hypermutator mechanism 
( Fig. 7). Somatic hypermutation underpins affinity maturation in the B-cell 
compartment; however, the molecular mechanism that drives this process remains 
largely unresolved. The B cells recruited into the GC reaction have already been 
selected based on the germline specificity of their rearranged V-region genes ( Fig. 7). 
Upon expansion in the GC reaction, the B cells down-regulate this germline sIg and 
somatically diversify their variable-region genes. Single base substitutions, rare 
insertions, and deletions are introduced into a region spanning 1.5 to 2.0 kb 
downstream of the transcription initiation site ( 192 ). Activity peaks within the V(D)J 
region and decreases within the J-C intronic region of IgH and IgL V genes. The 
mutation rate approaches 10 -3 per base pair per generation at six orders of magnitude 
higher than spontaneous mutation frequencies. Approximately one mutation is 
introduced with each cell division. Analysis of mutation in “passenger” Ig transgenes 
that are not under selection pressure indicates intrinsic sequence hot spots for the 
mutator mechanism ( 193 ). These analyses identify a motif referred to as RGYW (where 
R = A or G; Y = C or T; W = A or T), with AGC/T triplets for serine identified as 
preferred targets. Transitions are more frequent than transversions and A nucleotides in 
the coding strand are replaced more frequently than T nucleotides (referred to as strand 
bias). However, it is clear that mutation does not rely on the sequence of the target 
genes, but does require transcription of the target locus. Double stranded DNA breaks 
(DSB) have been identified in the V(D)J regions of mutating B cells ( 194 ). Most of these 
DSB also occur preferentially at RGYW motifs and most often 5' of the G and R 
residues. These DSB may represent the reaction intermediates of the hypermutation 
mechanism or entry points for an endonuclease to cleave DNA strands and initiate 
hypermutation. Mutations could be introduced into these lesions as mismatched 
nucleotides by an error-prone DNA polymerase during the repair process. Zan et al. ( 
195 ) demonstrate a role for polymerase ? (POLZ) in a human B-cell line that can 
hypermutate in vitro. POLZ effectively extends DNA past mismatch base insertions and 
is up-regulated in this B-cell line upon BCR engagement in the presence of T-cell help. 
Blocking its action impaired hypermutation frequency. Polymerase ? (POLH) is also 
highly error prone, and while humans with defective enzyme appear to have normal 
frequency of hypermutation in their B cells, the pattern of mutation is significantly 
altered to less A/T and more G/C mutations ( 196 ). This suggests that multiple 
error-prone POLs may be involved in B cells. Polymerase ? (POLI) and µ (POLM) are 
two other highly error-prone polymerases that may play a role in hypermutation. 
However, after the introduction of mutations, there must be some means to subvert the 
mismatch repair mechanisms present in all cells. Curiously, mice deficient in nucleotide 
excision repair, mismatch repair, and base excision repair displayed normal levels of 
hypermutation, albeit with some differences in the overall patterns ( 197 ). A most 
remarkable finding in this field by Muramatsu et al. ( 198 ) is a role for the 



activation-induced cytidine deaminase (AID) as a central component for both somatic 
hypermutation and CSR. Originally discovered through cDNA subtraction focused on 
novel genes in GC B cells ( 198 ), it was then found to be the defect associated with an 
autosomal recessive form of hyper-IgM syndrome ( 180 ). Mice deficient in AID were able 
to form the GC reaction but were unable to undergo CSR or somatic hypermutation ( 179 

). AID may function as a catalytic subunit of an RNA-editing enzyme complex as other 
members of this deaminase family and as such it may edit the RNA of a putative 
hypermutator and exert an indirect effect. Alternatively, it may function more directly as 
the enzyme that introduces nicks or single nucleotide gaps, as it can also deaminate 
deoxycytosines to uracil. If these lesions are not effectively repaired they have an 
increased spontaneous mutation rate causing G/C to A/T transitions. Although the 
precise role AID plays in hypermuation has yet to be resolved; it is clearly an early 
intermediate in two critical aspects of antigen-driven B-cell development—somatic 
hypermutation and CSR. 
Antigen-Driven Selection and GC Th Cells—Immune Synapse III Centroblast 
expansion and receptor diversification introduce different point mutations into the 
V-region genes of clonal progeny. GC microdissection, PCR amplification, and V-region 
sequence analysis directly identifies these clonally related genealogies in vivo ( 199 , 200 ). 
Noncycling centrocytes express the variant receptors and move into the light zones of 
the GC, a region rich in follicular dendritic cells (FDC) and scattered antigen-specific GC 
Th cells. FDC are nonphagocytic stromal cells that are involved in the organization of 
primary follicles. These cells have been implicated in antigen-based GC selection 
events due to expression of Fc?R and complement receptor-1 (CR-1) influencing their 
ability to trap native antigen as immune complexes. In contrast, animals lacking 
complement receptors, C3, or treatment with anti-CR1/2 displayed diminished or absent 
GCs and slower maturation of the humoral response ( 201 ). Using a BCR transgenic 
mouse model with B cells expressing only membrane-bound antibody that were unable 
to secrete (and thereby unable to form immune complexes; IC), Hannum et al. ( 202 ) 
demonstrated normal GC formation and affinity maturation. These data argue against 
the requirement for IC in GC selection events. Antigen-specific Th cells are also 
enriched in the GC environment of an ongoing immune response ( Fig. 7). These GC 
Th cells express low to negative levels of CD90 (Thy 1), unlike their non-GC 
counterparts, and are very sensitive to apoptosis induction via CD3 signaling ( 203 ). 
Anti-CD154 (CD40L) or anti-B7-2 antibody can disrupt ongoing GC reactions, 
presumably by interfering with cognate GC Th-cell–GC B-cell interactions. As the 
surface phenotype of the GC Th cells and the GC B cells are substantially different from 
their T-zone counterparts, it is reasonable to consider this distinct cognate cellular 
interchange as immune synapse III. The specialized function of the GC Th cells is not 
yet well understood, but these GC Th-B interactions serve to propagate B-cell memory 
and may help to interpret secondary antigen-selection events. Most mutational events in 
the BCR are deleterious to antigen binding and result in loss of the variants by 
apoptosis in the GC reaction. In support of this idea, overexpression of anti-apoptotic 
molecules, Bcl-2 or Bcl-xL, results in the accumulation of low-affinity and/or autoreactive 
B cells as either long-lived plasma cells or memory B cells ( 204 , 205 ). CD95 (Fas) is also 
expressed in GC B cells and these cells are highly susceptible to CD95L-induced 
apoptosis. Mice with defective CD95 function (lpr mutation) display a 
lymphoproliferative disorder with accumulation of autoreactive B cells. There is 
evidence for an impact on clonal selection in the GC and subsequent entry into the 



memory B-cell compartment of these animals. GC B cells appear poised to undergo 
apoptosis expressing high levels of CD95, c-Myc, P 53, and Bax and low levels of bcl-2. 
Studies using human tonsillar GC B cells indicate preformed death-inducing signaling 
complex (DISC) that are held inactivated by c-FLIP ( 206 ). The c-FLIP is rapidly 
down-regulated in vitro in the absence of stimuli and can be prevented by CD40 
ligation. Most studies support the susceptibility of GC B cells to apoptosis unless 
rescued by antigen and the appropriate T-cell help. 

The B-Cell Memory Response—Phase IV

Exit from the GC reaction is one consequence of positive selection based on the 
increased affinity for antigen ( Fig. 7). These post–GC B cells exist long term as multiple 
cellular subsets that form the memory B-cell compartment. Stable maintenance of B-cell 
memory requires cell longevity that does not appear to need the continued expression 
of the affinity-matured BCR. These data argue that a continued antigen depot is not 
needed for memory B-cell survival. Finally, accelerated cellular expansion and rapid 
differentiation to high-affinity plasma cells is the hallmark of the memory B-cell response 
to antigen recall. This rapid cellular response is regulated by antigen-specific memory 
Th cells and constitutes Phase IV of the B-cell response that is controlled by the 
formation of immune synapse IV between memory Th cells and antigen-activated 
memory B cells ( Fig. 8).

 
FIG. 8. Phase IV: memory response to antigen re-challenge. Memory B-cell responses 
to T-dependent antigens also require T-cell help. It is thought that the memory B cell 
acts as the main APC in these memory responses. Hence, immune synapse IV can be 
thought to occur between antigen-activated memory B cells and memory Th cells and 
most likely occurs in the T-cell zones of secondary lymphoid tissue. Massive and rapid 
clonal expansion ensues in both the memory B-cell and memory Th-cell compartments 
with substantial plasma cell production evident in the T zones of these organs. These 
plasma cells appear short-lived and secrete the affinity-matured range of BCR 
expressed by their memory cell precursors. There is also evidence of 
secondary-response germinal centers that may be seeded by memory response 
precursors or naïve B cells with a different spectrum of BCR.

Memory B-Cell Subsets Post–GC B cells can be considered to persist in two broad 
categories: long-lived plasma cells and memory response precursors. These long-lived 
plasma cells display evidence for somatic hypermutation, produce isotype-switched, 



high-affinity antibody, and preferentially home to the bone marrow with greatly extended 
half-lives compared to their T-zone/red-pulp plasma cell counterparts ( 207 ). Long-lived 
plasma cells do not appear to self-replenish but can survive in the absence of 
transferred antigen with half-lives ˜140 days as estimated by Slifka et al. ( 208 ). Animals 
deficient in CXCR4 expression have increased antigen-specific plasma cells in the 
peripheral blood but a reduced cell number in the bone marrow. Plasma cells express 
high levels of the integrin a4ß1, and animals deficient in its ligand VCAM1 are depleted 
of mature recirculating B cells in the bone marrow and display decreased T-dependent 
B-cell responses ( 209 ). Interestingly, CD22-deficient mice also have a decreased 
number of recirculating B cells in the bone marrow, and injecting normal mice with a 
soluble CD22-Fc to block interactions of CD22 with its ligands (a2,6-linked sialic acids 
on glycans) decreases the numbers of plasma cells in the bone marrow ( 210 ). Hence, 
there may be multiple mechanisms for regulating plasma-cell homing to the bone 
marrow that may represent signals for both homing and long-term survival in this 
specialized microenvironment. Memory response precursors can be broadly defined as 
a residual population of antigen-experienced B cells that are not actively secreting 
antibody. Antigen experience preprograms these memory B cells to respond rapidly to 
secondary encounters with antigen under the regulation of memory Th cells. 
Accelerated clonal expansion and exaggerated plasma cell differentiation are the 
cardinal cellular characteristics of a memory response. Invariably, memory B cells will 
express isotype-switched and mutated BCR with evidence for affinity-based selection ( 
211 ). Martin and Goodnow ( 212 ) recently demonstrated that the cytoplasmic tail of IgG 
was sufficient to increase the clonal burst potential of naïve B cells upon primary 
encounter with antigen. These data indicate one mechanism for quantitatively altering 
the memory B-cell response to antigen. Our group has recently identified multiple 
subsets of antigen-specific memory-response precursors based on the expression of 
cell-surface phenotype (mainly the expression of particular CD45 glycoform seen by 
mAb 6B2). The two main subsets (6B2 + and 6B2 -) differ in localization (peripheral 
lymphoid tissue versus bone marrow, respectively), and proliferative and differentiative 
capacity upon adoptive transfer and antigen re-exposure ( 213 , 214 ). The cell-surface 
phenotype of these two main memory B-cell subsets also suggests they have overtly 
differing responses to BCR triggering with differences in co-receptor and 
complement-receptor expression (6B2 +CD19 +CD21 +CD22 +; 6B2 -CD19 -CD21 
+CD11b +CD22 -). Linton et al. ( 215 ) have identified multiple potentials for antigen 
responsiveness in the pre-immune compartment. They demonstrate subsets of naïve B 
cells that have a greater propensity to produce antibody-secreting cells (CD24 high) and 
others more likely to form memory-response precursors (CD24low). While the 
understanding of B-cell memory is still rudimentary, it is clear that its heterogeneous 
cellular organization indicates complex molecular regulation for both survival and 
response to recall. 
Memory B-Cell Maintenance The longevity of memory B cells appears independent of 
antigen. Initial transfer analyses by Gray and Skarvall ( 216 ) suggested a constant 
source of antigen was required for long-term memory B-cell survival. Maruyama et al. ( 
217 ) recently addressed this question in an elegant Cre-LoxP–mediated genetic 
manipulation of an animal model. Animals were engineered to express two Ig 
heavy-chain alleles with expected specificity to two separate antigens (the hapten, NP, 
and the protein phycoerythrin, PE with the heavy chain in the opposite orientation) and 



then immunized to NP. Once NP-specific memory B cells were produced after 
immunization, the BCR heavy chain was switched by Cre-mediated recombination to 
lose the NP specificity and express the PE heavy chain. These BCR-switched memory 
B cells survived for 15 weeks in the absence of any exposure to PE, thus indicating no 
requirement for specific antigen. The PE-specific response had been used previously 
by the same group to demonstrate that memory B cells survived for extended periods 
with very low cell turnover. 
The Response to Antigen Recall—Immune Synapse IV The role of memory Th cells 
in the regulation of memory B-cell responses has not been clearly addressed to date. 
Abrogation of CD4 Th cells using ablative anti-CD4 treatment clearly decreases 
subsequent memory B-cell responses in vivo. It is also apparent that all memory Th 
cells do not express similar functions, at least with respect to cytokine secretion ( 150 ). 
The APC for the memory B-cell response are most likely antigen-specific memory B 
cells. These cells have high-affinity receptors for antigen, and memory responses can 
be triggered with very low doses of antigen in the absence of any adjuvant. In a similar 
manner to the APC impact on naïve Th cells in the primary response, the quality of the 
initial memory B-cell response to antigen recall could significantly impact the 
differentiation of memory T-cell help. Hence, the nature of cognate help in the induction 
of memory B-cell responses may again be qualitatively and quantitatively distinct from 
any previous synaptic interaction and can be considered immune synapse IV ( Fig. 8). 
Synapse IV interactions will still be antigen specific and require pMHC expression by 
the memory B cells. However, the constellation of co-stimulatory/co-receptor molecules 
involved in this specialized molecular exchange has yet to be carefully investigated. In 
summary, B-cell activation in vivo takes on multiple forms that depend on the nature of 
the antigen and the developmental program of the B cell recruited to respond. Some 
subsets of B cells appear to be specialized to respond to T-independent forms of 
antigen in a manner that suggests the presence of a natural, evolutionarily conserved 
B-cell memory. In contrast, the response to most protein antigens requires the 
activation of the innate immune system and the recruitment of antigen-specific Th cells. 
These T-dependent B-cell responses develop as elaborate cellular cascades of 
interdependent activity, critically regulated over time and spatially organized within 
specialized microenvironments. Cognate interactions of intercellular information 
exchange act as the key checkpoints to this complex process. The primary response 
can be divided into three broad phases of cellular development culminating in the 
development of high-affinity B-cell memory as the cellular product of the germinal 
center reaction. Long-term protection is served through the ability of these memory B 
cells to respond very rapidly to subclinical re-challenge with antigen under the regulation 
of memory Th cells and the heightened reactivity of this adaptive arm of the immune 
system. 
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The characteristics of T-lymphocyte recognition and the nature of T-cell antigen 
receptors (TCRs) has been a difficult and controversial area for immunologists. 
However, since 1983 there has been tremendous progress in identifying the molecules 



and genes that govern T cell recognition, and in more recent years, researchers have 
obtained the first concrete information on their biochemistry and structure. Although 
TCRs share many similarities, both structural and genetic, with B cell antigen receptors 
(immunoglobulins), they also possess a number of unique features related to their 
specific biological functions.

For classically defined helper and cytotoxic T cells, the most important of these 
differences was first suggested by the experiments of Zinkernagel and Doherty, who 
showed that viral antigen recognition by cytotoxic T cells was possible only with a 
certain major histocompatibility complex (MHC) haplotype on the infected cell ( 1 , 2 ). 
Evidence for this phenomenon of MHC restricted “recognition” was also demonstrated 
for helper T cells ( 3 , 4 ). It is now known that this type of T-cell recognition involves 
fragments of antigens (e.g., peptides) bound to specific MHC molecules (see Chapter 
19 and Chapter 20). Because all antigens must eventually be degraded, this form of 
T-cell recognition is very complementary to that of B cells, in which pathogens can 
escape recognition by obscuring an antibody binding site or employing “decoy” 
molecules.

T-cell receptors occur as either of two distinct heterodimers, aß or ?d, both of which are 
expressed with the nonpolymorphic CD3 polypeptides ?, d, e, and ? and, in some 
cases, the ribonucleic acid (RNA) splicing variant of ?, ?, or Fce chains. The CD3 
polypeptides, especially ? and its variants, are critical for intracellular signaling ( 5 ). The 
aß TCR heterodimer–expressing cells predominate in most lymphoid compartments 
(90% to 95%) of humans and mice, and they are responsible for the classical helper or 
cytotoxic T cell responses. In most cases, the aß TCR ligand is a peptide antigen bound 
to a class I or class II MHC molecule. T cells bearing ?d TCR are less numerous than 
the aß type in most cellular compartments of humans and mice. However, they make 
up a substantial fraction of T lymphocytes in cows, sheep, and chickens ( 6 ). Studies of 
the structural characteristics and specificity of ?d TCRs indicate that they are much 
more like immunoglobulins than like aß TCRs in their antigen recognition properties. In 
particular, they do not seem to require MHCs or other molecules to present antigens but 
instead appear to recognize antigens directly ( 7 ). Although it is not yet clear what role 
they play in the immune response, this is a very active area of current research, and 
many interesting leads are being pursued.

T-CELL RECEPTOR POLYPEPTIDES

The search for the molecules responsible for T-cell recognition first focused on deriving 
antisera or monoclonal antibodies specific for molecules on T-cell surfaces. Ultimately, 
a number of groups identified “clonotypic” sera ( 8 ) or monoclonal antibodies ( 9 , 10 , 11 , 
12 and 13 ). A number of these antibodies were able to block antigen specific responses 
by the T cells they were raised against or, when coated on a surface, could activate the 
T cells for which they are specific. They were also able to immunoprecipitate 85,000- to 
90,000—molecular weight (MW) disulfide-bonded heterodimers from different T cell 
clones or hybridomas consisting of two 40,000- to 50,000-MW glycosylated subunits 
referred to as a and ß. Peptide mapping studies showed that there was a striking 
degree of polymorphism between heterodimers isolated from T cells of differing 



specificity, which thus suggests that these antigen recognition molecules may be akin to 
immunoglobulins ( 14 , 15 ).

Work in parallel to these serological studies exploited the small differences (˜2%) 
observed between B- and T-cell gene expression ( 16 ) and isolated both a murine ( 17 , 
18 ) and a human ( 19 ) T-cell specific gene that had antibody-like V, J, and C region 
sequences and could rearrange in T-lymphocytes ( 18 ). This molecule was identified as 
TCRß by partial sequence analysis of immunoprecipitated materials ( 20 ). Subsequent 
subtractive cloning work rapidly identified two other candidate TCRs’ complementary 
deoxyribonucleic acids (cDNAs) identified as TCRa ( 21 , 22 ) and TCR? ( 23 ). It was 
quickly established that all antigen-specific helper or cytotoxic T-cell expressed TCRaß 
heterodimers. Where TCR? fit in remained a puzzle until work by Brenner et al. ( 24 ) 
showed that it was expressed on a small (5% to 10%) subset of peripheral T cells 
together with another polypeptide, TCRd. The nature of TCRd remained unknown until 
it was discovered within the TCRa locus, between the Va and Ja regions ( 25 ). Formal 
proof that the TCRa and TCRß subunits were sufficient to transfer antigen/MHC 
recognition from one T cell to another came from gene transfection experiments ( 26 , 27 

), and equivalent experiments have also been performed with ?d TCRs ( 28 ).

As shown in Fig. , all TCR polypeptides have a similar primary structure, with distinct 
variable (V) and diversity (D) regions in the case of TCRß and TCRd, and with joining 
(J), and constant (C) regions exactly analogous to their immunoglobulin counterparts. 
They also share many of the amino acid residues thought to be important for the 
characteristic variable and constant domains of immunoglobulins ( 29 ). The Cß region is 
particularly homologous, sharing 40% of its amino acid sequence with CK and C?. The 
TCR polypeptides all contain a single C region domain (versus up to four for 
immunoglobulins) followed by a connecting peptide or hinge region, usually containing 
the cysteine for the disulfide linkage, which joins the two chains of the heterodimer 
[some human TCR?d isoforms lack this cysteine and consequently are not disulfide 
linked ( 30 )]. N-linked glycosylation sites vary from two to four for each polypeptide, with 
no indications of O-linked sugar addition. C-terminals to the connecting peptide 
sequences are the hydrophobic transmembrane regions, which have no similarity to 
those of heavy immunoglobulin genes but instead have one or two positively charged 
residues that appear to be important for interaction with the CD3 molecules and T cell 
signaling, through interaction with the acidic residues found in all CD3 transmembrane 
regions. The newest member of the TCR polypeptide family is the pre–Ta chain, which 
serves as a chaperone for TCRß in early thymocytes, which is similar to the role of ?5 in 
pre–B cells. It was first identified and cloned by Groettrup et al. ( 31 ) and Saint-Ruf et al. 
( 32 ). It has an interesting structure that consists of a single immunoglobulin constant 
region–like domain followed by a cysteine-containing connecting peptide and a 
transmembrane region containing two charged residues: an arginine and a lysine 
spaced identically to those on the TCRa transmembrane region. The cysteine in the 
connecting peptide is presumably what allows heterodimer formation with TCRß, and 
the similarity to TCRa in the transmembrane region is most likely to accommodate the 
CD3 polypeptides. In both mice and humans, the cytoplasmic tail is much longer than 
any of the TCR chains (37 and 120 amino acids, respectively), and the murine 
sequence contains two likely phosphorylation sites and sequences homologous to an 



SH3 domain–binding region. These are not present in the human sequence, however, 
and their functional significance is therefore questionable ( 32 ). Thus, the pre–Ta 
molecule could function as signaling intermediate independent of any of the CD3 
polypeptides.

 
FIG. 1. Structural features of T-cell receptors and pre–T a polypeptides. Leader (L), 
variable (V), diversity (D), joining (J), and constant region (C) gene segments are 
indicated. TM and bold horizontal lines delineate the putative transmembrane regions; 
CHO indicates potential carbohydrate addition sites; C and S refer to cysteine residues 
that form interchain and intrachain disulfide bonds; R and K indicate the positively 
charged amino acids (arginine and lysine, respectively) that are found in the 
transmembrane regions.

T-CELL RECEPTOR STRUCTURE

As just discussed, the sequences of TCR polypeptides show many similarities to 
immunoglobulins, and thus it has long been suggested that both heterodimers would be 
antibody-like in structure ( 18 , 19 , 33 ). These similarities include the number and spacing 
of specific cysteine residues within domains, which in antibodies form intrachain 
disulfide bonds. Also conserved are many of the interdomain and intradomain contact 
residues; in addition, secondary structure predictions are largely consistent with an 
immunoglobulin-like “ß barrel” structure. This consists of three to four antiparallel ß 
strands on one side of the “barrel” facing a similar number on the other side, with a 
disulfide bridge (usually) connecting the two ß “sheets” (sets of ß strands in the same 
plane) ( Fig 2A). A diagrammatic representation of a typical V-region structure is shown 
in Fig. 2B. All immunoglobulin V- and C-region domains have this structure, with slight 
variations in the number of ß strands in V-region domains (by convention, including V, 
D, and J sequences) in comparison with C-region domains.



 
FIG. 2. T-cell receptors ß and Va. A: Ribbon diagram of the first T-cell receptor crystal 
structure ( 34 ), showing the antiparallel ß sheets of a Vß-Cß polypeptide. The Vß and 
Cß domains show the classical eight and seven ß-strand “barrels” characteristic of 
immunoglobulin V and C domains, respectively. Also shown are the positions of the 
complementarity-determining region loops 1, 2, and 3 at the end of Vß and the fourth 
loop, which has been implicated in superantigen interactions. B: Schematic of the ß 
strands in typical V region domain, which contrast with the alterations found in a Va 
domain.

aß T-Cell Receptor Structure

Efforts to derive x-ray crystal structures of TCR heterodimers and fragments of 
heterodimers have encountered many technical hurdles. One reason is that it requires 
engineering the molecules into a soluble form. A second is that many of the TCRs are 
heavily glycosylated, and it was necessary to eliminate most or all of the carbohydrates 
on each chain to obtain high-quality crystals. An alternative is to express soluble TCRs 
in insect cells, which have compact N-linked sugars, or in Escherichia coli, which have 
none. The first successes in TCR crystallization come from the work of Bentley et al. ( 34

 ), who solved the structure of a Vß Cß polypeptide, and Fields et al. ( 35 ), who then 
solved the structure of a Va fragment. In general, these domains all are very 
immunoglobulin-like, with the classical ß-barrel structure in evidence in all three 
domains. At each end of the barrel in each V-region domain, there are four loops 
between the ß sheets, three of which form the complementarity-determining regions 
(CDRs) of immunoglobulins. The fourth loop, between the D and E strands, has been 
implicated in superantigen binding. The six CDR loops from the two variable domains 
form the antigen-binding surface of immunoglobulins and, as discussed later, TCRs as 
well. Whereas the Vß domain depicted in Fig. 2A follows the canonical V domain ß 
sheet structure, Va differs significantly in that one of the sheets has been translocated 
to the other half of the barrel (as schematized in Fig. 2B). This acts to remove a bulge in 
the side of the Va domain, and it has been suggested that this would allow dimers of 
TCRs or perhaps higher order structures to assemble ( 35 ). Ultimately, Garcia et al. ( 36 ) 
were able to solve the structure of the Ca in the context of a complete heterodimer, and 
it has a remarkable variation of the classical immunoglobulin-like domain ( Colorplate 
1). Here there is only one half of the classical ß-barrel—that is, one set (or “sheet”) of ß 
strands—whereas the rest of the somewhat truncated domain exhibits random coils. 
This type of structure is unprecedented in the immunoglobulin. The functional 
significance of such a variant structure in unknown, but it has been suggested that this 
incompletely formed immunoglobulin-like domain may be responsible for the observed 
lability of TCRa, and this may allow greater flexibility in the regulation of its expression. 
Another possible explanation is that this alteration may be designed to accommodate 



one or more of the CD3 molecules.

With regard to complete heterodimer structures, there are now data from four aß ( 36 , 37 

, 38 , 39 and 40 ) and one ?d heterodimer ( 41 ), and they largely resemble the crystallized 
fragment of an antibody (Fab). Although many features of these structures are shared 
with their antibody counterparts, several unusual features in the aß molecules may be 
significant. These include the following: (a) In one structure ( 36 ), four of seven N-linked 
sugars diffracted to high resolution, which indicates that they are not free to move very 
much and thus are likely to play a structural role, particularly in Ca:Cß interactions. This 
correlates with mutagenesis data indicating that certain Ca sugars could not be 
eliminated without abolishing protein expression in mammalian cells ( 42 ) and the 
disordered state of a Ca domain in the structure of a TCR lacking glycosylation ( 37 ). (b) 
There is much more contact between Vß and somewhat more between Va and Ca than 
in the equivalent regions of antibodies. (c) The geometry of the interaction of Va and Vß 
more closely resembles that of the CH3 domains of antibodies than VH and VL 
domains. (d) Between the CDR3 loops of Va and Vß, there can be a pocket that, in at 
least one case ( 37 )] accommodates a large side chain from the peptide bound to an 
MHC. Another key question is whether any conformational change occurs in the TCR 
upon ligand binding. Conformational changes in the TCR or in the CD3 polypeptides in 
particular may hold important clues as to the mechanism of signal transduction across 
the membrane after TCR engagement.

?d T-Cell Receptor Structure

The crystal structure of a ?d TCR from a human T cell clone ( 41 ) that can be stimulated 
by small phosphate-containing compounds has been solved. Although both of its CDR3 
loops are similar in length to those of aß TCRs whose structures have been 
determined, they protrude significantly from the rest of the putative binding surface and 
create a cleft between them. Portions of the CDR1?, CDR1d, and CDR2? combine with 
the clefts between the CDR3 loops to form a pocket that may be the phosphoantigen 
binding site. This is because its structure is similar to those of pockets that are found in 
antibodies that bind phosphate-containing antigens, and it is surrounded by positively 
charged amino acid residues contributed by CDR2?, CDR2d, and CDR3?, which is 
consistent with binding the negatively charged phosphate compounds ( 41 ).

A unique feature of this structure is the unusually small angle between the variable and 
constant regions of the ?d TCR, in comparison with aß TCRs and antibodies. In 
addition, structural differences in C? and Cd and the locations of the disulfide bond 
between them may indicate distinct recognition and signaling properties in comparison 
with aß TCRs.

THE CD3 POLYPEPTIDES

Immunoprecipitation of the TCR with anti-idiotypic antibodies after solubilization with the 
nonionic detergent noniodet P 40 (NP 40) shows only the a- and ß-chain heterodimer. 
However, the use of gentler detergents, such as digitonin or Triton-X100, reveals five 



other proteins [as reviewed by Terhorst et al. ( 5 ) and Klausner et al. ( 43 )]. This is 
shown most clearly in a form of two-dimensional gel electrophoresis in which the first 
dimension is run without a reducing agent, whereas the second gel is run with one such 
agent ( Fig. 3). The result is that most proteins can be graphed along a diagonal, 
whereas the subunits from disulfide-bonded multimeric proteins fall below the diagonal. 
Analysis of murine T cells by this technique shows the two TCR subunits (a, ß) running 
at 40,000 MW together with CD3? (20,000), CD3d (25,000), CD3e (20,000), and a 
fourth running below the diagonal at 16,000 MW ( 44 ) (?). The fact that the e chain runs 
above the diagonal indicates that it migrates faster when disulfide bonds are intact than 
when they are broken. This in turn implies that there are intrachain disulfide bonds that 
hold the molecule in a compact configuration. The migration of the ? chain is indicative 
of a disulfide-bonded homodimer; however, further studies have shown that the ? chain 
can be part of a heterodimer in at least two forms. In murine T cells, the ? chain can 
disulfide-bond with a minor variant called the ? chain ( 45 , 46 ). This latter chain is an 
alternate splicing variant of the ?-chain gene ( 47 ). This alternatively spliced species of 
the ? chain is not found in significant quantities in human T cells ( 48 ). The second type 
of ? chain containing heterodimer contains the ? chain associated with the FceRI 
(FceRI?) and Fc?RIII (CD16) receptors ( 49 ).

 
FIG. 3. T-cell receptor (TCR) aß CD3 complexes. Sodium dodecyl 
sulfate–polyacrylamide gel electrophoresis (SDS-PAGE) analysis of TCR-CD3 
complexes studied with immunoprecipitation and the two-dimensional “diagonal” gel 
method of Goding et al. ( 291 ). T-cell hybridoma cells were surface labeled with 
iodine-125 and immunoprecipitated with an anti-TCR antibody. The first dimension was 
run on SDS-PAGE without reducing agents, and the second dimension included the 
reducing agents. Molecules that are not disulfide-linked multimers cluster along a 
diagonal, whereas those that are disulfide-linked multimers “fall off” the diagonal as 
their molecular weight decreases, as they dissociate into their component chains. 
Shown here are TCRa; TCRß; and CD3 ?, d, e, and ? chains, from Samelson et al. ( 44 

).



With regard to overall stoichiometry, current evidence suggests that there are two TCR 
heterodimers per CD3 cluster. This is based on a number of findings, particularly the 
work of Terhorst et al. ( 5 ) who showed that in a T-T hybridoma, a monoclonal antibody 
against one TCRaß pair could comodulate a second aß heterodimer. In addition, 
sucrose gradient centrifugation of TCR/CD3 showed a predicted molecular weight of 
300 kD, more than 100 kD larger than expected from a minimal d subunit complex (a, ß, 
?, d, e 2, ? 2) ( 50 ). Another study suggesting that there are least two TCRs in a given 
CD3 complex is the Scatchard analysis, which indicated that the number of CD3e 
molecules on a T-cell surface equals the number of aß TCRs ( 51 , 52 and 53 ). Finally, 
Fernandez-Miguel et al. ( 53a) showed that in T cells that have two transgenic TCRß 
chains, antibodies to one Vß can immunoprecipitate the other. It was also found that 
they are often close enough to allow fluorescence energy transfer, which means that 
the two TCRß chains in a cluster are within 50 Å of each other ( 53a). Interestingly, it 
appears that the TCR complexes with CD3 have either CD3 ? or CD3d but not both, 
and these two receptor types are expressed in different ratios in different cells. 
Furthermore, in cell types that express the FceRI? chain, these two forms of the 
receptor can be further divided into those that contain the ?? homodimer and those that 
have the ?FceRI? heterodimer ( 49 ). Thus, as shown in Fig. 4, much of the evidence 
to-date suggests a stoichiometry of the core cluster being [aß] 2[?/de] 2[??] 4, with a 
number of the variations involving FceR, as discussed previously. However, this has 
recently been disputed by Call and colleagues ( 53b), whose data support a single TCR 
heterodimer/CD3 complex.

 
FIG. 4. Structural features of the CD3 molecules. As in Figure 1, transmembrane 
regions (TM) carbohydrate addition sites (CHO) and cysteine residues (C) are 
indicated. In addition, negatively charged transmembrane residues (D for aspartic acid 



and E for glutamic acid) as well putative phosphorylation sites are shown.

Sequence and Structure of the CD3 Polypeptides

Figure 4 illustrates the principal structural features of the ?-, d-, e-, and ?-chain 
polypeptides as derived from gene cloning and sequencing [as reviewed by Terhorst et 
al. ( 5 ) and Clevers et al. ( 54 )]. The extracellular domains of the ?-, d-, and e-chains 
show a significant degree of similarity to one another. These domains retain the 
cysteines that have been shown to form intrachain disulfide bonds and each consists of 
a single immunoglobulin superfamily domain. The spacing of the cysteines in these 
domains indicates a compact immunoglobulin fold, similar to a constant region domain. 
All of the extracellular domains contain a pair of closely spaced cysteines just before 
the predicted membrane-spanning regions, and these are likely candidates for the 
formation of intermolecular disulfide bonds as described previously. The extracellular 
domain of the ? chain consists of only nine amino acids and contains the only cysteine, 
which is responsible for the disulfide linkage of the ?? homodimer or the ?FceRI? 
heterodimer. In the transmembrane regions, it is particularly striking that all of the CD3 
polypeptides have a conserved negatively charged amino acid, complementary to the 
positive charges seen in the TCR transmembrane regions and also necessary for 
proper assembly ( 55 , 56 and 57 ).

The intracellular domains of the ?, d, e, and ? chains are the intracellular signaling 
“domains” of the TCR heterodimer. Each of these molecules contains an amino acid 
sequence motif that can mediate cellular activation ( 58 ). In T cells that are defective in 
?-chain expression, a small but significant amount of interleukin-2 production can be 
elicited through the use of either the superantigen SEA or an antibody specific for thy-1. 
However, the ? chain is required for optimal stimulation by antigen, and the intracellular 
sequences responsible for this activation are contained within as few as 18 amino acids 
with the sequence X2YX2L/IX7YX2L/I. Both of the tyrosines in this sequence motif are 
absolutely required to mediate signal transduction, because mutation of either 
completely prevents the mobilization of free Ca 2+ or cytolytic activity. This sequence 
occurs three times in the ? chain and once in each of the CD3 ?, d, e, and F ceRI? 
chains. There are also pairs of tyrosines present in the cytoplasmic domains of the ?, d, 
e, and ? chains ( Fig. 5). This sequence motif is also present in the mß-1 and B29 
chains associated with the (immunoglobulin) ß-cell receptor and in the F ceRIß chain. 
The tyrosines in these cytoplasmic sequences are substrates for tyrosine 
phosphorylation, which is one of earliest steps in T cell signaling ( 58 ) and is thought to 
occur aberrantly in nonproductive T cell responses (e.g., antagonism, described later). 
Serine phosphorylation of the CD3? also occurs upon antigen or mitogenic stimulation 
of T cells ( 59 ) and thus may play a role as well.



 
FIG. 5. A model of the T-cell receptor aß–CD3 complex. Although the precise 
arrangement of T-cell receptor polypeptides and CD3 molecules in a given cluster is not 
known, the fragmentary data that exist have been schematized by Terhorst et al. ( 5 ) 
into this working model of the complex. This model is also consistent with the data of 
Fernandez-Miguel et al. ( 53a), but disputed by Call et al. ( 53b). From ( 5 ), with 
permission.

Intracellular Assembly and Degradation of the T-Cell Receptor–CD3 Complex

The assembly of newly formed TCRa- and TCRß chains with the CD3 ?, d, e, and ? 
chains and their intracellular fate have been studied in detail ( 5 , 43 , 60 ). Studies have 
focused on mutant hybridoma lines that fail to express TCR on their cell surface, and in 
transfection studies, cDNA has been used for the different chains in the receptor.

Experiments in a nonlymphoid cell system ( 61 ) have shown that TCRa can assemble 
with CD3d and CD3e but not with CD3? and CD3?. In contrast, the TCRß chain can 
assemble with any of the CD3 chains except the ? chain. When the CD3? chain was 
transfected with a or ß chain genes or with any of the three CD3 chains, no pairwise 
interaction occurred. Only when all six cDNAs were cotransfected was it shown that the 
? chain could be coprecipitated with the other chains ( 61 ). On the basis of these data, a 
model has been proposed to suggest that the TCRa chain pairs with CD3d and CD3e 
chains and that the TCRß chain pairs with the CD3? and CD3e chains in the completed 
molecule. The CD3? chain is thought to join the TCR and other CD3 polypeptides in 
that last stage of assembly.

Pulse-chase experiments have shown that all six chains are assembled in the 
endoplasmic reticulum, transported to the Golgi apparatus, and then transferred to the 
plasma membrane. It also appears that the amount of ? chain is rate limiting, as it is 
synthesized at only 10% the level of the other chains. This results in the vast majority of 
newly synthesized a, ß or CD3 components being degraded within 4 hours of their 
synthesis. The remaining nondegraded chains are long-lived and form complete 
TCR/CD3 complexes with the limiting ? chain ( 74 ). TCR/CD3 complexes lacking CD3? 
chains migrate through the endoplasmic reticulum and Golgi apparatus intact but then 
are transported to the lysosomes and degraded. Analysis using transfectants of 
individual chains or pairs of chains has shown that CD3? and CD3d chains contain 
endoplasmic reticulum retention signals. If these signals are removed, the chains are 
transported through the Golgi apparatus and rapidly degraded in the lysosomes. The 



immunological significance of this pre-Golgi degradation pathway is most evident in 
CD4 +CD8 + thymocytes, in which, despite high levels of synthesis of both messenger 
RNA and protein for all the TCR, CD3, and ? chains, surface expression is relatively 
low. The TCR chains in immature thymocytes seem to be selectively degraded ( 62 ). 
Thus, posttranslation regulation appears to be an important means of controlling the cell 
surface expression of TCR heterodimers.

CD3 Structure

It is very important, ultimately, to know the structure and dynamics of an entire 
TCR/CD3 complex. Although a number of TCR structures are now known, only recently 
have the first CD3 structures been solved ( 63 ). As expected, this CD3 e? heterodimer 
has immunoglobulin domains and yields some possible clues as to how it “fits” with a 
TCR heterodimer. It is hoped to be the harbinger of bigger pieces to this puzzle.

T-CELL RECEPTOR GENES

As shown in Fig. 6, TCR gene segments are organized similarly to segments of 
immunoglobulins, and the same recombination machinery is responsible for joining 
separate V and D segments to particular J and C segments. This was initially indicated 
by the fact that the characteristic seven- and nine-nucleotide conserved sequences 
adjacent to the V, D, and J regions with the 12- or 23-nucleotide spacing between them, 
first described for immunoglobulin genes, are also present in TCRs ( 64 ). The most 
conclusive evidence of this common rearrangement mechanism has been shown by the 
fact that both a naturally occurring recombination-deficient mouse strain [severe 
combined immune deficiency ( 65 )] and mice engineered to lack recombinase activating 
genes (RAG) 1 ( 66 ) or 2 ( 67 ) are unable to rearrange either TCR or immunoglobulin 
gene segments properly. As with immunoglobulins, if the V region and J region gene 
segments are in the same transcriptional orientation, the intervening DNA is deleted 
during recombination. DNA circles of such material can be observed in the thymus ( 68 , 
69 ), the principal site of TCR recombination (see later discussion). In the case of TCRß 
and TCRd, there is a single V region 3' to the C region in the opposite transcriptional 
orientation to J and C regions. Thus, rearrangement of these gene segments occurs 
through an inversion. Variable points of joining are seen along the V, D, and J gene 
segments, as are random nucleotide addition (N regions) in postnatal TCRs. The 
addition of several nucleotides in an inverted repeat pattern, referred to a P element 
insertion, at the V-J junction of the TCR? chains has also been observed ( 70 ).



 
FIG. 6. T-cell receptor gene organization in mice and humans. Schematic of V, D, J, 
and C elements of the T-cell receptor genes. Transcriptional orientation is from left to 
right except where noted. The overall size of each locus is indicated on the right side. E, 
enhancers; S, silencer elements.

Organization of the T-Cell Receptor a/d Locus

In humans and in mice, there is a single a-chain C-region gene that is composed of four 
exons encoding (a) the constant region domain; (b) 16 amino acids, including the 
cysteine that forms the interchain disulfide bond; (c) the transmembrane and 
intracytoplasmic domains; and (d) the 3' untranslated region ( Fig. 6). The entire a/d 
locus in humans spans about 1.1 Mb ( 96 ). The murine a/d locus appears to be similar 
in size. There are 50 different J-region gene segments upstream of the C region in the 
murine locus. At least eight of the J-region gene elements are nonfunctional because of 
in-frame stop codons or rearrangement and splicing signals that are likely to be 
defective. A similar number of a-chain J regions are present in the human locus. This 
very large number of a-chain J regions, in comparison with the immunoglobulin loci, 
may indicate that the functional diversity contributed by the J segment of the TCR 
(which constitutes a major portion of the CDR3 loop) makes a special contribution to 
antigen recognition (see later discussion).

Both the murine and human Cd, Jd, and two Dd gene segments are located between 
the Va and Ja gene segments. In the murine system, there are two Jd and two Dd gene 
segments on the 5' side of Cd, and the Cd gene is approximately 75 kb upstream of the 
Ca gene but only approximately 8 kb upstream of the most 5' known Ja gene segments. 
The human organization is similar, with three Da and two Jd gene segments. 
Surprisingly, in both species, all of the D elements can be used in one rearranged gene 
rather than alternating, as is the case with TCRß or heavy immunoglobulin; that is, Vd, 
D 1, D 2, and Jd rearrangements are frequently found in mice ( 71 ) and Vd, D 1, D 2, D 

3, and Jd are frequently found in humans ( 72 ). This greatly increases the junctional or 
CDR3 diversity that is available, especially because of the potential for N-region 
addition in between each gene segment. This property makes TCRd the most diverse 
of any of the antigens receptors known, with approximately 10 12 to 10 13 different 
amino acid sequences in a relatively small (10- to 15—amino acid) region ( 71 ).

The location of Dd, Jd, and Cd genes between Va and Ja gene segments raises the 
possibility that TCRd and TCRa could share the same pool of V gene segments. There 
is some overlap in V gene usage; however, in the murine system, four of the commonly 
used Vd genes (Vd1, Vd2, Vd4, and Vd5) are very different than known Va sequences 
and they have not been found to associate with Ca ( 73 ). The other four Vd gene 
families overlap with or are identical to Va subfamilies (Vd3, Vd6, Vd7, and Vd8 with 



Va6, Va7, Va4, and Va11, respectively).

The mechanisms that account for the preferential usage of certain gene segments to 
produce d versus a chain are not known. Although some Vd genes are located closer to 
the Dd and Jd fragments than Va genes (such as Vd1), other Vd genes (such as Vd6) 
are rarely deleted by Va-Ja rearrangements and thus seem likely to be located 5' of 
many Va gene segments.

One of the Vd gene segments, Vd5, is located approximately 2.5 kb to the 3' of Cd in 
the opposite transcriptional orientation and rearranges by inversion. Despite its close 
proximity to Dd-Jd gene segments, Vd5 is not frequently found in fetal ?d T cells. 
Instead, the Vd5?DJd rearrangement predominates in adult ?d T cells.

An implicit characteristic of the a/d gene locus is that a rearrangement of Va to Ja 
deletes the entire D-J-C core of the d-chain locus. In many aß T cells, the a-chain locus 
is rearranged on both chromosomes, and thus no TCRd could be made. In most cases, 
this results from Va?Ja rearrangement, but evidence suggesting an intermediate step in 
the deletion of TCRd has been reported ( 74 ). This involves rearrangements of an 
element termed TEA to a pseudo-Ja 3' of Cd. The rearrangement of TEA to this 
pseudo-Ja would eliminate the d-chain locus in aß T cells. Gene targeting of the TEA 
element has resulted in normal levels of aß and ?d T cells, but usage of the most Ja 
genes was severely restricted ( 75 ), which suggests that its function has more to do with 
governing the accessibility of the most 5' Ja genes for recombination.

Organization of the T-Cell Receptor ß Locus

The entire human 685-kb ß-chain gene locus was originally sequenced by Rowen et al. 
( 76 ), and the organization is shown in Fig. 6. One interesting feature is the tandem 
nature of Jß-Cß in the TCRß locus. This arrangement is preserved in all higher 
vertebrate species that have been characterized thus far (mouse, human, chicken, and 
frog). The two Cß coding sequences are identical in the mouse and nearly so in 
humans and other species. Thus, it is unlikely that they represent two functionally 
distinct forms of Cß. However, the Jß clusters have relatively unique sequences, and 
this may thus be a mechanism for increasing the number of Jß gene segments. 
Together with the large number of Ja gene segments, there is far more combinatorial 
diversity (Ja × Jß = 50 × 12 = 600) provided by J regions in aß TCRs than in 
immunoglobulins.

Most of the V regions are located upstream of the J and C regions and in the same 
transcriptional orientation as the D and J gene element, and they rearrange to Dß-Jß 
genes through deletion. As in the case of Vd5, a single Vß gene, Vß14, is located 3' to 
C regions and in the opposite transcriptional orientation; thus, rearrangements involving 
Vß14 occur through inversion.

In the NZW strain of mouse, there is a deletion in the ß chain locus that spans from 
Cß1 up to and including the Jß2 cluster ( 77 ). In SJL, C57BR, and C57L mice, there is a 
large deletion ( 78 ) in the V-region locus from Vd5 to Vß9. These mice also express a V 



gene, Vß17, which is not expressed in other strains of mice. Deletion of about half of 
the V genes (in SJL, C57BR, and C57L mice) does not seem to have any particular 
effect on the ability of these mice to mount immune responses whereas mice which 
have deleted the Jß2 cluster show impaired responses ( 79 ).

Organization of the T-Cell Receptor ? Locus

The organization of the murine and human ?-chain loci are shown in Fig. 6. The human 
? genes span about 150 kb ( 29 ) and are organized in a manner similar to that of the ß 
chain locus with two J?-C? regions. An array of V? genes in which at least six of the V 
regions are pseudogenes (filled in) are located 5' to these J?-C? clusters, and each of 
the V genes are potentially capable of rearranging to any of the five J regions. The 
sequences of the two human C? regions are very similar overall and differ significantly 
only in the second exon. In C?2, this exon is duplicated two or three times, and the 
cysteine that forms in the interchain disulfide bond is absent. Thus, C?2-bearing human 
T cells have an extra large ? chain (55,000 MW) that is not disulfide-bonded to its 
d-chain partner.

The organization of the murine ? chain genes is very different from that of the human 
genes in that there are three separate rearranging loci that span about 205 kb ( 117 ). Of 
four murine C? genes, C?3 is apparently a pseudogene in BALB/c mice, and the 
J?3-C?3 region is deleted in several mouse strains, including C57 Bl/10. C?1 and C?2 
are very similar in coding sequences. The major differences between these two genes 
is in the five–amino acid deletion in the C?2 gene, which is located in the C II exon at 
the amino acid terminal of the cysteine residue used for the disulfide formation with the 
d chain. The C?4 gene differs significantly in sequences from the other C? genes (in 
66% overall amino acid identity). In addition, the C?4 sequences contains a 17–amino 
acid insertion (in comparison with C?1) in the C II exon located at similar position as 
that of the five–amino acid deletion of the C?2 gene (G. Kershard and S. M. Hedrick, 
unpublished results).

Each of the C? genes is associated with a single J? gene segment. The sequences of 
J?1 and J?2 are identical at the amino acid level, whereas J?4 differs from J?1 and J?2 
at 9 of 19 amino acid residues.

The murine V? genes usually rearrange to the J?-C? gene that is most proximal and in 
the same transcription orientation. Thus, V?1.1 rearranges to J?4; V?1.2 rearranges to 
J?2; and V?2, V?3, V?4, and V?5 rearrange to J?1. Interestingly, it appears that some 
V? genes are rearranged and expressed preferentially during ?d T cell ontogeny and in 
different adult tissues as well ( 80 ).

Transcriptional Control of the T-Cell Receptor Genes

Transcriptional regulation of the TCR genes has been studied extensively; enhancer 
sequences were first identified in the TCRß locus, 3' of Cß2 ( 81 , 82 ) and subsequently 
for the other TCR loci as well [reviewed by Lefranc and Lefranc ( 29 )], as indicated in 
Fig. 6. These TCR enhancers all share sequence similarities. Some of the 



transcriptional factors that bind to the TCR genes are also found to regulate 
immunoglobulin gene expressions. Work by Sleckman et al. ( 83 ) has shown that the 
TCRa enhancer (Ea) is not only important for normal rearrangement and expression for 
the a chain locus but is also required for a normal expression level of mature TCRd 
transcripts. Also interesting is the work of Lauzurica and Krangel ( 84 , 85 ), who showed 
that a human TCRd enhancer containing mini-locus in transgenic mice is able to 
rearrange equally well in aß T cells as in ad T cells but that an Ea-containing construct 
was active only in aß-lineage T cells. Like immunoglobulin genes, promoter sequences 
are located 5' to the V gene segments. Although D?Jß rearrangement and transcription 
occur fairly often in B cells and in B-cell tumors ( 86 ), Vß rearrangement and 
transcription appear highly specific to T cells. In addition to enhancers, there are also 
“silencer” sequences 3' of Ca ( 87 , 88 ) and in the C?1 locus ( 89 ). It has been suggested 
that these “repressor sites” could turn off the expression of either of these genes, 
influencing T cell differentiation toward either the aß or the ?d T-cell lineage.

Chromosomal Locations of T-Cell Receptor Genes and Translocations 
Associated with Disease

The chromosomal locations of the different TCR loci have been delineated in both mice 
and humans, and the results are summarized in Table 1. One significant factor in 
cancers of hematopoietic cells are chromosomal translocations, which result in the 
activation of genes that are normally turned off or in the inactivation of genes that are 
normally turned on. Thus, B or T lymphocyte neoplasia is frequently associated with 
interchromosomal or intrachromosomal rearrangements of immunoglobulin or TCR loci 
and, in some cases, both ( 90 , 91 ).

 
TABLE 1. Chromosomal locations of T-cell receptor, immunoglobulin, and related loci in 
mouse and human

These translocations seemed to mediated by the V(D)J recombinase machinery, 
indicating the inherent danger and need for tight regulation of this pathway. Such 



rearrangements are particularly common in the a/d locus, perhaps because this locus 
spans the longest developmental window in terms of gene expression, with TCRd being 
the first and TCRa the last gene to rearrange during T cell ontogeny (as discussed in 
more detail later). In addition, the a/d locus is in excess of 1 Mb in size, and this 
provides a larger target for rearrangement than does either TCRß or TCR?. 
Interestingly, in humans, TCRad is on the same chromosome as the heavy 
immunoglobulin locus, and VH?Ja rearrangements (by inversion) have been observed 
in some human tumor material ( 92 , 93 ). The functional significance of this is not known.

Particularly frequent is the chromosome 8–14 translocation [t(8;14) (q24;q11)], which 
joins the a/d locus to the c-myc gene, analogous to the C-myc?heavy immunoglobulin 
translocation in many murine myeloma tumors and in Burkitt’s lymphomas in humans. 
In one cell line, a rearrangement occurs between the Ja-region coding sequences and 
in a region 3' of c-myc ( 94 ). In both B- and T-cell malignancies, the translocation of 
c-myc into heavy immunoglobulin or TCRa/ß appears to increase the expression of 
c-myc and may be a major factor in the unregulated cell growth that characterizes 
cancerous cells. Other putative proto-oncogenes that have been found translocated into 
the TCRa/ß locus are the LIM domain–containing transcription factors Ttg-1 ( 95 ) and 
Ttg-2 ( 96 , 97 ), which are involved in neural development; the helix-loop-helix proteins 
Lyl-1 ( 98 ) and Scl ( 99 ), which are involved in early hematopoietic development; and the 
homeobox gene Hox 11 ( 100 ), which is normally active in the liver. How these particular 
translocations contribute to malignancy is unknown, but they presumably causes 
aberrations in gene expression that contribute to cell growth or escape from normal 
regulation. In patients infected with the human T-cell leukemia virus type I, there are 
large numbers of similar translocations, and it is thought that this virus itself is not 
directly leukemogenic but acts by causing aberrant rearrangements in the T cells that it 
infects, some of which become malignant.

Another disorder that exhibits frequent TCR and immunoglobulin locus translocations is 
ataxia telangiectasia, a autosomal recessive disorder characterized by ataxia, vascular 
telangiectasis, immunodeficiency, an increased incidence of neoplasia, and an 
increased sensitivity to ionizing radiation. Peripheral blood lymphocytes from patients 
with ataxia telangiectasia have an especially high frequency of translocations involving 
chromosomes 7 and 14 ( 101 ). These sites correspond to the TCR?, TCRß, and TCRa 
loci and to the immunoglobulin heavy-chain locus. Thus, it appears as though one of 
the characteristics of patients with ataxia telangiectasia is a relatively error-prone 
rearrangement process that indiscriminately recombines genes that have the TCR and 
immunoglobulin rearrangement signals ( 102 ).

Allelic Exclusion

In immunoglobulins, only one allele of the heavy chain locus and one of the light chain 
alleles are normally productively rearranged and expressed; this phenomenon is termed 
allelic exclusion (see Chapter 5). With regard to aß TCR expression, current data 
indicate that, although TCRß exhibits allelic exclusion ( 103 ), TCRa does not ( 104 , 105 ) 
and that some mature T cells express two functional TCRa chains. As the chances of 
forming an in-frame joint with any antigen receptor is only one in three, the probability 



that a T cell would have two productively rearranged TCRa genes is only 1/3 ×x 1/3 
(1/9), or 11%. However, even when this happens, the two TCRa chains may not form 
heterodimers equally well with the single TCRß that is expressed, and thus only one 
heterodimer may be expressed.

Data strongly suggest an important role for the pre-TCR heterodimer (e.g., 
pre-Ta:TCRß) in blocking further TCRß rearrangement and thus ensuring allelic 
exclusion at that locus ( 106 , 107 ). In particular, pre-Ta–deficient mice had a significant 
increase in the number of cells with two productive TCRß rearrangements, in 
comparison with wild-type mice ( 106 ).

Commitment to the aß Lineage versus the ?d Lineage

One important issue in T-cell development concerns the lineage relationship between 
aß and ?d T cells: What governs the differentiation of the thymic stem cells to become 
either aß or ?d T cells? Two models have been proposed. In one, which could be 
termed the sequential rearrangement model ( 24 ), the precursor cells first rearrange the 
?- and d-chain genes. The cells that fail to made a functional TCR? or TCRd would 
progress to the aß lineage and attempt to rearrange the TCRß- and TCRa-chain loci. 
According to the second model, referred to as the separate lineage model,  T cells 
differentiate into two lineages before rearrangement. One line of evidence that supports 
the sequential rearrangement model is a study in which d-chains were often found to be 
rearranged on chromosomes that undergo an a-chain rearrangement ( 108 ), but a 
subsequent more extensive investigation revealed most unrearranged sequences ( 109 ). 
Further evidence in favor of the separate lineage model comes from transgenic mice 
bearing rearranged TCR?- and TCRd-chain genes. In these mice, although all of the 
precursor cells express functional ?d genes, there are normal numbers of aß T cells in 
the thymus ( 110 ). This is the opposite of what would be expected if successful ?d TCR 
expression blocked the rearrangement of the a and ß loci. In another study of early aß 
precursor thymocytes, it was found that, in half the cells, TCRd had not rearranged at 
all but the TEA transcript was being expressed ( 111 ), presumably just before Va?Ja 
rearrangement. In mice that are defective in either aß TCR or ?d TCR, there is no 
obvious effect on the development of the remaining lineage ( 112 , 113 and 114 ). Taken 
together, almost all of the data in the literature supports a separate lineage model and 
not sequential rearrangement.

Other Genetic Mechanisms

One important mechanism of antibody diversification that has not been reproducibly 
found in TCR genes is somatic hypermutation. In antibodies, this form of mutation 
typically raises the affinities of antigen-specific immunoglobulins several orders of 
magnitude, typically from the micromolar range (10 -6 M) to the nanomolar range (10 -9 
M) for protein antigens. It is now known that most cell surface receptors that bind 
ligands on other cell surfaces, including TCRs, typically have affinities in the micromolar 
range but that they compensate for this relatively low affinity by engaging multiple 
receptors simultaneously (e.g., increasing the valency) and by functioning in a confined, 



largely two-dimensional volume (e.g., between two cells). Cells employing such 
receptors most probably require weak (but highly specific) interactions so that they can 
disengage quickly ( 115 , 116 ). The rapid “off” rate seen with TCRs has even been 
postulated to amplify the effects of small numbers of ligands (i.e. “the serial 
engagement model” described later).

There has also been no enduring evidence for a naturally secreted form of either an aß 
or ?d TCR. Again, it can be argued that such a molecule would have no obvious use 
because it is too low in affinity to bind ligands efficiently. In the case of most TCRs, the 
concentration of protein would have to be very high to achieve an effect similar to 
soluble antibodies (in the milligram/milliliter range).

A third mechanism seen in antibodies but not TCRs is CH switching, which allows 
different immunoglobulin isotypes to maintain a given V region specificity and associate 
it with different C regions that have different properties in solution (such as complement 
fixation and basophil binding). Because there is no secreted form of the TCR, it is not 
obvious how this would be useful.

BIOCHEMISTRY OF aß T-CELL RECEPTOR–LIGAND INTERACTIONS

Although it has long been established that T cells recognize a peptide in association 
with an MHC molecule, a formal biochemical demonstration that this was caused by 
TCR binding to a peptide/MHC complex took many years to establish. Part of the 
difficulty in obtaining measurements of this type has been the intrinsically 
membrane-bound nature of MHC and TCR molecules. Another major problem is that 
the affinities are relatively low, in the micromolar range, which is too unstable to 
measure by conventional means.

The problem of normally membrane-bound molecules can be circumvented by 
expressing soluble forms of TCR and MHC, which is also essential for structural studies 
(see previous discussion). For TCRs, there have been many successful strategies, 
including replacement of the transmembrane regions with signal sequences for 
glycolipid linkage ( 117 ), expression of chains without transmembrane regions in either 
insect or mammalian cells ( 36 , 118 ), or a combination of cysteine mutagenesis and E. 
coli expression ( 37 ). Unfortunately, no one method seems to work for all TCR 
heterodimers, although the combination of insect cell expression and leucine zippers at 
the C-terminal to stabilize heterodimer expression has been successful in many cases ( 
119 ). The production of soluble forms of MHC molecule has a much longer history, 
starting with the enzymatic cleavage of detergent-solubilized native molecules ( 120 ), as 
well as some of the same methods employed for TCR such as glycophosphotidyl 
inositol linkage ( 121 ), E. coli expression and refolding ( 122 , 123 ), and insect cell 
expression of truncated (or leucine zippered) molecules ( 124 ). One interesting variant 
that seems necessary for the stable expression of some class II MHC molecules in 
insect cells has been the addition of a covalent peptide to the N-terminal of the ß chain 
( 125 ).



The first measurements of TCR affinities for peptide/MHC complexes were made by 
Matsui et al. ( 126 ) and Weber et al. ( 127 ). Matsui et al. used a high concentration of 
soluble peptide/MHC to block the binding of a labeled anti-TCR Fab to T cells specific 
for those complexes, obtaining a binding constant (K d) of approximately 50 µM for 

several different T cells and two different cytochrome peptide/IE K complexes (as 
shown in Table 2). Weber et al. used a soluble TCR to inhibit the recognition of a flu 
peptide/IE d complex by a T cell and obtained a K d value of approximately 10 µM. 
Although these measurements were an important start in TCR biochemistry, they gave 
no direct information about the kinetics of TCR-ligand interactions. Fortunately, the 
development of surface plasmon resonance instruments, particularly the BIAcore TM 
(Pharmacia Biosensor) with its remarkable sensitivity to weak macromolecular 
interactions ( 128 ), has allowed rapid progress in this area. In the BIAcore technique, 
one component is covalently cross-linked to a surface, and then buffer containing the 
ligand is passed in solution over it. The binding of even approximately 5% of the 
surface-bound material is sufficient to cause a detectable change in the resonance 
state of gold electrons on the surface. This method allows the direct measurement of 
association and dissociation rates—that is, kinetic parameters—and also has the 
advantage of being completely cell free. Figure 7 shows the type of resonance profile 
obtained contrasting the weak but specific binding of a particular peptide/MHC complex 
in solution to a bound TCR with the binding pattern of an antibody to the same TCR. 
The affinity of cytochrome c/IE K/2B4 TCR measured with this instrument ( 129 ) matches 
well ( Table 1) with previous results obtained from cell-based measurements. These 
and other data [reviewed by Davis et al. ( 116 )] showed definitively that TCR and 
peptide-loaded MHC molecules alone are able to interact and also that expression in a 
soluble form has not altered their ability to bind to each other. Because of its sensitivity 
and ease of use, the surface plasmon resonance technique has become the method of 
choice for measuring the kinetics of TCR binding to its ligands. As shown in Table 2, 
these measurements show that although the “on” rates of TCRs binding to 
peptide/MHC molecules vary from very slow (1,000 M per second) to moderately fast 
(200,000 M per second), their “off” rates fall in a relatively narrow range (0.5 to 0.01 
second -1) or a t 1/2 of 12 to 30 seconds at 25°C. This is in the general range of other 

membrane-bound receptors that recognize membrane molecules on other cells ( 114 ), 
but it has also been noted that most TCRs have very slow “on” rates ( 130 ), which seems 
to reflect a flexibility in the binding site that might help to foster cross-reactivity (see later 
discussion). In the case of the class I MHC-restricted TCR, 2C, this relatively fast “off” 
rate may be stabilized (10-fold) if soluble CD8 is introduced ( 131 ), but this result is 
controversial ( 132 ). CD8 stabilization of TCR binding has been seen by Renard et al. ( 
133 ) in their unique cell-based TCR labeling assay; however, no enhancement of TCR 
binding has been seen with soluble CD4 ( 134 ). Although most of the BIAcore 
measurements cited earlier were performed at 25°C because of instrument limitations, 
the “off” rates are likely to be much faster (10 to 20 times) at 37°C ( 135 ).



 
FIG. 7. T-cell receptor (TCR) binding to peptide/major histocompatibility complex 
(MHC). Top: A typical surface plasmon resonance analysis of the binding 
characteristics of a TCR specific for a cytochrome c peptide bound to the mouse class II 
MHC molecule, IE K. Here the soluble TCR is fixed to a solid support and different 
peptide/MHCs are passed over it in solution. The most robust profile represents the 
original peptide MCC (residues 88 to 103) complexes to IE K, a strong agonist, whereas 
T102s represents a weak agonist, K99A, a null peptide (see also Table 1 and Table 2). 
These profiles are compared to the bottom trace in the figure, which shows an 
antibody specific for Ca binding to the same TCR. Note the sharper initial phase, which 
is a measure of the association rate, and the very stable decay phase, which is a 
measure of the dissociation rate. The x-axis is the time in seconds, and the y-axis is in 
arbitrary resonance units. Figure courtesy of D. S. Lyons.

 
TABLE 2. T-cell receptor–ligand binding

To what extent can a T-cell response be predicted on the basis of the binding 
characteristic of its TCR to a ligand? One of the most intriguing discoveries concerning 
T-cell reactivity has been the phenomenon of altered peptide ligands. These are 
single–amino acid variants of antigenic peptides that change either the nature or the 



degree of the T-cell response (partial agonists) or prevent a response to a normally 
stimulating ligand (antagonists) ( 136 , 137 ). Discussions concerning the mechanism of 
these “altered peptide” responses have focused on whether they are caused by some 
conformational phenomenon involving TCRs or CD3 molecules or both or caused by 
affinity or kinetic characteristics. The data now available indicate that most, but not all, 
T-cell responses correlate very well with the binding characteristics of their T-cell 
receptors. In particular, Sykulev et al. ( 138 ) first noted that higher affinity peptide 
variants elicited more robust T-cell responses. Subsequently, Matsui et al. ( 129 ) found 
that in a series of three agonist peptides, increasing dissociation rates correlated with 
decreasing agonist activity. Lyons et al. ( 139 ) found that this correlation extended to 
antagonist peptides in the same antigen system (moth cytochrome c/E k). They also 
showed that although an antagonist peptide might differ only slightly in affinity in 
comparison with the weakest agonist, its dissociation rate differed by 10-fold or more 
(see Table 2). This data in a class II MHC-restricted system is largely supported by the 
studies of Alam et al. ( 140 ) in a class I MHC system, who also saw a drop-off in 
affinities and an increase in “off” rates (with one exception, as noted in Table 2) with 
antagonist versus agonist ligands. In the cell-based TCR labeling system of Luescher, a 
survey of related peptide ligands of varying potency also revealed a general, but not 
absolute, correlation between receptor occupancy and stimulatory ability ( 141 ). Thus, 
although there is a general trend toward weaker T-cell responses and faster “off” rates 
and lower affinities, this does not seem to be an absolute rule, and thus other factors 
may be important in some cases. Alternatively, Holler et al. ( 142 ) suggested that some 
or all of the discrepancies may derive from differences in peptide stability (in the MHC) 
between the relatively short (minutes) time scale of BIAcore analysis at 25°C, in 
comparison with the much longer (days) cellular assays at 37°C.

How might the relatively small differences in the binding characteristics of the ligands 
summarized in Table 2 and Table 3 cause such different T-cell signaling outcomes as 
agonism or antagonism? As McKeithan ( 143 ) and Rabinowitz et al. ( 144 ) noted, any 
multistep system such as T-cell recognition has an inherent ability to amplify small 
differences in signals that are received on the cell surface to much larger differences at 
the end of the pathway—in this case, gene transcription in the nucleus. Thus, 
antagonism may occur at one threshold and an agonist response at another. 
Alternatively, an antagonist ligand may traverse the activation pathway just far enough 
to use up some critical substrate, as proposed by Lyons et al. ( 139 ). Yet another 
possibility that has also been suggested is that some antagonists may act even earlier, 
by blocking TCR clustering at the cell surface ( 145 ).

 



TABLE 3. Weak agonist–antagonist binding

One controversy that bears on this data is the serial engagement model of Vallitutti et 
al. ( 146 ) and Viola and Lanzavecchia ( 147 ), which proposes that one way in which a 
small number of peptide/MHC complexes can initiate T-cell activation is by transiently 
binding many TCRs in a sequential manner. Estimates based on TCR down-regulation 
have suggested that one peptide/MHC complex could bind to as many as 200 TCR 
molecules in succession ( 147 ). Although the dissociation rates reviewed here show that 
TCR binding is likely to be very transient, they do not in fact, support the statement that 
more interactions are better. This is because, in most cases, improvements in 
TCR-peptide/MHC stability within any one system result in a more robust T cell 
response. This has been shown most spectacularly in the work of Holler et al. ( 142 ), 
who selected a nanomolar-affinity TCR from a mutagenized library expressed in yeast. 
With an approximately 100-fold slower “off” rate than the original, this TCR should have 
been only poorly stimulatory, according to the serial engagement model. Instead, T cells 
bearing it were considerably more sensitive to antigen.

Role of CD4 and CD8

What is the role of CD4 and CD8 with regard to the T-cell response to agonist and 
antagonist peptides? In the case of a T helper cell response, the presence of CD4 
greatly augments the amount of cytokine produced and, in some cases, determines 
whether there is a response at all [as reviewed by Janeway ( 148 )]. Much of the effect of 
CD4 seems to come from the recruitment of Lck to the TCR/CD3 complexes. In 
addition, there is a significant positive effect even with CD4 molecules that are unable 
to bind Lck, and thus there appears to be an affect on TCR-ligand interaction as well. 
Nonetheless, although a weak binding of CD4 to class II MHC has been observed ( 134 ), 
there is no apparent cooperativity with regard to TCR binding to peptide/MHC, in 
contrast to the case of CD8 and class I–specific TCRs (see later discussion). Together 
with the low-resolution structure of CD4–class II MHC ( 149 ), the classical model of CD4 
binding to the same MHC as a TCR that it is associated with ( 148 ) seems untenable. 
However, there is abundant evidence that CD4 molecules do associate with TCRs, 
especially on previously activated T cells ( 150 ). Thus, models in which CD4 
cross-linking to class II MHC indirectly supports TCR binding to peptide/MHCs and 
potentiates signaling through the delivery of Lck seem more likely (see later discussion).

In addition, Irvine et al. ( 151 ), using a single-peptide labeling technique, showed an 
appreciable T-cell response to even one agonist peptide, resulting in a “stop” signal for 
the T cell and a small but detectable rise in intracellular calcium. Both of these effects 
are attenuated by antibody blockade of CD4, in such a way that many more (25 to 30) 
peptides are required in order to elicit a stop signal and a calcium flux. How could CD4 
be facilitating the recognition of small numbers of peptides? Irvine et al. ( 151 ) proposed 
a “pseudodimer” model that suggests that a CD4 molecule associated with a TCR 
binding to an agonist peptide/MHC could bind laterally to an endogenous peptide/MHC 
that is also being bound by an adjacent TCR. This takes advantage of the apparent 
abundance of endogenous peptide/MHCs that can be bound by a given TCR ( 152 ) and 



uses two weak interactions (CD4? class II MHC and TCR?endogenous peptide/MHC) 
to help create a dimeric “trigger” for activation.

CD8 also greatly augments the response of class I MHC-specific T cells ( 148 ) and binds 
to class I MHC in much the same manner as CD4 ( 153 ). Overall, it seems likely that 
each of these co-receptor molecules has two roles: to stabilize TCR–ligand interactions 
physically and to aid in signaling by recruiting Lck. Consistent with this are data showing 
that CD4 can convert an antagonist peptide into a weak agonist ( 154 , 155 ), although 
CD4 has no apparent effect on antagonism ( 156 , 157 ). These results indicate that CD4 
acts to augment T cell responses, even of very weak ligands, but that antagonism per 
se exerts its effects before CD4 engagement.

TOPOLOGY OF T-CELL RECEPTOR–PEPTIDE/MAJOR 
HISTOCOMPATIBILITY COMPLEX INTERACTIONS

An analysis of TCR sequence diversity has shown that most amino acid variation 
resides in the region between the V- and J-region gene segments, which corresponds 
to the CDR3 regions of antibodies ( 158 ). This has led to models in which the CDR3 
loops of Va and Vß make the principal contacts with the antigenic peptide bound to the 
MHC ( 158 , 159 and 160 ). Support for such a model has come from many studies that 
have shown that the CDR3 sequences of TCRs are important predictors of specificity 
[as reviewed by Davis and Bjorkman ( 158 )] as well as the elegant mutagenesis studies 
of Engel and Hedrick ( 161 ), who showed that a single CDR3 point mutation could alter 
the specificity of a TCR, and Katayama et al. ( 162 ), who showed also that a CDR3 
“transplant” could confer the specificity of the donor TCR onto the recipient. In addition, 
a novel approach to TCR-ligand interactions was developed by Jorgensen et al. ( 163 , 
164 ), who made single–amino acid changes in an antigenic peptide at positions that 
affect T-cell recognition but not MHC binding. These variant peptides are then used to 
immunize mice that express either the a or ß chain of a TCR that recognizes the original 
peptide, and the responding T cells are analyzed. Using these hemitransgenic mice 
allows the resulting T cells to keep half of the receptor constant while allowing 
considerable variation in the chain that pairs with it. The results from this study and from 
work in another system by Sant’Angelo et al. ( 165 ) are very similar in that every 
mutation at a TCR-sensitive residue triggered a change in the CD3 sequence of Va, Vß, 
or both and, in some cases, changed the Va or Vß gene segment as well (as 
summarized in Fig. 8). One of the more striking examples of a CDR3-peptide interaction 
occurred in the cytochrome c system, in which a Lys?Glu change in the central TCR 
determinant on the peptide triggered a Glu?Lys charge reversal in the Va CDR3 loop, 
which argues for a direct Lys?Glu contact between the two molecules ( 199 ).



 
FIG. 8. Sensitivity of T-cell receptor (TCR) complementarity-determining region 3 
(CDR3) sequences and Va/Vß usage to changes in the antigen peptide. This figure 
summarizes the data of Jorgensen et al. ( 163 , 164 ) and Sant’Angelo et al. ( 165 ), who 
immunized single-chain transgenic mice (TCRa or TCRß) with antigenic peptides (MCC 
or CVA) altered at residues that influence T-cell recognition but not major 
histocompatibility complex binding. These data show that such changes invariably affect 
the CDR3 sequences of Va or Vß or both and that there appears to be a definite 
topology in which Va governs the N-terminal region and Vß seems more responsible for 
the c-terminal portion of the peptide.

Another interesting finding was the order of Va?Vß preference going from the 
N-terminal to the C-terminal residues of the peptides. This led Jorgensen et al. ( 163 , 164 

) to propose a “linear” topology of TCR-peptide/MHC interaction in which the CDR3 
loops of Va and Vß line up directly over the peptide. Sant’Angelo et al. ( 165 ) proposed 
an orientation of the TCR in which the CDR3 loops are perpendicular to the peptide. 
This was based partially on intriguing data they found that suggested an interaction 
between the CDR1 of Va and an N-terminal residue of the peptide. A third orientation 
was proposed by Sun et al. ( 166 ) on the basis of the analysis of a large number of class 
I MHC mutants and their effect on TCR reactivity. This produced a roughly diagonal 
footprint of TCRs over the MHC, in comparison with the two previous models. On the 
other hand, an extensive class II MHC mutagenesis study failed to reveal a consistent 
“footprint” of TCR interaction and furthermore revealed that the pattern of TCR 
sensitivity was remarkably labile and highly dependent on sequences in the TCR CDR3 
region or the peptide ( 167 ).

This controversy has been largely resolved by the work of Garcia et al. ( 36 ) and 
Garboczi et al. ( 37 ), who, nearly simultaneously, solved the crystal structures of two 
different TCR-peptide/class I MHCs. These studies show a TCR binding surface much 
like an antibody fitting down between the two opposite “high points” of the class I MHC 
a helices, in a roughly diagonal configuration. In these structures, one of which is shown 
in Colorplate 2, the CDR3 loops are centrally located over the peptide, but the Va CDR1 
and the Vß CDR1 are also in a position to contact the N-terminal and C-terminal 
peptide residues, respectively. Such a contact between Va CDR1 and an N-terminal 
residue was seen in the structure of Garboczi et al., whereas that of Garcia et al. has 
insufficient resolution at this point. There are now many additional structures including 
two involving class II MHCs, all of which exhibit a similar orientation, albeit with an 
approximately 20° variation in orientation ( 168 , 169 ). This oriented recognition 
constitutes a major departure from antibody–antigen interactions and may reflect a 
need to accommodate other molecules into a particular configuration that is optimal for 



signaling.

T-Cell Receptor Plasticity

As aß T-cell receptor heterodimers are first selected in the thymus for reactivity to 
self-peptides bound to MHC molecules (see Chapter 9), all foreign peptide–reactive 
TCRs could be considered to be inherently cross-reactive. Indeed, a number of T cells 
have reactivity to very different peptide sequences, as shown by Nanda et al. ( 170 ). It 
has also been argued by Mason ( 171 ) that the universe of peptides is so large that each 
T cell must, on average, be cross-reactive to approximately 10 6 different peptides 
(although many of the differences in peptide sequence in this calculation would not be 
accessible to the TCR, being buried in the MHC binding groove). A large-scale screen 
of a random nonamer-peptide library with different T cells does turn up a great many 
stimulatory peptides, most with nonaccessible residues, but some with significantly 
different sequences, so that, in some cases, peptides with completely different 
sequences can activate the same T cell ( 172 ). Analyses of a T-cell hybrid that could 
recognize either a lysine or a glutamic acid residue in the center of a cytochrome c 
peptide on a panel of MHC mutants revealed that a different MHC “footprint” was 
evident, depending on which peptide was recognized ( 167 , 173 ) (as shown in Fig. 9). 
This suggests a plasticity of TCR binding to particular peptide/MHC complexes. More 
direct evidence of TCR plasticity was obtained by Garcia et al. ( 174 ), who, in comparing 
the x-ray crystal structures of the same TCR bound to two different peptide/MHC 
ligands, found a large conformational change in the CDR3 loop and a smaller one in the 
CDR1a loop. An even larger onformational change (13 Å) has been found in the 
CDR3ß residue of another TCR as it binds to a peptide/MHC complex ( 175 ). That each 
TCR may have many different conformations of its CDR3 loops is suggested by the 
two-dimensional nuclear magnetic resonance studies of Hare et al. ( 176 ) ( Fig. 10), who 
found that the CDR3 regions of a TCR in solution were significantly more mobile than 
the rest of the structure. That this may be a general feature of most TCRs is supported 
by thermodynamic analyses of various TCRs binding to their peptide/MHC ligands, both 
class I and class II. This binding is invariably accompanied by a substantial loss of 
entropy ( 130 , 177 ) and, at least in some cases, an “induced fit” mechanism ( 178 ). This 
seems to be a situation in which an inherently flexible binding site achieves greater 
order upon binding. This mechanism is also employed by DNA recognition proteins; 
Boniface et al. ( 178 ) suggested that it might represent a common mechanism of 
“scanning” an array of very similar molecular structures (MHCs or DNA) rapidly for the 
few that “fit” properly. As mentioned previously, the association rates are remarkably 
slow, in the range of 1,000 to 10,000 M per second ( Table 2). This indicates either that 
a multistep process is occurring before stable binding can be achieved or that only a 
fraction of the TCRs in solution have the correct conformation. Just how such a 
scanning mechanism might work for TCRs has been shown by Wu and colleagues ( 179 

), who found that a cytochrome c/class II MHC-specific TCR derived most of its stability 
of binding, but very little of its initial activation energy, from antigenic peptide residues. 
In contrast, MHC residues contributed by far the most to the initial binding but had 
relatively modest effects on stability. This indicates that “scanning” may be a process as 
shown in Fig. 11, first involving contact with (and orientation by) the a helices of the 
MHC and then a “fitting” process with and stabilization by peptide residues that involves 



a substantial loss of entropy. This model of TCR binding may help explain the striking 
efficiency and sensitivity of T-cell recognition with the MHC helices guiding the TCR into 
the correct orientation. It may also be the structural basis for cross-reactivity with 
structurally very different peptides binding to the same MHC, inasmuch as the CDR3 
regions of TCR could “fold” into the peptide in many possible configurations.

 
FIG. 9. A ?d T-cell receptor does not recognize the same epitope as aß T-cell 
receptors. Shown here are the effects of a panel of mutation located on the a helices of 
the IE K molecule on T-cell recognition. Inhibition of recognition is denoted by a filled 
circle. The one ?d T cell is this survey, LBK5, does not recognize a part of the central 
peptide-binding groove. This is also consistent with its indifference to what peptides 
occupy this site (see text). From ( 244 ), with permission.

 
FIG. 10. T-cell receptor complementarity-determining region 3 (CDR3) loops are more 
mobile than other CDRs in the binding site. Two-dimensional nuclear magnetic 
resonance studies of a murine T-cell receptor by Reinherz and Wüthrich and colleagues 
( 176 ) show greater mobility in the central CDR loop (CDR3a and CDR3ß) than in the 



outer loops (CDR1 and CDR2 of TCRa and TCRß).

 
FIG. 11. As shown by Wu et al. ( 179 ), mutational analysis of T-cell receptor 
(TCR)–peptide/major histocompatibility complex (MHC) binding indicates that the TCR 
first contacts MHC residues (in the transition state), and the peptide has very little 
influence. Subsequently, however, the peptide residues contribute greatly to the stability 
of the complex. Thus, we have proposed that the transition state largely involves 
TCR-MHC contact followed by stabilization of mobile complementarity-determining 
region 3 residues into a stable state, usually involving significant conformational change 
and loss of entropy.

aß T-CELL RECEPTOR AND SUPERANTIGENS

One of the most interesting and unexpected discoveries to emerge from the study of aß 
T-cell reactivities is the that of superantigens. Whereas a particular antigenic peptide 
might be recognized by only 1 or fewer in 100,000 T cells in a naive organism, a given 
superantigen might stimulate 1% to 20% of the T cells ( 180 , 181 , 182 and 183 ). As 
discussed in more detailed later, the physical basis for this is that the superantigen 
binds to a Vß domain of the TCR on T cells while simultaneously binding to a class II 
MHC molecule on an antigen-presenting cell (although not in the peptide-binding 
groove). This allows a single superantigen, such as SEA in Table 4, to stimulate virtually 
every murine T-cell–bearing Vß 1, 3, 10, 11, 12, or 17 (˜15% of all aß T cells), in most 
cases regardless of what Va it is paired with or what CDR3 sequence is expressed. 
This is clearly a unique class of T-cell stimulatory molecule.



 
TABLE 4. Vß specificity of exogenous and endogenous superantigens

The first indication of a superantigen effect was the discovery of minor lymphocyte 
stimulating determinants by Festenstein ( 184 ) in the early 1970s. Many years later, 
Kappler et al. ( 185 ) characterized a mouse strain–specific deletion of T cells expressing 
a specific TCR Vßs that were attributable to these loci. It emerged that these effects 
were caused by endogenous retroviruses of the murine mammary tumor virus (MMTV) 
family ( 186 , 187 , 188 , 189 and 190 ). Different family members bind different TCR Vß 
domains (as shown in Table 4) and stimulate T cells expressing them. Meanwhile, 
Janeway et al. ( 191 ) showed that Staphylococcus enterotoxins could polyclonally 
activate naive T cells in a Vß-specific manner without a requirement for antigen 
processing. Many of these enterotoxins have been characterized extensively ( 180 , 182 , 
183 ). Unlike the MMTV proteins, which are a type II membrane protein, the enterotoxins 
are secreted. Subsequently, proteins having similar properties have been isolated from 
other bacteria, such as Yersinia pseudotuberculosis  and Y. enterocolitica ( 192 , 193 ) and 
Streptococcus ( 194 ), and from Mycoplasma ( 195 , 196 ). There is also evidence of 
superantigen-like activities in other mammalian viruses such as rabies ( 197 ), 
cytomegalovirus ( 198 ), herpes virus ( 199 ), and Epstein-Barr virus ( 200 ) and also in 
Toxoplasma gondii ( 201 ). Because so many pathogenic or parasitic organisms possess 
these molecules, apparently by convergent evolution, there must be some selective 
advantage, but in most cases, there is no conclusive evidence as to what this might be. 
The one exception is the case of the MMTV superantigens, in which it has been shown 
that polyclonal T cell stimulation allows the virus to much more efficiently infect the B 
lymphocytes that are activated by the T cells ( 202 , 203 ). This may be a special case, 
however, and most authors writing on this subject have suggested that superantigens 
primarily serve to confuse and occupy the immune system while the pathogen escapes 
specific targeting and elimination. Large doses of superantigens have also been 
implicated in various “shock” syndromes, such as food poisoning or toxic shock ( 180 ), 
but this is probably not their everyday purpose, because it would violate the general rule 
that the host and parasite should coexist.

It has also been suggested that superantigens may be involved in triggering 
autoimmune diseases. The hypothesis is that a large number of some Vß-bearing T 
cells are activated by a pathogenic superantigen and that subsequently self-reactive T 
cells within those activated cells are more easily stimulated by a particular tissue 
antigen. That this may occur in some cases is supported by the work of Stauffer et al. ( 



204 ) on a human endogenous retrovirus which specifically stimulates Vß7 T cells and is 
implicated in the initiation of type I diabetes. Another report implicates a superantigen in 
Crohn’s disease, another autoimmune disorder ( 205 ).

Although the biochemistry of superantigen binding to TCR and MHC is similar to that of 
TCR peptide/MHC interactions ( 206 ), mutagenesis data and, in particular, x-ray 
structural data have shown that the topologies are both quite different and variable ( 207 

). In particular, it has been found that Mls-la presentation to T cells is most affected by 
mutations on the “outside” surface of the Vß domain that do not affect peptide/MHC 
recognition ( 207 ). In contrast, CDR1 and CDR2 of regions of Vß chains are involved in 
bacterial superantigen reactivity.

An example of these data is shown in Colorplate 3, which shows how a model 
TCR-superantigen-MHC complex (derived from separate structures) would displace the 
TCR somewhat (but not entirely) away from the MHC binding groove ( 208 ), thus making 
the interaction largely insensitive to the TCR-peptide specificity. Other 
TCR-superantigen-MHC complexes have very different geometries ( 209 , 210 , 211 and 212 

).

Why do all the many independently derived superantigens interact with only the 
TCRß-chain? One possibility is that the ß-chain offers the only access to the TCR, 
perhaps because the CD4 molecules hinders access to the Va side, as suggested by 
the antibody blocking studies of Rojo and Janeway ( 213 ).

A SECOND TYPE OF RECEPTOR: ?d-CD3

Identification of ?d T Cells

Although aß T cells were originally defined on the basis of functional characteristics, 
such as providing T cell “help” or initiating cytotoxicity, ?d TCR–bearing cells were not 
discovered through any cellular assay or by serological analysis but instead were 
identified through gene cloning. Thus, most work on these cells has been devoted to 
the understanding of what they recognize and how they function within the immune 
system. Although there has been substantial progress, these questions are still largely 
unresolved. We review here some of the salient characteristics of these enigmatic cells.

In the mouse, ?d T cells first appear in the fetal thymus fully 2 days before aß T cells, 
but in later weeks, aß T cells quickly predominate. In both mouse and human adults, ?d 
T cells represent only a small fraction (1% to 5%) of thymocytes ( 214 , 215 ) and 
lymphocytes in all of the secondary lymphoid organs. However, they are found in larger 
numbers in the mucus membranes of a variety of tissues such as the skin ( 216 ), small 
intestine ( 217 ), female reproductive tract ( 218 ), and lung ( 219 ).

One population of ?d T cells that has been studied intensively are the CD4 -CD8 - ?dT 
lymphocytes, which have a dendritic structure and are embedded in the epidermis ( 216 , 



217 ). These cells have been termed dendritic epidermal cells (DECs). Curiously, 90% of 
these cells express a TCR with identical V? and Vd sequences ( 217 ). It has been shown 
that most DECs arise during days 15 to 17 of fetal life ( 119 ). At this stage in 
development, there is a preference for V?3 rearrangement, and little or no terminal 
deoxynucleotidyl transferase is expressed, and N-region diversity is consequently 
absent. In addition, the mechanism of gene rearrangement has been shown to be 
biased by nucleotide homologies between the end of the V region and the beginning of 
(in this case) the J region ( 221 ). Thus, there may be a limited repertoire of ?d 
sequences at this stage, but the presence of so many identical ones so reproducibly 
indicates there is either some additional recombinational mechanism other than those 
cited or a strong selection for this particular outcome.

As to what these DEC cells “see,” experiments have shown that they can respond to 
mouse keratinocytes or to an extract of keratinocytes added directly to the DECs ( 222 ). 
The nature of the determinant recognized is currently unknown. Other intraepithelial 
lymphocytes (IELs) show distinct receptor expression as well. The ?d T cells found in 
the female reproductive epithelia and tongues of mice preferentially express V?4 and 
Vd1 ( 218 ). In the BALB/c strain of mice, most of the TCRd sequences are the same ( 223

 ), but others are diverse, and this phenomenon has not been seen in other strains.

Another population of ?d T cells that has been studied extensively is resident in the 
epithelium of the small intestine ( 217 ). The gut IELs consist of a population of aß T cells 
and a population of ?d T cells. They are phenotypically CD4 -CD8 - or CD4 -CD8 +. 
Unlike CD8 + aß T cells, the CD8 molecules on ?d IELs contain a chains and no ß 
chains ( 224 , 225 ). IEL?d TCRs use different V? and Vd chains, and the CDR3 regions of 
both the ? and d chains show significant diversity both in length and sequence, which 
suggests that they can “see” a wide variety of ligands.

How does this correlation between ?d TCR expression and anatomically different 
epithelia reflect an immune function? Is it the result of a unique homing process, or 
does it reveal some aspect of ontogeny? No concrete answers to these questions are 
yet at hand.

?d T Cells Contribute to Host Immune Defense Differently than aß T Cells

Earlier studies showed that ?d T cells can secrete a variety of lymphokines and mount 
cytolytic responses and therefore have the potential to function like aß T cells. Their 
preferential localization in the epithelium also suggested that they may be responsible 
for a first line of defense [reviewed by Allison and Havran ( 226 )]. This hypothesis is 
supported by the increase of ?d T lymphocytes occurring early in infections by some 
bacteria and a virulent Sendai virus strain, before aß T cell responses are observed ( 227

 , 228 ). However, in other infection models, ?d T cells accumulate within the 
inflammatory lesions late in the infection after the virus have been cleared [reviewed by 
Kaufmann ( 229 )], which suggests that they may be responding to cells that are 
damaged or stressed by the infection. Consistent with this is the demonstration that 
some ?d T cells can kill virus infected cells in vitro but that the recognition is not virus 



specific ( 230 ).

In addition, mice with deficiencies of aß or ?d T cells have been used to dissect the role 
of these cells in the immune defense against intracellular pathogens (bacteria, 
protozoa, and viruses) ( 231 , 232 and 233 ). These T-cell deficiencies were induced by 
either the administration of a monoclonal antibody against aß or ?d T lymphocytes or by 
disruption of a TCR gene through homologous recombination. It was found that the 
effect of a ?d T cell deficiency differs, depending on the type of infection. In case of 
bacille Calmette-Guérin or Salmonella administration, aß but not ?d T cells are essential 
in controlling the infection. In other cases, such as Mycobacterium tuberculosis and 
Listeria monocytogenes, ?d T cells are able to compensate for the absence of aß T 
cells. Interestingly, in L. monocytogenes and Hartmannella vermiformis infections, a 
lack of ?d T cells does not change the pathogen load but instead results in a different 
pathological process in the infected tissue ( 231 , 232 , 233 and 234 ). This has led to the 
suggestion that ?d T cells may somehow regulate immune and nonimmune cells to 
maintain host tissue integrity ( 235 ). This possibility is supported by data showing that 
certain ?d T cells can produce keratinocyte growth factor and chemokines ( 236 ), as well 
as regulate the development of epithelial cells ( 237 ) and influence aß T cell responses ( 
238 , 239 , 240 and 241 ). It is also compatible with the analysis of ?d T cell recognition 
requirements in that these cells can mediate cellular immune functions without a 
requirement for antigen processing and specialized antigen-presenting cells [reviewed 
by Hein and Mackay ( 6 )]. Therefore, they have the capacity to initiate immune 
responses by recognizing other lymphoid cells or damaged tissue cells directly. To gain 
insight into the scope of ?d IEL responses, the gene expression profiles of ?d IELs were 
surveyed with DNA microarrays (Affymetrix) ( 242 ) and the serial analysis of gene 
expression ( 243 ). These data suggest that ?d IELs may modulate local immune 
responses and participate in the intestinal metabolism and physiology by using 
mechanisms not previously appreciated. More strikingly, the transcription profiles show 
that whereas lymph node CD8 + aß T cells must be activated to become cytotoxic 
effectors, ?d IELs are constitutively transcribing genes associated with activation and 
effector functions. In particular, even in uninfected animals, ?d IELs constitutively 
express very high levels of granzyme A and B transcripts as well as natural killer 
cell–activating and inhibitory receptors. Thus, a cytolytic program could be readily 
turned on with little or no de novo transcription. An important implication is that the lytic 
activity of ?d IELs may be induced without a requirement for TCR ligand recognition. 
This would allow ?d IELs to deal with a broad range of pathological situations quickly, 
despite the diversity of the ?d TCRs expressed by these cells. The expression of the 
T-cell receptor may give IELs an alternative route to induce cytotoxicity, such as by 
recognizing pathogens directly or by utilizing additional or different sets of effector 
programs, depending on the method of target recognition. Although all these 
experiments point to an unique role for ?d T cell in the immune system, ?d T cell 
specificity and their exact effector functions in any pathological situation remains 
undefined. It is interesting to note that the function of ?d T cells has been studied 
mainly in mouse and human, but they are significantly more abundant in birds and 
artiodactyls ( 214 , 226 ). Thus, ?d T cells in these species may encompass other functions 
as well.



Antigen Recognition by ?d T Cells Does Not Require Processing

Since 1994, a number of studies have shown that ?d T cells have profound differences 
in their antigen recognition requirements in comparison with aß T cells. Some ?d T cells 
also seem to recognize an entirely different types of antigens. More specifically, these 
experiments suggest that the antigens recognized by many ?d T cells do not have to be 
processed and presented and that they also do not have to be proteins [as reviewed by 
Hein and Mackay ( 6 )].

Because most aß T cells recognize protein antigens processed inside the cell and 
presented by MHC molecules, it was originally assumed that ?d T cells follow the same 
general pattern. Despite early work showing that classical MHC molecules are not 
involved in antigen recognition by ?d T cells, it was assumed that nonclassical MHC 
molecules, heat shock proteins, or yet-unidentified surface proteins may play a similar 
role.

To date, the recognition requirements for ?d T cells have been evaluated in three model 
systems that allow a precise interpretation of the results. They are the recognition of the 
mouse class II MHC molecules IE K by the T cell clone LBK5 ( 244 ); the recognition of 
the murine nonclassical class I MHC molecules T10 and the closely related T22 
molecule (94% identity) by the T cell clone G8 ( 244 , 245 ); and the recognition of a 
herpes simplex virus glycoprotein, gI, by the T cell clone TgI4.4 ( 246 ).

The IE K encoded protein has been shown to bind peptides, whereas both biochemical 
( 247 ) and structural studies ( 248 ) have shown that T10 and T22 do not. Furthermore, all 
three proteins have the potential to be degraded into peptides and “presented” for 
recognition. Strikingly, in all three cases, neither peptides bound to these proteins nor 
peptides derived from them are recognized by the ?d T cell clones. Instead, protein 
antigens are recognized directly without any requirement for antigen processing. An 
example of these data is shown in Table 5, which shows the effect of 
temperature-sensitive endocytic compartment mutants on aß T cell recognition of a 
protein antigen versus the recognition of IE K by LBK5 ( 244 ). Note that the endosomal 
mutants disrupt processing of cytochrome c but have no effect on ?d T cell recognition. 
In addition, epitope mapping with mutant IE molecules shows that amino acid residues 
in the a helices of the IEa and IEß chains that affect aß T cell recognition do not affect 
LBK5 stimulation ( 244 ).

 
TABLE 5. Effect of temperature-sensitive endocytic compartment mutants on aß T-cell 



recognition of antigen versus recognition of IE k by LBK-5 

Research on LBK5 recognition ( 250 ) has also shown a remarkable sensitivity to 
changes in N-linked glycosylation of the IE K molecule. This is despite the fact that E. 
coli expressed (e.g., unglycosylated molecules) can be recognized. Because cells that 
are stressed, infected, or transformed often change the posttranslational modifications 
of their surface proteins, these findings suggest a way to regulate a ?d T cell response 
by qualitative changes of self antigens.

T22 Tetramers Stain a Relatively Large Fraction of ?d T Cells Figure 12 shows the 
results of Crowley et al. ( 251 ), who used a T22 tetrameric straining reagent to show that 
a surprisingly large fraction (0.4% to 2.0%) of splenic ?d T cells could be stained. More 
than 90% of these cells are CD4 -CD8 -, whereas the rest are either CD4 or CD8 single 
positive (about 3% to 4% each). A similar frequency of tetramer positive ?d T cells was 
also found in the intestinal IEL population. This represents a much higher frequency of 
this particular ?d T cell specificity than is true of unimmunized aß T cells, which are in 
the range of 0.001 to 0.0001%. Also interesting is the finding that the T10 molecule is 
expressed at very low levels in the periphery (and T22 is not expressed at all) but is 
induced on activated cells (B and T lymphocytes, macrophages, and dendritic cells). 
This has led to the suggestion that T10/T22-specific ?d T cells could regulate these 
cells during an immune response ( 251 ). Whether other ?d T cell specificities occur in 
such large numbers is not known but seems very likely. 

 
FIG. 12. T10/T22-specific ?d T cells can be detected in normal mice through use of a 
tetrameric T22 staining reagent. As shown by Crowley et al. ( 247 ), a T22 tetrameric flow 
cytometry staining reagent, which was generated by similar methods as tetrameric 
peptide/MHC reagents, stained approximately 0.6% of splenic ?d T cells in normal 
animals. More than 90% of these cells are CD4 -CD8 -; the rest are either CD4 or CD8 



single positive (about 3% to 4% each). A similar frequency of tetramer-positive ?d T 
cells was also found in the intestinal intraepithelial lymphocyte (IEL) population (data 
not shown).

A human homologue of T10/T22, MICA/MICB, was found to stimulate human ?d T cell 
lines derived from intestinal intraepithelial lymphocytes. Subsequent experiments 
demonstrated that MICA/MICB is a ligand for the natural killer cell activating receptor 
NKG2D ( 252 ). The reactivity of ?d T cell line to MICA/MICB-expressing cells is inhibited 
by antibodies to NKG2D. It has been proposed that MICA/MICB may also act as a 
ligand for the ?d TCR, because antibodies to the receptor also inhibit the reactivity. 
?d T Cells Can Be Stimulated by Nonpeptide Antigens ?dT cells from healthy 
human peripheral blood and from patients with tuberculoid leprosy or rheumatoid 
arthritis respond to heat-killed mycobacteria. The major T-cell stimulatory components 
in the former are not the mycobacterial heat-shock proteins but instead have been 
identified to be phosphate-containing, nonpeptide molecules ( 253 , 254 , 255 , 256 , 257 and 
258 ). Although the consensus is that phosphate is a necessary component, compounds 
identified from various laboratories with different mycobacteria-responsive clones 
appear to have distinctive structures ( Table 6). These nonphosphate moieties include 
unusual carbohydrate and phosphate groups; a 5'-triphosphorylated thymidine or 
uridine substituted at its ?-phosphate group by a yet-uncharacterized 
low-molecular-weight structure; isopentenyl pyrophosphate and related prenyl 
pyrophosphate derivatives; synthetic alkenyl and prenyl derivatives of phosphate; and 
pyrophosphate and ?-monoethyl derivatives of nucleoside and deoxynucleoside 
triphosphates ( 253 ). Although the relative biological importance of these compounds 
remains to be determined, it is clear that a major class of stimulants are 
phosphate-containing nonpeptides. It is also clear that multiple phosphate-containing 
compounds are able to stimulate different clones with different efficacy. 

 
TABLE 6. Nonpeptide mycobacterial antigens that stimulate human V?9Vd2(V?2Vd2) T 

cells a 

An important finding is that all of these compounds can be found in both microbial and 
mammalian cells. Constant et al. ( 254 ) proposed that the mammalian TTP-X and UTP-X 
conjugate may be involved in a “salvage pathway” in DNA and RNA synthesis and thus 
could be involved in a metabolic pathway related to DNA or RNA synthesis such as cell 
proliferation. Such a molecule would fit with the “stress antigen” or “conserved primitive 
stimulus” expected for ?d T cell ligands ( 226 ). Tanaka et al. ( 255 , 256 ) proposed that a 
link in the recognition of both microbial pathogens and hematopoietic tumor cells by 
these ?d T cells is provided by the common set of prenyl pyrophosphate intermediates, 
isopentenyl, and related prenyl pyrophosphate derivatives. These compounds are 
present in normal mammalian cells as precursors in lipid metabolism for the synthesis 
of farnesyl pyrophosphate. In mammalian cells, farnesyl addition has been proposed to 
be a critical modification for the membrane association of the ras protein and is required 



for transforming activity. The observation that this ?d T-cell population accumulates in 
lesions caused by mycobacterial infections in humans ( 257 , 258 ) and is able to respond 
to virally and bacterially infected cells suggests that these ?d cells respond to a class of 
antigens shared by a number of pathogens and transformed, damaged, or stressed 
cells. 

Other Antigen Specificities of ?d T Cells

Even the very earliest studies of ?d T cell reactivities showed that classical MHC 
molecules are not the major ligands for these cells ( 214 ). Although some that can 
recognize either classical MHC or related molecules such as TL, Qa d, or CD1 have 
been found, the frequency of such clones derived from a mixed lymphocyte reaction is 
low (about 1 in 100,000), which is much lower than the frequency of aß alloreactive 
generated in such reactions (1 in 10 to 100). In many cases, these ?d T cells also show 
a broad cross-reactivity that is not seen for aß alloreactive T cells, which is consistent 
with the suggestion that there is a fundamental difference in their recognition properties.

There are also two reports indicating that the ?d T-cell recognition may involve a 
“complexed antigen” on the cell surface: a ?d T cell hybridoma that responded to 
synthetic copolymer Glu-Tyr (GT) in the presence of stimulator cells expressing the 
Qa-1b (but not the Qa-1a) molecule ( 259 ). Also, a human ?d T cell clone from synovial 
fluid of a patient with early rheumatoid arthritis responding to a fragment C of tetanus 
toxin ( 260 ). The tetanus toxin response requires the presence of cells expressing a 
class II MHC molecule, DRw53, and can be inhibited by an anti-DRw53 antibody. In 
these two cases, it is not clear whether the Glu-Tyr copolymer and the tetanus toxin are 
“processed” and, if so, what kind of antigen processing is required. In addition to these 
specificities, ?d T cells that are responsive to mycobacterial 60-kD heat-shock protein 
and peptide derived from it ( 261 ), staphylococcal enterotoxin A ( 262 ), and an 
immunoglobulin light chain–derived peptide in the context of the heat-shock protein 
have also been reported ( 263 ).

Complementarity-Determining Region 3 Length Distribution Analysis Shows ?d 
T-Cell Receptors Are More Immunoglobulin-like

In an effort to find a molecular basis for these surprising differences in ?d versus aß T 
cell recognition, Rock et al. ( 264 ) characterized the length distribution of CDR3 regions 
in three immune receptor chains: immunoglobulin, aß TCR, and ?d TCR. Rock et al. 
found that the CDR3 lengths of both a and ß TCR polypeptides are nearly identical and 
have very constrained length distributions. In contrast, CDR3 lengths of immunoglobulin 
heavy chains are long and variable, whereas those of light chains are much shorter and 
more constrained. As discussed previously, the CDR3 loops of aß TCRs are critical for 
recognizing antigenic peptides bound to MHC molecules. The constraints on a and ß 
CDR3 length may reflect this functional requirement. Surprisingly, d-chain CDR3 
lengths are long and variable, but those of ? TCR chains are much shorter and 
constrained. In this regard, ?d TCR and CDR3 length distributions are similar to those 
of immunoglobulins and distinct from those of aß TCR, as also indicated by the x-ray 



crystal structure of a ?d TCR ( 41 ).

It has been observed that the frequency of ?d T cell clones recognizing allogeneic MHC 
molecules in a mixed lymphocyte reaction is very low (in comparison with aß 
alloreactive clones) and that the majority of these clones show a high degree of 
cross-reactivity (only rarely seen with aß alloreactive clones) [reviewed by Hein and 
Mackay ( 6 )]. These observations are consistent with the proposal that ?d TCR 
recognition is more immunoglobulin-like, focusing on the common features shared by 
MHC molecules. It is noteworthy that the specificity of LBK5 (IE B and IE K but not IE D) 
is the same as two previously described anti-IE antibodies ( 265 , 266 ).

Along these lines, human ?d T cell clones from healthy donors that respond to 
mycobacteria extract have been found to express V?9 and Vd2 with diverse junctional 
(CDR3) sequences ( 267 ). This is reminiscent of the immunoglobulin receptor usage in 
naturally occurring murine B cells that recognize phosphorylcholine. There, it was found 
that only very restricted immunoglobulin heavy-chain (VH11, VH12, or Q52) and 
light-chain V gene segments are used, coupled with variable CDR3 junctional 
sequences ( 267a). In the latter case, the restricted usage of the V genes may be more 
significant, inasmuch as several hundred to a thousand VH gene segments are 
available to mount an immunoglobulin response.

The suggestion that ?d TCR recognition is more immunoglobulin-like does not preclude 
the possibility that some ?d T cells may recognize similar or identical ligands as aß T 
cells. It is clear, for example, that it is possible to make antibodies that are specific for 
different subtypes of MHC molecules or even particular peptide/MHC complexes ( 268 , 
269 and 270 ).

As discussed earlier, by considering all elements that contribute to the variability of the 
junctional (CDR3) region, such as the numbers of D and J elements used, D-element 
reading frame, junctional diversity, and N-region nucleotide addition, it was calculated 
that the number of possible CDR3 sequences is the greatest for ?d TCR, the least for 
immunoglobulin (irrespective of somatic mutation), and intermediate for aß TCR ( 158 ). 
This suggests that ?d T cells have the potential to recognize a wide variety of different 
antigens.

Multivalence of the Ligands Is Required for Activation through the ?d T-Cell 
Receptor

?d TCR, as with to aß TCR, needs to associate with CD3 molecules for cell surface 
expression. Therefore, signaling through the antigen receptor may utilize a multivalent 
form of the antigen so that the engaged receptors can be cross-linked. Cell surface 
molecules can be recognized as such, but soluble antigen must be rendered polyvalent. 
A demonstration of this requirement is that in the three cases of ?d T cells recognizing 
cell surface molecules—IE K, T10/T22, and HSV gI protein—a soluble form of the 
protein can be recognized only when bound to plastic plates: for example, presented in 
a multivalent form ( 244 , 245 and 246 ). Interestingly, the stimulation of mycobacterial 



extract reactive ?dT-cell clones by small phosphate-containing compounds requires 
cell–cell contact, and all cell types are able to induce the recognition ( 271 , 272 ).

This apparent requirement for multivalent antigens would then suggest that soluble 
antigens—such as the phosphate-containing compounds—must be associated with 
certain cell surface molecules for their recognition. It is important to know whether the 
binding and display of soluble antigens is achieved by a variety of different molecules 
on the surface or by a limited set of molecules and whether they normally form part of 
the epitope recognized by the antigen receptors.

Although the recognition requirements just discussed are derived largely from 
observations with model systems, the identification of the Mycobacterium antigen 
clearly stems from a “physiologically relevant” event. It will be interesting to determine 
the generality of these rules in other systems, especially pathological ones. This should 
lead to a much better definition of the role or roles of ?d T cells. This includes the 
identification of what ?d T cells recognize and the consequence of such recognition in 
pathological situations.

The issue of ?d T cell specificity is also important in understanding the development of 
these cells. Whereas some experiments with ?d TCR transgenic mice have suggested 
that they are both positively and negatively selected much the same way as aß T cells, 
others have shown an entirely different mode of selection ( 273 ). Interestingly, the 
phosphate-containing compounds isolated from mycobacterial extracts can be found 
both in pathogens and in mammalian cells. Thus, they are “self” as well as “nonself.” 
However, ?d T cells with this specificity seem not to have be eliminated from the normal 
repertoire.

COMPLEMENTARITY-DETERMINING REGION 3 DIVERSIFICATION: A 
GENERAL STRATEGY FOR T-CELL RECEPTORS AND 
IMMUNOGLOBULIN COMPLEMENTARITY TO ANTIGENS?

One interesting observation that emerges from a detailed analysis of the gene 
rearrangements that create both TCRs and immunoglobulins is how the diversity of the 
CDR3 loop region in one or both of the chains in a given TCR is so much greater than 
that available to the other CDRs. A schematic of this skewing of diversity is shown in 
Fig. 13 for human immunoglobulins and for aß and ?d TCR heterodimers. In the case of 
aß TCRs, this concentration of diversity occurs in both Va and Vß CDR3 loops, and 
structural data ( 43 , 45 ) has confirmed that these loops sit largely over the center of the 
antigenic peptide (see previous section). Although this concentration of diversity in aß 
TCRs in the regions of principal contact with the many possible antigenic peptides 
seems reasonable, it is much harder to explain for immunoglobulin or ?d TCRs. Clearly, 
there must be some chemical or structural “logic” behind this phenomenon. A clue as to 
what this might be comes from the elegant studies of Cunningham and Wells ( 274 ) and 
Clackson and Wells ( 275 ), who systematically mutated all of the amino acids (to 
alanine) at the interface of human growth hormone and its receptor, as determined by 
x-ray crystallography. Interestingly, only a fourth of the approximately 30 mutations on 
either side had any effect on the binding affinity, even in cases in which the x-ray 



structural analysis showed that the amino acid side chains of most of the residues were 
“buried” in the other. These studies illustrate an important caveat to the interpretation of 
protein crystal structures: Although they are invaluable for identifying which amino acids 
could be important in a given interaction, they do not indicate which ones are the most 
important. This is presumably because the “fit” at that many positions is not “exact” 
enough to add significant binding energy to the interaction. In this context, Davis et al. ( 
276 ) proposed a new model in which the principal antigen specificity of an 
immunoglobulin or TCR is derived from its most diverse CDR3 loops. In the case of 
antibodies, we imagine that most of the specific contacts (and hence the free energy) 
with antigen are made by the VH CDR3 and that the other CDRs provide “opportunistic” 
contacts that make, in general, only minor contributions to the energy of binding and 
specificity. Once antigen has been encountered and clonal selection activates a 
particular cell B, somatic mutation would then “improve” the binding of the CDR1 and 
CDR2 regions to convert the typically low-affinity antibodies to the higher affinity 
models, as observed by Berek and Milstein ( 277 ) and also by Patten et al. ( 278 ). As a 
test of this model, Xu and Davis ( 279 ) analyzed mice that had a severely limited 
immunoglobulin V-region repertoire, consisting of one VH and effectively two VL chains 
(V?1 and V?2). These mice are able to respond to a wide variety of protein and 
haptenic antigens, even with this very limited complement of V regions. In several 
cases, hybridomas specific for very different antigens (e.g., ovalbumin vs. dinitrophenol) 
differ only in the V H CDR3. A limited V-region repertoire also seemed no barrier to 
deriving high-affinity antibodies with somatic mutation, inasmuch as repeated 
immunizations produced immunoglobulin G monoclonal antibodies with very high 
affinities (10 -9 to 10 -10 M). The major immune deficit in these mice was their ability to 
produce antibodies to carbohydrates, which may require a special type of binding site or 
specific V region. Thus, although these experiments involved only one VH, the results 
are highly suggestive about the inherent malleability of VHVl in general, at least with 
regard to protein and haptenic epitopes. With respect to aß TCRs, we expect that most 
of the energy of the interaction with a typical ligand resides in the CDR3-peptide 
contacts, and here again the CDR1 and CDR2 regions make less energetically 
important contacts. The case of ?d TCRs would be more like an antibody only without 
the affinity improvements that are gained from somatic hypermutation. We have only an 
ad hoc explanation for the extremes of diversity seen in the TCRd CDR3: It has to 
recognize both protein surfaces and small nonpeptidic molecules with a high degree of 
specificity. Perhaps the lack of somatic mutation forces it to provide more diversity in 
the initial repertoire.

 



FIG. 13. Diversity “map” of immunoglobulins and T-cell receptors, showing the 
theoretical potential for sequence diversity in human antigen receptor molecules. N 
region addition is assumed to contribute 0 to 6 nucleotides to the junction of each gene 
segment, except for immunoglobulin K chains, in which this form of diversity is seldom 
utilized.

CONCLUSIONS

Since TCR genes were first identified in the early 1980s, information about their 
genetics, biochemistry, structure, and function has accumulated to become almost a 
field unto itself. Despite this very real progress, many issues still remain unsolved: What 
do ?d T cells normally “see,” and what function do they serve? What do superantigens 
actually do during the course of a normal response, and how is this of benefit to the 
pathogen/parasite? What is the structural/chemical basis of TCR specificity? What sort 
of rearrangements or conformational charges occur in the TCR CD3 molecular 
ensemble upon ligand engagement? These and other questions should serve as a 
source of entertainment for many years to come.
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COLORPLATE 1. Complete T-cell receptor ab structure. A ribbon diagram of the first 
T-cell receptor ab heterodimer structure from Garcia et al. ( 36 ). In all domains, b 
strands are indicated by letters and the complementarity-determining regions 1, 2, 3, 
and 4 loops by numbers.

 
COLORPLATE 2. T-cell receptor (TCR)dpeptide/major histocompatibility complex 
(MHC) crystal structure of a TCR-peptide/MHC complex. Peptide and 
complementary-determining regions are portrayed in different colors. From ( 36 ), with 
permission.



 
COLORPLATE 3. Crystal structure of a T-cell receptor (TCR) b/superantigen (SAg) 
complex. Fields et al. ( 208 ) crystallized TCR-SAg complexes and from the structure of 
the same superantigens with a class II major histocompatibility complex (MHC) 
molecule and were able to deduce the relative spatial arrangement of the three 
molecules. This model suggests that TCR does not contact the MHC very strongly, 
which is consistent with the relative peptide insensitivity of SAg activation
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T-cell development is a composite of overlapping processes in the domains of 
developmental biology, immunology, and cell biology. It starts with purely hematopoietic 
developmental mechanisms leading to lymphoid commitment, T-lineage commitment, 
and later developmental choice points; then gradually, the basis for developmental 
choices becomes dominated by the immunology of T-cell receptor (TCR) repertoire 
selection. The underlying mechanisms by which these later choices are made can be 
understood only in terms of a richly complex cell biology of checkpoint enforcement, 
defining the two TCR-dependent fate-determination processes of ß selection and 
positive/negative selection. Repertoire selection is crucial for establishing a functionally 
competent, mostly self-tolerant population of peripheral T cells, and it has attracted a 
great deal of interest in isolation from other aspects of T-cell development. In this 
chapter, we show how this cellular process occurs, on the basis of mechanisms that 
emerge from a unique and fascinating developmental program. A recurrent theme is 
how the signals from various TCR complexes come to intertwine with underlying 
developmental mechanisms to control cell fate at a succession of distinct checkpoints 
and lineage choices.

To begin, this chapter introduces the broad map of T-cell developmental events. The 
subsequent sections focus in on the mechanisms involved at a few of its most 
interesting watersheds.

OVERVIEW OF T-CELL DEVELOPMENT

In mammals, most circulating T cells develop in the thymus. Bone marrow precursors in 
small numbers enter the thymus from the blood and undertake a course of proliferation, 
differentiation, and selection, which converts them into T cells in about 4 weeks (faster 
in fetal animals). The mature cells then emigrate from the thymus and take up their 
surveillance roles in the body. Precursors seed the thymus and differentiate into T cells 
continuously from midgestation throughout adult life. An additional site of development 
is in the intestinal epithelium, in which T cells that mostly remain associated with the gut 
epithelium appear to be generated. In either case, T cells distinguish themselves from 
most hematopoietic cell types by migrating away from the bone marrow in order to carry 
out their differentiation. It is in the thymus that most TCR gene rearrangement occurs 
and the cells first acquire their clonal recognition properties. The thymus not only 
promotes maturation but also rigorously screens each cohort of developing cells to 
eliminate those with either useless or dangerous TCRs, in a process called “repertoire 
selection.”

Key Molecules: Cell Stage Markers and T-Cell Receptor Genes

At any one time after birth, the thymus contains cells in all stages of development, from 
the earliest precursors to cells that are virtually mature. Understanding of the process of 
T-cell differentiation has been possible because cells in different stages can be 
distinguished, and cells of each type can be isolated preparatively without being killed. 
At least seven developmental stages can be distinguished on the basis of their 
expression of useful surface molecules. These are introduced in Fig. 1. Key markers for 



subdividing the majority of thymocytes are TCRaß, TCR?d, and the co-receptors CD4 
and CD8 ( Fig. 1A). These help to identify cells in the later 2 weeks of intrathymic 
differentiation. The majority of thymocytes, approximately 80%, express both CD4 and 
CD8 and low levels of surface TCRaß complexes, a constellation of markers that is not 
seen in general on peripheral T cells ( Fig. 1A). This distinctive population, called 
“double positive” (DP), is a key developmental intermediate that undergoes “TCR 
repertoire selection,” the complex process that eliminates cells with either useless or 
autoreactive TCR specificities. The unique properties of DP cells make TCR repertoire 
selection possible. Minorities of the cells are CD4 +CD8 - TCRaß high or CD4 -CD8 + 
TCRaß high, and these “single positive” (SP) thymocytes are the most mature cells.

 
FIG. 1. Subsets of T-cell precursors: normal development versus. development without 
T-cell receptor (TCR) gene rearrangement. The major subsets of cells discussed in this 
chapter, as they appear in a typical flow cytometric analysis. Normal thymocytes are 
shown on the top ( A and C), whereas thymocytes from recombination activating gene 
(RAG)–deficient mice, which cannot rearrange any TCR genes, are shown on the 
bottom ( B and D). The cells are stained with fluorescent antibodies against CD4 and 
CD8 ( A and B), and the double-negative (DN) cells are further stained with fluorescent 
antibodies against CD44 and CD25 ( C and D). The axes represent increasing levels of 
these surface molecules on a 4-decade logarithmic scale: that is, a 10,000-fold range in 
fluorescent staining intensity. The main populations discussed in Fig. 2 are (DN, DP, 
CD4 SP, CD8 SP) ( A), and the DN cells are subdivided into DN1, DN2, DN3, and DN4 
( C). Comparison between the upper and lower panels shows that the 
recombinase-deficient thymocytes are developmentally arrested in the DN stages ( B), 
with cells accumulating in the DN3 state and blocked from progressing forward to the 
DN4 state ( D; cf. C). RAG-deficient thymocytes also accumulate only about 1/100 as 

many cells in the thymus as wild-type thymocytes (˜4 × 10 6 vs. ˜3 × 10 8).



 
FIG. 2. Outline of events in T-cell development. Summary of the events occurring in 
normal mouse T-cell development, indicating the approximate time taken in each set of 
transitions, the developmental branch points, and key changes in gene expression and 
T-cell receptor (TCR) gene rearrangement status. Developmental branch points taken 
rarely are indicated by broken-line arrows. The two major checkpoints discussed in the 
chapter, ß selection and positive selection, are indicated. The alternative to positive 
selection, death, includes both negative selection and death by “neglect,” as discussed 
in the text. Small curving arrows over the double-negative 1 (DN1)? DN2 and 
DN4?immature single positive (ISP) stages denote the extensive proliferation at these 
stages, also suggested by the cartoon at the top. Stages of development in which a 
majority of cells are seen to be in cycle are indicated by gray filled circles. Cells 
expressing rearranged TCR? and TCRd genes (TCR?d) and cells expressing 
rearranged TCRß genes either alone or together with rearranged TCRa genes are 
indicated above the main diagram. Below the main diagram, bars show the extents of 
expression of useful cell surface markers other than CD4, CD8, and the TCR 
complexes. Periods of recombinase expression, specific gene rearrangement, and key 
developmental events are also indicated by horizontal bars. Broken bars show reduced 
levels of expression. Common abbreviations of cell stages are given in the text. 
Hemato, hematopoietic; Lymphoid pre, lymphoid precursor.

Cells in the earlier 2 weeks of differentiation in the thymus lack any TCR expression as 
well as any expression of CD4 or CD8. Nevertheless, different stages can be 
distinguished in this “double negative” (DN) or “triple negative” population. In mice, they 
can be subdivided, on the basis of expression of the interleukin (IL)–2 receptor a-chain 
CD25 and the adhesion molecule CD44, into progressive developmental stages termed 
DN1, DN2, DN3, and DN4 (or TN1, TN2, and so forth) ( Fig. 1B). Two other useful 
markers for these stages are the stem cell growth factor receptor c-kit (CD117), which is 
coexpressed with CD44, and the small phospholipid-linked heat-stable antigen (HSA, 
CD24) which is turned on with CD25 and remains on until the latest stages of thymocyte 
maturation. In the human system, different markers are useful for distinguishing 
corresponding stages, and they described later. An outline of the progression of mouse 
precursor cells through these stages is shown in Fig. 2 as a framework for this 
narrative.

TCR gene rearrangement plays a pivotal role in thymocyte fate. Ultimately, thymocytes 
can survive to maturity only if they successfully carry out combinations of gene 



rearrangements that will give them in-frame a and ß chains or ? and d chains, to be 
assembled into TCRaß/CD3 or TCR?d/CD3 complexes. The rules of the process are 
therefore worth reviewing. There are four TCR gene loci, each consisting of the 
constant region exons and multiple variable (V), joining (J), and sometimes diversity (D) 
segments of the TCRa, ß, ?, and d chain genes (see Chapter 8). The TCRß and TCRd 
loci have D segments as well as V and J segments to be rearranged, whereas the 
TCRa and TCR? loci do not. Also, note that the TCRd locus is embedded in the middle 
of the TCRa locus in such a way that any V-Ja rearrangement automatically deletes the 
TCRd locus entirely, whether it had undergone rearrangement before or not. These 
features are important for the regulation of rearrangement and, as described later, for 
understanding the choice between becoming a TCRaß- or a TCR?d-lineage thymocyte. 
The rearrangement process is ordered, with D-Jß rearrangements occurring before 
V-D-Jß and V-Dd rearrangements occurring before V-D-Jd.

Narrative of T-Cell Development

Figure 2 traces the progress of cells through the best-known stages of T-cell 
development.

The cells that enter the thymus are capable of giving rise to all subsets of T cells plus 
natural killer (NK) cells and dendritic cells. As discussed later, they may be able to give 
rise to macrophages and B cells, too. These cells are initially c-kit +, Thy-1 low, CD44 
high, CD25 -, and CD24 low. At this stage, the TCR genes are not yet rearranged. These 
precursor cells form the key component of the subset called DN1 or TN1.

Once in the thymus, these cells undergo a major transition, losing much of their ability 
to give rise to anything but T cells, turning on the expression of multiple T-cell genes, 
and starting to proliferate. They begin to express Thy-1, CD25, and CD24, and CD44 
and c-kit continue to be expressed on the cell surface, although at declining levels. The 
stage marked by this new phenotype is classified as DN2 (TN2) ( Fig. 1B & Fig. 2). 
Proliferative expansion during this stage is considerable, approximately 6 to 10 rounds 
of division. This is the stage when TCR gene rearrangement begins. TCR?, TCRd, and 
TCRß all appear to be similarly accessible to rearrangement during this initial period, 
but TCRa is not.

At the next stage, DN3, CD44, and c-kit are fully down-regulated; most cell proliferation 
stops; and rearrangement of the TCRß, ?, and d genes occurs with maximum 
efficiency. The DN3 stage (Thy-1 + c-kit - CD44 - CD25 + CD24 + cells) is a landmark 
because, in both adult and fetal thymocytes, it is the first stage when the cells appear to 
have lost the ability to develop into anything but T cells. It is also the first stage when 
the protein products of rearranged TCR genes are detected in the cytoplasm. Beyond 
this stage, the proliferation and survival of the cells depend essentially on interactions 
mediated by TCR proteins. If they rearrange their TCR genes correctly, they can 
proceed, often with a burst of proliferation. If they fail, they die.

The exact path that the cells follow from this point depends on whether the cells 
succeed in making D-Jß and V-D-Jß rearrangements to form a productive TCRß 



open-reading frame before they have completed productive rearrangements of both the 
? and d loci. In the first case, they develop into aß T cells; in the second case, they 
develop into ?d T cells. The ?d cells mature with little additional proliferation and with 
few known changes to their surface phenotype other than down-regulation of CD25 and 
CD24. Cells that rearrange ß, on the other hand, undergo a complex succession of 
events known as ß selection. These cells proliferate in a rapid burst; down-regulate the 
DN2/DN3 marker CD25; turn on expression of CD4 and CD8; stop TCRß, TCR?, and 
TCRd rearrangements; begin rearranging TCRa; and undergo profound functional 
transformations. Through this cascade of events, the cells are quickly transformed from 
DN3 to DP cells, through proliferating intermediates called DN4 and immature single 
positive (ISP) cells, usually CD8 +CD4 -CD3 - ( Fig. 2). DP cells are physiologically 
peculiar; these peculiarities make them uniquely poised for TCR-dependent repertoire 
selection. They are therefore key intermediates in the production of a self-tolerant T-cell 
population. As a rule, the DP cell fate is part of the aß program and not part of the ?d 
program. Thus, although the choice of aß versus ?d fate is based at least partly on the 
stochastic success or failure of rearrangements, it results in a real choice between 
developmental programs.

Cells that fail to complete any productive TCRß or TCR? and d gene rearrangements 
die within a few days. In mutant mice that cannot make rearrangements at all, 
development cannot proceed beyond the DN3 stage ( Fig. 1D), and death of cells 
blocked at that point results in a thymus that is only about 1% of the normal cellularity. 
Besides the choice of TCRaß versus TCR?d, the DN3 stage therefore represents a 
rigorous developmental checkpoint. The “ß-selection checkpoint” is the first of two 
checkpoints at which survival is dependent on the TCR.

For cells taking the TCRß + CD4 +CD8 + path, rescue from death at the ß-selection 
checkpoint is only a temporary, conditional reprieve. In these DP cells, TCRß 
rearrangement must be followed by a successful TCRa gene rearrangement within 
about 3 days after the proliferative burst subsides, or else the cells die of “neglect.” The 
selection for cells that have made an acceptable TCRaß complex defines the second 
TCR-dependent checkpoint in T-cell development: “positive selection.” The criteria for 
rearrangement success here are more stringent than for ß selection. Any TCRß gene 
rearrangement that generates a translatable protein coding sequence is adequate for ß 
selection, but the TCRa rearrangement is evaluated both on the basis of a translatable 
protein coding sequence and on the basis of the recognition specificity that emerges 
from the new combination of TCRa chain with the previously fixed TCRß chain. The 
cells must be able to interact with major histocompatibility complex (MHC) molecules in 
the microenvironment, but not too well, or else the cells die. The criterion is set so that 
individual CD4 +CD8 + TCRß + cells have less than a 5% chance of satisfying it. As a 
result, about 30% of this population dies each day in the young mouse thymus (over 
90% die without maturing in the whole 3- to 4-day lifetime of each cell cohort) and must 
be replaced as a fresh cohort of CD4 +CD8 + cells enters the selection pool.

DP cells are actually put through two tests. The first determines whether the newly 
expressed TCRaß can make sufficiently strong interactions with MHC molecules to be 
useful, and the second assesses whether the interactions of this TCR with self-antigens 
in the thymus are weak enough to reduce the danger of autoimmunity. These 



thresholds are tested in two separable processes: positive selection and negative 
selection. Cells exceeding the minimum affinity threshold are positively selected, 
initiating a new cascade of phenotypic changes and enhancing the viability and 
functional responsiveness of the cells. Cells that exceed the maximum affinity threshold 
can be stripped of their receptors or negatively selected by induced apoptosis. Key 
changes that help trace progress through positive selection are the transient 
up-regulation of the activation marker CD69, the stepwise increase in TCRaß surface 
expression from low to intermediate to high, a parallel up-regulation of CD5 and MHC 
class I molecules, and ultimately the down-regulation of the immature cell marker 
CD24. Cells remain susceptible to negative selection for several days after the initiation 
of positive selection, however. They may even encounter the most potent negative 
selection stimuli in the period after positive selection. Only cells escaping both death by 
neglect and death by negative selection can complete their maturation and emigrate to 
the peripheral lymphoid system.

Positive selection also appears to drive a choice of maturation fates. It is in the 
emergence from the DP state that there occurs the first evidence of whether a cell will 
be a CD4 + helper/regulatory cell or a CD8 + killer cell. As described in detail later, 
detailed aspects of the TCR–ligand receptor interactions during this process guide or 
select cells to develop into one type of effector or the other. Cells with TCRs that 
recognize MHC class II molecules tend to develop as CD4 + cells, whereas those with 
TCRs that recognize MHC class I molecules develop as CD8 + cells. The basis of this 
profound differentiation choice is extremely interesting and appears to include subtle 
quantitative aspects of TCR/co-receptor interaction with MHC and the combination of 
TCR-generated signals with signals from other pathways.

Regulated Proliferation in T-Cell Development

Throughout T-cell development, phases of intense proliferation alternate with phases of 
little or no cycling. The differences in cell cycle activity are dramatic. As shown in Fig. 2, 
DN2 cells are cycling, DN3 cells halt, and then, after ß selection, cells appear to go 
through six to eight rounds of division in about 3 days ( 1 , 2 ). After positive selection, in 
contrast, maturing cells appear to reside in the medulla for approximately 2 weeks 
without any significant proliferation. Each phase of proliferation tends to be driven by a 
different mechanism ( 3 ). The growth controllers used at various stages include many of 
the genes that are essential for progression through the T-cell developmental pathway, 
as discussed later.

In the first DN1 precursors, the initiation of cell division may be controlled by c-kit 
signaling. In the DN1-DN2 states, proliferation is mostly driven by signals from the 
interaction of IL-7, a cytokine secreted by the thymic stroma, with IL-7 receptor 
complexes, composed of IL-7Ra (CD127) and ?c chains (CD132) ( Fig. 2) ( 4 , 5 and 6 ). 
During ß selection, population expansion is driven by signaling through the pre-TCR 
(TCRß complex), which is discussed later in detail. The later events of positive selection 
and maturation do not involve significant proliferation; however, they completely depend 
on TCRaß for survival signaling. These sequential requirements for survival have 
overlapping critical periods, so that the mutant phenotypes are slightly leaky but still 



have powerful quantitative effects ( 7 ). After export from the thymus, mature T-cell 
proliferation depends on TCRaß triggering and signals through the IL-2, IL-4, or IL-7 
receptors. The shift from one kind of proliferative stimulus to another is caused least in 
part by intrinsic developmental changes in the cells. It is an important factor contributing 
to the one-way polarity of developmental change.

The proliferative bursts are vital for setting up the large excess of precursors that makes 
it possible to use stringent selection at the checkpoints in T-cell development. The huge 
losses that occur in these selection processes seem shocking, except that the 
developmental program also provides for more than 10 5-fold clonal expansion from 
each precursor. Harsh selection against useless or autoreactive cells is a price the 
adaptive immune system must pay for its somatic generation of diversity in recognition 
structures. This suggests that the mechanisms used by lymphoid precursors to drive 
developmental proliferation are evolutionarily old and likely to have coevolved with the 
mechanisms generating clonal diversity.

The extents of proliferation at particular stages in T-cell development are somewhat 
flexible. Proliferation at ß selection can compensate for poor precursor expansion in an 
earlier phase. Also, although positive selection per se does not involve proliferation, 
cells in the fetal and early postnatal thymus can undergo several cell cycles during the 
maturation period after positive selection. This presumably helps to supply T cells to the 
body quickly, during a period when peripheral T cells are rare. Later, in the adult 
thymus, maturation occurs with little if any proliferation. Development of T cells depends 
on proliferation but not in a way that rigidly links certain events to precise numbers of 
cell cycles.

Anatomical Path of T-Cell Development

The thymus is made up of lobes, each of which is divided into distinct zones with 
different stromal cells making up their microenvironments ( 8 ). The largest domain is the 
cortex, which is packed with DP thymocytes. The cortex surrounds an inner domain 
called the medulla, where the most advanced SP thymocytes are found. The outermost 
rim of the cortex (i.e., the subcapsular region) and the region defining the 
cortical/medullary junction are also specialized in some ways. The organization of the 
thymus is diagrammed schematically in Fig. 3.



 
FIG. 3. Summary of migration pathways of thymocytes through the postnatal and fetal 
thymic microenvironments. The pathway of migration of adult thymocytes from the 
postcapillary venule (PCV) through the cortex, subcapsular zone, cortex and medulla is 
shown on the left ( 9 ). For comparison, the entry and migration through the fetal thymus 
is shown on the right.

From ß selection onward, the pathway of thymocytes through the thymus is well known. 
Most of the proliferative expansion that follows ß selection occurs in the subcapsular 
zone. As the cells are pushed away from the rim toward the inner cortex, they stop 
dividing. DP cells in the cortex continue to sink inward during their 3 days of postmitotic 
life, but they are not allowed to enter the medulla unless they pass positive selection. 
Those that do not succeed die in the cortex and are rapidly engulfed by resident 
macrophages.

The path taken from entry into the thymus until ß selection has been less clear. 
Because of the enormous proliferative expansion during T-cell development, the 
number of cells in the earliest stages, at any one time, is dwarfed by the number of cells 
in the later stages. All the DN stages together, representing approximately 2 weeks of 
developmental change, contribute only approximately 2% to 4% of a typical young adult 
thymus. The earliest precursors in the DN population have been estimated to be less 
than one one-hundredth of that frequency. Conceivably, a thymus that turns over 
approximately 5 × 10 7 cells per day may be resupplied with an input of only 50 to 100 
cells per day. The low input numbers have made it hard to trace the path of precursors 
through intrathymic domains in their early development. Only since 2000 have DN1- 
and DN2-specific markers been used successfully to track the path of these thymic 
entrants specifically ( 9 ). This has revealed a more organized role for different 
subregions of the adult thymus than was previously suspected.

It now appears that blood-borne precursors enter the parenchyma of the postnatal 
thymus by exiting from the medium-sized blood vessels (postcapillary venules) at the 
cortical/medullary junction. These cells, in an early DN1 state, slowly make their way 
outward through the thymic cortex to the subcapsular zone, proliferating and 
differentiating through the DN2 and DN3 states over the next 2 weeks. Those cells 
becoming ?d cells may not need to progress further than the midcortex. Those 
continuing on to become aß cells travel all the way to the periphery ( Fig. 3). The 
ß-selection checkpoint appears to be encountered mostly in the subcapsular zone. 
Numerous, rapidly proliferating blasts can be seen in the outer cortex; they represent 
the DN4, ISP, and early DP cells that have just passed this test. As they stop 
proliferating, DP thymocytes fall back into the cortex, being pushed progressively 



deeper by products of later cell divisions over the next 2 to 3 days. Those few that are 
positively selected, along with mature ?d cells, migrate from the cortex to the medulla ( 
Fig. 3) ( 9 ).

Maturation of the surviving cells occurs in the medulla over the following 2 weeks. The 
medullary epithelial cells are distinct from the cortical epithelial cells. It is not clear 
exactly how they influence final T-cell maturation, although evidence suggests that they 
may express a very wide range of self-antigens that may be valuable in negative 
selection ( 10 ). Dendritic cells, which are also specifically located in the medulla, present 
self-antigen to the newly SP cells in the most efficient way for the most stringent form of 
negative selection. It is only after surviving these encounters that the SP cells complete 
their maturation, changing their response physiology so that high-affinity interactions 
with antigen can lead to activation instead of paralysis or death.

The compartmentalization of functions in the thymus probably helps guide certain 
developmental transitions. As the cells change in intrinsic responsiveness to different 
proliferative signals, their migration may carry them from a zone rich in early stimuli 
(e.g., IL-7) to a zone that may be rich in later stimuli [possibly Wnt ( 11 , 12 )]. Certain 
transitions from proliferation to G 1 arrest, such as from DN2 to DN3 or from ß selection 
to a resting DP state, could result from migration of the cells into a zone where the most 
recent proliferative stimulus is no longer present. Also, the change in direction of 
migration of precursors through the cortex, from outbound to inbound, is likely to be a 
result of a change in the expression of adhesion molecules and chemokine receptors in 
the DN3 state or during ß selection. There is evidence that could implicate particular 
integrins (e.g. a 4ß 1) in the outward migration of DN cells ( 13 ), and the roles of these 
important molecules are likely to become much clearer in the near future. At least one 
other adhesion molecule, CD44, is expressed very highly in the DN1 cells but then 
clearly turned off between the DN2 and DN3 state; this could be another participant in 
the early homing or guidance mechanisms or both. Later, at least one new chemokine 
receptor is turned on at ß selection, and this may help attract DP cells back toward the 
interior ( 14 , 15 and 16 ). Migration between domains with different kinds of stromal cells 
allows a separation between positive and negative selection events in space and time. 
As discussed in a later section, this can clarify some otherwise confusing features of 
these processes.

Variations in Thymocyte Development in Ontogeny

The general outlines of thymocyte development are consistent between postnatal and 
fetal mice, but there are many differences, both subtle and overt. The mouse fetal 
thymic stroma develops from the outpocketing of third pharyngeal pouch endoderm, 
between 10 and 12.5 days of gestation (E10 to E12.5). It may undergo some inductive 
interaction with the overlying ectoderm and neural crest cells of the third branchial arch 
( 17 ). The thymic epithelium, in any case, establishes a distinctive structure and gene 
expression pattern before any lymphoid precursors arrive ( 17 , 18 ). Seeding begins at 
about E12 as hematopoietic precursors migrate across the mesenchyme from the 
subclavian vessels to the tiny, nonvascularized epithelial rudiment ( 19 , 20 ). These cells 



are CD45 +, expressing certain lymphoid genes and marked by the presence of the 
lymphoid transcription factor Ikaros in the nucleus. The precursors collect around the 
thymus and then enter it directly from the outside; this is the one time that the future 
outer cortex is a point of entry ( Fig. 3, right panel).

Lymphoid precursors proliferate exponentially in the fetal murine thymus, increasing 
from about 10 4 cells at E14.5 dpc to about 5 × 10 5 at E18. In contrast to the kinetics in 
the postnatal thymus, in the fetal thymus the first TCRaß DP cells are generated at 
about E16, the first SP CD4 cells about 2 days later, and CD8 cells a day after that, 
followed by birth at day 20; the first emigrants are exported to the periphery within 3 
days after birth. Thus, the times in the DN state and in the medulla are each cut from 
approximately 14 days in the postnatal (“adult”) thymus to less than 3 days in the fetal 
thymus.

The precursors that initially seed the fetal thymus are qualitatively different from any 
that enter it later. Radiation chimera experiments establish that they can generate the 
same types of T cells that are made from adult bone marrow–derived precursors, but 
they also have a capacity that adult precursors do not. The first thymic immigrants are 
uniquely capable of generating two classes of ?d T cells that seed the skin, tongue, and 
reproductive organ epithelia in late fetal life but are not produced at all after birth ( 21 ). 
These “early-wave” ?d cells use directed, predetermined V(D)J rearrangements without 
junctional diversification, so that their recognition specificities are completely invariant. 
They are, in fact, the first wave of TCR + thymocytes made in the mouse at all, maturing 
by E15.5 to E16.5, and they have a number of distinctive physiological properties, 
including growth factor requirements and transcription factor profiles ( 22 ). The 
precursors that make these cells may themselves be unusual in other ways as well. For 
example, it is not clear whether they ultimately originate in the intraembryonic 
hematopoietic tissues at all or from the molecularly unique precursor cells in the yolk 
sac ( 23 ).

At least one additional wave of precursors enters the thymus closer to the time of birth ( 
24 ), and then further precursors can continue to enter throughout life. In the meantime, 
the properties of the major populations of hematopoietic precursors themselves 
continue to change, shifting from fetal liver to bone marrow and acquiring new 
molecular properties ( 23 ). Certain gene disruptions have sharply different effects on 
T-cell development in fetal, postnatal, and adult mice, because of intrinsic differences in 
the programming of different precursor cohorts ( 25 , 26 , 27 , 28 and 29 ) (detailed in the 
section on genetic requirements of T-lineage specification and commitment and in Fig. 
5B later). It is intriguing that T-cell differentiation takes long enough, in relation to 
precursor cohort succession, so that considerable overlap could occur in young 
postnatal animals. Thus, we can even consider that in a 3- to 4-week-old weanling 
mouse, the bone marrow stem cells, intrathymic DN3 cells, and mature medullary SP 
thymocytes ready for export at that time could each represent progeny of distinct 
cohorts of progenitor cells, each with different genetic requirements, molecular 
expression properties, or both. Distinctions between results in fetal and adult systems 
are noted throughout this chapter.



 
FIG. 5. Effects of mutations in growth factor and transcription factor genes on thymus 
population sizes. A: Evidence for a critical role of interleukin (IL)–7/IL-7R signaling in 
proliferation at a stage of T-cell development preceding ß-selection. Thymus glands are 
shown from wild-type and the indicated mutant mice. The recombination activating gene 
2 (RAG2) -/- mutation alone results in a 50- to 100-fold reduction in cell numbers 
because of a developmental block at ß-selection. The IL-7 -/- mutation alone has a 
similar impact on the size of the thymus. The multiplicative effect of the double mutation 
shows that IL-7 is needed for the proliferation that normally takes place in double 
negative (DN) cells in the RAG2 -/- mouse thymus. From( 5 ), with permission. B: Growth 
of cell numbers in the thymus from fetal life to adulthood in wild-type (wt) mice and mice 
with inactivating mutations in various genes. From ( 175 ), with permission. T-cell factor 
(TCF)–1 (TCF), GATA-3, and Ikaros are transcription factors discussed in the text. 
Ikaros-N -/- is a mutation that creates a dominant negative form; Ikaros-C -/- is a loss of 
function mutation ( 152 ). Double mutants lacking both c-kit and the common cytokine 
receptor chain ?c do not generate any T-cell precursors, as discussed in the text. 
Mutants lacking a 4-integrin are defective in precursor migration, affecting T cell 
precursors after birth. The shifts in effects of some mutations between fetal life and 
postnatal life indicate the distinct molecular requirements for early and later T-cell 
development.

Thymocyte Development in Species Other than Mouse

The overall organization of thymic lobes is conserved from mammals to cartilaginous 
fish. The overall roles of cortex and medulla for T-cell development seem to have been 
established early in vertebrate evolution. In chickens and Xenopus, there is also strong 
evidence for development of distinctive T-cell populations in the tadpole or embryo, 



unlike those made after hatching. Chicken thymocyte developmental studies have 
actually provided some of the first evidence for the distinctiveness of early-wave ?d 
cells. However, markers are just becoming available to distinguish developmental 
stages in these animals ( 30 , 31 ), and much remains to be learned about homology or 
lack of homology of their T-cell developmental pathways with those in mice.

Thymocyte development has been studied in some detail in rats and humans as well as 
in mice. Comparison of features can indicate the most critical events in a developmental 
process, which tend to be conserved. One surprising finding is the relative lack of 
conservation of detailed patterns of surface marker expression, even over these short 
phylogenetic distances. The Thy-1 surface glycoprotein is not expressed in rat or 
human mature T cells, and CD25, which is distinctively up-regulated in murine DN2 and 
DN3 stages, is not up-regulated at a corresponding stage in human ( 32 , 33 and 34 ). Rat 
and human T cells can also express MHC class II molecules on activation, which is 
confined to non–T cells in mice, whereas CD2, which is T-cell specific in humans, is 
expressed by murine B and NK cells as well. The rat system has been more closely 
studied with reference to positive selection and its signaling requirements; some of the 
details of this process are different in rats than in mice ( 35 ). The timing of CD8 and 
CD4 expression relative to ß selection is also slightly shifted from the mouse, which is, 
again, different from the human pattern ( 36 ). Homologous surface markers cannot 
always be assumed to mark homologous developmental stages in these three 
mammalian species.

Against this background of evolutionary variation, however, there are salient points of 
similarity, listed in Table 1. The human pathway starts with an uncommitted precursor 
(CD34 +CD38 +) that enters the thymus with a range of developmental potentials that is 
similar or identical to that of its mouse counterpart. The sequence of T-lineage 
commitment in relation to onset of T-cell gene expression and TCR gene 
rearrangement is similar to the timing in the murine system, as is the order of TCR gene 
rearrangement. The markers useful for distinguishing these stages are different, and 
CD4 and CD8 are turned on at a different time in relation to ß selection. Nonetheless, 
the properties of DP thymocytes generated after ß selection are grossly conserved, 
although they are generally more viable and responsive than their murine counterparts. 
As in the mouse, TCR high SP thymocytes newly generated through positive selection 
remain functionally immature at first, which implies that maturation after positive 
selection is required ( 37 , 38 ). The cell surface markers that provide landmarks for this 
process are summarized in Table 1.

 
TABLE 1. T-cell development stage markers: a mouse–human comparison



Plan of Chapter: Close-up Views of Key Events

This overview of intrathymic T-cell development gives a sense of the intricacy of the 
process, in terms of both the choices the cells must make and the constantly shifting 
interactions of the cells with their environment. The following sections of this chapter 
focus on five aspects of T-cell development in depth, in which underlying molecular 
mechanisms are beginning to be revealed. These areas offer insight into the ways 
T-cell precursors make the subtle and precise distinctions that are necessary to allow a 
complex hematopoietic developmental sequence to be governed by TCR specificity and 
self-tolerance.

EARLY LINEAGE CHOICES: CLUES TO MOLECULAR MECHANISMS

Developmental Potential of Earliest Intrathymic Precursors

The first question concerns when precursor cells are actually determined to become T 
cells at all. What is the relationship of this event to TCR gene rearrangement, to entry 
into the thymus, and to regulatory changes leading to expression of T-cell genes? 
Answers have emerged from experiments that define the functional properties of the 
least differentiated cells in the thymus.

The most primitive precursors in the thymus have been identified in two ways. One is on 
the basis of their time of appearance during gestation; that is, the first hematopoietic 
cells found in the thymus in the fetus. The other is in the adult thymus, through the use 
of multiple cell surface markers to purify subsets of cells that have immature 
characteristics (DN, c-kit +) and then assays of their abilities to differentiate into T cells 
in adoptive transfer experiments. Adoptive transfer of cells to genetically distinct hosts 
has been the gold standard for proving developmental potential. Finely optimized fetal 
thymic organ cultures allow any T-lineage progeny to be studied on a smaller scale. In 
these assays, the most primitive of the precursors are identified as those that give the 
largest output of descendants per input cell, generate them over the longest time 
course, and give rise to other verified T-lineage precursors as intermediates in the 
process. In the adult thymus, the most primitive precursors are found as a 
subpopulation within the DN1 class.

Adoptive transfer into irradiated mice or into fetal thymic organ cultures in vitro reveals 
that such cells actually have a range of developmental potentials, giving rise to non–T 
cells as well as T cells. This was shown first at the population level ( 39 , 40 ), and, more 
recently, it has been confirmed rigorously for single cells. In the murine fetal thymus and 
the postnatal human thymus, precursors are robust enough to be assayed in single-cell 
tests for multiple lineage precursor activity ( 41 , 42 and 43 ). These assays agree in 
showing that many early intrathymic precursors individually have the potential to give 
rise to dendritic cells, NK cells, and diverse classes of aß and ?d T cells. In contrast, 
none of the intrathymic precursor populations have been reported to give rise to 
erythroid, megakaryocytic, or granulocytic cells. Thus, the precursors that enter the 



thymus are partially restricted in developmental potential but still uncommitted to the 
T-cell lineage.

Oligopotent, partially restricted cells may not be the only cells seeding the thymus. 
There is strong evidence that some cells can become committed to the T-cell lineage 
prethymically. This is indicated by the presence of partial TCR gene rearrangements 
and by the selective ability to generate T cells in adoptive transfer. Prethymic 
commitment of some cells to the T lineage is especially evident in the fetus ( 44 , 45 ). 
Some of these cells may be dedicated precursors of special, extrathymically developing 
lineages of T cells ( 46 , 47 , 48 and 49 ). Note that there is no known reason why T-lineage 
commitment could not occur both inside and outside the thymus; NK and mast cells are 
examples of other hematopoietic cell types that may undergo this step either in the 
bone marrow or in other sites. The mechanism that enables precursors to home to the 
thymus from the fetal liver or bone marrow is still poorly understood, but it presumably is 
a matter of altered expression of particular adhesion molecules and chemokine 
receptors. Conceivably, these alterations can occur at different times, in relation to 
other early T-lineage differentiation events, in fetal liver versus adult bone marrow 
precursor cells.

The most controversial question about early intrathymic precursors is whether they 
have B-cell as well as T-cell precursor activity. Because both B and T cells depend on 
the unique recombination activating gene (RAG) 1/RAG2–mediated receptor gene 
rearrangements and checkpoints in their development, it seems attractive to imagine 
that they are very closely related. In the adult, there are bone marrow common 
lymphoid precursors that can make colonies in vitro which differentiate selectively to B 
cells, NK cells, and T-cell precursors ( 50 ). Also, an evolutionarily conserved feature, 
across most jawed vertebrate classes, is the presence of at least some B cells as well 
as T cells in the thymus ( 51 , 52 ). The murine thymus itself includes a small number of B 
cells, as well as T cells, NK cells, and dendritic cells. Results of adoptive transfers and 
in vitro cultures of bulk cell populations have suggested that the B cells may arise from 
the same precursors that generate T cells ( 39 , 53 , 54 ). However, single-cell assays of 
precursors taken from the mouse or human thymus have not confirmed a close 
B-/T-cell relationship ( 33 , 45 ); the cells that give rise to B cells are not the same as the 
T-cell precursors, at least not after they have arrived in the thymus. In assays of single 
cells from fetal liver, cells that show B- and T-cell precursor activity generally also show 
myeloid precursor activity ( 41 , 55 , 56 ).

One explanation seems to be provided by characteristics of the thymic 
microenvironment. Evidence suggests that many cells going to the thymus could 
differentiate efficiently into B cells in principle but that much of this activity is masked in 
the thymic environment by inhibitory signaling through the Notch-1 transmembrane 
receptor protein. Notch-1 signals are essential for T-cell development from the earliest 
detectable stages, and the thymic cortical microenvironment is evidently rich in Notch 
ligands. Notch ligand expression may be one of the conditions that makes the thymus 
(and some intestinal epithelial domains) uniquely permissive for T-cell development ( 57 , 
58 ). This context is intensely suppressive of the development of B cells ( 58 , 59 and 60 ). 
Any of diverse strategies to inhibit Notch-1 activation allows production of thymic B cells 



at the expense of T cells ( 61 , 62 , 63 , 64 and 65 ). Thus, regardless of whether the cells 
populating the thymus have intrinsic B cell potential, this potential would normally be 
kept inoperative within the thymic cortex as long as the cells express Notch-1. The few 
B cells that do manage to reside in the thymus tend normally to be confined to the 
medulla; this may be a domain free of Notch ligands.

The cells gradually lose their developmental alternatives during the first 
T-lineage–differentiative transitions after precursor entry into the thymus. Single-cell 
analyses of fetal thymocytes show that many DN1 cells and a few DN2 cells can still 
differentiate into NK cells, and a large fraction of DN1-DN2 cells can give rise to 
dendritic cells ( 42 , 66 , 67 and 68 ). Under certain culture conditions, DN2 cells can even 
generate macrophages ( 69 ). The yield of these non–T cells is lower from DN2 
thymocytes than from DN1 cells, and no B-cell potential is detected in the DN2 
population. At the DN3 stage, the cells appear to have lost these residual alternatives 
and give rise only to T cells. The DN3 stage thus marks the completion of T-cell lineage 
commitment.

Molecular Indices of T-Lineage Specification and Commitment

Most genes associated with T-lineage development are already activated before 
commitment is complete. Some of these genes, such as CD3, Lck protein tyrosine 
kinase, and “sterile” transcripts from certain unrearranged Vß genes, are already 
expressed in DN1 cells ( 70 , 71 and 72 ). Most others are activated or up-regulated during 
the DN1?DN2 transition. Strikingly, cytokine and perforin genes used in responses of 
mature T cells are already expressed or inducible in the DN1 and DN2 cells. By the time 
the cells have reached the DN2 state, the cells are already expressing a full battery of 
T-lineage genes. We refer to these cells as “specified” for T-lineage differentiation. 
However, under appropriate conditions, as many as 50% to 75% of these cells ( 73 ) still 
remain capable of giving rise to dendritic cells in vitro. In the human system, committed 
dendritic cells continue to express the “T cell–specific” gene pTa ( 74 ). Thus, 
specification precedes commitment.

Expression of genes associated with a particular cell type before actual commitment is 
not an anomaly in hematopoietic development. For example, single-cell 
reverse-transcription polymerase chain reaction assays have shown that uncommitted 
erythromyeloid precursors and stem cells individually express a multilineage gene 
profile ( 75 , 76 ). In fact, using green fluorescent protein transgenes under the control of 
the Rag1 and pTa regulatory sequences, two groups have shown that both of these 
DN2-stage associated genes can be expressed at a low level even longer before 
commitment. They are both active in bone marrow precursors that are still pluripotent, 
and which shut off pTa when they differentiate into B cells and shut off Rag1 when they 
become NK cells ( 76a, 76b). It is not surprising, therefore, that a population enriched 
for precursor activity within the DN1 subset expresses genes associated with non–T cell 
types as well as T cells, such as sterile transcripts of the immunoglobulin heavy chain, 
the macrophage colony–stimulating factor receptor, and the dendritic cell cytokine 
TARC ( 70 , 70a). These non–T genes are not expressed in the DN2 and DN3 stages. 
This is consistent with the evidence from erythromyeloid systems that lineage 



commitment involves repression of inappropriate genes,  in addition to activation of 
lineage-specific genes.  Both the onset of T-lineage gene expression and the shutting 
off of inappropriate genes are likely to be necessary for T-lineage differentiation. The 
regulatory genes that are necessary to guide T-cell development may contribute to 
either or both of these mechanisms.

Genetic Requirements for T-Lineage Specification and Commitment

T-cell development can be impaired by mutations of genes that act in specification of 
precursors, in survival and expansion in the DN2/DN3 states, in ß selection, or in 
positive selection. None of the genes encoding TCR or pre-TCR components or the 
molecules that mediate TCR signaling cascades is needed before ß selection. Instead, 
this early period depends on genes encoding growth factor receptors, their associated 
signaling components, several key transcription factors, and Notch-1. The 
developmental transitions dependent on the action of these genes are summarized in 
Fig. 4, and the effects of some of the knockout mutations on thymus size and cell 
number are illustrated in Fig. 5.

 
FIG. 4. Stage-specific requirements for transcription factor and growth factor receptor 
genes in development of T cells from hematopoietic stem cells. The stages of 
development at which the indicated genes work are shown, on the basis of the effects 
of loss or gain of function experiments. Cell types are indicated in bold regular type and 
genes are indicated in italic type. The genes shown in the figure are discussed 
extensively in the text. The roles of c-Myb and Runx1 are critical for establishment of 
definitive-type stem cells, making it difficult to assay any later effects. Ikaros and PU.1 
also affect stem cells, at least in postnatal mice. It is not clear exactly which prethymic 
precursor types are affected by loss of function of these genes, and so two hypothetical 
pathways are shown, one involving a lymphoid/myeloid precursor, another less 
characterized. The T-cell factor (TCF) or lymphoid enhancer factor (LEF) is shown 
primarily acting at the transition from immature single positive (ISP) to double positive 
(DP), the first stage when these related factors appear to be needed in young mouse 
thymocytes; however, in older mice, the loss of TCF causes arrest at the transition from 
double negative (DN) 1 to DN2, indicated here by (TCF/LEF) *. HSC, hematopoietic 
stem cell; E?, possible role for some E protein, E2A, or HEB or a relative.



The growth factor receptors that are needed in the early stage are IL-7Ra/? c and c-kit ( 
Fig. 4; cf. Fig. 2). Disruption of ? c, IL-7, IL-7Ra, or c-kit alone causes a decline in the 
number of viable DN2 and DN3 cells, but a few cells escape to undergo essentially 
normal differentiation from ß selection onward ( 3 , 4 , 5 and 6 ). Fig. 5A dramatically 
illustrates the importance of the IL-7/IL-7R pathway before ß selection: If thymocytes 
that cannot undergo ß selection, such as RAG2 -/- cells, attempt to differentiate in an 
IL-7–deficient environment, the thymus remains minute, much smaller than in the 
mutants of either the IL-7 or the RAG2 gene alone. Thus, the proliferation occurring at ß 
selection may compensate for a shortage of precursors. The survival of any thymocytes 
to this point, in the absence of IL-7R signals, appears to be due to the ability of 
c-kit/stem cell factor interactions to sustain a few cells long enough for them to make a 
productive TCRß gene rearrangement. Double mutation of both c-kit and the common ? 
subunit of the IL-7R prevents any detectable lymphoid precursors from appearing in the 
thymus ( 77 ). Growth factor receptors can be important to development both to provide 
survival/proliferation signals and, in some cases, to provide “instructive” signals to 
initiate a cell type–specific gene expression program. For T cell development in general, 
the roles of c-kit and the IL-7R complex can be explained entirely in terms of 
survival/proliferation. The only exception is that IL-7R receptor signaling may influence 
the direction of differentiation in the choice between TCRaß and TCR?d lineages, as 
discussed later.

The generation of precursors with the competence to become T cells depends on 
regulatory genes that include those coding for the transcription factors Ikaros, PU.1, 
c-Myb, and GATA3 ( Fig. 4 and Fig. 5) ( 78 , 79 and 80 ). Ikaros, c-Myb, and GATA3 have 
all been shown to bind to specific target sites in T-cell differentiation genes [TCRa, 
TCRß, TCR?, TCRd, CD3d, and terminal deoxynucleotide transferase (TdT)], but 
mutation of any of these genes blocks thymocyte development long before any of these 
genes is required. PU.1 is not known to be required for any T-cell gene expression, but 
it may be used specifically in the precursors seeding the thymus in fetal life; loss of 
PU.1 eliminates all fetal T-cell development. The effects of PU.1 and Ikaros 
loss-of-function mutations (Ikaros C -/- in Fig. 5B) are quite leaky in postnatal T-cell 
development, in contrast to fetal T-cell development. This may simply be caused by 
transcription factor gene redundancy in the postnatal case, rather than true 
independence of these factors. Both the PU.1 and Ikaros genes are members of small 
families of related genes with overlapping expression in the postnatal thymus. Ikaros 
dominant-negative mutations that interfere with all family members result in complete 
ablation of T-cell development in the adult thymus as well as the fetal thymus. The 
genes regulated by Ikaros, PU.1, c-Myb, and GATA3 that are critical for early T-cell 
precursor function remain to be defined ( 78 , 79 , 81 ).

An additional set of transcription factors is required during the specification and 
expansion events in the DN2 and DN3 stage. Here, powerful quantitative effects result 
from loss-of-function mutations of the basic helix-loop-helix (bHLH) transcription factor 
E2A or the bHLH repressor Hes-1 ( 82 , 83 ). E2A gene products form heterodimers with 
related bHLH factors to help drive expression of the pTa and RAG1 genes ( 84 , 85 and 86

 ), and this probably accounts for part of the E2A knockout effect. However, the effect of 



the E2A knockout is most severe in the DN2 and DN3 populations preceding ß 
selection, before any of these target genes are needed. Thus, it is likely that additional 
target genes are involved. In the E2A mutants, T-lineage specification per se is not 
completely blocked; cells that manage to express some form of pre-TCR can undergo ß 
selection and continue their development. The incomplete effect of E2A mutations may 
result from some overlap in function with the related bHLH factor HEB, which is 
expressed at high levels in T-cell development. It now appears that E2A carries out 
unique survival functions in lymphoid precursors, complementary to those mediated by 
IL-7R ( 87 ). These roles in survival of early precursors may explain some of the 
similarities between the severe early phenotypes of E2A knockouts and those of IL-7R 
component knockouts.

Hes-1 is a transcription factor that is directly induced by Notch signaling. It is therefore a 
potential component of the mechanism used by the Notch pathway to block B-cell 
development, enforce T-cell development of lymphoid precursors, or both ( 88 ). The 
mechanism that blocks progression through the DN2?DN3 stages in Hes-1 mutants 
also causes more severe effects on subsequent development than in E2A mutants, 
which is consistent with a direct effect on T-lineage specification. On the other hand, the 
block is somewhat leaky ( 83 , 89 ). It is possible that complementation by another 
Hes-related gene is responsible for the ability of a few cells to do without Hes-1, but it 
may also be that Hes-1 primarily provides a survival function. Mice with the Hes-1 
mutation do not survive after birth, and their phenotype has been analyzed thus far only 
in the fetal thymus.

Figure 4 includes a number of factors that are most prominent at later stages, after 
T-lineage commitment. These include the bHLH transcription factor HEB, a relative of 
E2A, and the high-mobility group (HMG) box transcription factors T-cell factor 1 (TCF-1) 
and/or lymphoid enhancer factor (LEF), which have important roles in ß selection. 
These are not absolutely required in earlier T-lineage specification events, but they 
probably participate to some extent; for example, HEB can provide a modest 
compensation for loss of E2A. As shown in Fig. 4, TCF-1 and LEF are not needed until 
after T-lineage commitment in fetal and young postnatal thymocytes, but the cohorts of 
precursors that populate the adult thymus need TCF-1 for earlier events, at the 
DN1-to-DN2 transition ( 25 ). Also shown in Fig. 4 is that transcription factors of the Egr 
family and an antagonist of bHLH positive regulators, Id3, have major roles later, in the 
TCR-dependent events of T-cell development, as discussed later.

Transcription factors are central players in establishing T-cell identity, for these 
molecules not only control the differentiation process but also enable the cell to 
maintain its characteristic pattern of gene expression once its differentiation is 
complete. The need for contributions from multiple factors is a normal consequence of 
the way this initial lineage choice works. It is probably a mistake to search for a gene 
that controls T-cell specification as such. Instead, these regulatory genes each appear 
to influence distinct developmental choices. The Notch pathway, acting through Hes-1 
and other mediators, influences the ability to become a T cell versus a B cell but does 
not substantially affect the NK or dendritic cell developmental choices ( 90 , 91 ). In 
contrast, E2A and the genes of its family are crucial for the choice of either T- or B-cell 
development, as opposed to NK cell or myeloid/macrophage development ( 92 ). T-cell 



specification is likely to be defined by the combination of regulatory factors that permit 
lineage progression as they jointly eliminate all other developmental options ( 80 ).

Although none of them appear to be “master regulators” of T-cell identity, these genes 
are used throughout T-cell development. Notch family genes may participate in as 
many as three lineage choices within the T-cell pathway. E2A family and Id genes act in 
ß selection and positive selection ( 93 ). GATA-3 influences not only the CD4/CD8 choice 
but also the postthymic differentiation of T H1 and T H2 effector subsets of helper T 

cells ( 94 ). Even Ikaros recurs in specific roles in later T-cell development. Thus, the 
interplay of these developmentally potent factors is a permanent feature of the T-cell 
regulatory apparatus, which may help to give mature T cells some of their richly 
nuanced repertoire of responses to their environment.

A REGULATORY UPHEAVAL: ß-SELECTION

Multiple Changes at the Transition from T-Cell Receptor–Independent to T-Cell 
Receptor–Dependent T-Cell Development

The ß-selection process is a watershed in T-cell development that marks the change 
from events dominated by hematopoietic-like mechanisms to events dominated by TCR 
interactions with the microenvironment. Understanding of the ß-selection process 
advanced dramatically in just a few years, and several excellent reviews discuss this 
event in detail ( 95 , 96 , 97 and 98 ). As an immunological event, it has a significant impact 
on the eventual T-cell repertoire, but it is also fascinating as a complex, multistep 
cellular response triggered by a particularly well-studied signaling event. After 2 weeks 
of TCR-independent growth, ß selection suddenly polarizes the fates of cells that have 
succeeded or failed at ß-chain rearrangement: The successful ones are rewarded with 
proliferation and differentiation, and the failures are killed. It thus reflects the imposition 
of a novel criterion of viability, wresting the cells from their simple “hematopoietic” 
survival functions and making their futures TCR dependent. The proliferation it triggers 
sets up the large population of TCRß + cells that is needed to provide enough TCRß 
diversity and cell numbers so that stringent positive/negative selection criteria can be 
applied later. This mitotic burst may also include some of the last cell cycles that T-cell 
precursors undergo, in adults, before they finish development and emerge to the 
periphery. ß Selection is interesting, overall, in terms of the sweeping regulatory 
changes it brings about in cell physiology, the relationships among the intricate cascade 
of processes that it triggers, and its distinctive features in comparison with other 
TCR-dependent activation responses.

A summary of changes occurring in cells during ß selection is presented in Fig. 6 and 
discussed in the next section. There is, first, a powerful burst of proliferation, beginning 
before the cells change their DN3 phenotype ( 1 ). Cells responding to ß selection were 
originally measured to have uncommonly fast cell cycles of only approximately 8 to 9 
hours, with minimal G 1 and G 2 phases [reviewed by Rothenberg ( 99 )]. This 
proliferation is apparently associated with a requirement for new survival functions. 
There are also changes in cell surface phenotype, with gains of CD8 and CD4 



expression and loss of CD25 expression (clearance of CD25 from the cell surface is 
aided by dilution as the cells proliferate; some CD25 persists in cases in which 
proliferation is partially blocked). Within the cell, TCRß, TCR?, and TCRd genes 
become inaccessible to further rearrangement; and in a separable event, TCRa genes 
begin to be transcribed and become accessible for rearrangement for the first time.

 
FIG. 6. Transformations of cell phenotype during ß selection: comparison with later 
positive selection events. The changes in gene expression, rearrangement accessibility, 
and cell-surface phenotype at the transition from double negative (DN) 3 cells to double 
positive (DP) are compared with changes that occur later during positive selection. 
Changes in cell-surface phenotype where several distinct levels of marker expression 
are useful to distinguish among developmental states are distinguished by sloping or 
stepped forms, whereas others are simplified as all-or-none changes. For discussion, 
see text. Proliferation is shown as starting at a low level on the basis of the properties of 
DN3 cells that have not yet undergone productive T-cell receptor (TCR) ß gene 
rearrangement (there is extensive proliferation in earlier DN subsets). Proliferation 
continues in mouse thymocytes through the DN4 and immature single positive (ISP) 
stages and into the beginning of the DP stage. CD4 and CD8 expression patterns are 
shown bifurcating at positive selection to represent the CD4/CD8 single positive (SP) 
lineage split. Recombination activating gene (RAG) 1 and RAG2 and pTa are transiently 
shut off during proliferation after ß selection and then expressed again in DP 
thymocytes. AP-1 loss of function in DP thymocytes is a loss of inducibility of 
deoxyribonucleic acid (DNA) binding and transactivation activity, leading to broad 
defects in effector gene inducibility. NF-?B up-regulation is an elevated constitutive level 
of binding activity. The expression of surface glycoproteins deficient in sialic acid is 
detected by a sharp increase in binding to the lectin peanut agglutinin (PNA). Fas is a 
tumor necrosis factor (TNF) receptor family death receptor.



The cells need new survival functions because they undergo rapid changes in their 
intrinsic survival potential and function that thrust them into a highly vulnerable state ( 
100 ). This is associated with the loss of Bcl-2 expression, the onset of expression of the 
proapoptotic surface receptor Fas, and the replacement of Bcl-2 survival functions by 
Bcl-X L and NF-?B ( 101 , 102 , 103 and 104 ). In addition, changes in signaling physiology 
disable activation of normal AP-1 transcription factor, paralyzing cytokine gene 
expression and other functional responses that had been established previously in DN 
cells ( 105 , 106 , 107 and 108 ). At the same time, however, the cells paradoxically become 
more sensitive to interactions with cell-bound ligands and particularly hypersensitive to 
low-affinity TCR ligands ( 109 , 110 and 111 ), apparently because of an abrupt change in 
membrane glycoprotein processing ( 112 , 113 ). The suite of these processes results in 
DP thymocytes that are suspended in a state close to death and are easy to kill and yet 
are also uniquely capable of detecting encounters with low-avidity ligands for any TCR 
complexes they may form after TCRa gene rearrangement. These properties are 
exploited to the full, in the next 3 to 4 days, for the purposes of TCR repertoire 
selection.

Triggering Requirements for ß Selection

ß selection is triggered when a TCRß gene rearrangement generates a sequence that 
can be translated into a ß-chain protein. It was a mystery for a number of years how this 
response could occur so efficiently for diverse ß chains, regardless of the binding 
specificities of their V regions. It now appears that this is the one case in which a 
TCR-like complex can undergo ligand-independent signaling. The ß chain assembles 
into a pre-TCR complex with the surrogate a chain pTa and the CD3 components ?, d, 
e, and ? 2, which are already being expressed in DN2 and DN3 cells ( 114 , 115 , 116 and 
117 ), and thus enters the traffic to the plasma membrane. pTa, a key component of this 
complex, is an invariant transmembrane glycoprotein that is encoded by a 
nonrearranging immunoglobulin superfamily gene and expressed very specifically in DN 
and DP thymocytes ( 115 , 118 ). The TCRß/pTa/CD3 complexes are segregated 
efficiently into cholesterol-rich lipid microdomains (lipid rafts) on the cell membrane ( 119 

). This is apparently possible because of distinctive features of the pTa transmembrane 
and submembrane regions, inasmuch as neither conventional TCRaß nor TCR?d 
complexes appear to partition to the rafts so effectively ( 119 ). Even at low levels of cell 
surface expression, the pre-TCR complexes cluster with each other in these rafts. The 
special organization or clustering of these rafts may depend on the Rho/Rac family of 
guanosine triphosphate (GTP)–binding proteins, which are also required for ß selection 
( 120 ). This clustering spontaneously triggers a potent signaling cascade that engages 
the kinase Lck, the adaptors SLP-76 and LAT, and the activation of protein kinase C, 
Ras, and MAP kinases to launch the complex ß selection response. Figure 7 shows the 
mediators and pathways that have been implicated in this signaling response, in 
comparison with those triggered by the mature TCR in positive selection.



 
FIG. 7. Signaling cascades activated by pre–T-cell receptor (TCR) signaling during ß 
selection: comparison with cascades activated by TCRaß complexes in positive 
selection. A simplified schematic is presented to show relationships discussed in the 
text. The figure focuses on mediators that are seen to be activated in ß selection and 
positive selection. Those that appear to be essential for these transitions, on the basis 
of loss or gain of function experiments, are emphasized by underlining. There are 
certain to be other key mediators as well. Some differences are seen between the two 
activation processes. In ß selection, there appears to be some redundancy in the roles 
for related kinases Lck and Fyn and for ZAP70 and Syk, whereas both Lck and ZAP70 
are essential for positive selection. Lck cannot be brought to the pre-TCR by CD4 in ß 
selection, at least not in mice, which do not express CD4 at this stage (in humans, 
however, CD4 is expressed before ß selection), but it probably does depend on CD4 to 
bring it to TCRaß in positive selection. In spite of these differences, there is striking 
similarity between the two signaling cascades overall. In positive selection, several 
mediators that are essential in ß selection are not underlined, only because the double 
positive (DP) thymocytes that are needed to undergo positive selection are not 
generated when these mediators are absent.

Substantial efforts have been made to find an extracellular ligand that may engage the 
pre-TCR. Some cross-linking stimulus was thought to be needed because, for years, 
one of the most effective ways known to induce a wave of ß selection in vivo or in vitro 
has been to cross-link the sparse CD3e-containing complexes on the surface of 
RAG-deficient thymocytes ( 121 , 122 ). However, it currently appears that in the normal 
case, no ligand is needed. Mutant forms of TCRß and of pTa that completely lack 
extracellular immunoglobulin-like domains can mediate ß selection in place of wild-type 
forms, at least when expressed as transgenes ( 123 , 124 ). Furthermore, pTa itself does 
not seem to mediate specific interactions with any distinctive set of signaling molecules, 
inasmuch as a form of pTa lacking most of its cytoplasmic domain is also capable of 
complementing a pTa deficiency. These structural perturbation results support the 
interpretation that assembly of the pTa::TCRß::CD3 complex in lipid rafts itself is 
sufficient to trigger the signaling that leads to ß selection.

The TCRa locus under normal conditions is neither rearranged nor transcribed 
appreciably until ß selection. However, already-rearranged TCRa transgenes can be 
expressed early enough to enable the effects of TCRaß complexes to be compared 



with the effects of pre-TCR (pTa:TCRß) complexes at this transition. Up to a point, 
rearranged TCRa can replace pTa to mediate ß selection. It certainly supports the 
differentiative changes induced during ß selection, such as shutoff of CD25 expression 
and onset of CD4 and CD8 expression, together with a certain amount of proliferation. 
TCRaß transgenic mice are capable of generating a DP population that is similar, in 
most respects, to the DP population in normal mice. Also, pTa -/- mutant mice do 
generate a small number of DP and SP cells in spite of their inability to make pre-TCR. 
Such cells appear to be generated through TCRaß signaling, apparently because a few 
cells initiate TCRa rearrangement precociously. However, there is evidence that TCRaß 
complexes are less effective than pre-TCR complexes in triggering the major 
proliferative expansion that normally occurs at ß selection ( 125 ).

Constituent Events in the ß Selection Cascade

Gene disruption and overexpression experiments show that the constituent events in ß 
selection can be dissociated from one another. The whole process is therefore a short 
differentiation program rather than a single response to triggering. Components with 
distinct genetic requirements can be resolved in several ways: (a) early proliferation, 
with short-term protection from apoptosis (DN?ISP); (b) later proliferation (ISP?DP); (c) 
CD4, CD8, TCRa transcriptional activation (and CD25 down-regulation); (d) transient 
down-regulation of RAG1, RAG2, and pTa; (e) allelic exclusion (i.e., long-term shutoff of 
Vß and V? rearrangement); and (f) antiapoptotic functions for ISP?DP cells. The roles 
of different genes in the process are shown vividly by the defects in or blockade of ß 
selection when they are mutated, or by the ability to bypass the ß-selection checkpoint 
when they are overexpressed.

The differentiation program from DN3 to DP can be triggered efficiently in the absence 
of pre-TCR expression by activated forms of signaling molecules that are normally 
mobilized by pre-TCR: activated Lck, activated Ras, or activated Raf ( 126 , 127 , 128 , 129 

and 130 ). Any of these mediators allows cells to be generated with the CD4 +CD8 
+CD25 - phenotype of DP cells. Examples of these effects are shown in Fig. 8A and B. 
So far, only certain parts of the mechanism connecting the signaling events to the 
specific differentiation changes (events c and d) are understood. The immediate-early 
response transcription factors of the Egr family are prominently activated during ß 
selection, and these are probably responsible for inducing TCRa germline transcription 
and the shutoff of RAG1, RAG2, and pTa ( 131 ). However, the transcriptional 
mechanisms underlying CD4 and CD8 induction are still being studied ( 132 , 132a). 
Expression of CD4 and CD8 is controlled by complex positively and negatively acting 
factors, and those acting at ß-selection appear to include some combination of Ikaros, 
bHLH factors, and Runx transcription factors as well as chromatin remodeling 
complexes ( 132b, 132c, 132d ). None of these are known to be activated directly by 
pre-TCR signaling. Regulators of the other major changes resulting in DP cell properties 
are even less defined.



 
FIG. 8. Bypassing the ß-selection checkpoint by Ras pathway activation or antagonism 
of FADD. A: The number and CD4/CD8 expression pattern of thymocytes from 

recombination activation gene (RAG) 2 -/- mice ( left) are compared with those of 

thymocytes from RAG2 -/- transgenic mice expressing a constitutively activated Ras 
transgene (Ras V12) in the thymus. The elevated Ras activity causes a 100-fold 
expansion of cell numbers and a complete conversion from double negative (DN) to 
double positive (DP). The cells cannot progress further to CD4 or CD8 SP stages, 
because they still lack T-cell receptor (TCR) rearrangements and cannot be positively 
selected. From ( 130 ), with permission. B: A similar experiment is shown in which RAG2 
-/- mice were bred to express an activated Raf transgene (Raf-CAAX) in the thymus. 
Activated Raf alone has modest effects on normal thymocyte populations (compare 
Raf-CAAX, littermate control) but completely transforms the populations seen in RAG2 
-/- mice (compare RAG2 -/-, RAG2 -/- with Raf-CAAX). From ref. ( 129 ), with permission. 
C: Not only activation of positive mediators but also competitive antagonism of a 
checkpoint enforcement function can allow the cells to break through ß selection 
without a pre-TCR. Here a transgene encoding a dominant negative variant of FADD, 
which interferes with the normal functions of FADD, causes the appearance of DP and 
CD8 immature single positive (ISP) thymocytes when expressed in RAG1 -/- thymocytes 
that would otherwise be blocked at the DN stage. The rescue is not complete (contrast 
wild-type control, left) but very pronounced in view of the fact that differentiation in this 
case occurs with little proliferation. From ( 147 ), with permission.

It is easy to explain the termination of the typical activities of DN2/DN3 thymocytes at 
this point by the shutoff of numerous regulatory genes ( Fig. 6). The Ras signaling 
pathway can cause some of these changes itself, by activating the bHLH antagonist 
Id3, which is turned on by Egr-1 ( 133 ). When expressed any earlier, Id3 is a complete 
inhibitor of the entry of lymphoid precursors into the T lineage and a specific antagonist 
of the functions needed to prepare cells for ß selection ( 134 , 135 ). Nothing could more 



emphasize how ß selection terminates the immature stages of T-cell development than 
the activation of Id3 at this point.

Strangely, some of the obvious differentiative events (c and d) may not really depend 
on pre-TCR triggering at all. They may be events that the cells have been programmed 
to undergo during the DN3 stage but with a potent threat attached: that going forward 
from the DN3 state will lead to certain, rapid death unless a number of protective 
mechanisms are engaged. One look at the completeness of the block in RAG-deficient 
thymocytes ( Fig. 1) might make this seem unlikely. However, that block to 
differentiation is dissipated substantially by a single genetic change: the mutational 
inactivation of the p53 tumor suppressor gene ( 136 , 137 and 138 ). This p53 gene product 
has many roles in cell biology, one of which is to impose G 1 arrest and another of 
which is to induce apoptosis under certain conditions, such as in case of 
deoxyribonucleic acid (DNA) damage. In pre-TCR–deficient thymocytes (e.g., 
RAG-knockout, pTa-knockout), the normal role of p53 appears to be mainly to punish 
differentiation with death, because if p53 function is removed, these cells develop 
efficiently into DP cells. In certain experimental situations, the death-dealing function of 
p53 at the ß-selection checkpoint can also be counteracted by signals from the 
microenvironment ( 136 , 137 , 139 , 140 ). 1 Thus, although some uncertainty remains about 
how pre-TCR assembly causes differentiation, there is no question that it causes major 
shifts in susceptibility to apoptosis and proliferation.

Proliferation has to be induced and is not just a default, because when p53 is mutated, 
the differentiating cells remain limited in their ability to proliferate. What is needed to 
unleash this proliferation may include the removal of a specific brake: the 
antiproliferative adaptor molecule SOCS-1, which is highly expressed in DN3 cells and 
is abruptly shut off by pre-TCR triggering ( 141 ). Then, the roles of a succession of 
transcription factors distinguish early and late stages of ß-selection-associated 
proliferation (events a and b). Early proliferation (event a) appears to involve the Egr 
family transcription factors ( 131 , 142 ) and the HMG box transcription factor TCF-1 or 

LEF, or both ( 25 , 143 /SUP>). Later proliferation in the transition from ISP to DP (event b) can no longer 

be driven by Egr activation. Now, the cells depend acutely on TCF/LEF plus ß-catenin ( 11 , 12 ). The 

discontinuity between the two phases may be caused by a switch in the need for bHLH transcription 

factors. In the first stage, proliferation is aided by the bHLH transcription factor antagonist Id3 ( 93 ). In the 

second phase, proliferation and differentiation depend on one of the molecules that Id3 should antagonize, 

the bHLH transcriptional activator HEB ( 144 ).

These stage-specific regulators work in collaboration with additional proliferative functions that may have 

broader roles. One is the proto-oncogene c-Myb, activated at ß-selection by Pim-1 kinase ( 145 ). Yet 

another participant driving proliferation during ß selection is a fascinating one in terms of checkpoint 

control: the bifunctional mediator FADD ( 146 , 147 ). FADD is an adaptor molecule transducing tumor 

necrosis factor (TNF) receptor family death signals, but it also seems to be vital for proliferation at 

ß-selection. It is discussed further later.



The ability of pre-TCR/Lck complexes to initiate proliferation is probably mediated by the Ras pathway, 

inasmuch as this is sufficient to induce the mitogenic Egr (and Id3) family molecules. However, allelic 

exclusion (event e) has to be triggered through some mediator other than Ras, because activated Ras 

alone cannot close the TCRß-chain genes to further rearrangement ( 129 , 130 ). Protein kinase C activity is 

also induced by pre-TCR signaling, upstream or parallel with Ras, and it has been suggested that that this 

is the mediator that is responsible for termination of TCRß rearrangement ( 148 ).

Antiapoptotic functions (event f) need to be activated during ß selection because of two kinds of threat: a 

general loss of survival support, which appears to be a default for DN3 cells, and a differentiation-linked 

susceptibility to apoptosis. Beyond the DN2/DN3 state, most thymocytes apparently lose their 

responsiveness to the IL-7R signaling that, until then, has supported most of their proliferation and kept 

them from death by inducing Bcl-2 gene expression. Furthermore, mitogenic stimulation itself can be risky. 

As noted previously, one of the molecules stimulating proliferation of DN3 cells, FADD, can also promote 

apoptosis. Two transcription factors, NF-?B/Rel ( 101 ) and activated TCF/LEF ( 11 , 12 ), appear to turn on 

the genes that protect cells from apoptosis. NF-?B appears to collaborate with TCF/LEF factors to turn on 

specific molecules that uncouple FADD from its apoptotic signaling cascade and restrict its effects to 

promoting growth ( 149 ). NF-?B and TCF/LEF factors activated by ß-catenin can also help to turn on 

expression of Bcl-X 
L
 ( Fig. 6), compensating in part for the shutoff of Bcl-2 ( 102 , 103 , 150 ).

Death Mechanisms and Other Checkpoint Controls

Under normal circumstances, DN3 thymocytes are probably prevented from spontaneous growth and 

differentiation by at least three mechanisms. Their ability to grow in response to IL-7R has been arrested 

by the high levels of the antiproliferative molecule SOCS-1 that they accumulate ( 141 ) and probably by a 

gradual down-regulation of IL-7Ra expression as well. They do not generally express substantial levels of 

p53, but through some mechanism not yet understood, any attempt they may make to differentiate is 

linked with p53 activation, which kills them. Furthermore, FADD plays a role. In addition to its role 

promoting growth, FADD function is needed to prevent differentiation to DP cells. When a 

dominant-negative FADD transgene is expressed in cells that cannot make pre-TCR, these cells break 

through the checkpoint and generate DP cells without TCR ( Fig. 8C). FADD is particularly interesting 

because it is not only expressed but also required to function when the cells receive their ß-selection 

signal ( 147 ). It is expressed in concert with multiple receptors of the TNF receptor family that are linked 

with cell death, although the exact set of receptors expressed shifts from DN3 to DP stages ( 147 ). Thus, 

the pathway involving FADD has the opportunity to be triggered directly from the DN3 stage. There are 

complex relationships between p53 and the TNF receptor family death receptors, and this may account for 

their interconnected roles.

In addition to the death functions enforcing the checkpoint, there are a number of threshold-setting 

functions that appear to determine the magnitude of signal strength that will be needed to trigger ß 



selection. One is Csk, the kinase that inhibits Src-family tyrosine kinases, such as Lck, by phosphorylating 

their C termini. Mutation of the csk gene allows Lck to be active constitutively, and the result is that cells 

without pre-TCR can spontaneously differentiate to DP cells ( 151 ).

Another gene product that appears to regulate stimulation thresholds turns out, surprisingly, to be the 

transcription factor Ikaros. Ikaros is a crucially important gene for all lymphocyte development ( 152 ), but it 

has been difficult to establish the nature of any target genes that it regulates positively; CD8 may be the 

first ( 132b). However, striking circumstantial evidence has associated Ikaros binding with the silencing of 

genes in the course of lymphoid development ( 153 ). Thus, it is noteworthy that Ikaros-mutant 

heterozygous mice show a dramatic breakthrough of pre-TCR–negative cells into the DP stage. Effects on 

the CD4 and CD8 genes themselves could be involved ( 132b), but this violation of the ß-selection 

checkpoint, as in the case of Csk deficiency, is associated with a general T-cell hyper-reactivity ( 154 ). In 

the Ikaros+/- thymus, hyperreactivity is also a prelude to malignant transformation: These animals develop 

thymic lymphomas at a very high frequency. The gene dosage effect implies that Ikaros levels are tightly 

correlated with a precise regulator of activation.

Significance of ß Selection for Later T-Cell Differentiation

As a developmental event, ß-selection is momentous. The approximately 10 2-fold proliferation at ß 

selection effectively erases the developmental alternatives for TCRaß cells, consummating not only 

T-lineage commitment but the separation of aß and ?d cell fates. In adult mammals, this is the last 

significant proliferation that T-cell precursors undergo before being exported to the periphery. Thus, the 

form in which cells emerge from the various stages of ß selection dictates the defaults for their responses 

to positive and negative selection signals.

Overall, ß selection is a form of activation both in terms of specific gene expression and in terms of its use 

of stimulatory signaling cascades to trigger proliferation. However, transcriptional repression also seems 

to participate in differentiation or survival at this stage. The nuclear receptor co-repressor gene N-CoR 

turns out to be essential for ß selection, because N-CoR -/- mutants are blocked at the DN stage ( 155 ). 

The target genes that may need to be repressed by N-CoR in the course of ß selection have not yet been 

identified. However, several transcription factor messenger ribonucleic acids (RNAs) are abruptly silenced 

in T-lineage precursors during ß selection ( 81 , 156 ), which suggests that this could represent a profound 

upheaval in gene-regulation potential as well as a major physiological change.

In certain ways, the immediate impact of ß selection on the cells is the reverse of the impact of positive 

selection (see later discussion). In particular, the changes in Bcl-2, Bcl-X 
L
, NF-?B, and AP-1 activation, 

glycoprotein sialylation, and signaling thresholds will all be reversed when the cells are positively selected ( 

Fig. 6). Nevertheless, many of the triggering functions used in ß selection are the same as those used in 

positive selection ( Fig. 7). Both involve triggering via Lck, SLP-76, LAT, Ras, Raf, Erk, and protein kinase 



C. Both involve Ca 2+ fluxes and NF-AT transcription factor activation, at least as inferred from 

cyclosporine sensitivity ( 157 , 158 and 159 ), as well as induction of Egr family genes and Id3 ( 93 , 131 , 133 , 

160 ). The signals may not be instructive but seem to act more as a toggle between alternative 

physiological states. The same threshold setting functions that limit activation in ß selection are also used 

again to limit activation in positive selection.

Thus, the threshold-setting functions that act at ß selection may turn out to be an important immunological 

legacy of the process. Of interest is whether the levels of threshold-setting function present in particular 

cells that undergo ß selection, such as Csk and Ikaros, could be maintained through proliferation and into 

the DP population. If so, the positive/negative selection thresholds for individual DP cells could depend on 

the strength of the pre-TCR signals that triggered their ß selection initially.

THE DIVERGENCE OF T-CELL RECEPTOR aß AND T-CELL RECEPTOR ?d 

LINEAGE CELLS

Choices of Fate within the T-Cell Lineage: Differences between aß and ?d T Cells

Cells committed to the T-cell lineage continue to make additional developmental choices as to what kind 

of T cell they will be. T cells that use TCRaß receptors differ in a number of respects from T cells that use 

TCR?d receptors. At later stages, CD4 SP and CD8 SP T cells exhibit divergent functional properties, and 

there is increasing evidence that another class of T cells, the NKT cells, represents yet a further discrete 

lineage. The intrathymic choice between TCRaß and TCR?d fate, like the choice between CD4 + and CD8 

+ fates, remains controversial because of two problems. The first problem is that the alternative fates are 

still relatively poorly defined in terms of multiple, independently measurable traits. As long as TCR?d 

complexes themselves (and failure to acquire CD4 and CD8) are the only clear markers for the ?d cell 

fate, it is difficult to analyze the role of these complexes in bringing about this fate. The second problem is 

that the TCR structures on the cells making TCR?d versus TCRaß lineage choices are different in 

recognition specificity and other properties. Because of this, some of the behavioral differences between 

subsets could be caused by responses to differential TCR signaling, making it uncertain how much the 

cells may differ intrinsically.

There are two kinds of TCR?d cells that may be produced through distinct pathways. In mice and 

chickens, at least, the ?d cells appearing first in ontogeny (before birth or hatching) display properties that 

distinguish them both from adult-type ?d cells and from aß cells. For these early ?d cells, a case can be 

made that a fundamentally different developmental program is used for these cells and that they arise 

from a cell type intrinsically different from TCRaß precursors. A summary of the properties of the early ?d, 

later ?d, and aß classes is presented in Table 2.



 
TABLE 2. Properties of TCRaß and TCR?d cells: fetal versus postnatal

For adult-type TCR?d cells, the evidence that the precursors are intrinsically different from TCRaß 

precursors is shakier. In the periphery, TCR?d cells continue to carry out surveillance assignments that 

are different from those of TCRaß cells, although using many or all of the same effector functions as those 

used by aß cells. A general difference is that TCR?d cells in mice do not express CD4 or CD8ß, in 

contrast to TCRaß cells. Because the cytoplasmic tails of CD4 and CD8 are the major known docking 

sites for Lck, their absence probably alters the way mature TCR?d cells can recruit Lck to lipid rafts with 

the TCR during antigen recognition. This could have multiple consequences for signaling and could 

contribute to the distinctive functions of TCR?d cells in the periphery. Developmentally, such differences 

originate with the separation between TCR?d and precursors of the TCRaß cells in the thymus; this is 

because TCR?d cells do not go through the full ß-selection process.

Most prominently, TCR?d cells are T cells that have succeeded in making both V-J? and V-D-J? gene 

rearrangements productively before they die or undergo complete ß selection. The TCR?d receptor is both 

their main distinguishing feature and their apparent cause of divergence from the TCRaß path. In general, 

the rearrangements of TCR? and nondeleted d genes in TCRaß cells are out of frame for protein 

translation ( 161 , 162 ) (see Chapter 8). On the other hand, there are some in-frame TCRß rearrangements 

in ?d cells. These data can be interpreted to mean that cells keep “trying” to become TCR?d cells by 

default; if they fail, they die unless they have been rescued by TCRß rearrangement and ß selection.

The first indication that the TCRaß and TCR?d differentiation programs can be separated from the use of 

these receptors came from analysis of TCRß -/- mice. In these animals, DP thymocytes were generated in 

small numbers, even though ß-selection as such could not take place ( 163 ). The DP thymocytes in this 

case used TCR?d receptors and could be generated only if the TCR? and d genes were intact. However, 

DP thymocytes do not use TCR?d receptors in normal mice. A careful analysis has shown that in several 

transgenic and knockout cases, TCR?d receptors can apparently support development of cells with 

aß-type characteristics when TCRaß is unavailable, and vice versa ( 164 , 165 ). This is important evidence 

that cells are assigned to discrete differentiation programs that in some cases can be mismatched with the 

TCR class they express. In support of this view, researchers have identified several genes that can bias 

the lineage choice of developing cells to an aß-like or ?d-like program independently of the TCR they 

express, as described in the following sections.



Generation of T-Cell Receptor ?d Cells

For adult-type ?d cells, separation from the TCRaß pathway occurs after the DN2 stage ( 166 , 167 ). 

Successful rearrangement of both TCR? and TCRd genes rapidly down-regulates CD25 expression and 

leads to generation of CD25 - CD44 low/int TCR?d + cells. These cells subsequently down-regulate CD24 

(HSA) as they complete their maturation. There are multiple points of contrast with the aß pathway. First, 

there is little or no proliferation associated with TCR?d development, in sharp contrast to ß selection. 

Second, genes such as TCF-1 and HEB, which are required for completion of ß selection, are dispensable 

for TCR?d development ( 143 , 144 ). Third, the ?d program does not involve up-regulation of CD4 or CD8ß, 

and most ?d cells lack CD8a as well. TCR?d cells use Lck for full maturation, but mutation of Lck has little 

effect on ?d cell numbers ( 168 ).

The lack of proliferation in TCR?d cell development makes it easy to underestimate the percentage of 

intrathymic precursors taking this path. In steady state, TCR?d + cells constitute only 1% to 2% of 

thymocytes and circulating peripheral T cells in mice and humans, and so it is easy to regard them as a 

minor cell type. However, correcting for the approximately 100-fold expansion occurring in TCRaß 

precursors at ß selection, it can be argued that the absolute number of DN2 cells that will give rise to ?d 

cells is similar to the absolute number that will give rise to aß cells.

What is the relationship between the aß versus ?d lineage choice and ß selection? The TCR?d complex 

does not usually trigger ß selection, but how its assembly differs functionally from those of the pre-TCR 

complex, on one hand, and the TCRaß complex, on the other hand, is nonetheless an open question. 

Some evidence shows that TCR?d is poorer than pre-TCR at spontaneous self-clustering in the pre–T cell 

membrane ( 119 ). This could explain its poorer activity in ß selection. But the ability to generate TCR?d DP 

cells under conditions in which there is no pre-TCR shows that these receptors can mediate certain 

aspects of ß selection, at least the antiapoptotic ones. Also, the initial steps in ß selection do not 

necessarily block the generation of ?d cells. Several groups have found TCRß rearrangements that are 

apparently in frame in some TCR?d thymocytes ( 162 , 169 ), and it has been argued that they are enriched 

above the level expected for random occurrence. Thus, there is a suggestion that some cells can undergo 

at least some ß-selection–linked clonal expansion and still go on to differentiate into TCR?d cells. These 

kinds of evidence tend to argue that there is an essential mechanism underlying TCRaß and TCR?d 

lineage divergence that is different from simple success or failure at triggering ß selection.

Most precursors of ?d lineage cells separate from the aß lineage earlier, before the ß-selection 

checkpoint. As early as the DN2 stage, two populations can be distinguished on the basis of their levels of 

cell surface markers: one that can give rise to ?d cells as well as aß cells, and one that is mostly or 

entirely restricted to the aß lineage ( 170 ). The cells that retain ?d potential are the highest in IL-7Ra 

expression at the DN2 stage and low in pTa/pre-TCR surface expression at the DN3 stage ( 170 , 171 ). 

Both IL-7R and pTa/pre-TCR could participate in instructive signaling, but the very fact that their 



expression levels are heterogeneous provides evidence for additional, underlying regulatory differences 

that foreshadow the aß/?d lineage choice.

Genetic Regulation of T-Cell Receptor aß versus T-Cell Receptor ?d Cell Production

Several genes appear to affect TCRaß versus TCR?d lineage choices or lineage-specific survival 

functions. Their roles appear to be distinct from those that alter the TCRaß:TCR?d ratio simply by 

enhancing or limiting the extent of proliferation at ß selection. Some of these genes may primarily 

influence the choice between TCRaß and TCR?d fates in general, whereas others may actually affect the 

choice between adult-type and first-wave fetal-type T-cell development.

Particular growth factor receptor genes are disproportionately important for TCR?d cell production. 

First-wave fetal TCR?d thymocytes are greatly reduced by mutation or blockade of IL-2Rß/IL-15Rß 

(CD122), whereas other T-cell subsets are minimally affected ( 172 , 173 ) ( Table 2). This correlates with 

the preferential expansion of these early cells in fetal thymic organ culture in response to moderate doses 

of IL-2 or IL-15 ( 174 ). Adult-type ?d thymocytes do not have this special response to IL-2 or IL-15, but they 

require IL-7/IL-7R interactions. More broadly, IL-7Ra (CD127) expression appears to be essential for all 

TCR?d cell development, both fetal and adult type. The common cytokine receptor chain ?c (CD132) is a 

component of both receptors and is essential for all TCR?d cell development ( 175 , 176 ). This growth factor 

receptor dependence has two aspects. One is simply proliferative: Because TCR?d cells cannot expand 

through ß selection, the earlier IL-7–driven phases of their proliferation account for almost all the TCR?d 

cells produced during differentiation. If IL-7–driven proliferation fails, there is no way to compensate by 

excess proliferation at a later stage ( 177 ). There is also evidence that something more instructive may be 

involved. IL-7R signaling directly facilitates rearrangement of the TCR? genes ( 178 ). IL-7R signaling 

appears to increase transcription of the TCR? genes before rearrangement, possibly via activation of the 

transcription factor Stat5 ( 179 , 180 ). There is evidence that Stat5 can open the TCR? loci for 

rearrangement and preferentially target RAG1/RAG2 activity to these sites ( 181 , 182 ).

The transcription factor requirements for TCR?d and TCRaß lineage differentiation can also be 

distinguished. The difference between ?d and aß cells may be regulated in part by the ratio of the E2A 

bHLH transcription factor to its antagonists of the Id family, especially Id2 and Id3. This regulatory 

influence emerges dramatically from experiments in which human lymphoid precursors were forced to 

express high levels of Id3. In early, uncommitted precursors, Id3 expression favors NK cell development 

and blocks T cell development altogether ( 135 ), but in T-lineage–committed precursors, the result is to 

block aß cell development while promoting ?d cell generation ( 134 ). In mice, a related mechanism may be 

used naturally, especially to differentiate between fetal ?d cells and adult-type cells of both aß and ?d 

types. The fetal thymus in general seems to tolerate levels of Id2 expression, in relation to E2A 

expression, that would be inhibitory to adult TCRaß cell development ( 22 ). The reduced net E2A activity in 

the fetal thymus appears to help target TCR?d rearrangement preferentially to the unique “first-wave” V? 

and Vd gene segments, V?3(V?5), V?4(V?6), and Vd1, while inhibiting adult-type gene rearrangements ( 



22 ). Adult TCRaß lineage cells in particular may also need higher levels of positively acting bHLH factors 

for multiple functions, beyond choosing the correct TCR to rearrange. For example, a dominant negative 

knock-in mutant form of HEB, which antagonizes both HEB and E2A activity, blocks the generation of DP 

cells even in the presence of a TCRaß transgene, whereas TCR?d cell development is spared ( 183 ).

Another regulator of the TCRaß:TCR?d ratio appears to be Notch-1. Notch-1 +/- mice have normal 

thymocyte subsets, but in chimeras of Notch +/- and Notch +/+ cells, a substantially increased percentage 

of Notch +/- thymocytes develop as TCR?d cells. Thus, reduced Notch signaling, in relation to neighboring 

cells, favors the TCR?d fate ( 184 ). 2 Workers using a conditional knockout strategy to delete Notch-1 in 

DN2/DN3-stage thymocytes confirmed that committed T-lineage cells that have lost Notch-1 are 

specifically inhibited unless they develop as TCR?d cells ( 184a). Although part of its effect may be on 

TCRß gene rearrangement, Notch-1 signaling seems to act on the function that determines 

developmental path, irrespective of the TCR gene rearrangement in the cells. For example, although 

Notch-1 overexpression does not seem to increase the number of TCRaß DP cells generated through ß 

selection, it significantly enhances the ability of TCR?d + cells to develop into DP cells ( 184 ). Other 

workers showed that Notch-1–activated transcription factors directly regulate pTa ( 185 , 186 ) and that high 

pTa expression is correlated with aß lineage bias ( 171 ). Thus, in addition to its essential role in 

establishing T-lineage precursors, Notch-1 continues to influence their later developmental choices.

Models for the T-Cell Receptor aß:T-Cell Receptor ?d Lineage Choice

Although TCRaß:TCR?d lineage divergence has not yet been solved, it is useful to compare a few ways of 

considering it, diagrammed in Fig. 9. The predominant view of the TCRaß:TCR?d choice is as a classic 

binary choice in which the cells reach a point in their development beyond which they can go forward only 

as an aß cell in one path or as a ?d cell in the other ( Fig. 9, options A1, A2). According to such a model, 

cells must actively determine whether to follow the developmental pathway involving ß selection or the one 

or more distinct pathways that lead to fetal or adult types of ?d cells. The cells then have a problem to 

solve: how to coordinate their lineage choice accurately with the random success of their rearrangement of 

TCRß or TCR? and TCRd genes. One way it could work is for the gene rearrangement to occur first and 

then for the pre-TCR and TCR?d complexes to deliver different instructive signals for differentiation ( 119 ) ( 

Fig. 9, option A1). Another way it can work is for the lineage choice to occur first and then the 

recombination accessibilities of TCRß genes versus TCR? and d genes to become biased by some 

mechanism controlled by that developmental lineage choice. The latter case ( Fig. 9, option A2) would 

explain why a bias may be detectable even before TCR gene rearrangement, with the surface density of 

IL-7Ra chains ( 170 ) used as a marker.



 
FIG. 9. Models for the divergence of T-cell receptor (TCR) aß and TCR?d lineages. The panels depict 

hypothetical choice points and their effects on the cells according to the models discussed in detail in the 

text. These changes are proposed to occur during the proliferation and differentiation events from the 

double negative (DN) 2 stage through the DN3 stage. A: The two versions of this model envision that the 

cells reach a discrete branch point at which they must decide whether to choose a TCR?d fate or a 

TCRaß fate; the only difference between these models is whether the choice involves a commitment to a 

developmental program or a successful gene rearrangement. In these models, the choice made 

instructively causes the cells to rearrange the appropriate genes or undergo the correct program 

thereafter. B: In this model, two stochastic processes are envisioned to overlap: a decreasing ability to 

make TCR? gene rearrangements and an increasing ability to carry out the specific CD4/CD8 

differentiation program associated with the TCRaß lineage. The shaded wedges represent decreasing and 

increasing expression of interleukin-7R and pTa, respectively. In this model, lineage commitment and 

TCR gene rearrangement could be matched stochastically without a unique choice point or an instructive 

process.

An additional model ( Fig. 9B) is suggested by the numerous hints that aß:?d lineage divergence is 

asymmetrical. For example, IL-7Ra low/- or pTa high DN2/DN3 cells can be shown to have lost TCR?d 

potential while retaining TCRaß potential, but no comparable TCR?d-committed precursor has been 

identified. IL-7Ra levels as a whole tend to fall and pTa levels tend to rise as cells differentiate from the 

DN2 to the DN3 state. The lack of proliferation in DN3 cells before ß selection ( 1 ) could be a sign that the 

IL-7R signaling system has become completely disengaged, and thus unable to facilitate TCR? 

rearrangement, by the time TCRß rearrangement is maximal ( 166 , 187 ). There is also the asymmetry in 

gene rearrangement timing and effects in the two pathways. In principle, it should be easier to be ß 

selected than to become a TCR?d cell if the two pathways are in even competition and if success at TCRß 

rearrangement were sufficient to make a cell undergo ß selection. Instead, there are a substantial number 

of in-frame TCRß rearrangements in TCR?d cells. This suggests that some productive ß-chain 

rearrangement can occur in precursors that cannot take advantage of it. This may be because they are 

precommitted to the TCR?d lineage, but it could also be because they are not yet ready to undergo ß 

selection.

Another type of option, then, may be envisioned as shown in Fig. 9B. The main point about such a model 



is that the cells never encounter any one, unique TCRaß:TCR?d choice point. Instead, they progress 

through a continuum of changes that make TCR?d rearrangement less likely while making the cell better 

and better prepared for the TCRaß/CD4/CD8 differentiation program. A separation in developmental time, 

and perhaps in thymic microenvironment, would coordinate the correct developmental program with the 

preferred TCR gene rearrangement.

IL-7R begins to be expressed by very primitive T-cell precursors and declines from the DN2 to the DN3 

stage. This would bias generation of TCR?d cells to earlier stages of the DN2/DN3 period. Meanwhile, 

pTa begins to be expressed at the DN1-to-DN2 transition and could accumulate in the DN2/DN3 stages 

over time. Furthermore, it is possible that additional regulation or signaling, or both, component changes 

that enhance the proliferative and differentiative capabilities that can be used at ß selection could occur. 

Over time, the cells would thus become more likely to make vigorous ß-selection responses and less likely 

to initiate TCR? rearrangement. In the context of the slow migration of DN2/DN3 cells from the 

cortical/medullary border to the subcapsular zone of the thymus, this model would predict that most 

TCR?d + precursors would acquire their TCR in deeper parts of the cortex than the aß lineage precursors.

The comparison between these models is useful in attempting to interpret the ways that molecules such 

as Notch-1 may work in this lineage choice. In the first kinds of models—A1 and A2 in Fig. 9—Notch-1 

signaling could act synergistically with pre-TCR signaling to promote ß selection (A1). Alternatively, it could 

act to enhance TCRß rearrangement, in a discrete subset of precursors that will preferentially give rise to 

TCRaß-lineage progeny (A2). In the second kind of model, Fig. 9B, Notch-1 signaling need only cause the 

cells to delay responding to early TCR?d signals or to accelerate the clock controlling their progress 

through the DN2-to-DN3 transition. Notch-1 activation is directly capable of turning on one gene that is 

critical for the aß-lineage fate, pTa ( 185 , 186 ). However, precedents from erythromyeloid systems indicate 

that it may also control the timing of differentiation and selective responsiveness to growth factors in 

developing cells ( 188 , 189 , 190 and 191 ).

The roles of TCRaß and TCR?d cells in the periphery are increasingly revealed to be distinct. In the end, 

this divergence of T-cell lineages has great significance for the ability of the immune system to coordinate 

functions with the innate immune system and to focus the right kind of response for the nature of the 

threat. One of the great gaps in knowledge of the immune system is the sparse understanding of TCR?d 

cells. Their development and their divergence from the aß T-cell pathway is likely to become much clearer 

in the near future.

POSITIVE AND NEGATIVE SELECTION

Positive and negative selection became accessible to study as a result of the effects of expressing 

transgenes encoding pre-rearranged TCRa and TCRß genes in developing T cells. Not only did these 

genes impose a predictable recognition specificity on the T cells, blocking most endogenous TCR gene 

rearrangement and diversity by allelic exclusion, but they also, dramatically, imposed a predictable 



developmental fate. Transgenes encoding a receptor that recognized some foreign peptide antigen in the 

context of the same MHC allelic forms expressed in the thymus could give thymocytes a greatly enhanced 

likelihood of survival (positive selection). Transgenes encoding a receptor that recognized both self-MHC 

and a self-peptide expressed in the thymus would cause the transgenic TCR + cells to be eliminated 

(negative selection). Although details of the expression of the TCR transgenes are not normal (they are 

expressed at an earlier stage, typically, than normal TCR that depend on TCRa rearrangement), they have 

revealed the overwhelming importance of details of TCR signaling for thymocyte fate determination. This 

section describes the life/death decisions guided by TCR recognition events, and the next section 

examines the effect of TCR signaling details on the choice of cells to be CD4 SP or CD8 SP.

The Double-Positive Thymocyte Stage

The CD4 + and CD8 + thymocytes produced through ß selection are physiologically specialized for 

undergoing selection on the basis of TCR recognition. As already indicated in the discussion of the 

changes induced by ß selection, these cells are a paradoxical combination of extreme sensitivity to TCR 

ligands and extreme functional paralysis. Unable to turn on any of the functional response genes of 

mature T cells in response to stimulation, they nevertheless do recognize TCR ligands with ultrasensitive 

dose–response relationships. Antigenic peptides presented on conventional antigen-presenting cells can 

trigger apoptosis of DP thymocytes with median effective dose values substantially lower (˜10 fold) than 

those needed to trigger responses of mature T cells with the same TCR ( 109 , 110 and 111 ). This is 

especially surprising because the cell-surface density of TCR on DP thymocytes, even after productive 

TCRa rearrangement, is about 10-fold lower than on SP thymocytes. Operationally, this means that DP 

thymocytes can make responses to peptide/MHC complexes that are low-affinity ligands for their TCR, too 

low to be stimulatory for mature cells with the same TCR.

One important mechanism contributing to this ultrasensitivity is the distinctive glycosylation state of many 

DP thymocyte surface molecules. These are strikingly deficient in terminal sialylation, in comparison with 

surface glycoproteins of mature T cells and immature DN cells alike. These distinctive, developmentally 

regulated glycosylation properties of DP thymocytes were among the first characteristics of these cells to 

be noticed, in 1976 ( 192 ), long before their functional consequences were understood. Lack of sialylation 

not only gives DP thymocytes a highly specific reactivity with the lectin peanut agglutinin but also reduces 

electrostatic repulsion between DP thymocytes and other cells with a more typically strong negative 

surface charge. As a result, CD8 on DP thymocytes can bind MHC class I independently of class I 

haplotype or specific TCR recognition, under conditions in which CD8 on mature T cells cannot ( 112 , 113 ). 

On DP thymocytes, CD4 can also interact with class II MHC independently of TCR interactions ( 193 ), 

possibly also enabled by a lowered sialylation level. The DP cells themselves express neither class I nor 

class II MHC: the lack of class II is normal for murine T cells and the shutoff of class I MHC expression is 

another unique feature of the DP state ( Fig. 6). Thus, both class I and class II binding by DP thymocyte 

CD8 and CD4 force the DP cells to interact with thymic epithelial cells even with low levels of TCR on their 



surfaces.

DP thymocytes have other features that bear on their eventual fates. Because of the regulatory changes 

that generate them during ß selection, these cells are extremely sensitive to death induced by 

glucocorticoids, and, even without perturbation, they die quickly outside of the thymic microenvironment. 

These properties are especially pronounced in the mouse; human and rat DP thymocytes are somewhat 

more robust. The glucocorticoid sensitivity, exactly coincident with the peanut agglutinin–binding 

phenotype and the lack of class I MHC, is tightly developmentally regulated; it can be used as an efficient 

method to deplete DP cells specifically. Even mildly elevated physiological levels of glucocorticoids in vivo 

shrink the thymus dramatically through loss of DP cells.

The role of glucocorticoids in thymocyte homeostasis is complex. Adrenalectomy, which removes a major 

source of glucocorticoids, does result in an increase in DP cell numbers. However, low levels of 

glucocorticoids can antagonize DP thymocyte death in response to TCR cross-linking. This has been 

proposed as one of the mechanisms establishing the thresholds that distinguish positive from negative 

selection ( 194 , 195 ). On the other hand, a glucocorticoid receptor exon-disruption mutant has been 

generated, and the mutant mice show no perturbation of T-cell development ( 196 , 197 ). Thus, the role of 

glucocorticoids in selection is still under investigation. Nevertheless, it seems likely that glucocorticoid 

sensitivity is one of the physiological mechanisms limiting the life span of postmitotic DP cells that do not 

get selected, resulting in “death by neglect.”

Time Windows for Positive and Negative Selection

Throughout the three-day period that is their average life span, DP thymocytes continue actively to carry 

on V-J rearrangement of the TCRa locus. This can begin early in the proliferation triggered by ß selection ( 

198 ), although in most cases it is likely to be aided by the increases in RAG activity that occur after 

proliferation stops ( 199 ) ( Fig. 2). Individual cells can rearrange the a-chain genes on both chromosomes, 

not only once but many times, because the locus offers more than 50 possible Ja segments as well as Va 

segments in a permissive topology. The first a rearrangements often involve Va and Ja segments that are 

relatively close to each other, separated only by the d locus. Subsequent rearrangements use more 5' Va 

segments and more 3' Ja segments. There is no allelic exclusion of TCRa gene rearrangement; the 

process is terminated either by positive selection, which finally shuts off RAG expression, or by cell death ( 

200 , 201 and 202 ).

Cells enter a thymic microenvironment in which they can be positively selected before they finish the 

proliferation that follows ß selection. The critical aspect of the microenvironment in this domain is the 

possibility for intimate interaction with cortical epithelial cells. This specialized stromal cell type provides a 

rich source of MHC class I and class II surface complexes with a notable lack of co-stimulatory molecules 

for T cells. This is important because at the DP stage, co-stimulation causes not activation but negative 

selection ( 203 , 204 ). The cortical epithelial microenvironment is thus a uniquely forgiving testing ground for 



newly generated TCR recognition specificities.

Many cells are positively selected directly from a proliferating DP blast state ( 205 , 206 ). However, the cells 

remain rescuable even after they become small, postmitotic cells, perhaps as long as they survive, about 

3 days after proliferation stops ( 207 ). The window of opportunity for positive selection is thus fairly 

extended. As a result, the same cell might audition for positive selection repeatedly, from its last cell cycle 

to 2 days later, with continuing TCRa gene rearrangements, so that each attempt tests a different TCR 

specificity.

The effect of this broad window is that there is no necessary size for the DP thymocyte pool. Under normal 

conditions, the pool contains about 3 days’ accumulation of postmitotic, unselected cells. In disease, 

however, the DP thymocyte pool can be shrunk by stress-induced glucocorticoid elevation, and in mice 

with a transgenic TCR, input to the DP compartment can be significantly reduced by early positive 

selection. Meanwhile, the maximum fraction of cells eligible for positive selection, among cells with 

identical TCR, may be limited by competition for a finite number of “niches” ( 208 , 209 ). Thus, positive 

selection can be more efficient when the size of the DP cohort is smaller than the number of relevant 

peptide/MHC complexes on the whole cortical epithelium.

Negative selection has been found to affect thymocytes at two stages. It undoubtedly affects cells shortly 

after positive selection, aborting their differentiation into mature SP thymocytes or deleting newly made SP 

thymocytes that are not yet fully mature. At least for CD4 SP cells, negative selection is possible until the 

late stages after positive selection when the cells down-regulate CD24 (HSA) expression ( 210 , 211 ). By 

this time, the cells are in the medulla ( Fig. 3). Most negative selection of CD4-lineage cells with class II 

MHC-restricted TCR can occur at this CD24 + SP stage. In the cases of certain CD8 lineage cells, with 

class I MHC-restricted TCR, there is evidence that the cells can also be negatively selected before full 

differentiation into DP cells. Unlike class II MHC, class I MHC is expressed on many cells besides 

specialized thymic epithelial cells and dendritic cells, including the DN1 to DN3 cells themselves. Any of 

these could present antigen for negative selection of class I MHC-restricted cells, especially in TCR 

transgenics, in which TCRaß may be expressed before the DP stages. This shows that in principle, cells 

can become susceptible to negative selection during or immediately after ß selection, depending on 

whether the target antigen and appropriate antigen-presenting cells are present as soon as TCRa is 

expressed.

Triggering and Results of Positive Selection

The signaling aspects of positive and negative selection have been studied intensively by many groups 

since 1995 and are discussed in depth in several excellent reviews ( 212 , 213 and 214 ). DP thymocytes are 

triggered to undergo positive selection when their TCR complexes and their CD4 or CD8 co-receptors 

engage a peptide/MHC complex presented by cortical epithelial cells. By far, the best TCR-ligand 

interactions for this purpose are of low affinity, for reasons to be described. As a result, a single 



peptide/MHC complex can positively select DP cells with any of numerous different TCR specificities, as 

long as they cross-react weakly with that complex ( 215 ). The heightened sensitivity of DP cells to weak 

TCR interactions means that the cross-reactivity with some peptide/MHC complex that allows a thymocyte 

to escape death may become undetectable, or detectable only as competitive antagonism, once the cell 

has matured into a peripheral T cell. However, mature T cells continue to recognize other peptides in 

association with the same class I or class II MHC molecule that mediated their positive selection. Thus, 

the MHC restriction of a population of mature T cells is generally determined by the MHC antigens that 

were expressed in the thymus where they differentiated.

The sequence of events set in train by positive selection begins with activation: the TCR/CD3/co-receptor 

engagement activates Lck, Ras, Vav, calcineurin, and protein kinase C ( Fig. 7). A major consequence of 

Ras pathway signaling here is the activation of the MAP kinase, ERK. These signaling mediators in turn 

must induce the transcription of Egr1 and Id3 ( 133 , 160 , 216 ), as in ß selection, but this time there is little if 

any proliferation that results. Instead, CD69 is up-regulated, and a dramatic transformation begins to 

unfold. The cells resume the Bcl-2 and class I MHC expression that they had lost at ß selection and begin 

to recover the functional responsiveness (e.g., through AP-1 inducible effector genes) that had 

disappeared at that time ( Fig. 6). Concomitantly, TCR complex expression at the cell surface is stabilized 

by more efficient assembly ( 217 ), and the cells immediately display higher steady-state levels of 

TCR/CD3. CD5 and TCR/CD3 expression increase in parallel. Glycoprotein processing is altered to a 

more “normal” pattern, so that new glycoproteins are once again fully sialylated. This restores electrostatic 

repulsion between DP and other cells and terminates the ability of CD4 and CD8 to interact with MHC 

independently of TCR. This is also the start of a 1- to 2-week maturation cascade that gradually leads to 

down-regulation of CD24 (HSA) on the cells as TCR/CD3 levels rise even higher, and CD69 expression 

finally subsides. These events appear to be common to all positively selected thymocytes.

Strength of Signal versus Distinct Interaction Models for Positive and Negative Selection

Positive and negative selection contribute to central tolerance because thymocytes with receptors that 

interact strongly with peptide/MHC complexes in the thymus are deleted, whereas those with receptors 

that interact weakly with thymic peptide/MHC complex are selected positively. A series of compelling 

studies from several groups in the early 1990s established these principles by using thymocytes with 

transgenic TCR of known specificity. Peptide/MHC complexes yielding high-affinity interactions with the 

TCR, which are good stimulators for mature T cells with that TCR, would induce death of thymocytes. 

Peptide/MHC complexes yielding low-affinity interactions, which could result in anergy or antagonism of 

mature T-cell responses, promoted positive selection and maturation of thymocytes. A simple bell-shaped 

dose–response function could thus be envisioned to govern thymocyte fate, as shown in Fig. 10 

(“two-threshold model”).



 
FIG. 10. Relation of T-cell receptor (TCR) affinity to thresholds for positive and negative selection. Two 

models are compared to indicate the range of TCR-ligand affinities that thymocytes must be able to 

distinguish in order to be directed correctly to positive selection (+), negative selection (-), or a failure of 

both (neglect). Histograms of the number of cells in hypothetical precursor populations with different levels 

of TCR affinity for major histocompatibility complex (MHC)/peptide ligands in the thymic microenvironment 

are shown. Most cells have receptors that interact too weakly to be positively selected ( left, stippled part 

of curves). In the two-threshold model ( top), double positive (DP) cells simultaneously determine whether 

to be positively selected ( nonstippled portion of curve) and whether to be negatively selected ( right, 

stippled part of curve). This choice must occur in the cortex, and it means that cells need to compare their 

TCR affinity with two reference values at once. In the sequential threshold model ( lower two panels), DP 

cells in the cortex ( middle panel) first need only compare their TCR affinity with a minimum threshold for 

positive selection. Those cells being positively selected ( bracket) then differentiate toward the single 

positive (SP) state, enhancing their TCR expression level and migrating to the medulla, where they 

encounter highly active antigen-presenting cells ( lower panel). They are then selected for TCR affinities 

below the threshold for negative selection. One reason the sequential threshold model is needed is that 

TCR surface expression increases 10-fold between the DP and SP stages, enabling SP cells to interact 

with ligands with a higher avidity (affinity multiplied by number of interactions) than do DP cells with the 

same receptor. Cells with TCR that appeared to be innocuous in the DP stage could turn out to be 

autoreactive with their increased TCR levels in the SP stage, unless they were removed by a medullary 

negative selection mechanism.

The striking features of this model are the sharp discontinuities in response at two points in a continuum of 



signal strength: separating nonselection from positive selection and separating positive selection from 

negative selection. If the cell had its fate determined in a single encounter, it would need extraordinarily 

precise computation of signal intensity levels. Small alterations in expression of signaling components, 

such as overexpression of a TCR complex or a downstream mediator in a transgenic mouse, might be 

expected to send the whole population into negative selection or nonselection catastrophes. However, the 

system is more robust than this. Moreover, it shows evidence of being tunable. In one model, in which 

thymocytes were made transgenic for a TCR with several possible ligands, positive selection could be 

promoted by several different peptide/MHC complexes with different affinities for the same TCR. However, 

the properties of the cells that matured were different, depending on the ligand that had selected them. In 

each case, the mature cells were anergic to the selecting ligand but responsive to stronger agonists ( 218 , 

219 ). Thus, cellular properties distinct from the primary structure of the TCR ligands could contribute to 

positive selection thresholds. How could the sharp discontinuities in dose–response function be reconciled 

with this evidence for plasticity?

An important advance has been the demonstration that positive and negative selection involve qualitatively 

distinct signaling pathways. Through the use of transgenes with the Lck gene proximal promoter to direct 

thymocyte-specific expression of mutant signaling molecules, the Ras signaling pathway downstream of 

TCR signaling could be selectively manipulated. Such work showed that Ras and MEK signaling were 

critical for positive selection but unnecessary for negative selection ( 220 ). This result refuted the simple 

prediction that a stronger TCR-ligand interaction, as needed for negative selection, would necessarily be 

distinguished by activation of all the pathways used in positive selection plus additional ones.

More recently, mutation of specific TCR complex components has been found to disrupt positive selection 

but not negative selection. The results suggest that positive selection signals uniquely depend on a relay 

involving a domain of the TCRa chain itself and ultimately, ERK ( 221 , 222 ) [reviewed by Hogquist ( 214 )]. 

Mutations of any of these components block positive selection without preventing negative selection. An 

implication is that particular substructures within the TCR complex engage a discrete set of downstream 

signaling components and that those needed for positive selection can be dissected from those used in 

other responses.

In subsequent work, negative selection has been found to depend on mediators of distinct signaling 

pathways [reviewed by Hogquist ( 214 ) and Mak et al. ( 223 )], especially pathways triggered by signals from 

professional antigen-presenting cells that would be co-stimulatory for mature T cells ( 224 ). Interactions 

through certain TNF receptor family death receptors are especially potent ways of causing deletion ( 225 , 

226 ). Both in the DP stage and in the HSA + SP stage, any of a variety of co-stimulatory ligand-receptor 

interactions can trigger negative selection. Within the thymocytes themselves, the GTPase Rac1, which 

helps activate the p38 stress kinase and enhances cytoskeletal reorganization, apparently promotes 

negative selection or even converts positive selection responses to death responses when chronically 

activated ( 227 ). Moreover, not all ways to kill immature thymocytes are reflections of the same negative 

selection process ( 228 ). In some cases, even IL-2/IL-2 receptor interaction can act as a cofactor for death 



( 229 ). DP thymocytes die in vivo when animals are injected with anti-CD3 antibodies, at least in part 

because of TNFa release by mature T cells in the periphery, and this may mimic those forms of negative 

selection that are dependent on TNF receptor/Fas/CD40L family co-stimulation but not others.

Reflecting the importance of non–TCR-mediated inputs, positive and negative selection can often be 

mediated by distinct antigen-presenting cell types ( 230 ). This was not so clear in initial studies with class I 

MHC-restricted TCRaß transgenes, which repeatedly tended to promote elimination of DP thymocytes 

within the cortex when the thymic microenvironment expressed a high-affinity MHC/peptide ligand. 

However, for cells with class II MHC-restricted TCR, which undergo positive selection to the CD4 + cell 

lineage, negative selection is triggered primarily in the thymic medulla. In fact, mice that are genetically 

manipulated to express class II MHC only in the cortex generate autoreactive CD4 + cells that cannot be 

eliminated and thus may end up causing autoimmune disease ( 231 ). The most effective 

antigen-presenting cells for negative selection are the hematopoietically derived dendritic cells (the same 

non-T population that can be derived from a common precursor with T cells). Dendritic cells not only 

express profuse class I and class II MHC but also display a wide variety of co-stimulatory molecules on 

their surfaces, from the immunoglobulin superfamily molecules CD80/CD86 to the TNF receptor family 

molecule CD40 and possibly ligands for CD5 as well. Positive and negative selection can thus take place 

sequentially; CD4 + cells positively selected in the cortex do not have an occasion to be negatively 

selected until they migrate to the medulla and encounter dendritic cells there.

This sequentiality is important because it relaxes some of the upper limit constraints on affinity that can be 

used for positive selection. Autoreactive CD4 + cells can afford to be positively selected, because under 

normal circumstances they can be negatively selected later ( Fig. 10, sequential threshold model). This 

can be demonstrated in thymic organ culture reaggregates by using mixtures of genetically distinct cortical 

epithelial and dendritic cells with broader or narrower antigen-presentation capacities. In this system, it has 

been possible to generate mixed microenvironments in which at least 75% of the thymocytes positively 

selected in the cortex are subsequently destroyed in the thymic medulla ( 232 ). The medullary location is 

important, too, because, unlike the cortex, it is a site for expression or import of a large spectrum of genes 

used in peripheral somatic tissues ( 10 ). Thus, it provides a much better test panel of antigens than does 

the cortex to detect and eliminate self-reactivity. Sequentiality also frees positive selection to be mediated 

by TCR/co-receptor interactions with peptide/MHCs over a wider range of affinities ( Fig. 10, sequential 

threshold model). As discussed in the later section on CD4 helper T cell versus CD8 cytotoxic T cell 

lineage commitment, giving the cells a wider spectrum of affinities within which to be positively selected 

makes it easier to understand some of the aspects of the CD4/CD8 lineage choice.

Another Escape from Autoreactivity in the Thymic Cortex

Even if negative selection may normally be most efficient in the medulla, there can still be a penalty for 

extremely high-affinity interactions with self-MHC antigens in the cortex. Results of one study indicate one 



mechanism that is seen best by TCR genes in their native chromosomal context, not transgenes. 

High-avidity (i.e., affinity multiplied by density of interactions) interactions in the cortex do lead to 

disappearance of cells with the offending receptor, but not only because the cells are committed to 

negative selection. Instead, it appears that for many of them, such interactions so efficiently cause 

internalization of surface TCR that the cells never receive a sustained positive selection signal. Instead, 

they proceed as though their previous receptor gene rearrangement had yielded no TCRaß complexes 

and continue with TCRa locus rearrangements, joining a Va segment upstream of the previous one with a 

Ja segment downstream of the previous one, and so forth, until they receive a positive selection signal or 

reach the end of their DP cell life span ( 233 ). The ongoing rearrangement that leads to replacement of 

one TCR specificity by another is called receptor editing. Because of the large number of both V and J 

gene segments, this process can continue on both chromosomes to generate several rounds of receptor 

specificities. The result is that not only is the autoreactive TCR lost from the cell surface but also the TCRa 

gene rearrangement that created it is also commonly lost from the genome.

If this model is generally correct, then the first positive selection thresholds would thus be determined as 

the window between the minimum avidity required to trigger Ras activation and the maximum avidity that 

allows a significant number of TCR complexes to remain on the cell surface. Negative selection, occurring 

later in the medulla, offers a refinement in the context of a large spectrum of extrathymic self-peptides, but 

the cell biology of positive selection versus TCR internalization can provide an initial MHC affinity filter.

CD4 HELPER T-CELL VERSUS CD8 CYTOTOXIC T-CELL LINEAGE COMMITMENT

The most challenging aspect of positive selection is its apparent connection with a major developmental 

lineage decision, over and above the decision to live or die. Some of the positively selected cells become 

helper (CD4 SP) cells and others become killer (CD8 SP) cells. These subsets differ not only in 

recognition specificity, effector function, and co-receptor expression pattern but also in a whole host of 

characteristics regulating every aspect of cellular response from homeostatic mechanisms to growth factor 

responses. The challenge from a mechanistic point of view is how the apparently simple signal to live or 

die (or continue receptor editing) is intertwined with signals to undergo divergent pathways to maturation 

into richly different cell types, as described in detail in the later chapters of this book.

Major Histocompatibility Complex Restriction Regulates CD4 versus CD8 Lineage Differentiation

The problem of what determines the development of aß T cell lineage cells into either CD4 + helper T cells 

or CD8 + cytotoxic T cells has been intensely examined and passionately debated since 1990 but is still 

not settled ( 214 , 234 , 235 and 236 ). It is at the DP stage that the association among the CD4 or CD8 

co-receptor, aß TCR specificity, and function appears to be established. When cells expressing an aß 

TCR that recognizes peptide in the context of the antigen-presentation molecule class I MHC are 

positively selected, they down-regulate the expression of CD4 and activate the gene program specific to a 

CD8 cytotoxic T cell. Conversely, cells expressing an aß TCR that recognizes peptide in the context of the 



antigen-presentation molecule class II MHC down-regulate the expression of CD8 and activate the gene 

program specific to a CD4 helper T cell. Examples are provided in virtually every thymus of animals with 

pre-rearranged TCRaß transgenes ( Fig. 11A and B, wild type). Furthermore, CD8 SP cells are not 

generated in a thymus lacking class I MHC, and CD4 cells are not generated in a thymus lacking class II 

MHC. 3 It is not a coincidence that CD8 binds to class I MHC and CD4 binds to class II MHC—the 

simultaneous binding of class I by a class I–specific TCR and CD8 or class II by a class II–specific TCR 

and CD4 increases the affinity of the interaction and activates signaling pathways inside the T cell. 

Nevertheless, it is difficult to see how the cell perceives the difference in ligand binding to its TCR and 

co-receptor and then translates the signal into a choice of divergent differentiation programs.

 
FIG. 11. CD4/CD8 lineage choice dictated by T-cell receptor (TCR) recognition specificity and by Lck 

activity levels. CD4/CD8 expression profiles of thymocytes from TCR-transgenic mice show the powerful 

effect of TCR specificity on CD4/CD8 lineage choice. In these analyses, thymocytes were stained to detect 

expression of CD4, CD8, and the specific transgenic TCR, and the right portion in each pair shows the 

CD4/CD8 pattern of the mature single positive (SP) cells expressing high levels of the transgenic TCR. 

The TCR-transgenic thymocytes are shown both in a normal genetic background ( upper panels) and in 

genetic backgrounds which decrease or increase Lck activity in thymocytes ( lower panels). A: 

Transgenic TCRaß that recognizes antigen in association with class II major histocompatibility complex 

(MHC) directs mature, TCR hi development to the CD4 SP fate ( upper panels). The bias is very strong in 

comparison to normal thymocytes (compare with Fig. 1, control samples in Fig. 8). In mice with this TCR 

transgene plus a transgene that reduces thymocyte Lck activity, however, the same transgenic TCR 

promotes development of CD8 SP cells ( lower panels). B: Transgenic TCRaß that interacts with class I 

MHC overwhelmingly directs development of mature TCR hi thymocytes to the CD8 SP fate ( upper 

panels). However, when mice with this transgene are crossed with transgenic mice that express elevated 

levels of Lck in thymocytes, the double transgenics show transgenic TCR hi thymocytes developing as 

CD4 SP cells ( lower panels). Thus, the level of Lck activity appears to mediate the way the cell 

distinguishes between recognition of class I or class II MHC. From ( 251 ), with permission.



There have been several problems in trying to solve the basis of this choice. First, the severe loss of cells 

from every DP generation, which is common to most TCR-transgenic models as well as to normal mice, 

makes accounting impossible. Second, there is a critical shortage of markers that distinguish cells taking 

the CD4 path from those taking the CD8 path. As a result, much research is focused on the requirements 

for expression of the CD4 and CD8 molecules themselves. Because these vital co-receptors clearly 

participate in the process, however, there is an essential circularity in these analyses, which great 

ingenuity in experimental design has only partially succeeded in overcoming. Furthermore, the 

developmental expression of these molecules, even at the RNA level, is complex. There is strong 

evidence that the transit from DP to CD4 or CD8 SP involves not instant repression of the “wrong” 

co-receptor but rather a period of phenotypic instability going through CD4 loCD8 lo and CD4 +CD8 lo 

intermediates to both end states ( 237 , 238 , 239 , 240 , 241 and 242 ) ( Fig. 12A). With few markers capable of 

distinguishing between pre-CD4 and pre-CD8 intermediates at the earliest stages of their developmental 

divergence, studies have had to rely on measuring the output of mature CD4 + versus CD8 + cells. Full 

maturation is almost certain to rely on specialized survival signals for each committed lineage as well as 

the initial events that set the cells onto different pathways. Thus, much controversy has revolved around 

the respective roles of survival versus differentiation processes in the CD4/CD8 lineage choice.

 
FIG. 12. Models of CD4/CD8 T cell lineage commitment. A: Schematic of changes in thymocyte 

phenotype during positive selection to the CD4 single positive (SP) or CD8 SP fate. The layout is that in 

which detailed interpretations of signaling and selection events are presented ( B to D). An idealized flow 

cytometry plot is shown, with arrows denoting the path of differentiation taken by many CD8 SP precursors 



( solid arrow) and by CD4 SP precursors ( dotted arrow). Both CD4 and CD8 expression are initially 

down-regulated, with transient recovery of CD4 expression, before the pathways of the two cell types are 

clearly seen to diverge. The following models depict the signaling events proposed to occur in each of the 

populations indicated. B to D: Symbols for cells that are proposed to be distinctly programmed but similar 

in surface phenotype are enclosed in gray boxes. B: Selective model. This model posits that before 

leaving the DP population, cells become programmed for different responses to positive selection signals. 

The co-receptors are programmed for down-regulation in a pattern that is independent of T-cell receptor 

(TCR), resulting in diverse combinations of CD4/CD8 phenotype and TCR specificity once positive 

selection begins. Cells that lose a co-receptor that is required to stabilize their TCR interactions with major 

histocompatibility complex (MHC) cannot continue to signal. Only cells capable of signaling, either through 

co-ligation of TCR and co-receptor by MHC or through ligation of a high-affinity TCR that is independent of 

co-receptor, will survive. C: Instructive model. This model is based on the idea that strong intracellular 

signals emanating from the co-ligation of a TCR specific for class II MHC and CD4 instruct the cells to 

silence CD8 and mature into a CD4 + helper T cell, whereas weaker intracellular signals emanating from 

the co-ligation of a TCR specific for class I MHC and CD8 lead to the silencing of CD4 transcription and 

the maturation of the thymocyte into a CD8 + cytotoxic T cell. This model does not predict the presence of 

thymocytes expressing inappropriate co-receptors for their TCR specificity unless signaling pathways are 

perturbed. D: Kinetic signaling model. This model holds that all thymocytes transit through an initial 

down-regulation of both co-receptors and then an up-regulation of CD4 to form a CD4 +CD8 lo population 

( A, broken arrow and heavy solid arrow). Cells expressing TCR specific for class I MHC cease signaling, 

because they lack sufficient CD8 to co-ligate class I MHC with the TCR. The cessation of signaling 

triggers the silencing of CD4 transcription and the maturation of these cells into CD8 + cytotoxic T cells. 

Thymocytes expressing a TCR specific for class II MHC continue to receive signals from the co-ligated 

TCR and CD4 and mature into CD4 + helper T cells.

Models for CD4/CD8 Lineage Divergence

Several models have been postulated to explain the correlation of TCR and co-receptor with mature T cell 

function ( Fig. 12B, C, and D). A selective model postulates that CD4 +CD8 + thymocytes choose a CD4 

SP helper versus CD8 SP killer lineage independently of their TCR recognition specificity. On the basis of 

this prior choice, they immediately begin down-regulating the unwanted co-receptor when positive 

selection begins. However, because sustained interactions are needed to complete maturation, the only 

thymocytes that survive are those that continue to express the co-receptor that binds to the same type of 

MHC molecule as the TCR ( 243 , 244 ). This model predicts that “mismatched” thymocytes would be 

generated—that is, that there would exist in the thymus transitional thymocytes expressing class I–specific 

TCR and CD4 or class II–specific TCR and CD8—but that such cells would be unable to finish their 

differentiation ( Fig. 12B). Evidence for this is seen in a mouse model in which early commitment to the 



CD8 lineage can be traced by a silencing of a ß-galactosidase gene “knocked into” the CD4 locus. In this 

mouse, 19% of cells apparently committed to the CD8 lineage express class II MHC-specific TCR, and 

11% of cells apparently committed to the CD4 lineage express class I MHC-specific TCR ( 242 ). It is not 

clear whether these mismatched thymocytes die or whether they can reverse this early commitment, but 

they are not present in the mature T-cell population. The selective model also predicts that these 

mismatched cells could be rescued by constitutive expression of a co-receptor matching the specificity of 

the TCR. This has been shown in a mouse with a homozygous deletion of the CD4 silencer, which results 

in constitutive expression of CD4 in SP thymocytes and T cells and the development of CD8 +CD4 + class 

II MHC-restricted cytotoxic T cells ( 245 ). An argument against the selective model is that analysis of 

various TCR-transgenic mouse strains shows that the selection efficiency can be much higher than would 

be expected from the selective model ( 209 ).

The instructive model postulates that the lineage choice is made only in response to the positive selection 

signal, directed by a difference in signaling between TCR/CD4 recognition of class II MHC and TCR/CD8 

recognition of class I MHC ( Fig. 12C). This model is supported by evidence that signaling through the 

cytoplasmic tail of CD4 ( 246 , 247 ) and CD8 ( 248 , 249 ) leads to the development of CD4 SP and CD8 SP 

thymocytes, respectively. A difficulty with the instructive theory has been how to account for the 

differentiation between signals received from the CD4 and CD8 cytoplasmic tails, because both 

co-receptors associate with the same signaling molecules, most notably the Src family kinase p56 Lck 

(Lck). The two co-receptors do differ in the numbers of Lck molecules associated with their cytoplasmic 

tails: The cytoplasmic tail CD4 is associated with approximately 20 times more p56 Lck than is the 

cytoplasmic tail of CD8a ( 250 ). This difference is exacerbated by the fact that many DP thymocyte CD8a 

molecules are truncated so as not to bind any Lck at all. Increases in Lck activity promote the adoption of 

the CD4 + lineage ( 251 , 252 and 253 ), whereas diminution of p56 Lck activity promotes the adoption of the 

CD8 + lineage ( 251 ) ( Fig. 11A and B, lower panels). The natural mixture of CD8a Lck-binding and 

nonbinding forms appears to promote CD8 SP cell development most efficiently, by stabilizing TCR-MHC 

interactions with the minimum of Lck recruitment ( 254 ).

An increased duration of signaling through the TCR is also associated with a commitment to the CD4 + 

lineage ( 255 ). This is in agreement with results from a suspension culture system in which DP thymocytes 

can be directed into the CD4 SP or CD8 SP pathway with a combination of ionomycin (a calcium 

ionophore) and phorbol 12-myristate 13-acetate (PMA), depending on the length of time that the 

stimulation is applied. In this system, inducing DP thymocytes to commit to the CD4 + lineage requires 

longer duration of treatment than the duration of treatment required to induce DP thymocytes to commit to 

the CD8 + lineage ( 256 ). Some effects attributed to signal intensity may actually be signal duration effects. 

Even in vivo, in transgenic systems, Lck activity levels were most clearly seen to affect CD4/CD8 lineage 

choice when they were expressed in a sustained way over a period of days or from a promoter with 

increasing activity after the DP stage ( 252 , 257 ). This would associate the CD4 + lineage choice again with 



a sustained elevation of Lck signaling, even after the positive selection process had begun.

Kinetic signaling models ( Fig. 12D) define this difference in signal duration requirements for the CD4 + 

and CD8 + fates as being more important than the peak strengths of the signals. This class of model is 

supported by the observation that most DP thymocytes pass through an initial down-regulation of both 

co-receptors and then an up-regulation of CD4 to form a CD4 +CD8 lo population before the cells diverge 

to undergo differentiation to mature CD4 or CD8 SP states. During the CD4 +CD8 lo stage, interactions 

with class II MHC could continue, whereas interactions with class I MHC would naturally be weakened 

from loss of co-receptor contribution. The kinetic signaling models posit that continued signaling through 

TCR and CD4 leads to development into CD4 SP thymocytes; cessation of signaling triggers the 

down-regulation of CD4 and the up-regulation of CD8, leading to the development of CD8 SP thymocytes ( 

258 ). After the basic lineage choice has been made, full maturation of CD8 SP cells appears to depend on 

non-TCR survival functions: either Notch family signaling ( 255 ) or IL-7R signaling ( 258 ). This kind of 

model can be integrated with signal strength or duration hypotheses, because thymocytes expressing 

class I MHC-restricted TCR in conjunction with a low level of class I MHC-ligated CD8 would naturally 

receive a lower strength signal than would thymocytes expressing class II MHC -restricted TCR in 

conjunction with high levels of class II MHC-ligated CD4.

A kinetic signaling model is supported by an experiment in which a hybrid molecule with a CD8a 

extracellular and transmembrane domain and a CD4 cytoplasmic tail is expressed in mice lacking class II 

MHC and CD8a ( 259 ). In this background, signals from the hybrid co-receptor promote the development 

of even more CD8 SP than of CD4 SP class I MHC-restricted thymocytes. In contrast, the instructive 

model predicts that the hybrid co-receptor would have preferentially promoted commitment to the CD4 + 

lineage simply because of its CD4-promoting signal when the hybrid co-receptor co-ligated to class I MHC 

with a class I MHC-restricted TCR. Indeed, when class II MHC and endogenous CD8a are present, that is 

what is seen ( 247 ) but not when the occasion for CD4/class II MHC interaction is taken away. To 

understand how this works, recall that CD8 exists as a dimer (CD8aß) and that the CD8ß chain increases 

CD8a-associated Lck activity ( 248 ). Normally, both CD8a and CD8ß are down-regulated in the CD4 +CD8 

lo stage. The kinetic signaling model explains the increased numbers of CD8 SP thymocytes produced by 

the hybrid co-receptor by increased strength of signals during positive selection, increasing the number of 

cells entering the CD4 +CD8 lo compartment. Once the thymocytes enter the CD4 +CD8 lo compartment, 

however, endogenous CD8ß is down-regulated, which decreases the signal resulting from class I MHC 

ligation of the hybrid co-receptor and results in direction of the thymocytes into the CD8 lineage.

Thus, the key issues that distinguish these models are (a) whether mismatched cells are generated at all, 

(b) whether the fates of such cells are to die or to be redirected into a different lineage, and (c) when the 

choice of fates is actually finalized. These properties of the three kinds of model are contrasted simply in 

Fig. 13. Data support the prediction that cells are generated initially that appear “mismatched,” in conflict 

with the simplest version of an instructive model, but according to the kinetic signaling models, these cells 



simply have not yet finished receiving instructions about the types of cells they will be. Many, although 

perhaps not all ( 242 ), CD8 cells do appear to develop through a CD4 +CD8 lo intermediate, making the 

various kinetic signaling models plausible. However, there is still no direct proof that the developmental 

mechanisms needed for both CD4 and CD8 SP differentiation remain available to individual cells as late 

as the CD4 +CD8 lo stage. Thus, as in the cases of the earlier lineage choices, models based on selection 

and differential survival cannot yet be excluded. In any case, the challenge is to understand how these 

complex differences in intensity and duration of signaling can be translated into different developmental 

responses.

 
FIG. 13. Developmental effects of intensity and time courses of T-cell receptor (TCR)/co-receptor signals 

in three models of CD4/CD8 lineage choice. Plots showing the intensity of predicted TCR/co-receptor 

signals over time and their effects on cell fate are compared in three models of CD4/CD8 lineage choice. 

Left: Selective model predicts initial divergence of pre-CD4 single positive (SP) and pre-CD8 SP cells, 

after which the only choice the cells need to make in response to TCR signals is to live or to die. 

Termination of signaling, the usual result of down-regulating the wrong co-receptor for the cell’s TCR, 

leads to death in either lineage. Upper right: Signal strength model predicts that the intensity of 

TCR/co-receptor signaling instructs the cells whether to take a CD4 SP or a CD8 SP fate. It is assumed 

that the usable intensity range is limited by negative selection at the high end and by neglect at the low 

end. Lower right: Signal duration–based models such as the kinetic signaling model shown in Fig. 12D 

predict that transient signaling is a specific instructive signal for CD8 SP development, whereas sustained 

signaling is a specific instructive signal for CD4 SP development. In this kind of model, although TCR 

signaling itself may provide continuous survival functions for CD4 SP cells, additional kinds of survival 

functions are needed for CD8 SP cells (not shown).

Molecules Implicated in the CD4/CD8 Lineage Choice



Signal intensity or duration does not necessarily mean an equal involvement of all the multiple branching 

pathways activated by TCR ligation ( Fig. 7). Mutant analyses show that the pathway most relevant to the 

signal duration/strength that will determine CD4 versus CD8 SP fate is the pathway involving Lck and 

ERK. Members of the Lck signaling cascade are essential for both but favor CD4 SP development over 

CD8 SP at high levels. Molecules other than TCR/co-receptor signaling components are also implicated in 

lineage-restricted roles, and this is an important step toward being able to resolve when the CD4 and CD8 

gene expression programs actually diverge. To date, however, it is still debated whether the known 

molecules affect the choice itself or, rather, the efficiency of survival after the choice.

Lck activity levels have a powerful impact on the choice, as discussed ( Fig. 11; compare upper and lower 

panels). From the DP stage onward, Lck is brought to the TCR signaling complex by CD4 or CD8, making 

the direction of CD4/CD8 lineage choice depend, by implication, on levels of co-receptor involvement in 

TCR triggering. Thus, the CD4/CD8 co-receptors have two separable roles in positive selection: They 

stabilize and initiate TCR complex signaling, and they do so either with a minimal amount of Lck—just 

enough to trigger ZAP70 and the rest of the TCR cascade—or with a “bonus” level of Lck, which CD4 can 

provide but CD8 cannot ( 244 , 247 , 254 , 259 ). For this to work, the cells must be able to distinguish between 

different levels of Lck signaling even in the context of equal levels of TCR complex/ZAP70 signaling. In 

this connection, it is interesting to note that the ratio of co-receptor–driven signaling to other TCR signaling 

may be expected to shift during the positive selection process in general, as TCR surface levels rise and 

the co-receptor-MHC interactions are weakened by increased surface sialylation ( 112 , 113 ). This shift 

would tend to amplify the effects of the CD8 down-regulation at the CD4 +CD8 lo intermediate stage and 

enhance a signal duration or kinetic signaling mechanism.

One of the mediators that is preferentially activated by Lck is ERK. The involvement of the MAP kinase 

ERK in CD4 versus CD8 lineage commitment has been suggested by studies in which pharmaceutical 

inhibitors of ERK selectively block the development of CD4 SP thymocytes but not CD8 SP thymocytes ( 

253 , 260 , 261 ). However, another study using ERK inhibitors shows a block in development of CD8 SP ( 262 

), as do genetic methods to reduce ERK activity, such as use of a dominant-negative MEK transgene ( 263 

) or a null mutation of ERK ( 264 ). One interpretation is that the disparate results may result from the 

inhibition of the activity of molecules other than ERK by the pharmaceutical inhibitors used. Alternatively, 

both lineages may require some ERK signaling, but a higher level or duration of ERK signaling may be 

critical for CD4 cell commitment or maturation, whereas a transient or low level of ERK signaling may be 

optimal for CD8 cell development.

In general, molecules that increase signaling (without promoting negative selection) favor CD4 cell 

production, whereas molecules that decrease signaling favor CD8 cell production. Thus, integrin-mediated 

enhancement of interactions is needed most urgently to make CD4 SP cells ( 265 ). A new DNA-binding 

protein that promotes CD8 cell development, TOX, appears to do so by reducing overall TCR signal 

strength ( 266 ). There is a role for Notch family molecules, to be discussed, and this too has been linked 



with effects on TCR signal strength ( 267 ). Even the threshold-setting functions of Ikaros for T-cell 

signaling, which were discussed previously in the context of ß selection, could play a role again in the 

CD4/CD8 lineage choice: mice with Ikaros-deficient mutations generate a higher percentage of CD4 SP 

cells, as opposed to CD8 SP cells ( 154 ).

Genes that implement or stabilize the developmental effects of the positive selection signal to bring about 

CD4 SP or CD8 SP lineage differentiation have been harder to identify so far. Thus, there is a serious 

shortage of candidates for genes that actually define the long-term lineage identities of CD4 SP or CD8 

SP cells.

One spontaneous mutation affects a gene that may prove to have a unique role in the development of the 

CD4 helper lineage. In the “helper-deficient” mutant mouse, class II MHC-restricted thymocytes are 

directed exclusively to the CD8 lineage, even in the absence of class I MHC ligation of the CD8 

co-receptor. Positive selection signals in the helper-deficient mutant thymocytes appear to be normal ( 268 

). This suggests that although positive selection, mediated by signals through the TCR, and CD4 or CD8 

lineage commitment occur at the same time, they are not the same process. Unfortunately, the gene 

mutated in this strain is not yet identified.

CD8 SP lineage cells apparently require more survival-promoting functions than CD4 SP cells ( 29 ). Either 

transgenic overexpression of Bcl-2 or stimulation of the IL-7R, which is expressed again after the DP 

stage ( 269 ), disproportionately enhances CD8 SP yields ( 258 , 270 ). Thus, some of the genes that enhance 

CD8 cell development could be doing so simply by providing survival functions. Among the most 

controversial of these effects is the impact of activation of Notch family genes.

Increased signaling by a constitutively activated cytoplasmic domain of the cell surface receptor Notch-1 

has been shown to favor the development of CD8 SP thymocytes ( 271 ). The original report was highly 

important as the first demonstration that overexpression of a non-TCR gene could shift cells into the CD8 

SP pathway even when their TCR had interacted with class II MHC. This effect has remained 

controversial, however, because expression of a larger piece of the intracellular domain of Notch-1, also 

constitutively activated, promotes the development of CD8 SP and, to a lesser degree, CD4 SP 

thymocytes ( 185 ). In vitro experiments diminishing Notch-1 activity in thymocytes that had already 

received co-receptor-TCR-MHC interaction signals have revealed that Notch-1 functioned only to promote 

the postcommitment maturation of CD8 SP thymocytes ( 255 ). In addition, a conditional deletion of Notch-1 

shows no effect on CD4/CD8 lineage commitment if done after the earliest stages of thymocyte 

development ( 257 ).

One way the controversy may be resolved is that other Notch family members expressed in the thymus 

are able to substitute for Notch-1 in the CD4/CD8 lineage choice. Pharmaceutical inhibition of the 

enzymatic activation of all three Notch family members molecules in DP thymocytes does selectively 

decrease the number of CD8 SP thymocytes ( 64 , 65 ). These Notch inhibitor effects are dose and potency 



dependent, in such a way that greater inhibition of Notch impairs development of both CD4 + SP and CD8 

+ SP thymocytes and inhibition to a lesser degree impairs only the development of CD8 + SP thymocytes.

The disparate effects seen in transgenic mice expressing activated Notch-1 can also be explained by dose 

and potency dependence. The activated Notch-1 domain that selectively promotes the development of 

CD8 + SP thymocytes ( 271 ) is shorter and less potent than the activated Notch-1 domain that promotes 

the development of both CD4 + SP and CD8 + SP thymocytes ( 185 ). The expression of both of these 

constructs is driven by the Lck proximal promoter, which decreases in activity during the time that DP 

thymocytes commit to either the CD4 or CD8 lineage. In contrast, expression of the full-length intracellular 

domain of Notch-1 from a constitutively active retroviral promoter inhibits development of both CD4 and 

CD8 SP thymocytes through attenuation of signals through the TCR( 267 ). The lower effective dose of ac- 

tivated Notch-1 delivered from a proximal Lck promoter- driven transgene may promote development of 

CD8 + SP thymocytes by lowering the strength or duration of the signal through the TCR, in keeping with 

the instructive models of T cell development, or by providing a lineage-specific survival function in 

committed CD8 precursors ( 255 ).

The physiological role that the Notch molecules really play in CD4 and CD8 cell lineage commitment still 

remains to be determined. Notch activity in DP thymocytes, at least as assessed by the expression of the 

downstream mediators Hes-1 and Deltex, is very low to undetectable ( 185 ). It may be that Notch-1 acts 

through other downstream mediators in DP thymocytes or that other Notch family members and a different 

set of downstream mediators play a more important role.

While the role of Notch family molecules and the transcription factors they control is being resolved, 

indications of other nuclear factors that appear to bias CD4/CD8 lineage choice have begun to appear. 

GATA-3 and Runx1 (AML1, CBFa2, or PEBP2aB), genes involved in T-cell development from the earliest 

stages ( Fig. 4), also seem to be able to direct the output of positive selection to disproportionately CD4 

SP or disproportionately CD8 SP pathways, respectively ( 272 , 273 and 274 ). These effects suggest a link to 

the functions that must coordinate CD4 and CD8 expression with effector function and other features of 

the mature CD4 and CD8 SP populations.

Maturation and Export of CD4 and CD8 Single-Positive Thymocytes

Commitment to the CD4 + or CD8 + lineage in thymocytes is characterized by the down-regulation of one 

co-receptor and the maintenance of expression of the other co-receptor, but it is important to remember 

that the commitment to the CD4 + or CD8 + lineage is also accompanied by a gene expression program 

specific to helper T cell functions (for CD4 + class II MHC-restricted cells) or cytotoxic T cell functions (for 

CD8 + class I MHC-restricted cells). The cells can begin expressing some of the effector genes 

associated with these distinctive pathways in vivo, long before their maturation is complete ( 158 , 251 , 275 , 

276 and 277 ). In the long run, these sublineage-specific molecules that do not participate in antigen binding 



may provide the best indicators of the timing of the commitment of T-cell precursors to the CD4 and CD8 

SP lineages.

As a general rule, in the rare cases in which the co-receptor is mismatched with the MHC restriction, the 

function of the cells is matched with the co-receptor, not with the specificity of the TCR ( 244 , 278 , 279 ). 

Genes integral to the function of CD8 + cytotoxic T cells are expressed starting in the DP thymocytes, 

increasing only in cells that down-regulate CD4 mRNA ( 280 ). This suggests that down-regulation of the 

CD4 co-receptor and initiation of a program of cytotoxic gene expression occur simultaneously and are 

normally coordinated. However, CD4 down-regulation is not required for the establishment of a gene 

expression pattern specific to cytotoxic cells. Deletion of the CD4 silencer prevents the down-regulation of 

CD4 that normally occurs in the CD8 lineage, but the CD4 +CD8 + cells that result develop as functional 

cytotoxic T cells ( 281 ). Conversely, helper and cytotoxic T cells can develop in the absence of CD4 or 

CD8, respectively.

In spite of the early flashes of effector gene expression, full functional maturation occurs over a 

substantially longer time than does the rescue of DP cells from death by neglect. The cells do not show full 

responsiveness to challenge with a TCR ligand and do not become resistant to apoptosis until the late 

stages of post–positive-selection processing, when the cells finally down-regulate CD24 (HSA) and CD69 

and lose the markers that have distinguished them phenotypically from peripheral T cells. The process 

through which this occurs is still poorly understood. Perhaps what is needed is just time to reverse the 

numerous physiological adjustments that give DP thymocytes their unusual responses to stimulation. This 

could be a matter of waiting for key inhibitory molecules to decay physically. The process could also be 

more complex in itself, for example, if it involved a cascade of reciprocal cell–cell interactions with the 

medullary stroma. Finally, it remains possible that functional maturation includes a component of 

selection. Can helper or killer differentiation begin in a way that is mismatched with co-receptor or TCR 

specificity? If so, maturation could include rewarding (with survival) cells that happen to possess the right 

combinations of effector programming, co-receptor expression, and TCR specificity. In this case, effector 

maturation would be the actual conclusion of the CD4/CD8 lineage choice.

Finally, to detect the success of positive selection, the cells have to receive survival signals that make 

them permanently long-lived, a dramatic contrast from the DP thymocyte state. Sustained TCR/Lck 

signaling may provide much of this survival function for CD4 SP cells. For CD8 cells, the discontinuous or 

hit-and-run TCR/Lck signal may need to be supplemented by additional survival mechanisms. This would 

account for the enhanced importance of Bcl-2, IL-7R, and possibly Notch-family functions in CD8 SP 

lineage cells, as we have already noted, especially in the later period after CD8-lineage differentiation has 

begun. CD4 + and CD8 + mature cells continue to use different homeostatic maintenance and proliferation 

signals long after they leave the thymus, during their functions in the periphery; therefore, it is not 

surprising if a divergence is seen in these functions during maturation after positive selection.

The mature cells finally leave the thymus in a nonsynchronized manner, about 7 to 14 days after beginning 



positive selection ( 282 , 283 ). The emigration appears to depend on a G-protein–coupled chemokine 

receptor, possibly CCR7 ( 284 , 285 ). Very little is known yet about the signals that tell the cells when they 

are ready to leave. The developmental events that occur in the medulla, including the coordination of 

maturation and export, currently remain one of the important areas of mystery in T-cell development.

Relationships between Positive Selection, Negative Selection, and CD4/CD8 Lineage Choice

Positive selection, negative selection, and CD4/CD8 lineage choice all depend to some extent on 

quantitative aspects of signaling through the TCR. This leads to an obvious question of how the cells can 

interpret a particular TCR engagement to make the correct decision. If a cell with a class I MHC-restricted 

TCR has a particularly high affinity for intrathymic class I MHC/peptide complexes, how does that cell 

determine whether to be deleted or whether to be converted into a CD4 SP cell? The cells do appear to 

make the positive/negative selection decision independently of the CD4/CD8 decision. In transgenic TCR 

models, the deletion of self-reactive class I MHC-restricted cells occurs without any obvious redirection 

into the CD4 lineage (the CD4 SP cells that can be seen in such transgenic individuals generally do not 

use the transgenic TCR).

In principle, it may be possible to obtain four different outcomes from the single variable of signal strength, 

but the range of values directing negative selection, CD4 positive selection, and CD8 positive selection 

would each have to be tightly calibrated to distinguish them from one another as well as from death by 

neglect ( Fig. 14A). Changes in TCR or co-receptor surface density, for example, would need to be held 

within sharply limited ranges. As far as can be determined, the system appears much more forgiving. 

Although TCR and co-receptor levels are finely regulated in normal development, transgenic manipulation 

can distort these levels quite substantially without altering the direction or predictability of CD4/CD8 

lineage choice.

 
FIG. 14. Three schematic views of the signals that may determine thymocyte developmental fate during 

positive and negative selection. A: A simple stimulus strength model is depicted, in which the only 

parameter determining life, death, CD4 single positive (SP) cell fate, or CD8 SP cell fate is the intensity of 

signals through the T-cell receptor (TCR) and co-receptors. In this model, the cells compute TCR 



signaling intensity in the cortex and determine their fates immediately. B: A model in which stimulus 

strength and stimulus duration help the cell to distinguish between CD4 and CD8 cell fates and between 

these maturation pathways and death by neglect and by negative selection. Note the range of stimulus 

strengths (˜TCR/co-receptor affinities) that can be used for positive selection in this model, wider than in 

the simple stimulus strength model ( A) and the overlap in peak stimulus strength values (x-axis) that can 

give rise to either CD4 or CD8 cells. C: A model in which stimulus strength, stimulus duration, and the 

presence or absence of co-stimulation distinguish between CD4 and CD8 SP fates, neglect, and deletional 

and nondeletional forms of tolerance induction. This model is based on the idea that, for many cells, 

positive and negative selection choices can be encountered sequentially (also see Fig. 10, sequential 

threshold model). In this figure, high levels of co-stimulation that can lead to negative selection ( gray 

areas on plots) are encountered only in the medulla, which cells are only allowed to enter if they have first 

been positively selected as CD4 SP or CD8 SP cells in the cortex.

This, then, is an important attraction of the kinetic signaling/signal duration models: They add a second, 

independent parameter for the cells to use combinatorially with signal strength to compute the appropriate 

CD4/CD8 lineage choice ( Fig. 14B). In a similar way, the importance of co-stimulatory interactions in 

many forms of negative selection gives the cells yet another independent parameter to help even further to 

distinguish the negative selection threshold from the CD4/CD8 differentiation threshold in vivo ( Fig. 14C).

In CD4/CD8 lineage choice, there is a hint that in the repeated contacts the cells make with MHC/peptide 

ligands over the several days of positive selection, the balance of these pathways can change further. At 

least in the CD8 cell pathway, this would be caused by the increasing surface density of TCR complexes 

at the same time that glycosylation changes are reducing the ability of the CD8 to bind class I MHC on its 

own (see the section on positive and negative selection). A predicted effect would be that the signals 

delivered at the beginning of positive selection would be dominated more by the co-receptors and their 

signaling mediators, whereas the signals delivered at the end of positive selection/maturation would be 

dominated more by the TCR. Thus, depending on when cells actually commit to a CD4 or CD8 SP fate, 

the composition of the “TCR signal” at the time of positive selection could shift substantially by the time 

that the maturing cells, now in the medulla, encounter their last negative selection threshold.

The need for survival functions after lineage commitment, which may be specialized for each lineage, 

offers a way to reconcile the more instructive models with key evidence for the selective model. Any 

experimental manipulation that removes the survival mechanism for CD4 or CD8 cells after lineage 

commitment would indeed lead to elimination of those cells and could be defined as a mismatch between 

programming and survival receptors. There is another implication as well. The asymmetrical survival 

requirements of CD4 and CD8 SP cells mean that failure of survival (i.e. negative selection) could be 

effected by different mechanisms, too. Thus, the mechanism needed for negative selection may itself be 



an output of the CD4/CD8 lineage choice.

FRONTIERS FOR THE FUTURE: MYSTERIES AND ALTERNATIVES IN T-CELL 

DEVELOPMENT

There is some evidence that the main stream of thymocyte selection, branched and complex as it is, may 

not be the only pathway through which T cells mature. In the future, cells that take a somewhat different 

pathway may be recognized as extremely important for the regulation of the peripheral immune system 

and thus for human health. It is currently hard to be certain whether all T-lineage cells follow the same 

program or not. The more than 95% loss of each cohort of cortical thymocytes makes it difficult to track 

particular precursors from before ß selection to maturation. One kind of evidence, however, suggests that 

there do exist substreams of T-cell development that are characterized by different surface marker 

expression patterns than are the majority of thymocytes. Some apparent intermediates in the transition 

from DN to DP to SP, for example, appear to preserve expression of the DN1/DN2 growth factor receptors 

c-kit and IL-7R all the way throughout ß selection and positive selection ( 269 , 286 ). These c-kit + IL-7R + 

DP-like thymocytes appear to have better odds of maturing than do the mainstream c-kit - IL-7R - DP 

thymocytes. It is still unknown whether such cells develop into different kinds of T cells from the 

mainstream or whether they simply represent a lucky minority that have happened to undergo ß selection 

early, before loss of key survival-enhancing functions.

One reason to consider that these cells could have a distinctive fate is that there are at least two 

unconventional minority subsets of TCRaß T cells that can be generated in the thymus, with functional 

properties clearly distinct from the majority. Both cell types appear to play important roles in the regulation 

of immune responses and the maintenance of peripheral self-tolerance. For this reason, the 

immunological functions and developmental history of these subsets are currently topics of great interest. 

Both lineages, it seems, could arise from variations in the mechanisms controlling positive or negative 

selection or both.

Alternative Pathway or Distinct Precursors: The Case of the NK T Cells

NK T cells are adult T cells that share characteristics with NK cells, most notably the expression of surface 

markers CD161 (NK1.1) and CD122 (IL-2Rß); killer inhibitory receptors Ly49A, Ly49C/I, and Ly49G2; and 

cytolytic molecules perforin and granzyme ( 287 , 288 and 289 ). These cells appear to be important in 

controlling autoimmunity as well as immune responses to tumors and infectious diseases, perhaps 

because they produce very high levels of IL-4 and interferon-? upon first encounter with antigen, unlike 

conventional T cells. They represent a kind of bridge from the adaptive to the innate immune system. 

More than 80% of the NK T cells in the thymus and liver express an invariant Va14-Ja281; have a bias in 

Vß usage to Vß8, Vß2, and Vß7; and are specific for glycolipids bound by the nonclassical class I MHC 

relative CD1d. CD1d tetramers, which bind to the synthetic glycolipid a-galactosyl-ceramide (a-Gal-Cer), 

have been used successfully to identify these cells independently of NK1.1 ( 290 , 291 ). Most studies have 



shown that NK T cells do not appear until late in ontogeny, long after the first conventional aß T cells are 

seen. NK T cells binding the CD1d/glycolipid tetramers are not detectable in the fetal thymus at all and first 

appear 6 days after birth, increasing about 12- to 14-fold to 0.6% to 0.7% of thymocytes by 5 to 6 weeks of 

age ( 292 ). A striking thing about these cells is that they are mostly CD4 + or DN, although they recognize a 

class I MHC-type ligand.

Beyond this CD1d-restricted NK1.1 + majority, there are other cells classified as NK T cells that are highly 

heterogeneous with regard to expression of different surface markers, TCR repertoire, CD1d dependence, 

tissue localization, and even the NK1.1 expression that has typically been used to define the population. In 

addition, small populations of CD8 +NK1.1 + and even TCR?d +NK1.1 + cells have also been identified. 

This heterogeneity and the low abundance of these cells have made the study of NK T-cell function and 

development particularly difficult.

Most DN and CD4 + NKT cells require a thymus for development, although some NK T cells may be 

generated extrathymically ( 293 ). NK T cells do not develop in neonatally thymectomized mice ( 294 ) or 

athymic nude mice ( 295 ), whereas they do develop in fetal thymic organ cultures ( 296 ). NK T cells 

probably represent a separate sublineage (or sublineages), inasmuch as they differ from conventional aß 

T cells in sensitivity to various mutations. Dominant-negative mutants of Ras and Mek do not appear to 

affect NK T-cell development ( 220 ), in sharp contrast to their effects on mainstream aß T cells, whereas 

NK T cells do not develop in mice with Fyn -/- ( 297 , 298 ) and transcription factor Ets1 -/- ( 299 ), mutations 

that minimally affect aß T cells in general. NK T cells are also dependent on IL-15/IL-15R signals, like NK 

cells ( 300 ), and on lymphotoxin (LT)/LTßR ( 301 ). On the other hand, NK T cells require all the genetic 

functions needed by conventional aß T cells. They are also dependent on the presence of pTa ( 302 ), 

which suggests that they may go through ß selection.

Positive selection of these cells is unusual; they are selected by interaction with a glycophospholipid 

antigen presented by a nonclassical class I MHC antigen, CD1d, and the interaction is with CD1d on 

hematopoietic cells, rather than epithelial cells. CD8 expression apparently makes these cells susceptible 

to negative selection and is thus generally excluded from the mature NK T-cell population. It may be that 

the unusual selection of these cells represents one case in which high-affinity class I MHC-restricted T 

cells are allowed to escape death by conversion to CD4 SP lineage after all. The combination of effector 

properties they wield, a mixture of T 
H

2 cytokines and NK cell–like cytolytic functions, makes it difficult to 

use these functions as criteria for deciding whether these cells are “naturally” unusual helper-lineage or 

unusual killer-lineage cells.

The developmental origins of NK T cells are controversial, and two models have been proposed [reviewed 

by Eberl et al. ( 303 )]. According to the “precommitment model,” NK T cells arise from a distinct committed 

precursor, before TCR rearrangement, which then rearranges a semi-invariant TCR for selection by CD1d 

molecules ( 304 ). In support of this model, ZAP70-deficient mice, which are blocked at ß selection, were 



found to accumulate NK1.1 + TCRß - thymocytes that had not undergone D-J or V-D-J rearrangements ( 

305 ). When purified and stimulated with phorbol ester and ionomycin in neonatal thymic organ culture, 

NK1.1 + TCRß + cells were generated, some with Va14-Ja281 rearrangements. In addition, NK1.1 + cells 

have been detected in mice with CD3?- and/or p56 Lck-deficiencies, which are also blocked at ß selection. 

These cells were found to have made V-D-J rearrangements in the TCRß locus but express no surface 

TCRß protein, which suggests that they may be blocked precommitted NK T cells ( 306 ). One problem with 

this model is that it provides no mechanism to explain why the Va14-Ja281 rearrangement is so common 

in NK T cells. Although use of a recurrent rearrangement is reminiscent of the fetal-type TCR?d lineages, 

there is no evidence that Va14-Ja281 rearrangement is directed in NK T cells ( 307 ). The second model is 

an instructive model in which NK T cells arise from the “mainstream” population of immature T cells with 

random TCR gene rearrangements that are positively selected by CD1d binding, rather than by 

conventional class I or II MHC, at the DP stage ( 287 ). The predominance of Va14-Ja281 rearrangements 

would then be a result of selection for the few cells bearing TCRs with affinity for CD1d, which then diverts 

the cells to the NK T lineage. CD1d tetramer–binding NK T cells can develop from tetramer-nonbinding 

CD4 +CD8 + TCRß - thymocytes sorted from 1-week-old mice, and they develop only when injected 

intrathymically into CD1d + recipients, which demonstrates that NK T cells can arise from DP cells and that 

they do require some kind of positive selection ( 292 ). Whether all NK T cells undergo this developmental 

pathway remains to be seen.

Variations on a Theme of Tolerance: Regulatory T Cells

Another subset of T cells that are potent suppressors of organ-specific autoimmunity have been identified 

and characterized ( 308 , 309 ). These CD4 + aßTCR cells express the activation surface marker CD25 + 

(IL-2Ra), as do mature peripheral T cells that are anergic as a result of partial stimulation. They constitute 

approximately 5% of mature thymic CD4 SP cells ( 310 ). These cells also clearly require a thymus for their 

generation and appear to arise at the CD4 SP stage of development, during the time of negative selection 

and maturation, before export into the periphery ( 311 , 312 ). When isolated from the thymus, these cells 

are capable of suppressive activity similar to that found in peripheral CD4 +CD25 + cells. These T 

regulatory cells require IL-2 for development or survival, or both ( 312 ).

There is some evidence that the affinity of the TCR to self peptide and MHC is of critical importance in the 

generation of CD4 +CD25 + cells ( 309 , 313 , 314 ). Antigen presentation by thymic medullary epithelial cells 

has been shown to be capable of rendering T-cell populations tolerant even when it does not result in 

deletion ( 315 ). Thus, it is possible that tolerance induction by particular domains of the thymic stroma and 

distinctive profiles of TCR affinity translate into a distinct anergic and suppressive fate.

The characteristic T regulatory cell properties are established in these T cells by their expression of the 

transcription factor Foxp3 (Scurfin) ( 315a, 315b, 315c). This factor antagonizes conventional T-cell 

activation responses and not only distinguishes the T regulatory subset but also seems to be essential for 



its generation. Mutant mice with defects in this gene are subject to lethal autoimmunity as a result. Foxp3 

expression alone may even be sufficient to convert conventional naïve T cells to T regulatory-like cells. An 

explanation for regulatory T cell development may thus emerge if specific cues from the thymic stroma 

can be linked to Foxp3 induction.

In view of the increasing importance of both NK T cells and regulatory T cells in systemic immune 

responses, filling in the picture of their development and selection is likely to become an active research 

frontier.

CONCLUDING REMARKS

We have focused in depth on several aspects of intrathymic T-cell development that are particularly 

significant in terms of developmental mechanisms or immunological impact. These are areas in which 

work since 1995 has offered new glimpses of understanding how a momentous developmental choice or 

transition will be made. But it is worth returning to the larger picture of T-cell development sketched in Fig. 

2. In overview, it is striking how much functional diversity and lineage choice remain to cells after they 

have undergone T-lineage commitment. The cells take advantage of the intricate architecture of the 

thymus to migrate from one domain to another, using a core group of signaling molecules, carefully 

modulated interactions with environmental ligands, and a persistent set of transcription factors, to refine 

progressively what kind of T cell their initial T-lineage commitment will produce. Of course, the interactions 

that come to dominate the second half of T-cell development are TCR-mediated ones, but the responses 

they trigger depend on genes such as Notch, GATA-3, IL-7R, bHLH factors, Ikaros, and Lck kinase and its 

signaling partners, genes that have been used and reused from the earliest stages of T-cell development. 

T cells equip themselves with a well-stocked developmental toolkit that they use to generate the diverse 

regulatory functions that characterize our adaptive immune systems.
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In a recombinase-deficient mutant thymus, cells become quiescent and arrest differentiation completely at the DN3 stage, but in 

adoptive transfer of recombinase-deficient cells to a wild-type thymus, some cells can pass through the DN4/ISP stages before 

dying in the DP state. The difference is likely to be the signals provided by the microenvironment. There is bidirectional 

communication between developing lymphocytes and the microenvironment at different stages ( 318 ), and the passage of a cohort 

of normal TCR + cells appears to cause the microenvironment to provide better mitogenic and signals to support “spontaneous” 

differentiation of DN3 cells. It is not known whether the level of checkpoint control that seems to be bypassed by stromal signals is 

the mechanism mediated by p53 or by TNF receptor/Fas + FADD. Here an exception may be the “first wave” TCR?d cells, since a 

large fraction of fetal ?d cell development depends on the Notch ligand Jagged-2 ( 319 ). The exception is one unconventional 

subset of CD4 SP cells that is actually selected by nonclassical class I MHC family molecules; this is the NK T-cell subset, 

discussed in the section on Frontiers for the Future.
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INTRODUCTION

A thymus-derived (T) lymphocyte becomes activated when its antigen receptor (TCR) 
binds to a major histocompatibility complex (MHC)–encoded protein containing a 
specific peptide on the surface of an antigen-presenting cell (APC) ( 1 ). The ensuing 
signal transduction and functional changes that occur in T cells have been studied 
extensively in culture systems and will be discussed in great detail in other chapters. 
The goal of this chapter is to provide the reader with a “big picture” of how T-cell 
activation occurs in vivo and how this activation results in immune memory.

Exposure of a normal host to virtually any foreign protein will activate a few naïve T 
cells that express TCRs with high affinity for peptide–MHC combinations produced from 
the antigen. Because of the vast diversity of the T-cell repertoire, the T cells expressing 
TCRs specific for a single foreign antigen are so rare that their activation cannot be 
detected after addition of a foreign antigen to an in vitro culture of blood or lymphoid 
tissue cells from a naïve host. On the other hand, in vitro culture with an antigen that the 
host has been exposed to in the past results in detectable signs of T-cell activation, 



such as proliferation, lymphokine production, and cell-mediated cytotoxicity ( 2 ). This ex 
vivo approach has been the mainstay for studying the ability of foreign antigens to 
induce T-cell activation in vivo. However, in addition to being too insensitive to detect 
the activation of naïve T cells in the polyclonal repertoire, cell culture approaches 
cannot reproduce the complex microenvironments in which T cells are activated in vivo 
and are indirect measures of the products of activated T cells not direct measures of 
the T cells themselves.

These limitations have been remedied by new systems that allow direct ex vivo or in situ
 monitoring of antigen-specific T cells. One method relies on fluorochrome-labeled, 
homogenous, multimeric peptide–MHC I or II complexes ( 3 , 4 and 5 ). Peptide–MHC 
multimers bind to the T cells that express an appropriate TCR, allowing direct detection 
of antigen-specific T cells by flow cytometry or immunohistology. The strength of the 
peptide–MHC multimer approach is that it can theoretically measure all potentially 
responsive T cells in the normal repertoire. However, since the frequency of T cells 
specific for most peptide–MHC complexes in naïve individuals is below the limit of 
detection of flow cytometry ( 6 , 7 and 8 ), peptide–MHC multimers cannot currently be 
used to study the earliest events in T-cell activation that occur before proliferation.

One way to solve the clonal infrequency problem is adoptive transfer of T cells from 
TCR transgenic mice into syngeneic normal recipients ( 9 ). This maneuver produces a 
traceable naïve T-cell population of known peptide–MHC specificity, comprising ˜0.2% 
of cells in the secondary lymphoid organs of the recipient. The transferred cells can be 
distinguished from those of the recipient with antibodies specific for the transgenic TCR 
clonotype or an allelic marker such as Thy 1 or CD45. The earliest events in T-cell 
activation in vivo can be studied with this method because the antigen-specific T cells 
are abundant enough to be detected by flow cytometry or immunohistology before 
proliferation. A potential disadvantage is that even though only a small number of T 
cells are transferred, the resulting frequency of antigen-specific T cells is still higher 
than normal. This can create a situation in which the transferred T cells outcompete 
endogenous T cells of similar specificity under certain conditions ( 10 , 11 and 12 ). 
However, the kinetics and relative magnitude of proliferation and loss reported for 
transferred T cells after in vivo exposure to antigen are identical to those described for 
endogenous T cells tracked with peptide–MHC multimers ( 9 ). This chapter rests heavily 
on studies involving peptide–MHC multimers or TCR-transgenic T-cell adoptive transfer 
methods because they provide the most physiologically relevant information on the in 
vivo immune response.

NAÏVE T CELLS

Generation

As aß T cells develop in the thymus, TCR a and ß gene segments are rearranged such 
that each clone eventually expresses a unique TCR ( 13 ). Developing thymocytes that 
produce a surface TCR express CD4 and CD8 co-receptors and undergo one of three 
fates, depending on the specificity and affinity of their TCRs for self-peptide–MHC 



ligands. Thymocytes that express TCRs with no affinity for self-peptide–MHC molecules 
die by a programmed cell death mechanism. Potentially harmful thymocytes that 
express TCRs with strong affinity for the self-peptide–MHC ligands expressed on cells 
in the thymus are eliminated via physical deletion ( 14 ), functional inactivation ( 15 ), or 
receptor editing ( 16 ). Only thymocytes that express TCRs with a low but significant 
affinity for self-peptide–MHC ligands on thymic stromal cells differentiate into mature T 
cells ( 17 ). Thymocytes expressing TCRs with a low affinity for self-peptide-class I MHC 
molecules (MHC I) become mature T cells that express CD8 but not CD4, whereas 
thymocytes expressing TCRs with a low affinity for self-peptide–class II MHC molecules 
(MHC II) mature into cells that express CD4 but not CD8. This process is termed 
“positive selection.”

Recirculation

CD4 and CD8 T cells that survive positive selection leave the thymus and enter the 
secondary lymphoid organs. T cells that have not yet encountered a foreign 
peptide–MHC ligand for which their TCR has a high affinity are referred to as “naïve” T 
cells. These cells account for the majority of T cells in the secondary lymphoid organs in 
healthy young adults. Naïve T cells recirculate continuously through the secondary 
lymphoid organs, which include the spleen, lymph nodes, and mucosal lymphoid organs 
(e.g., the Peyer’s patches of the intestines) ( 18 , 19 ). Secondary lymphoid organs are 
defined based on the presence of segregated T- and B-cell–rich regions and 
specialized blood vessels that facilitate the entry of naïve lymphocytes ( 20 ). Naïve T 
cells are found only in the T-cell–rich areas known as the paracortex in the lymph nodes 
and mucosal lymphoid organs, and the periarteriolar lymphoid sheath (PALS) in the 
spleen ( 21 , 22 ). The predilection for lymph nodes is explained by the fact that naïve T 
cells express a unique set of receptors that bind ligands expressed on the specialized 
blood vessels of the lymph nodes and mucosal lymphoid organs known as high 
endothelial venules (HEV) ( 23 ). Naïve T cells use CD62L or a4ß7 integrin, CC 
chemokine receptor (CCR) 7, and LFA-1 (CD11a/CD18) for rolling, adhesion, and 
extravasation through the HEV in peripheral lymph nodes and mucosal lymphoid 
organs. HEV are the only blood vessels in the body that display all of the ligands for 
these receptors ( 23 ). Naïve T cells move from the blood into the spleen because blood 
is emptied from terminal branches of the central arteriole into marginal sinuses or 
directly into the red pulp ( 20 ). The T cells then move into the PALS by a poorly 
understood CD62L-independent, G protein–dependent mechanism ( 24 ). Naïve T cells 
are retained in the T-cell areas of the spleen for about 5 hours and the lymph nodes for 
about 1 day ( 18 ), in part via CCR7 signaling in response to CCL21 (SLC) and CCL19 
(ELC) chemokines produced by stromal cells in the T-cell areas ( 20 ). Naïve T cells 
leave the lymph nodes via efferent lymphatic vessels that eventually merge into the 
blood stream via the thoracic duct, or the spleen via the splenic vein. Once in the blood, 
a naïve T-cell will quickly enter a new secondary lymphoid organ, repeating the 
processes described above. An exception to this scenario occurs for a short period after 
birth when naïve T cells recirculate through nonlymphoid tissues ( 25 ). This behavior 
may exist to induce tolerance in those naïve T cells that express TCRs specific for 
self-peptide–MHC combinations displayed only outside the thymus.



Survival

It is estimated that an individual naïve T-cell will on average circulate through the 
secondary lymphoid organs for several months ( 26 , 27 ). To have this normal lifespan, 
naïve CD4 T cells must be exposed to MHC II molecules and CD8 T cells to MHC I 
molecules ( 28 , 29 ). Thus, it is likely that T-cell survival is maintained by low-affinity TCR 
recognition of self-peptide–MHC complexes. This recognition results in a subset of the 
signals that emanate from the TCR when bound by a high-affinity ligand, including 
partial phosphorylation of the CD3-zeta chain ( 30 ). IL-7 is also required to maintain the 
survival of naïve T cells, as evidenced by the findings that IL-7 receptor–deficient naïve 
T cells have a short life span ( 31 ) and normal T cells survive poorly in IL-7–deficient 
recipients ( 32 ).

Although signals through the TCR and IL-7 receptor are required for the survival of 
naïve T cells, these signals do not cause the T cells to proliferate in hosts containing 
normal numbers of T cells. In contrast, naïve T cells proliferate when transferred into 
T-cell–deficient hosts ( 33 , 34 , 35 and 36 ). This “homeostatic” proliferation also depends 
on IL-7 ( 31 , 32 ) and low-affinity TCR recognition of self-peptide–MHC 
complexes—probably the self-peptide–MHC complex that caused the T-cell to undergo 
positive selection in the thymus ( 34 , 35 ), but not IL-2 or the CD28 co-stimulatory 
receptor ( 37 ). Thus, the same signaling events that cause naïve T cells to survive in 
interphase in T-cell–sufficient hosts, cause these cells to proliferate in T-cell–deficient 
hosts, but using a program different from that engaged during the T-cell response to 
high-affinity TCR ligands. Survival and proliferation could both contribute to control of 
the number of naïve T cells in normal hosts. In young individuals, new naïve T cells are 
constantly produced by the thymus and exported to the secondary lymphoid organs to 
replace senescent naïve T cells. Since the secondary lymphoid organs would constantly 
be full under these conditions, the resident naïve T cells would survive in interphase. In 
contrast, in older individuals in whom thymic output is reduced or absent, and are thus 
susceptible to lymphopenia, senescent cells may be replaced by proliferation of 
remaining naïve T cells.

IN VIVO PRESENTATION OF PEPTIDE–MHC LIGANDS

As naïve T cells percolate through the T-cell areas of secondary lymphoid organs, they 
encounter a dense network of large, irregularly shaped dendritic cells that constitutively 
express the highest levels of MHC molecules of any cell in the body ( 38 ). Given their 
location in the T-cell areas, surface molecule repertoire, and potent capacity to 
stimulate naïve T cells in vitro ( 38 ), it is likely that dendritic cells play an important role 
in the presentation of low-affinity self-peptide–MHC ligands that maintains naïve T cells, 
as well as the initial presentation of high-affinity foreign peptide–MHC ligands that 
stimulates the proliferation and differentiation of naïve T cells.

Dendritic Cells



Dendritic cells exist in several subsets ( 39 , 40 ). In the mouse, the CD11c integrin 
appears to mark most large, MHC high cells, although CD11c is also expressed on 
monocytes and a subset of antigen-experienced CD8 T cells ( 41 ). Three types of 
CD11c +, MHC + dendritic cells are found in the spleen and lymph nodes ( Fig. 1). One 
type expresses the myeloid marker CD11b and variably expresses CD4, but does not 
express CD8a or the CD205 integrin, and is often referred to as the “myeloid dendritic 
cell.” These dendritic cells are found mainly in the red pulp or marginal zones of the 
spleen and the outer edges of the paracortex in the lymph nodes. A second type lacks 
CD11b and CD4 but expresses CD8a and CD205, and is often referred to as the 
“lymphoid dendritic cell.” Lymphoid dendritic cells are located primarily in the PALS of 
the spleen and the central paracortex of the lymph nodes. Although the names imply 
derivation from separate lineages, recent work indicates that both myeloid and lymphoid 
dendritic cells can be derived from either common myeloid or lymphoid precursors ( 42 , 
43 ). The common origin of these dendritic cells is supported by the recent finding that 
highly purified CD11b +, CD205 -, CD8a - myeloid dendritic cells give rise to CD11b -, 
CD205 +, CD8a + lymphoid dendritic cells after adoptive transfer ( 44 ). Myeloid and 
lymphoid dendritic cells survive for about 10 days in the secondary lymphoid organs ( 45 

, 46 ).

 
FIG. 1. A: Dendritic cell subsets of the spleen. B: Dendritic cell subsets of the lymph 
nodes. Molecules expressed by each dendritic subtype are shown. For certain 
molecules, the level of expression is indicated as high ( + +), intermediate ( +), or low ( +/ 
-). Arrows indicate cellular movements. The dashed arrow indicates that the migration of 

monocytes and subsequent conversion to CD11c - dendritic cells probably only 
operates in the presence of infection or tissue damage.

The third type of CD11c + dendritic cell in the spleen and lymph nodes lacks CD11b but 
expresses the B220 and Gr-1 molecules normally expressed by B cells and 
granulocytes, respectively ( 47 ). These cells have plasmacytoid morphology and are 
concentrated near the HEV ( 47 ) in the lymph nodes. The fact that the number of these 



dendritic cells is greatly reduced in the lymph nodes of CD62L-deficient mice ( 47 ) 
indicates that they enter the lymph nodes from the blood through the HEV. 
Plasmacytoid dendritic cells are potent producers of IFN-a, which plays a role in the 
generation of IFN-?–producing memory T cells in humans ( 48 ).

The lymph nodes contain several additional dendritic populations ( 45 , 49 , 50 ) ( Fig. 1B). 
All lymph nodes contain CD11c + cells that express CD11b and lack CD8a and are thus 
similar to myeloid dendritic cells, but also express CD205, albeit at a lower level than 
lymphoid dendritic cells. The absence of these cells in the spleen or Peyer’s patches, 
which lack afferent lymphatic vessels, implies that these cells are migrants that move 
into the lymph node from interstitial tissue via afferent lymphatic vessels. These cells 
will be referred to as “interstitial dendritic cell migrants.”

The superficial lymph nodes that drain the skin contain another population of dendritic 
cells that expresses high levels of CD205 and CD11b and intermediate levels of CD8a. 
These cells also express langerin ( 50 ), a protein that is expressed primarily by 
Langerhans cells ( 51 ). Therefore, it is very likely that CD11c +, CD205 +, CD11b +, 
CD8a intermediate cells in the superficial lymph nodes are Langerhans cells that recently 
migrated from the skin. These Langerhans cell migrants are more long-lived than 
myeloid and lymphoid dendritic cells, as they survive for months in the secondary 
lymphoid organs ( 45 ).

The migration of dendritic cells from nonlymphoid organs to the lymph nodes, or red 
pulp of the spleen into the PALS, is driven by inflammatory stimuli such as LPS ( 52 ) or 
inflammatory cytokines including IL-1 and TNF-a ( 53 , 54 ). Dendritic cell migration from 
nonlymphoid organs into the secondary lymphoid organs is associated with a 
maturation process that results in changes in antigen processing and presentation 
potential ( 55 ). This maturation process can be mimicked by culturing immature 
nonlymphoid tissue–derived cells or their precursors in the presence of inflammatory 
cytokines ( 55 ). Immature dendritic cells efficiently engulf particles including apoptotic 
cells and extracellular fluid, and produce many peptide–MHC complexes from the 
ingested proteins, especially in the presence of inflammatory mediators such as TNF-a 
( 56 ). Immature dendritic cells also display MHC II molecules that turn over rapidly ( 57 ). 
In contrast, mature dendritic cells that have been exposed to inflammatory cytokines for 
several days are inefficient at antigen uptake and processing and display stable MHC II 
molecules ( 57 ). Together, these observations have led to the idea that in vivo antigen 
presentation to CD4 T cells depends heavily on immature dendritic cells that acquire 
antigens in nonlymphoid tissues, migrate to the secondary lymphoid organs, and in the 
process produce stable peptide–MHC II complexes. Inflammatory stimuli enhance this 
process, probably by increasing TNF-a and IL-1, and cause the migrated dendritic cells 
to increase expression of molecules in involved in co-stimulation (CD80, CD86, and 
CD40) ( 52 ).

Presentation of Low-Affinity Self-Peptide–MHC Ligands

As mentioned above, naïve T cells must recognize low-affinity self-peptide–MHC 



ligands to have a normal life span. Dendritic cells probably play a role in this process 
because they are constantly in contact with T cells in the secondary lymphoid organs ( 
58 , 59 ), and expression of MHC II molecules under the control of the dendritic 
cell-specific CD11c promoter is sufficient to maintain the survival of naïve CD4 T cells ( 
58 ).

In the absence of infection or tissue damage, all dendritic cell populations in the 
secondary lymphoid organs exist in a resting state characterized by low expression of 
co-stimulatory molecules such as CD80 and CD86 ( 52 ). Recent discoveries indicate 
that this resting state is actively maintained by cytokines that are produced by 
phagocytes as they engulf senescent apoptotic cells. Engulfment of apoptotic cells is 
mediated by receptors that recognize unique molecules on apoptotic cells ( 60 ), for 
example, the phosphatidyl serine receptor ( 60 , 61 ), which trigger the production of 
TGF-ß1, IL-10, and prostaglandins ( 62 ). These molecules are known to inhibit dendritic 
cell maturation and expression of co-stimulatory molecules ( 63 ). Together these results 
suggest a scenario, in which the dendritic cells that present self-peptide–MHC 
molecules to naïve T cells and maintain their survival are in a suppressed state brought 
about by anti-inflammatory cytokines produced by themselves or other phagocytes as 
they engulf senescent apoptotic cells, either in the lymphoid organs or in the 
nonlymphoid organs before migration. It is not clear which of the dendritic cell types 
found in the secondary lymphoid organs play this role. Recent reports of autoimmune 
disease and immunopathology in mice with mutations that prevent disposal of apoptotic 
cells ( 64 , 65 ) suggest that the purpose of this inhibitory pathway is to prevent dendritic 
cells from activating self-reactive T cells in the absence of inflammation.

Presentation of High-Affinity Foreign Peptide–MHC Ligands

Unlike the presentation of low-affinity self-peptide–MHC ligands that maintains the 
survival of naïve T cells in interphase, the presentation of high-affinity foreign 
peptide–MHC ligands induces the specific T cells to produce lymphokines and 
proliferate. These more dramatic biological effects occur because the responding T 
cells express TCRs with high affinity for the foreign peptide–MHC ligands, and thus 
receive stronger or more durable signals through the TCR ( 66 ). In addition, foreign 
antigens naturally enter the body during infection or tissue damage and the 
accompanying inflammation improves the quantity, quality, and type of cells that 
present foreign peptide–MHC ligands to T cells ( 67 , 68 ). As detailed below ( Table 1), 
the type of APC that presents foreign peptide–MHC ligands to naïve T cells is also 
influenced by the physical properties of the antigen and the site where it enters the 
body.



 
TABLE 1. Dendritic cell subsets that present peptide–MHC ligands in vivo

Particulate Antigens The presentation of particulate antigens has been studied by 
tracking the fate of fluorescent microbeads ( 69 ). After subcutaneous injection, the 
beads are engulfed by monocytes that quickly enter the injection site from the blood, 
probably in response to inflammatory mediators made as a consequence of tissue 
damage resulting from the injection. Within 24 hours, cells containing more than one 
bead and expressing high amounts of MHC I and II molecules and the dendritic 
cell-specific molecules recognized by the MIDC-8 and 2A1 antibodies but low amounts 
of CD11c, appear in the draining lymph nodes. Monocytes that engulf particles and 
migrate in vitro across an artificial endothelial cell layer in an ablumenal-to-lumenal 
direction, also acquire these phenotypic characteristics ( 70 ). Together these results 
suggest that monocytes that enter tissue sites and engulf particles receive signals to 
differentiate into dendritic cells in the process of migrating from the tissue into the 
lumen of an afferent lymphatic vessel. These dendritic cells must appear in the lymph 
nodes transiently after tissue damage or change phenotype after migrating because 
CD11c low, MHC high cells are rare in the secondary lymphoid organs under normal 
conditions. Although it is reasonable to assume that these cells would be capable of 
presenting peptide–MHC ligands to T cells after arriving in the T-cell areas, this remains 
to be determined. CD11c high cells containing one bead also appear in the draining 
lymph nodes after subcutaneous injection of fluorescent beads. It is therefore possible 
that these cells, which are probably interstitial dendritic cell migrants, could be the 
important APC for particulate antigens that enter the dermis. In either case, the 
bead-containing cells that appear in the lymph nodes after subcutaneous injection are 
most likely important for presentation of peptide–MHC II ligands to CD4 T cells 
because, as described next, a different dendritic cell type is responsible for presentation 
of peptide–MHC I ligands derived from particulate antigens. Naïve CD8 T cells require 
signals through the TCR, CD28, and IL-12 receptor to proliferate maximally and 
differentiate into cytotoxic effector cells ( 71 , 72 and 73 ). Thus, although other cells 
express MHC I molecules in the T-cell areas, only dendritic cells express the ligands for 
these receptors and produce IL-12 ( 74 ), implying that dendritic cells play an important 
role as APC for naïve CD8 T cells. The TCR ligands for CD8 T cells are normally 
generated from endogenous proteins produced in the cytoplasm of the APC ( 75 ). This 
would be the case for particulate antigens, such as viruses that directly infect dendritic 
cells and replicate in the cytoplasm. However, if dendritic cells are necessary APC for 
naïve CD8 T cells, and peptide–MHC I complexes can only be produced from 
endogenous proteins, it is less clear how CD8 T-cell responses are initiated in cases 
where the antigen does not replicate directly within dendritic cells. The answer to this 
question is provided by the existence of dendritic cells that violate the classical rules of 
antigen processing and are capable of producing peptide–MHC I complexes from 
exogenous antigens. This capacity is sometimes called cross-presentation or 
cross-priming ( 76 , 77 ), and is particularly prominent for particulate antigens. Recent 
evidence indicates that the cross-priming APC is a CD11c +, CD8a + dendritic cell. 
Intravenous injection of ovalbumin-pulsed, MHC I-deficient splenocytes into normal 



mice leads to the activation of ovalbumin peptide–MHC I-specific CD8 T cells ( 78 ). 
Because the injected cells are incapable of directly presenting ovalbumin peptide–MHC 
I complexes, cross-priming APC from the recipient must acquire ovalbumin from the 
injected cells and present ovalbumin peptide–MHC I complexes to the T cells. These 
cells are probably lymphoid dendritic cells because CD11c +, CD8a high but not CD11c 
+, CD8a - cells isolated from the spleens of injected mice stimulate ovalbumin 
peptide–MHC I-specific CD8 T cells in vitro. The simplest explanation for these results 
is that lymphoid dendritic cells are one of the few cell types in the body that deliver 
exogenous antigens into the cytosol and then the proteosome- and TAP-dependent 
MHC I processing pathway ( 79 , 80 ). This capacity of CD8a + dendritic cells is enhanced 
by CD4 T cells via a CD40-dependent mechanism ( 81 , 82 ). The facts that CD8a + 
dendritic cells are better IL-12 producers than CD8a - dendritic cells ( 74 ) and that IL-12 
enhances the proliferation of CD8 T cells ( 73 ) provide further evidence that CD8a + 
dendritic cells are important APC for CD8 T cells, at least when CD4 T cells are also 
present. 
Skin-Surface Antigens A rich literature suggests that Langerhans cells are involved in 
the presentation of antigens that enter the body through the epidermis ( 38 , 83 , 84 ). This 
contention is based largely on experiments done with reactive haptens that, when 
applied to the skin surface covalently attach to soluble proteins within the epidermis. 
Langerhans cells efficiently take up hapten-labeled proteins and could produce 
haptenated peptide– MHC I and II complexes via the exogenous antigen-processing 
pathway mentioned above ( 85 , 86 and 87 ). Alternatively, haptens could couple directly to 
self-peptide–MHC I or II molecules already on the surface of Langerhans cells ( 88 ). 
Chemically reactive haptens stimulate the production of inflammatory cytokines such as 
IL-1 and TNF-a within the epidermis ( 83 , 89 ). As mentioned above, these cytokines 
cause Langerhans cells to leave the epidermis ( 53 , 54 ), enter local afferent lymphatic 
vessels and migrate into the T-cell areas of the draining lymph nodes where they can 
be found about 24 hours after application of the hapten ( 45 , 83 ). Hapten-labeled 
interstitial dendritic cells from the dermis also arrive in the lymph nodes but only after 48 
hours, probably because they are located further from the skin surface than Langerhans 
cells ( 45 ). Since inflammatory cytokines are also inducers of the maturation process, 
Langerhans cells or interstitial dendritic cells that migrate from inflamed skin express 
elevated levels of co-stimulatory molecules and are potent stimulators of CD4 and CD8 
T cells ( 90 , 91 and 92 ). The finding that manipulations that reduce Langerhans cell 
density or function reduce the amount of T-cell priming induced by reactive haptens is 
evidence that migrating Langerhans cells present antigen to T cells in vivo ( 93 ). 
Soluble Antigens Along their length, mucosal surfaces have lymph node-like organs 
that abut the intestinal epithelium on the albumenal side ( 94 ). The best studied of these 
mucosal lymphoid organs are the Peyer’s patches of the intestinal mucosa, although all 
mucosal surfaces probably have similar structures. The side of the mucosal lymphoid 
organ that attaches to the epithelium contains M cells that bring lumenal contents into 
the organ ( 94 ). Since mucosal lymphoid organs do not contain afferent lymphatic 
vessels, M cell sampling is the major mechanism whereby antigens enter these organs. 
Within the Peyer’s patch, just beneath the M cells, lies the subepithelial dome, which is 
rich in CD11c +, CD11b +, CD8a - dendritic cells ( 95 ). CD11c +, CD11b -, CD8a + 
dendritic cells are concentrated in the T-cell area, beneath the subepithelial dome. A 



third CD11c + population that lacks CD11b and CD8a, and found only in mucosal 
lymphoid organs, is located in the subepithelial dome and the T-cell area. The fact that 
CD11c +, CD11b +, CD8a - dendritic cells are situated near the M cells where antigen 
enters the Peyer’s patches suggests that these cells present peptide–MHC II ligands 
derived from antigens that enter through mucosal surfaces. This contention is further 
supported by the fact that CD11c +, CD11b +, CD8a - dendritic cells migrate into the 
central T-cell areas in response to inflammation ( 95 ). The relationship between CD11c 
+, CD11b +, CD8a - dendritic cells in mucosal lymphoid organs and those in other 
secondary lymphoid organs is unknown. However, since these cells express CD11b 
and lack CD8a and could not have migrated from nonlymphoid tissue via afferent 
lymphatic vessels, they are probably myeloid dendritic cells. CD11c +, CD11b +, CD8a - 
dendritic cells have also been implicated in the presentation of soluble antigens that 
enter lymph nodes from the mucosal surface of the trachea. Following instillation of 
labeled ovalbumin into the trachea, labeled CD11c +, MHC high cells appear in the 
lung-associated lymph nodes. When isolated, these dendritic cells stimulate 
ovalbumin-specific CD4 T cells in vitro ( 96 ). Since these cells express CD11b and 
CD205, but most lack CD8a, they are probably interstitial dendritic cell migrants. 
Manickasingham and Reis e Sousa ( 97 ) used a monoclonal antibody specific for a 
chicken lysozyme peptide–MHC II complex to show that CD8a - dendritic cells also 
produce peptide–MHC II complexes derived from subcutaneously injected lysozyme. It 
is not clear from their studies whether the CD8a - dendritic cells that produce 
peptide–MHC II ligands in this case are myeloid dendritic cells or interstitial dendritic 
cell migrants because CD205 and CD11b expression was not assessed. 
Manickasingham and Reis e Sousa ( 97 ) also showed that CD8a + dendritic cells 
produce lysozyme peptide–MHC II complexes if lysozyme is injected with 
lipopolysaccharide (LPS). Although expression of CD8a indicates that these cells are 
lymphoid dendritic cells, they could have been Langerhans cell migrants if cells with 
intermediate levels of CD8a were included in the gate used to identify CD8 + cells. 
LPS-induced inflammation may cause CD8a + lymphoid dendritic cells that acquire 
lysozyme within the T-cell areas to produce peptide–MHC II complexes from this 
material, or stimulate the migration of Langerhans cells from the subcutaneous injection 
site. B cells in the follicles also produce peptide–MHC II complexes from lysozyme 
within several hours of injection ( 98 ). However, these peptide–MHC II complexes are 
probably inaccessible to naïve CD4 T cells, which reside only in the T-cell areas ( 21 , 22 

). The site where the dendritic cells in the aforementioned studies acquired antigen is 
not clear. They could have acquired antigen at the point of entry into the body before 
migrating to the lymph node, or they could have acquired lymph-borne antigen after 
arriving in the lymph node. Subcutaneously injected proteins are deposited in the 
extracellular fluid of the tissue at the injection site. This fluid, also know as lymph, is 
constantly siphoned from the tissues into blind-ended afferent lymphatic capillaries that 
are present in most organs. Thus, antigens that are injected into tissues would be 
drawn in the lymph into an afferent lymphatic vessel and then into the subcapsular 
sinus of a connected lymph node ( 99 ). Thin conduits connect the subcapsular sinus to 
perivenular spaces that surround the HEV that pass through the lymph node ( 100 ) ( Fig. 
1B). The conduits are composed of thin fibers of extracellular matrix proteins wrapped 
continuously on the outside with a coating composed of 90% reticular fibroblasts and 



10% other cells, including dendritic cells ( 100 ). The lumen of each conduit is not 
completely filled with the fibers because soluble molecules pass from the subcapsular 
sinus through the conduits and into the perivenular space. Surprisingly, however, 
soluble molecules do not pass in large amounts from the subcapsular sinus or conduits 
into the T-cell–rich paracortex where naïve T cells reside ( 99 ). Thus, the resident 
dendritic cells that would have the best access to antigens present within the conduits 
would be those that coat the conduits and are exposed to high concentrations of 
antigen within the conduit lumen, or those that are near the conduits to take up the 
small amount of antigen that leaks out. CD11c +, CD11b + dendritic cells are the best 
candidates because they are concentrated in the outer paracortex ( 101 ) where the 
conduit network is most dense ( 99 ). Expression of CD11b indicates that these cells are 
Langerhans cell migrants, interstitial dendritic cell migrants, or myeloid dendritic cells. If 
these cells produce peptide–MHC complexes from antigen that leaks from the conduits, 
then this implies that Langerhans cell migrants and interstitial dendritic cells migrants 
are still capable of antigen uptake and processing even after migrating. If on the other 
hand, lymph-borne free antigen within the conduits is not accessible to APC in the 
lymph node, then the APC must acquire antigen before migrating to the lymph node. In 
this case, the CD11c +, CD8a - cells identified as APC in the studies of Vermaelen et al. 
( 96 ) and Manickasingham and Reis e Sousa ( 97 ) are probably interstitial dendritic cells 
that acquired the antigen in the tissue where it entered the body. CD11b +, CD8a - 
dendritic cells are also involved in the splenic presentation of peptide–MHC II ligands 
derived from intravenously injected antigens. Pooley et al. ( 102 ) found that CD8a - 
dendritic cells isolated from the spleens of mice injected intravenously with ovalbumin 
were better CD4 T-cell stimulators than CD8a + dendritic cells. These CD8a - dendritic 
cells are likely to be myeloid or plasmacytoid dendritic cells because these are the only 
CD8a - populations in the spleen. Since fluorescent-labeled ovalbumin was taken up by 
splenic CD8a + dendritic cells in this case, Pooley et al. ( 102 ) attributed the failure of 
these cells to stimulate CD4 T cells to an inability to produce peptide–MHC II 
complexes from the internalized antigen. This finding is reminiscent of in vitro results in 
which immature dendritic cells took up antigen but did not produce peptide–MHC II 
complexes unless exposed to an inflammatory stimulus ( 56 ). However, this property 
does not explain the failure of CD8a + dendritic cells to produce peptide–MHC II 
complexes from the internalized antigen, since addition of LPS to the injected 
ovalbumin did not correct the failure ( 102 ). In contrast, another study that used a 
monoclonal antibody specific for a chicken lysozyme peptide–MHC II ligand showed 
that CD8a - and CD8a + dendritic cells in the spleen participate in the presentation of 
peptide–MHC complexes derived from intravenously injected lysozyme ( 103 ). The 
number of CD8a - and CD8a + dendritic cells displaying lysozyme peptide–MHC II 
complexes in the spleen is greatly enhanced in the presence of LPS-induced 
inflammation ( 103 ). Inflammation may stimulate the migration of dendritic cells from the 
red pulp into the T-cell areas as described by DeSmedt et al. ( 52 ). As in the case of 
particulate antigens, CD11c +, CD8a + dendritic cells in the spleen produce 
peptide–MHC I ligands from intravenously injected antigen ( 102 ), again suggesting that 
these cells are capable of producing peptide–MHC I ligands from exogenous material. 



T-CELL ACTIVATION

Signal Transduction

In vitro experiments have shown that high-affinity TCR ligation activates protein tyrosine 
kinases such as Lck, which stimulate signaling cascades that elevate intracellular 
calcium, convert Ras into its active form, and activate the extracellular signal-regulated 
kinases (ERK1 and ERK2) and stress-activated protein kinases (Jun kinase and p38 
mitogen-activated protein kinase) ( 104 ). These pathways culminate in the nuclear 
translocation and DNA binding of transcription factors that regulate lymphokine gene 
expression ( 105 ). Very little is known about early signaling events in naïve T cells in vivo
 because the assays used to measure most of these events rely on cell lines and in vitro
 culture methods. However, intracellular staining with antibodies that recognize the 
active forms of the c-Jun transcription factor and the p38 mitogen-activated protein 
kinase has been used to show that TCR signaling is initiated in antigen-specific naïve 
CD4 T cells in the spleen within minutes of intravenous injection of the relevant peptide 
( 59 ). This rapid response is likely explained by the fact that the majority of naïve CD4 T 
cells are in contact with MHC II–expressing dendritic cells, at all times ( 59 ). Since the 
peptide used in this experiment does not require antigen processing ( 106 ), it would be 
able to immediately bind to MHC II molecules on dendritic cells, and activate the 
interacting antigen-specific T cells. Although these results show that in vivo TCR 
signaling commences very quickly after recognition of peptide–MHC complexes, this 
process would take longer in cases where the relevant APC must process the antigen 
and/or migrate into the T-cell areas from another location.

IL-2 Production and Proliferation

Naïve CD4 and CD8 T cells produce IL-2 in vivo within the first day after TCR ligation ( 
107 , 108 ). In vitro experiments indicate that cell division by naïve, antigen-stimulated T 
cells is driven by autocrine production of IL-2 ( 109 ). Surprisingly, however, 
antigen-driven proliferation of naïve T cells is minimally dependent on IL-2 in vivo ( 107 , 
110 , 111 , 112 and 113 ). Therefore, other signals or growth factors must be capable of 
driving T-cell proliferation in vivo, although IL-2 may contribute. As noted below, IL-2 
plays an important role in the elimination of activated T cells. The dual function of IL-2 
as both a T-cell growth factor early in the response and an inhibitory factor later, may 
make it difficult to reveal the growth factor activity of IL-2 in IL-2–deficient animals.

Naïve CD4 and CD8 T cells shown signs of DNA replication and cell division as early as 
48 hours after exposure to antigen in vivo ( 21 , 108 , 114 ). These events are followed by 
an exponential increase in the number of antigen-specific T cells over the next several 
days. Depending on the stimulus, the number of antigen-specific T cells reaches its 
highest level in the relevant secondary lymphoid organs, 3 to 7 days after antigen 
enters the body ( 6 , 7 , 21 , 115 , 116 , 117 , 118 and 119 ) ( Fig. 2). Recently it has been 
estimated that naïve mice contain about 200 CD8 T cells specific for a given 



peptide–MHC I complex ( 120 ). Since antigen-specific CD8 T cells specific for a single 
peptide–MHC I complex can increase to 10 7 cells at the peak of the primary response ( 
121 ), it follows that CD8 T cells can expand 500,000-fold in vivo. Although naïve CD4 T 
cells are also capable of dramatic clonal expansion when stimulated appropriately, their 
burst size appears to be less than CD8 T cells ( 121 ).

 
FIG. 2. A: Kinetics, quantities, and phenotypes of antigen-specific CD4. B: Kinetics, 
quantities, and phenotypes of antigen-specific CD8. T cells during the primary immune 
response. RO and RA denote the CD45RO and CD45RA isoforms, respectively. LT 
denotes the set of molecules that are required for migration through HEV—CCR7, 
CD62L, and CD11a/CD18. NLT denotes the set of molecules involved in migration into 
nonlymphoid tissues, such as sPSGL-1, ß1 and ß7 integrins, and CCR5. Although a 
hypothetical situation is depicted, the number of cells shown is based on the work of 
Homann et al. ( 121 ), in which the number of CD4 or CD8 T cells specific for single 
peptide–MHC II or peptide–MHC I ligands was monitored during the course of a viral 
infection.

Several factors influence the magnitude of in vivo T-cell proliferation. One is the size of 
the starting naïve population. The degree of proliferation is inversely correlated with the 
starting frequency of responding cells. In cases where the starting frequency is relatively 
high, for example after transfer of TCR transgenic T cells, the clonal burst size of this 
population is relatively low, probably as a result of competition between the T cells for 
peptide–MHC complexes ( 10 , 11 ).

In vivo T-cell proliferation is also regulated by co-stimulatory signals from APC. The 
proliferation of antigen-stimulated CD4 or CD8 T cells is reduced by two- to ten-fold in 



mice in which CD28 cannot interact with its ligands CD80 and CD86 ( 107 , 114 , 122 , 123 ). 
CD40 ligand deficiency has a similar effect on T-cell expansion ( 124 , 125 and 126 ), which 
may be related to the fact that CD40 signaling in APC induces CD80 and CD86 ( 127 ). 
Co-stimulatory signals regulate T-cell proliferation by enhancing growth factor 
production. Antigen-driven IL-2 production is greatly impaired when CD28 signaling is 
eliminated ( 107 ). Although it has been proposed that CD28 acts by promoting TCR 
aggregation in the synapse at the point of contact between the T-cell and APC ( 128 ), 
recent work indicates that CD28 is actually recruited into the synapse after it forms ( 129 

). CD28 then transduces signals that enhance lymphokine mRNA production and 
stability and promote T-cell survival by augmenting Bcl-XL production ( 130 ). Members 
of the TNF receptor family, such as OX40, CD27, and 4-1BB are induced on activated T 
cells several days into the primary response ( 131 ). These molecules bind ligands of the 
TNF family on the surface of APC and transduce signals that sustain the proliferation or 
survival of antigen-stimulated T cells ( 131 , 132 ).

Enhancement of co-stimulatory signals may underlie the observation that in vivo T-cell 
proliferation is also influenced by inflammation at the time of initial antigen presentation. 
The effect of inflammation is easily observed in the case of soluble antigens, where the 
magnitude of T-cell proliferation is several fold greater if antigen is administered with an 
adjuvant that induces inflammation or with inflammatory cytokines such as TNF-a, IL-1, 
or IL-12 ( 21 , 133 , 134 and 135 ). Adjuvant molecules are recognized by pattern recognition 
receptors ( 136 ), for example, Toll-like receptors (TLR) on cells of the innate immune 
system. The expansion of CD4 T cells in response to antigen plus complete Freund’s 
adjuvant is deficient in mice that lack a functional TLR signaling pathway ( 137 ). The 
defect is probably related to the fact that TLR signaling stimulates tissue macrophages 
to produce TNF-a ( 138 ), which in turn stimulates dendritic cells to migrate from 
nonlymphoid tissues into the T-cell areas. TLR signaling causes APC to express higher 
levels of ligands for CD28 and produce inflammatory cytokines ( 139 ). Thus, adjuvants 
could enhance proliferation by driving more dendritic cells into the T-cell areas to 
present antigen, or by increasing the co-stimulatory capacity of the dendritic cells.

It is also likely that inflammatory cytokines stimulate proliferation by acting directly on 
the T cells. Support for this possibility comes from in vitro experiments that show that 
the proliferation of highly purified CD4 T or CD8 T cells in response to plastic surfaces 
coated with TCR and CD28 ligands is augmented by IL-1 or IL-12, respectively ( 73 , 140 

). These cytokines probably act by enhancing T-cell responsiveness to growth factors. 
For example, IL-1 has been shown to enhance IL-4–driven proliferation of CD4 Th2 
clones ( 141 ).

Effector Cells

Antigen-specific T cells that are present at the time when the number of antigen-specific 
T cells reaches its peak express effector functions, and thus are sometimes to referred 
to as “effector cells” ( 142 ). Effector cells are blasts, express a different set of adhesion 
receptors, and possess different functional capabilities than naïve T cells. The 
functional properties that effector cells acquire are influenced by the presence of 



inflammatory cytokines and co-stimulatory ligands on APC present at the time of initial 
antigen presentation.

At least two types of antigen-specific effector CD4 T cells can be identified in the 
draining lymph nodes of mice injected subcutaneously with antigen and cholera toxin 
based on expression of CD62L and the functional, sialyated form of P-selectin ligand 
(sPSGL-1): CD62L +, sPSGL-1 + cells and CD62L-, sPSGL-1- cells ( 143 ) ( Fig. 2A). The 
CD62L +, sPSGL-1 + cells are poor helpers of antibody production by B cells but are 
capable of IFN-? production and cause delayed-type hypersensitivity (DTH) skin 
reactions when transferred into naïve recipients that are challenged with antigen. The 
DTH potential of these cells is explained by the fact that sPSGL-l is critical for T-cell 
migration through CD62P-expressing blood vessels into inflamed skin ( 144 ). Once in the 
skin, IFN-? production by CD62L +, sPSGL-1 + effector T cells likely causes some of 
the manifestations of the DTH reaction ( 145 ). Expression of sPSGL-1 on effector T cells 
is induced by exposure to IL-12 ( 146 ). The fact that IL-12 also controls acquisition of 
IFN-? production capacity ( 147 ) probably underlies the finding that IFN-?–producing 
effector cells are targeted preferentially to tissues like the skin that contains 
CD62P-expressing blood vessels ( 144 ).

Effector CD4 T cells capable of migrating into nonlymphoid tissues have been identified 
in several other types of immune responses. When antigen is initially presented in the 
mucosal lymphoid organs, the nonlymphoid trafficking population of effector CD4 T cells 
is induced to express the a4/ß7 integrin instead of sPSGL-1 ( 148 ), and would be 
expected to migrate to mucosal tissues instead of the skin. CD4 T cells capable of rapid 
IFN-? production after challenge with antigen are found in the liver, lungs, thymus, 
salivary gland, and intestines of mice injected intravenously with antigen plus LPS ( 22 ). 
In addition, effector CD4 T cells capable of IL-4 production during Leishmania infection 
are found in the lungs ( 149 ). The fact that effector CD4 T cells produce IFN-? after 
exposure to antigen plus cholera toxin or LPS, or IL-4 after to exposure to Leishmania, 
is probably related to differences in the early production of IL-12 or IL-4 by cells of the 
innate immune system. LPS stimulates IL-12 production, which favors the differentiation 
of IFN-?–producing T cells, whereas Leishmania organisms stimulate IL-4 production, 
which favors the differentiation of IL-4–producing T cells ( 147 ). Together, these results 
suggest that antigenic stimulation within the secondary lymphoid organs produces a 
subset of IFN-?- or IL-4–producing effector CD4 T cells that migrate into inflamed 
nonlymphoid organs and mediate immune reactions there. Such reactions lead to 
macrophage and granulocyte activation, which is an efficient means of eliminating 
microbes and parasites.

The CD62L -, sPSGL-1 - effector CD4 T cells found in the lymph nodes after injection of 
antigen and cholera toxin are efficient helpers of antibody production by B cells, do not 
cause DTH, and are poor IFN-? producers ( 143 ). These may be the CD4 T cells that 
migrate into the B-cell–rich follicles during the primary response ( 21 , 117 , 143 , 150 , 151 ). 
Follicular migration is controlled by CXCR5, which is specific for the CXCL13 (BLC) 
chemokine produced by follicular stromal cells ( 20 ). CXCR5 expression is induced on T 
cells several days after in vivo exposure to antigen and adjuvant, but not antigen alone ( 



152 ), probably because CXCR5 induction and follicular migration are dependent on 
signals through CD28 and OX40, the ligands for which are induced on dendritic cells by 
inflammation. Migration into follicles allows effector CD4 T cells to interact with and 
provide helper signals to antigen-specific B cells that display the relevant peptide–MHC 
complexes ( 125 , 153 , 154 ). Surprisingly, CD62L -, sPSGL-1 - effector CD4 T cells do not 
produce IL-4 ( 143 ), which is thought to be a critical component of T-cell–mediated 
promotion of antibody production ( 147 ). In addition, although the CD62L -, sPSGL-1 - 
effector CD4 T cells express CD40 ligand, another molecule that is critical for B-cell 
help, so do the CD62L +, sPSGL-1 + effector CD4 T cells that lack this activity ( 143 ). 
Therefore, the molecular basis for the potent B-cell helper function of CD62L -, 
sPSGL-1 - effector CD4 T cells is unclear. It is also not clear how the two different types 
of effector CD4 T cells are produced simultaneously in the same secondary lymphoid 
organs during the primary response.

Effector CD8 T cells also differ from their naïve precursors with respect to surface 
markers, function, and trafficking properties ( Fig. 2B). Effector CD8 T cells that are 
generated during microbial infections express slightly lower levels of CD8 and more 
surface O-glycans than naïve cells ( 155 ), and in the human some effector CD8 T cells 
lose CD27 and CD28 but retain CD45RA ( 156 ). Unlike naïve cells, these effector CD8 T 
cells express perforin and granzymes, which are required for efficient cytolytic function ( 
155 ). Expression of perforin and granzymes contributes to the defining feature of effector 
CD8 T cells, that is, the ability to directly kill target cells that display the appropriate 
peptide–MHC I complexes. Interestingly, although large numbers of antigen-specific 
CD8 T cells accumulate in mice injected with a heat-killed microbe, these T cells do not 
acquire cytolytic function ( 157 ). Since the T cells undergo fewer cell divisions under 
these conditions, it is possible that CD8 T cells must divide many times before 
becoming effector cytolytic cells. Effector CD8 T cells gain the capacity to produce 
IFN-?, but lose the capacity to produce IL-2, thus becoming dependent on IL-2 from 
CD4 T cells for further proliferation ( 158 ). The loss of CD28 function by effector CD8 T 
cells may contribute to the loss of IL-2 production capacity ( 159 , 160 ).

Effector CD8 T cells migrate out of the T-cell areas and into many nonlymphoid tissues, 
particularly inflamed sites of antigen deposition, such as the lungs during influenza 
infection ( 161 , 162 ) and the gut during vesicular stomatitis virus infection ( 163 ). In vitro 
experiments indicate that exposure to IL-2 is an important factor in the generation of 
nonlymphoid tissue-homing effector CD8 T cells ( 164 ). The migratory capacities of 
effector CD8 T cells correlate with loss of receptors involved in lymph node migration 
(CCR7 and CD62L) and acquisition of receptors such as a4ß7 integrin ( 165 ), which 
binds to MadCAM-1 expressed on blood vessels in mucosal organs. The migration of 
effector CD8 T cells with cytotoxic potential into nonlymphoid organs is an effective way 
of eliminating cells that display peptide–MHC I complexes from all parts of the body.

The number of effector T cells in the secondary lymphoid organs falls dramatically after 
the peak of proliferation ( 6 , 7 , 21 , 115 , 116 , 117 , 118 and 119 ) ( Fig. 2). Some of this loss is 
due to the emigration of effector cells into nonlymphoid tissues as mentioned above ( 22 

). However, much of the loss must be due to cell death because apoptotic 



antigen-specific effector T cells can be identified in the secondary lymphoid organs ( 166 

), and because the total number of cells in the nonlymphoid organs declines shortly 
after its peak ( 22 ). The molecular basis for the death of effector T cells varies 
depending on the nature of the antigenic stimulus. The loss of effector CD8 T cells after 
the peak of proliferation in response to a single injection of antigen has been shown to 
be Fas-independent and Bcl-2 sensitive ( 167 ). This type of cell death has been 
observed in situations where cells are deprived of growth factors ( 168 ). This is a 
reasonable scenario because antigen-specific T cells stop making lymphokines at least 
1 day before effector cells begin to disappear in hosts injected once with antigen ( 107 ). 
On the other hand, if antigen is presented chronically, TCR-mediated activation-induced 
cell death may occur ( 169 ). This type of apoptosis is dependent on Fas and is poorly 
inhibited by Bcl-2 ( 168 ). This scenario is plausible because chronic activation causes 
expression of Fas on T cells ( 170 ). In addition, a death pathway involving Fas could 
explain the role of IL-2 in activation-induced death of effector cells, because IL-2 
prevents the activation of FLICE inhibitor protein, which normally inhibits Fas signaling ( 
171 ). Yet another form of T-cell death has been described in studies of 
superantigen-induced T-cell activation. Superantigen-stimulated effector T cells die 
after peak proliferation by a mechanism that involves internal production of reactive 
oxygen species, but not Fas, TNF receptors, or caspases ( 172 ). Reactive oxygen 
species may damage mitochondrial membranes leading to metabolic dysfunction and 
apoptosis.

The death of effector T cells is regulated by inflammation. In the absence of 
inflammation, the loss of antigen-specific T cells from the secondary lymphoid and 
nonlymphoid organs after the peak of proliferation is nearly complete ( 22 ). In contrast, 
many more cells survive the loss phase in both types of organs after injection of antigen 
or superantigen plus adjuvants such as LPS or IL-1 ( 21 , 22 , 134 , 173 ). This sparing effect 
can be induced by injection of LPS 24 hours after superantigen injection ( 173 ), and 
equally well in normal and CD28-deficient mice ( 174 ). Because lymphokine production 
by antigen-stimulated T cells is CD28 dependent ( 107 ), it is unlikely that this is the 
target of this late adjuvant effect. It is possible that LPS promotes survival by protecting 
T cells from the toxic effects of reactive oxygen species by inducing the Bcl-3 survival 
protein ( 175 ).

Memory Cells

Although the vast majority of effector cells die after the peak of proliferation, a stable 
population of antigen-experienced T cells survives for long periods of time if the antigen 
was initially presented in an inflammatory context ( 142 ). These long-lived “memory” cells 
are capable of very rapid responses that can produce protective immunity to a later 
challenge with a microbe ( 176 ). Memory cells can be distinguished from effector cells in 
that most memory cells are not blasts, are not in the cell cycle, and many are not 
directly cytolytic or producing lymphokines ( 142 ). In many ways, memory cells can be 
thought of as effector cells that have returned to a basal activation state. Indeed, 
several lines of evidence suggest that effector cells are precursors of memory cells ( 177 



, 178 ).

Memory CD8 T Cells Antigen-specific memory CD8 T cells have been studied 
extensively in viral and bacterial infections. The number of naïve antigen-specific CD8 T 
cells in the secondary lymphoid organs increases manyfold during the first week after 
infection, falls dramatically as effector cells die, and achieves a stable level about 2 
weeks after infection that is lower than the peak level but higher than the starting level ( 
6 , 7 , 121 ) ( Fig. 2B). The number of antigen-specific CD8 T cells then does not change 
for the life of the host, at least in the case of one viral infection in mice that have a life 
span of about 2 years ( 121 , 179 ). Unlike naïve CD8 T cells, memory CD8 T cells do not 
depend on MHC I molecules for survival ( 180 ). Thus, memory CD8 T-cell survival 
cannot be explained by chronic TCR signaling as a result of recognition of 
peptide–MHC I complexes derived from persistent antigen. Whereas most memory 
CD8 T cells are not cycling, a small fraction of the memory CD8 T population is 
proliferating in an MHC I–independent fashion at all times ( 111 , 180 ). This proliferation 
must be balanced by death since the total number of antigen-specific memory CD8 T 
cells does not change over time. Several observations suggest that IL-15 plays a role in 
this process. The antigen-independent proliferation of memory CD8 T cells is 
accelerated by injection of IL-15 ( 181 ) and blocked by injection of antibodies that 
prevent IL-15 from binding to its receptor ( 111 ). In addition, memory CD8 T cells are 
diminished in IL-15–deficient mice ( 182 ). Since IL-15 is produced by non–T cells during 
the innate immune response, it is possible that memory CD8 T cells are maintained as 
a consequence of IL-15 produced in response to other infections ( 181 , 183 ). Memory 
CD8 T cells are heterogeneous. Human memory CD8 T cells can be divided into at 
least three subsets with the following phenotypes: CD45RA -, CCR7 +; CD45RA -, 
CCR7 -; and CD45RA +, CCR7 - ( 156 , 184 ) ( Fig. 2B). The CD45RA -, CCR7 + memory 
cells also express CD62L and therefore are expected to recirculate through secondary 
lymphoid organs including lymph nodes and mucosal lymphoid organs ( 184 ). CD45RA -, 
CCR7 + memory CD8 T cells lack perforin and thus would not be expected to be directly 
cytotoxic ( 184 ). Virus antigen-specific CD8 T cells with these features are present in the 
lymphoid organs of mice beginning several weeks after viral infection ( 163 ). The two 
CCR7 - subsets also lack CD62L ( 184 ) and therefore could not enter lymph nodes and 
mucosal lymphoid organs through HEV. On the other hand, subsets within these 
populations express high levels of ß1 and ß7 integrins, sPSGL-1, and CCR5 ( 184 ); 
these molecules facilitate migration into nonlymphoid tissues, especially in the presence 
of inflammation ( 185 ). Both of the CCR7 - subsets contain perforin ( 184 ) and are thus 
likely to be cytotoxic. The CD45RA +, CCR7 - subset possesses especially high levels 
of perforin and the direct ex vivo cytotoxic function of these cells has been 

demonstrated ( 156 , 184 ). Both of the CCR7 - subsets produce IFN-? rapidly after in vitro 

stimulation ( 184 ). All things considered, the CCR7 - subsets of memory CD8 T cells are 
very similar to effector CD8 T cells, and have in fact been referred to as effector 
memory cells ( 185 ). The finding of virus antigen-specific CD8 T cells with ex vivo 
cytotoxic function in the nonlymphoid organs of mice weeks after viral infection lends 
credence to the existence of these effector memory cells ( 163 ). It is possible that the 
subset of cycling memory CD8 T cells observed in murine studies are the effector 



memory cells. 
Memory CD4 T Cells The number of antigen-specific CD4 T cells in the body drops 
sharply several days after the peak accumulation of effector cells, to a level that is lower 
than the peak and greater than the starting level ( 21 , 116 , 117 , 121 ) ( Fig. 2A). The 
antigen-specific CD4 T cells that are present at this time are not cycling blasts and thus 
can be considered memory cells. In one type of viral infection, the number of virus 
antigen-specific CD4 T cells then continues to fall at a slow rate over the next year ( 121 

), indicating that memory CD4 T cells are not indefinitely maintained as are memory 
CD8 T cells ( Fig. 2A). This possibility is supported by other evidence of instability, 
including the findings that memory CD4 T cells revert some surface markers to the 
naïve phenotype over time ( 186 , 187 and 188 ), and lose enhanced helper function in hosts 
that contain normal numbers of T cells ( 189 ). Memory in the CD4 compartment may 
wane because cells that die are not replaced by proliferation of other memory T cells 
from the same cohort as in the case of memory CD8 T cells. This possibility is 
supported by the finding that the IL-15 growth factor does not enhance the proliferation 
of memory CD4 T cells ( 181 ). It should be noted that other experiments indicate that 
memory CD4 T cells are just as stable as memory CD8 T cells. For example, 
antigen-specific CD4 T cells that are stimulated in vitro with antigen and then 
transferred into T-cell–deficient hosts survive for months even in the absence of MHC II 
molecules ( 190 , 191 ). Similarly, antigen-specific CD4 T cells retain the CD44 high 
phenotype and the capacity to produce IFN-? for months after exposure to antigen in 
hosts that lack T cells with other specificities ( 192 ). Although these experiments indicate 
that memory CD4 T cells can survive indefinitely in the absence of antigen, it is possible 
that persistence is related to the “space-filling” homeostatic proliferation that occurs in 
hosts that lack other T cells. As in the case of CD8 T cells, the population of memory 
CD4 T cells that survives after the death of effector cells is heterogeneous. Humans 
have at least two populations of memory CD4 T cells in peripheral blood, both lacking 
CD45RA (and presumably expressing CD45RO); one expresses CCR7 and the other 
lacks CCR7 ( 184 ) ( Fig. 2A). The CD45RA -, CCR7 + cells produce IL-2 rapidly when 
stimulated with anti-CD3 antibody in vitro, but do not produce IFN-? or IL-4 ( 184 ). The 
cells in this population express high levels of CD62L and thus would be expected to 
circulate through secondary lymphoid organs including lymph nodes, although subsets 
express CCR4, CCR6, and CXCR3 and thus could migrate into certain sites of 
inflammation ( 184 ). The existence of such lymphoid tissue-seeking memory cells is 
supported by the presence of antigen-specific CD4 T cells capable of rapid IL-2 but not 
IFN-? production in the lymph nodes of mice several months after exposure to antigen ( 
22 ). CD45RA -, CCR7 - memory CD4 T cells differ from CD45RA -, CCR7 + memory 
cells with respect to function and trafficking. CD45RA -, CCR7 - memory CD4 T cells 
produce IFN-?, IL-4, and IL-5 rapidly when stimulated with anti-CD3 antibody in vitro, 
but are poor producers of IL-2 under these conditions ( 184 ). These cells express low or 
variable levels of CD62L and high levels of fPSGL-1, and/or ß1 and ß7 integrins ( 184 ). 
This expression pattern predicts that these cells would be excluded from lymph nodes 
but could enter nonlymphoid sites of inflammation. This possibility is supported by the 
fact that the nonlymphoid tissues, especially liver, lungs, and gut are major reservoirs of 
antigen-experienced CD4 T cells in mice after effector cells disappear in a response 
induced by intravenous injection of antigen plus adjuvant ( 22 ). Like CD45RA -, CCR7 - 



human CD4 T cells, the murine memory CD4 T cells in nonlymphoid tissues are potent 
IFN-? producers but produce IL-2 poorly ( 22 ). Because Mackay et al. ( 193 ) found that 
memory T cells are constantly coming out of tissues and into afferent lymphatic vessels, 
it is possible that memory CD4 T cells in nonlymphoid tissues are not fixed there but 
recirculate through the spleen and/or nonlymphoid tissues. The relationship between 
the antigen-specific effector CD4 T cells that are present at the peak of the response 
and the memory cells that survive is unclear. The lymphoid tissue-seeking memory cells 
( 22 ) are similar to the CD62L -, sPSGL-1 - effector CD4 T cells ( 143 ) with respect to 
poor IFN-? and IL-4 production, and thus could be derived from these cells. If so, then 
the lymphoid tissue-seeking memory cells may be potent B cell helpers like their CD62L 
-, sPSGL-1 - effector precursors ( 143 ). However for this scenario to be correct, the 
CD62L -, sPSGL-1 - effector CD4 T cells must re-express CD62L to be able to 
recirculate through the lymph nodes as memory cells. The similar production of IFN-? or 
IL-4 but not IL-2 by nonlymphoid–tissue seeking memory cells ( 22 ) and CD62L +, 
sPSGL-1 + effector CD4 T cells ( 143 ) suggests that the former derive from the latter. If 
this is correct, then the CD62L +, sPSGL-1 + effector CD4 T cells must lose CD62L as 
they become memory cells. It is also possible that effector cells give rise to lymphoid 
tissue-seeking CD45RA -, CCR7 + central memory cells, which in turn give rise to 
nonlymphoid tissue-seeking CD45RA -, CCR7 - effector memory cells. This possibility is 
supported by the finding that human CD45RA -, CCR7 + memory cells lose CCR7 after 
10 days of in vitro stimulation and acquire the capacity to produce IFN-? ( 184 ). 
Confirmation of this linear relationship has been hampered by a lack of anti-mouse 
CCR7 antibodies. Thus, it has not been possible to analyze the CCR7 expression on a 
defined population of antigen-specific CD4 T cells at precise times and locations after a 
primary and secondary exposure to antigen. 

SUMMARY

What follows is an attempt to unify the information presented above into a hypothetical 
sequence of events that occurs in the lives of antigen-specific CD4 and CD8 T cells 
from the time that they first encounter antigen as naïve cells until they become memory 
cells. Since this process is not completely understood, certain aspects of this sequence 
are speculative. Educated guesses have been made to marry analogous information 
from studies of mice and humans, assuming that T cells from these species behave 
similarly.

A naïve T cell spends its life of about 2 months, in a series of 1-day stops in the T-cell 
areas of different secondary lymphoid organs with intervening trips through the blood. 
While in the T-cell area, a naïve T cell receives survival signals through the IL-7 
receptor as it binds to IL-7 made by stromal cells, and the TCR as it binds to the 
relevant selecting self-peptide–MHC ligand on the surface of an APC, probably a 
dendritic cell. In the absence of infection or tissue damage, these dendritic cells exist in 
a semisuppressed state characterized by low expression of co-stimulatory ligands, and 
caused by suppressive cytokines made by phagocytes as they engulf apoptotic 
senescent cells during normal homeostasis.



A naïve T cell is roused from its survival program when it encounters an APC bearing 
the foreign peptide–MHC ligand for which its TCR has a high affinity. This APC will be a 
resident dendritic cell that captured free antigen in the T-cell area as it flowed in from 
the afferent lymph or blood, or a dendritic cell that acquired the antigen in a 
nonlymphoid tissue and then migrated into the T-cell area, depending on the nature and 
entry point of the antigen. If the antigen is part of a microbe or is administered with an 
adjuvant, then signals from the innate immune system will directly or indirectly activate 
dendritic cells from their semisuppressed state, enhancing their rate of migration into 
the T-cell areas and increasing antigen processing, stabilization of peptide–MHC 
complexes on the cell surface, and expression of co-stimulatory ligands. Since dendritic 
cells are one of the few types in the body that are capable of producing both 
peptide–MHC I and peptide–MHC II ligands from exogenous antigens, they are 
uniquely suited for antigen presentation to naïve CD8 and CD4 T cells expressing the 
appropriate TCRs.

Naïve CD4 T cells produce IL-2 within several hours of encountering an activated 
dendritic cell expressing the appropriate peptide–MHC II complexes and increased 
levels of co-stimulatory ligands. IL-2, other unknown T-cell growth factors, and 
co-factors such as IL-1 then stimulate the CD4 T cells to proliferate extensively, 
eventually leading to the development of CD62L +, sPSGL-1 + and CD62L -, sPSGL -1- 
effector cells. The CD62L -, sPSGL - effector cells gain expression of CXCR5, allowing 
them to sense the follicular chemokine CXCL13 and migrate into the follicles to provide 
helper signals to antigen-specific B cells. The CD62L +, sPSGL-1 + effector cells 
acquire the capacity to produce IFN-? or IL-4, depending on the cytokines produced by 
innate immune cells, and then leave the secondary lymphoid organs through the 
efferent lymphatic vessels, enter the blood, and migrate into inflamed tissues where 
they produce IFN-? or IL-4 in response to antigen presentation by tissue APC. The 
activating effects of these lymphokines and antibodies on the microbicidal activities of 
macrophages and granulocytes, lead to elimination of the antigen. At this point, most of 
the effector cells die by apoptosis. However, some of the effector cells return to a 
resting state and survive as memory cells. CD62L +, sPSGL-1 + effector cells give rise 
to CCR7 - memory CD4 T cells that recirculate via the blood through the spleen, or the 
spleen and nonlymphoid tissues. This recirculation pattern would enable these memory 
cells to produce IFN-? or IL-4 rapidly during secondary immune responses in 
nonlymphoid tissues where antigens enter the body. The CD62L -, sPSGL - effector 
cells with B cell helper function may give rise to CCR7 + memory CD4 T cells that 
re-express CD62L and recirculate via blood and efferent lymph through spleen and 
lymph nodes like naïve cells. These memory cells may help memory B cells produce 
antibody in the lymphoid tissues during secondary immune responses, or they may 
proliferate to produce more effector cells. If antigen does not enter the body a second 
time, both populations of memory cells may disappear slowly over time because they do 
not proliferate to renew themselves.

Naïve CD8 T cells also produce IL-2 within several hours of encountering an activated 
dendritic cell expressing the appropriate peptide–MHC I ligands. IL-2, other unknown 
T-cell growth factors, and co-factors such as IL-12 then stimulate the CD8 T cells to 



proliferate extensively. Since CD8 T cells rapidly lose the ability to produce IL-2, their 
proliferation is aided by IL-2 produced by CD4 T cells. The proliferating CD8 T cells 
develop into perforin-expressing cytotoxic effector cells, many of which rapidly migrate 
into nonlymphoid tissues. These effector CD8 T cells then kill cells in nonlymphoid 
tissues that display the relevant peptide–MHC I complexes. As such cells are 
eliminated, most of the effector CD8 T cells die by apoptosis. However, some of the 
effector cells survive in nonlymphoid tissues for long periods of time as CCR7 - memory 
cells and retain their cytotoxic potential. Other noncytotoxic CCR7 + memory CD8 T 
cells survive in the lymphoid tissues. All memory CD8 T cells constitutively express the 
IL-15 receptor and use it to proliferate periodically in response to IL-15, which in turn is 
perhaps made in response to unrelated immune responses. This proliferation replaces 
memory cells that die and results in a constant number of memory CD8 cells for the life 
of the host, even in the absence of MHC I molecules. When exposed to antigen a 
second time, the memory CD8 T cells in nonlymphoid tissues rapidly kill cells displaying 
peptide–MHC I molecules, whereas the memory CD8 T cells in lymphoid organs cells 
proliferate extensively and rapidly acquire cytotoxic potential.
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INTRODUCTION

The immune system has evolved to provide a flexible and dynamic mechanism to 
respond specifically to a wide variety of antigens. In order for a response to occur 
following antigen challenge, antigen must not only be recognized by antigen-specific 
lymphocytes but such recognition must be translated into signal transduction events 
that are responsible for the initiation of cellular responses. T-lymphocytes, together with 
B-lymphocytes, represent the two antigen-specific components of the cellular immune 
system. The activation of resting T cells is critical to most immune responses and allows 
these cells to exert their regulatory or effector capabilities. During activation these 



relatively quiescent T cells in the G 0 stage of the cell cycle undergo complex changes 
resulting in cell differentiation and proliferation.

Since each T cell expresses T-cell antigen receptors (TCR) of a single antigen 
specificity, only a small subset of T cells is activated by any particular antigen (clonal 
selection). This results in the clonal expansion of antigen-reactive T cells that acquire 
differentiated functional capacities. However, the activation of T-lymphocytes is actually 
a consequence of multiple ligand–receptor interactions that occur at the interface of the 
T cell and an antigen-presenting cell (APC). In sum, these interactions initiate 
intracellular biochemical events within the T cells that culminate in cellular responses.

It is clear that a large number of different cell-surface molecules on the T-lymphocyte 
and the APC, only some of which are depicted in Fig. 1, may participate in the complex 
cell–cell interaction that occurs during antigen presentation. In view of the specificity of 
T-cell responses, antigen-induced T-lymphocyte activation must be directed by T-cell 
antigen receptors (TCR). The ligand for the TCR is a short peptide antigen fragment, 
derived by proteolysis from a larger molecule, which is bound to a syngeneic major 
histocompatibility complex (MHC) molecule (see Chapter 19 and Chapter 20). The 
antigen receptor is a multichain structure derived from at least six genes ( Fig. 2). On 
most T cells, it contains at least one disulfide-linked a/ß heterodimer responsible for 
antigen recognition (see Chapter 8). A small subset of T cells that recognize antigen 
with a ?/d heterodimer, may preferentially play a role in immune responses in epithelial 
tissues. The a/ß or ?/d heterodimer is noncovalently associated with invariant chains 
derived from the ? and CD3?, d, and e genes that are responsible for coupling the 
receptor to intracellular signal-transduction components ( 1 , 2 ) (see below).

 
FIG. 1. Schematic representation of some of the ligand–receptor interactions that occur 
during the interaction of a T cell with an antigen-presenting cell (APC) or target cell.



 
FIG. 2. The T-cell antigen receptor. Illustrated schematically is the antigen-binding 
subunit comprised of an aß heterodimer, and the associated invariant CD3 and ? 
chains. Acidic (-) and basic (+) residues located within the plasma membrane are 
indicated. The open rectangular boxes indicate motifs (see Fig. 3) within the 
cytoplasmic domains that interact with cytoplasmic protein-tyrosine kinases.

 
FIG. 3. Interactions between a T cell and antigen-presenting cell (APC) that lead to IL-2 
production. The sequential interactions of the TCR with peptide antigen/MHC complex 
lead to the induced expression of CD40L on the T cell that interacts with CD40 on the 
APC. This induces the expression of B7 molecules on the APC that can then stimulate 
CD28, the co-stimulatory receptor on the T cell. The two signals induced by the TCR 
and CD28 lead to IL-2 gene expression.

Antigen-induced stimulation of the TCR delivers the primary signal in initiating 
activation. For naïve resting T cells, stimulation of the TCR alone is insufficient to 
induce proliferative responses by purified resting G 0 T cells, but may be sufficient to 
induce activation of more differentiated T-cell populations or to induce a state of 
unresponsiveness, termed “anergy” (reviewed in Schwartz [ 3 ]) (see also Chapter 29). 
Other cell-surface molecules expressed on T cells, by binding to their respective 



ligands, play a role in antigen-specific activation by functioning as accessory molecules 
in the initial antigen-specific events occurring between an APC and T cell. These 
accessory molecules may contribute to the initiation of cellular activation by (a) 
functioning as adhesion molecules, strengthening the interaction between the T cell and 
APC (e.g., LFA-1 and CD2); (b) modifying the transmembrane signal initiated via the 
antigen receptor (e.g., CD4 and CD8); and/or (c) initiating their own transmembrane 
signaling events, distinct from those of the TCR, which are necessary for cellular 
responses (e.g., CD28 and the interleukin-1 receptor). These latter signal transduction 
events are responsible for the requisite second signal, or co-stimulatory signal, required 
to activate resting T cells. A more detailed discussion of the structure and function of 
some of these accessory molecules is presented in Chapter 13.

The interaction of the TCR with its ligand, or the co-stimulatory receptor with its ligand, 
initiates cellular activation by inducing a series of rapid biochemical changes that have a 
number of important consequences. For example, activation of protein kinases results 
in phosphorylation of specific substrates. These phosphorylations can serve as binding 
sites for additional signaling molecules. This process of protein–protein interaction 
results in recruitment of a number of molecules, the creation of signaling complexes, 
and activation of signaling molecules. Among the latter are enzymes that induce 
formation of intracellular biochemical mediators called “second messengers.” These 
second messengers as well as multiple activated enzymes can function to initiate or 
influence cellular response pathways. In resting T cells, such signals can alter a 
multitude of intracellular events. In differentiated effector T cells, such signals can 
initiate the activation of the cytolytic mechanism, a stimulus coupled-secretory response 
in which exocytosis of previously synthesized and packaged proteins involved in the 
cytolytic apparatus occurs.

During the process of T-cell activation, there are early responses occurring within 
minutes or hours after the initiation of signal transduction, while others may only occur 
days after the stimulating event. The early cellular responses may directly or indirectly 
be the result of TCR- or other receptor-mediated signal transduction. During the early 
phase of T-cell activation, T cells undergo enormous changes characterized by protein 
phosphorylation, membrane lipid and cytoskeletal changes, membrane reorganization, 
ion fluxes, cyclic nucleotide alterations, increased or decreased RNA synthesis of 
constitutive and newly activated gene products, and cell volume increases (blast 
transformation). The later cellular responses, such as proliferation, generally result from 
a complex cascade of gene activation events and the coordinated sequential influence 
of the products of these genes. For instance, stimulation of the TCR can drive a resting 
G 0 T cell into G 1, where it expresses lymphokine receptors, but further progression 
through the cell cycle requires the action of growth factors such as interleukin 2 (IL-2) or 
4 (IL-4) to act on their respective receptors ( 4 ). The process of T-cell activation 
represents a contingent cascade of events in which each event is dependent on the 
expression of the previous components ( 5 ). Ultimately, activation of the resting 
T-lymphocyte may be manifested in a variety of ways but includes the expression of 
new cell-surface molecules, secretion of a host of lymphokines, cell proliferation, 
cellular differentiation, and even programmed cell death (apoptosis). All or only some of 
these events might be manifested by activated T cells and dominate a particular 



response.

EXPERIMENTAL MODELS USED TO STUDY T-CELL ACTIVATION

A great deal of interest has focused on the requirements for the induction of T-cell 
activation. This has primarily concerned the initial cellular and molecular interactions 
involved in the stimulation of resting previously unstimulated (naïve) T cells by antigen. 
However, several features of antigen-induced activation of T-lymphocytes have 
hampered such analyses. First, study of the interaction of the T cell with antigen, as it is 
presented on an APC, involves a cell–cell interaction. This interaction is extremely 
difficult to study due to the complexities of the stimulating ligand and the TCR. In 
addition, there are uncertainties regarding the diverse intermolecular ligand–receptor 
binding events involving other plasma membrane proteins that may occur during this 
cell–cell interaction (see Fig. 1). Second, the frequency of antigen-specific responding T 
cells for any given antigen is exceedingly low, representing tenths to hundredths of a 
percentage of unselected T cells. Third, the responding T-cell populations are 
heterogeneous, representing a mixture of subpopulations of T cells. Each T-cell 
subpopulation may have different requirements for activation or may respond in a 
different manner. Moreover, whether from tissues or blood, these T-cell populations are 
isolated mixed together with non–T cells that are difficult to completely remove. These 
non–T cells may play distinct roles in the initiation of the response. Fourth, the source of 
responding T cells influences the requirements for activation; freshly isolated naïve G 0 
T cells have activation requirements that are more stringent than propagated T-cell 
lines, clones, or hybridomas. Fifth, the resulting response may not reflect the response 
to the initial stimulus, but instead may result from a response to products (for instance, 
lymphokines) of another responding cell population. Finally, these inherent ambiguities 
have been confounded by the various parameters used to assess T-cell activation 
experimentally. These parameters include: (a) early signal transduction events, such as 
protein-tyrosine phosphorylation or an increase in cytoplasmic free calcium ([Ca 2+] i), 
that do not necessarily lead to a cellular response; (b) expression of new cell-surface 
activation antigens, including the a chain (CD25) of the interleukin-2 receptor (IL-2R), 
the transferrin receptor, class II MHC molecules on human T cells, and CD69, a 
molecule with as yet unknown function; (c) production of lymphokines, such as IL-2 or 
IL-4; (d) cell proliferation; and (e) cytolytic activity.

Responding T Cells and Antigen-Presenting Cells

In an effort to circumvent the inherent difficulties in studying the complex interactions 
that occur during antigen-induced T-cell activation, model systems have been 
developed to simplify the interacting cells as well as the stimulating ligands. T-cell 
populations that are used include T-cell clones, hybridomas, or leukemic lines. The 
major advantages of the use of such models are that they represent homogeneous 
clonal cell populations that can be obtained in large numbers and have 
well-characterized antigen receptors and responses. However, it is precisely these 
characteristics, as well as the immortality and other differentiated features, that may not 
permit extrapolation of all results to responses of resting naïve T cells. To avoid these 
problems, investigators have relied on purified fractionated preparations of T cells 



derived from more complex mixtures of cells. The major shortcomings of such studies, 
as discussed, are the difficulties in the isolation procedures and the compromises that 
are made in the purity of the cell populations obtained. The development of transgenic 
mice containing T cells that express TCRs of a single specificity has greatly facilitated 
such studies.

The most commonly used models of APCs have been B-cell lines or adherent cells 
isolated from peripheral-blood mononuclear cells or spleen cells. More emphasis is 
being placed on studies of dendritic cells, since these cells appear to be the most 
potent APCs (see Chapter 15). Differences in the abilities of these cell populations to 
present and/or process antigen is well documented ( 6 ). This should be considered in 
questions of how APCs participate in the processes that lead to T-cell activation. 
Additional differences in APC function relate to the ability of some, but not all, cells to 
provide a co-stimulatory signal ( 7 , 8 ). In addition, a variety of tumor lines and 
lymphoblasts have served as target cells to present antigen to cytolytically active T 
cells. The use of planar lipid membranes or lipid-coated beads that have been 
reconstituted with limited numbers of purified proteins to stimulate T-cell clones and 
hybridomas represents an attempt to further simplify the ligands on the APC as well as 
to eliminate the need for intact cell systems. Immobilization at high concentration of 
such molecules is probably required to achieve a sufficiently high avidity since the 
affinities in solution of the TCR to MHC bound peptide or accessory molecules with their 
ligands is so low, generally in the micromolar range (reviewed in Shaw et al. [ 9 ] and 
Dustin et al. [ 10 ]).

Through the use of gene transfer studies in cell lines or transgenic mice, as well as 
mice made deficient in expression of an ever-increasing number of molecules by 
homologous recombination, the role of surface molecules in T-cell activation is being 
explored. By expressing such molecules on the surface of a variety of functional T cells 
or APCs that do not normally express them, new cellular models to test the function of 
these molecules have been developed. T cells or APCs that develop in mice in which a 
particular gene has been inactivated or specifically replaced have provided important 
insights into the requirements for T-cell activation. Examining the function of expressed 
mutant or hybrid molecules in cells and mice underscores the power of current genetic 
analyses.

Stimuli: Complex Antigens and Peptides

Early studies of T-cell activation examined the responses of complex cell populations to 
complex cellular or soluble antigens. As efforts evolved to simplify the nature of the 
responding cell, so too have efforts to simplify the stimulating antigen. Alloantigens 
expressed on cells have received a great deal of attention since they represent a class 
of antigens for which the precursor frequency of antigen-responsive T cells is high 
enough to permit measurable responses following a primary antigen stimulus. Although 
allogeneic cells with many antigenic differences are often used, more recent studies 
have relied on cells expressing transfected cloned allogeneic molecules or the 
development of transgenic mice whose T cells express an allo-specific TCR. Further 
sophistication of this sort of analysis has included the use of transfected chimeric 



allogeneic molecules ( 11 ).

The study of responses to alloantigens has suffered from the necessity of using cells 
with the antigen expressed as an integral plasma-membrane molecule. In such 
analyses, the contribution of other cell-surface molecules or of processing of 
alloantigens to the activation events is largely undefined. Planar lipid membranes or 
lipid-coated beads have been reconstituted with purified preparations of MHC 
molecules to address such ambiguities ( 12 , 13 ). Soluble synthetic peptides derived from 
the primary sequence of alloantigens or other cellular proteins can be used as agonists 
or antagonists in sensitizing cells or purified MHC molecules ( 14 ). Such approaches 
with peptides have allowed the type of flexible manipulation of alloantigens that has 
existed for soluble antigens by permitting the use of MHC molecules containing 
homogeneous peptides.

The other major type of antigen stimulation that is widely used relies on well-defined 
soluble proteins presented by APCs. A major limitation in using such soluble antigens is 
the low frequency of antigen-responsive T cells in the spleen, lymph node, or blood, 
and the resultant difficulty in studying primary responses. However, the study of 
responses to soluble antigens has been greatly facilitated by the availability of 
homogeneous antigen-responsive T-cell clones, hybridomas, or T cells from TCR 
transgenic mice. Synthetic peptides prepared from the deduced sequence of more 
complex antigens are now widely used. It has been possible to obtain near-pure 
populations of class I MHC molecule/peptide complexes by taking advantage of cells 
deficient in peptide transporters ( 15 ). Under these circumstances, synthetic peptides 
rescue the expression of unstable MHC molecules. The ability to load MHC molecules 
on APCs with uniform populations of peptides offers real advantages in studying the 
biochemical events involved in T-cell activation.

Stimuli: Superantigens

A rather unique group of bacterial and viral products, including bacterial enterotoxins, 
can activate large numbers of T cells and have been termed “superantigens”. These 
superantigens stimulate T cells due to their abilities to interact with TCR Vß framework 
regions outside the peptide–MHC–binding site (reviewed in Sundberg et al. [ 16 ]). As a 
consequence, 5% to 20% of T cells may be stimulated by some of these superantigens. 
The in vivo effects of such massive T-cell stimulation often results in disease, that is, 
toxic shock syndrome and food poisoning in humans. Unlike conventional peptide 
antigens that are bound to the antigen-binding groove in MHC molecules, 
superantigens interact with MHC molecules outside of the peptide-binding groove and 
do not require antigen processing. Although such superantigens may have dire 
consequences for the host in vivo as activators of large numbers of T cells, they have 
been quite useful for in vitro studies since their mode of T-cell stimulation seems 
similar, although perhaps not identical, to conventional antigens ( 17 , 18 and 19 ).

Stimuli: Lectins

A number of different reagents have been used to substitute for the stimulating 



antigen/MHC molecule. Many are polyclonal activators of T cells, thereby eliminating 
the difficulties encountered in studying small numbers of antigen-specific responding 
cells. Among these reagents are several lectins, plant-derived proteins that bind various 
carbohydrate groups ( 20 ). The lectins phytohemagglutinin (PHA), concanavalin A (Con 
A), and pokeweed mitogen (PWM) were among the first recognized polyclonal 
activators of T cells ( 21 ). Since they can induce the proliferative responses, they are 
among a class of reagents termed “mitogens.” They bind to a number of glycoproteins 
expressed on the plasma membrane of a variety cells in addition to T cells. Con A and 
PHA are selective T-cell mitogens when compared to their effects on B cells, whereas 
PWM is a T- and B-cell mitogen ( 20 ). The relative mitogenic selectivity of lectins is not 
dependent on their binding specificity for particular cell populations but, rather, reflects 
the heterogeneity in the carbohydrate groups expressed on different glycoproteins of 
various cells. Their mitogenic effects for T cells are felt to depend on their ability to bind 
and cross-link relevant receptors involved in physiologic T-cell activation. Studies with 
PHA and Con A suggest that these lectins can bind to component chains of the TCR 
and that their ability to activate T cells is dependent on the expression and function of 
the TCR ( 22 ). However, it should be emphasized that their effects represent the 
summation of the effects of the binding of these lectins to a large number of distinct 
molecules, in addition to the TCR. Despite such heterogeneous interactions, stimulation 
of naïve T cells or resting T-cell clones with Con A still requires a co-stimulatory signal ( 
23 ).

Stimuli: Monoclonal Antibodies

A major advance in the study of T-cell activation came from the use of monoclonal 
antibodies (mAbs) as specific probes to study the role of distinct T-cell surface 
molecules. These mAbs have been used as agonists or antagonists to mimic or 
interrupt the intermolecular interactions that occur between the T cell and APC or target 
cell. Among these are mAbs reactive with either the aß or the CD3 subunits of the TCR. 
These mAbs have been used to mimic the agonist effects of antigenic peptide–MHC or 
interrupt the binding of antigenic peptide–MHC to the TCR. Additional mAbs have been 
used to address whether other T-cell or APC surface molecules may participate in 
T-cell activation. A variation on this theme has come from the use of immunoglobulin 
fusion proteins linked to the extracellular domains of molecules expressed on the T cell 
or APC. This allows for a more physiologic interaction than may be obtained using 
mAbs. These approaches have led to the identification of a large number of T-cell and 
APC surface molecules that participate directly in initiating T-cell activation or may 
serve to modify the process of activation. Moreover, interruption of key protein–protein 
interactions involved in T-cell activation with such reagents has also been of 
considerable therapeutic use.

A degree of caution, however, must be exercised in the interpretation of studies that 
solely rely on mAbs or fusion proteins. It should be readily apparent that the binding of 
these reagents may not truly mimic the physiologic ligand-binding event with respect to 
epitope specificity, avidity, or valency. The non–antigen-binding portions of mAbs may 
influence the effects of the mAb used; notably, this has been well documented for 
anti–CD3 mAbs in which immobilization of these mAbs via the Fc receptor to adherent 
cells contained in cultures is critical for their mitogenic effects for T cells ( 24 ). The 



agonist or antagonist effects of mAbs may not completely mimic or interrupt the effects 
of the physiologic ligand but may have effects of their own. Confusion regarding the role 
of the physiologic receptor may thus arise; for instance, in the case of CD2, agonist as 
well as antagonist effects of mAbs reactive with this receptor have been observed 
depending on the experimental model and specific mAb used ( 25 , 26 and 27 ). In 
addition, the extensive cross-linking of all of the molecules reactive with a particular 
mAb is not a situation likely to be mimicked by physiologic ligands for such cell-surface 
molecules. Despite these cautionary notes, the use of mAbs has proven invaluable in 
approaching the problem of studying the complex intermolecular events that may occur 
between the T cell and APC during the initiation of T-cell activation.

Pharmacologic Agents

Pharmacologic agents that can mimic or inhibit some of the intracellular events 
associated with T-cell activation have been used as probes to address the importance 
of these events. Notably, the calcium ionophores A23187 and ionomycin, which 
increase cytoplasmic free calcium [Ca 2+] i, and phorbol esters, which activate protein 
kinase C (PKC) and other proteins, can act synergistically to induce many of the gene 
activation events and proliferation responses observed during T-cell activation ( 28 , 29 

and 30 ). The use of these reagents to mimic some of the events associated with ligands 
that bind to the TCR has been of considerable value in understanding the signal 
transduction function of the TCR (see below).

A large number of pharmacologic agents have been used as inhibitors of particular 
intracellular events or as agents that prevent certain cellular responses. Some of the 
more commonly used inhibitors are listed in Table 1. The targets of such inhibitors are 
diverse and often ill-defined. However, under some circumstances, these inhibitors are 
enormously helpful in assessing the contribution of a particular target in cellular 
responses. Notably, the inhibitors of protein-tyrosine kinases, genestein and herbimycin 
A, gave the first clues that protein-tyrosine kinases regulated the phosphatidylinositol 
pathway in T cells ( 31 , 32 ). Recently, a protein-tyrosine kinase inhibitor, STI-571, which 
specifically targets the Abl kinase has been developed. This agent, because it binds 
and inhibits Abl function, has an ameliorative effect on the course of chronic 
myelogenous leukemia ( 33 ). Additional agents of this sort of fine specificity may have a 
significant role in further dissecting biochemical pathways in lymphocytes as well as 
other cells.



 
TABLE 1. Inhibitors used to study T-cell activation

Other inhibitors of T-cell activation have already found great utility in clinical medicine. 
Cyclosporin A, FK506, and Rapamycin have had a major role in tissue and organ 
transplantation treatment (see below and Chapter). Glucocorticoids have been used 
throughout medicine for treatment of inflammation and allergic responses. Many of 
these reagents have also led to important basic biological insights. For example in vitro 
studies exploring the mechanism of action of cyclosporin A and FK506 have led to the 
discovery of previously unrecognized molecular components of the TCR-regulated 
signal-transduction pathway. The use of inhibitors in the study of T-cell activation 
depends on their specificity and low toxicity. Unfortunately, in practice, few of these 
inhibitors have the required exquisite specificity and low toxicity. Nonetheless, through 
the use of several different pharmacologic inhibitors and agonists, much can be learned 
about the processes and events involved in T-cell activation.

Although each experimental model has its ambiguities and limitations, a great deal has 
been learned from such experimental approaches. These model systems provide the 
basis for much of the discussion in this and subsequent chapters on cell-surface 
molecules and events involved in T-cell activation.

REQUIREMENTS FOR THE INITIATION OF T-CELL ACTIVATION

Antigen-specific T-cell activation is initiated during an extraordinarily complex cell–cell 
interaction. Antigenic peptides bound to MHC molecules on APCs are recognized by T 
cells bearing antigen-specific TCRs. However, a large number of molecules, some of 
which are depicted in Fig. 1, also participate in the response. The TCR and other 
cell-surface molecules contribute to the initiation of T-cell activation by inducing signal 
transduction events and by contributing to the overall avidity of the T-cell–APC 
interaction. Considerable evidence has accumulated to suggest that at least one 
molecule, a co-stimulatory receptor, must initiate signal transduction events distinct 
from the TCR in order to initiate IL-2 secretion and induce a proliferative response in 
naïve T cells.

Primary Signal for T-Cell Activation: Requirement or Dependency for TCR 
Involvement



Clearly, the TCR is central to antigen activation of the T cell. Stimulation of the TCR 
delivers the primary signal required for the activation of resting T cells. The TCR has 
two functions in the antigen-induced activation of T cells. First, it must bind the specific 
peptide–MHC molecule complex on the surface of an APC. Second, this binding event 
must be converted into a transmembrane signal-transduction event in which membrane 
and cytoplasmic signaling molecules that can regulate subsequent cellular responses 
are activated (see below for a detailed discussion of TCR signal transduction). It is clear 
from gene transfer studies that the TCR a/ß heterodimer contains all of the information 
necessary for the recognition of the antigen peptide–MHC molecule. However, how 
peptide–MHC binding to the a/ß heterodimer induces signal transduction by the 
associated CD3 and ? chains of the TCR is not fully understood. This has become a 
growing area of interest as distinct or minimally altered peptides (altered peptide 
ligands; APL) bound to the same MHC molecule can induce distinct signal transduction 
events by the TCR ( 34 , 35 and 36 ). The analyses of the effects of the APLs on TCR 
signal transduction have been hampered by the complexity of the ligand (i.e., 
peptide–MHC molecule) and by the fact that this interaction occurs during a complex 
cell–cell interaction that involves many other molecules on the T cell and APC. 
Differences in signal transduction have been attributed to differences in the allosteric 
conformation of the TCR during peptide–MHC recognition, differences in the interaction 
of the TCR with accessory molecules, as well as to distinct on/off rates involved in these 
intermolecular interactions ( 10 , 37 , 38 ). The differences in signaling events induced by 
APLs are discussed below.

Efforts to study signal transduction by the TCR alone have also taken advantage of 
mAbs that react with distinct chains of the TCR. Monoclonal antibodies reactive with 
clone-specific variable or constant determinants of the a/ß heterodimer as well as CD3 
have been used as agonists to initiate T-cell activation (reviewed in Weiss and Imboden 
[ 39 ]). Under appropriate conditions, which usually require immobilization to a solid 
support or binding to an Fc receptor on adherent cells, these mAbs can induce resting T 
cells to secrete lymphokines (such as IL-2 and interferon-?, IFN), to express a number 
of new cell-surface molecules (including the high affinity IL-2R and CD69), and to 
proliferate. Such mAbs also have been used to activate T-cell clones and tumor lines to 
produce lymphokines and to induce the cytolytic mechanism by differentiated cytolytic 
T-lymphocytes (CTL). Interestingly, mAbs reactive with the TCR a/ß heterodimer differ 
in their ability to function as agonists ( 40 , 41 ). In addition, stimulation of the receptor 
with mAbs that selectively react either with a/ß or CD3 components may differ in their 
functional effects ( 42 ). These observations together with studies of chimeric T-cell 
receptors (discussed below) suggest that structurally distinct domains and components 
of the TCR may have distinct signal transduction functions.

Monoclonal antibodies reactive with either CD3 or the a/ß heterodimer can also function 
as antagonists to inhibit the antigen-specific interaction between T cells and APC or 
target cells. The ability of these mAbs to function as either agonists or antagonists in a 
particular experimental model probably depends on the conditions under which they are 
used. Immobilization of anti–TCR mAbs usually results in an agonist effect, but is not 
always necessary for an agonist effect. Such immobilization may prevent receptor 
internalization and enhance receptor cross-linking. Soluble anti–TCR mAbs have 



generally been used in experiments in which antagonist effects are observed.

The very low concentrations of peptide–MHC complexes or of mAbs required for 
activation suggests that occupancy of relatively few receptors, perhaps less than a few 
hundred, is sufficient to initiate T-cell activation ( 43 , 44 and 45 ). This is consistent with 
the relatively few relevant antigenic peptides that are likely to be associated with MHC 
molecules on the surface of an APC. An alternate possibility has emerged from recent 
studies that relates the relatively low affinity/short half-life of the TCR peptide–MHC 
interaction. Some experimental evidence suggests that relatively large numbers of 
TCRs may be serially engaged by the few specific peptide–MHC complexes on an 
APC, resulting in signal transduction by large numbers of TCRs that are engaged for 
relatively short periods of time before they are internalized ( 46 ). However, when mAbs 
are used, it is clear that engagement of only a few TCRs is sufficient to generate a 
signal that can result in T-cell activation.

In a similar manner, although less frequently, purified MHC molecules that have been 
pulsed with peptides have been used to stimulate T cells. Usually, any induced 
response requires multimerization or immobilization of these molecules to plastic 
surfaces, within lipid bilayers or on some other matrix ( 12 ). Successful activation with 
such purified molecules is usually only seen with hybridomas or some T-cell clones. 
Primary resting T cells, even if derived from TCR transgenic mice, have additional 
requirements for activation ( 47 ). The signal transduction events induced by such 
purified peptide–MHC complexes and anti–TCR mAbs are similar but may not be 
identical.

Superantigens such as staphylococcal enterotoxins or Mls antigens—molecules 
encoded by endogenous mouse-mammary tumor-virus genomes—have also been 
used to induce a primary signal via the TCR (reviewed in Herman et al. [ 48 ]). 
Responses to these superantigens are dependent on their interaction with class II MHC 
molecules on APCs and TCRs derived from appropriate Vß gene segments (as 
discussed above). Interestingly, stimulation with such antigens has variable outcomes. 
In some cases, polyclonal T-cell proliferative and lymphokine responses are observed. 
However, subsequent clonal deletion and anergy also occur in a process termed 
“activation-induced cell death” (AICD) ( 49 ). The reasons for the diversity in the 
responses is likely to depend on whether such superantigens are presented to T cells in 
the setting of an inflammatory response ( 50 ). This is not a special property of 
responses to superantigen, although it may be more easily recognized due to the large 
number of responsive T cells, as similar AICD of conventional antigen responsive T 
cells occurs in the absence of concomitant inflammation ( 51 ). There is some 
controversy regarding whether the signal transduction events observed with 
superantigens are identical to those induced by antigen or mAbs ( 17 , 19 , 52 , 53 ). 
Nevertheless, these bacterial and viral products have proven to be potent reagents in 
stimulating the TCR and valuable probes for the new insights they have provided.

Under appropriate conditions, stimulation of several other distinct cell-surface 
molecules is able to mimic this function of the TCR. Among those that have been most 
extensively studied, CD2, CD28, and, in the murine system, Thy-1 and Ly-6, can all 



induce signal transduction events similar to those initiated by the TCR (reviewed in 
Weiss and Imboden [ 39 ] and Bierer et al. [ 54 ]). With the exceptions of CD2 and CD28, 
the physiologic ligands of these other cell-surface molecules are as yet unidentified. 
Therefore, the physiologic significance of signal transduction events leading to T-cell 
activation via these molecules is not known. In general, in order for the non–TCR 
molecules to mediate such a primary activation signal, their extensive cross-linking, 
usually with mAbs, is required. Such a requirement is not likely to be met by physiologic 
ligands. Nor is it clear, when the ligand may be expressed fairly broadly, as is the case 
for CD2 ligands, how activation via these molecules would be regulated in a manner 
that is beneficial to the host. Some of these molecules may have other more important 
functions, including to increase the avidity of the T-cell–APC interaction or to mediate 
other distinct signal transduction events, as has been demonstrated for CD28 ( 8 ). 
Moreover, the dependency of these non–TCR molecules on the expression and 
functional competency of the TCR to initiate a primary activation signal suggests that 
the pathways by which these molecules induce a primary signal must converge with the 
TCR-regulated pathway ( 55 ). Thus, in some way, perhaps through a direct or indirect 
physical interaction that results from extensive cross-linking, the TCR appears to be 
responsible for some of the signal transduction events attributed to this group of 
molecules. This is consistent with the demonstration that the TCR ? chain participates 
in and is required for CD2-mediated signaling events ( 56 ).

Engagement of the TCR by ligand is not sufficient for the full activation of T cells. 
However, before considering other signals required for T-cell activation, the 
requirements for activation via the TCR must be defined in terms of the parameters of 
activation examined and the cell population being stimulated. For instance, expression 
of CD25 (the a chain of the IL-2R) can be induced on naïve resting T cells in the 
absence of a demonstrable proliferative response by stimulating the TCR alone ( 57 , 58 

). In contrast, production of the lymphokine IL-2 by these cells is more stringently 
regulated and requires additional stimuli provided by co-stimulatory receptors (see 
below). Hence, a T-cell proliferative response is more likely to be limited by IL-2 
production than by IL-2R expression.

Antigen or mAb-induced IL-2 production and proliferative responses by resting G0 T 
cells are dependent on several functions by the APC that influence the delivery of the 
primary signal. Some functions have been delineated by using anti–TCR mAbs. One 
function appears to involve the immobilization of the mAb via its Fc domain to Fc 
receptors on the APC ( 24 , 59 ). This function of the APC can be bypassed by stimulating 
the T cell with anti–TCR mAbs that have been bound to Sepharose beads or to a plastic 
culture dish. The immobilized mAb may be analogous to the cell-bound peptide–MHC 
complex when it is presented to a T cell. This suggests that the formation of a high local 
concentration or of a cross-linked array of TCRs by antigenic peptide–MHC molecules 
or mAbs may be important to initiate activation. Such multimerization of ligands will also 
serve to increase their effective valency and avidity. Alternatively, stimulation with 
immobilized rather than soluble ligands may serve to prevent TCR internalization and 
thus potentiate the duration and magnitude of the stimulus.



CD4 and CD8 Co-receptors Contribute to Primary Activation Signal

The CD4 and CD8 molecules are expressed on and define the two major subsets of 
mature a/ß TCR-bearing T cells (see Chapter 13). They bind to nonpolymorphic regions 
of class II and class I MHC molecules, respectively. In general, CD4 cells are involved 
in T-helper cell function and participate in host responses to antigens that are 
processed via the endocytic pathway. In contrast, CD8 T cells give rise to cytolytic 
effector cells and recognize peptides that are derived from the endogenous biosynthetic 
pathway ( 60 ). The co-receptors function in concert with the TCR during antigen 
recognition to increase the sensitivity of TCR responsiveness to antigen and contribute 
to the primary activation stimulus delivered by the TCR.

CD4 and CD8 are integral membrane glycoproteins whose structures have been 
extensively studied (reviewed in Zamoyska [ 61 ]). The extracellular domain of CD4 
consists of four immunoglobulin (Ig) domains joined in tandem. The two more 
membrane-distal or N-terminal domains interact with the ß2 domain of class II MHC 
molecules, whereas the more membrane-proximal two Ig domains may play a role in 
homo-oligomerization. The two N-terminal Ig domains also are involved in the 
interaction with the envelope glycoprotein gp120 of the human immunodeficiency virus. 
CD8 on TCR-a/ß–expressing T cells is a heterodimer of an a and a ß chain, but can be 
expressed as an a/a homodimer on TCR-?/d–bearing T cells. The N-terminal Ig domain 
of the a chain binds to the a3 domain of class I MHC molecules. It is not clear whether 
the CD8ß chain, which cannot be expressed independently of the CD8a chain, can bind 
Class I MHC molecules. The binding of CD4 and CD8 to MHC molecules is a relatively 
low-affinity interaction in the micromolar range. Interestingly, the interaction of CD8 with 
class I MHC molecules is regulated by the differential O-linked glycosylation of this 
molecule in thymocytes versus peripheral T cells ( 62 ). The ability of these co-receptors 
to interact with regions of the MHC molecule not involved with peptide recognition 
allows for the simultaneous binding of the TCR and co-receptor to a single 
peptide–MHC molecule. This can lead to the enhanced stability of the tetrameric 
complex ( 61 ). Hence, it is not surprising that many, although not all, functional 
interactions of TCRs with antigen are dependent on appropriate CD4 or CD8 
co-receptor engagement. The antigen responses that are co-receptor–independent 
frequently involve memory responses and may involve T cells with TCRs that have 
been selected for higher affinity.

Whereas the CD4 and CD8 co-receptors can contribute to the formation of a more 
stable interaction of the TCR with the peptide–MHC complex, they also communicate 
with intracellular signal transduction events through the interaction of their intracellular 
domains with the cytoplasmic protein-tyrosine kinase Lck. A more detailed discussion of 
the function of Lck in TCR signaling pathways follows below. Here, we focus on its role 
in co-receptor function.

Both co-receptors interact noncovalently with the N-terminal unique region of Lck via 
paired cysteine residues (reviewed in Basson and Zamoyska [ 63 ]). The interaction of 
Lck with CD4 is of higher affinity than with CD8. Some evidence suggests that the 



differences in the interaction of the co-receptors with Lck leads to distinct signal 
transduction events. This model may explain the distinct developmental outcomes that 
occur during positive selection in the thymus as well as the distinct functions of the 
resultant CD4 and CD8 subsets of mature T cells.

Co-ligation of the TCR with either co-receptor can markedly enhance signal 
transduction by the TCR ( 64 ). The contribution of Lck to CD4 and CD8 co-receptor 
function is important but not essential for effective TCR signaling function during 
development or at high antigen concentrations. The function of Lck in thymic 
development can be overcome, presumably by higher levels of co-receptor engagement 
( 65 ). The role of Lck may be two-fold: A kinase-independent function of Lck has been 
identified that may be to deliver or strengthen the interaction of the co-receptor with the 
TCR-peptide–MHC complex ( 66 ). In fact, the strength of binding of CD4 or CD8 to MHC 
molecules may be regulated by TCR signal transduction events that influence the 
localization or interactions of Lck to cytoskeletal components ( 67 ) or to the stimulated 
TCR ( 68 , 69 ). This may lead to the formation and stabilization of the tetrameric 
complex. A second function is mediated by the kinase domain, which the co-receptor 
delivers to the stimulated TCR complex ( 63 ). In this case, the kinase domain of Lck 
may function by phosphorylating critical substrates (see below). These two functions 
probably act in concert, rather than independently, to increase the overall sensitivity of 
the TCR for antigen recognition.

Independent engagement of the co-receptors can lead to a signal that inhibits T-cell 
activation. Whereas the binding of CD4 and CD8 to MHC molecules has been 
demonstrated in cells that massively overexpress these molecules ( 70 , 71 ), stable, 
functionally important interactions probably occur normally only during simultaneous 
TCR recognition of peptide–MHC molecules. However, experimental ligation of CD4 
with anti–CD4 mAbs primes T cells for apoptosis when the TCR is subsequently 
stimulated ( 72 ). In vivo, this may be relevant to interactions of the HIV envelope 
glycoprotein gp120 with CD4, where apoptosis results if the TCR is subsequently 
engaged ( 73 ). The mechanisms underlying these inhibitory events have not yet been 
determined.

In most primary immune responses, the involvement of CD4 or CD8 is required. Thus, 
in general, mAbs reactive with either CD4 or CD8 can block the responses of the 
appropriate subset of cells to antigens during primary but not secondary immune 
responses. However, the dependency of an individual T cell upon the involvement of 
CD4 or CD8 is highly clone dependent. In the case of CD4, its contribution to the 
antigen response depends not only on its extracellular domain that interacts with MHC 
class II molecules, but also on the sequences in its cytoplasmic domain that interact 
with Lck ( 74 ). This suggests critical roles for domains of these molecules that bind to 
MHC molecules and domains responsible for the redistribution of the Lck PTK. It is also 
clear from such studies that requirement for the interaction of CD4 or CD8 with an MHC 
molecule during antigen recognition requires that these molecules interact with the 
same MHC molecule that is presenting peptide to the TCR. This has at least two 
functions: First, it serves to increase the overall avidity of the antigen recognition 
complex. Second, it serves to deliver Lck into the close proximity to the TCR that is 



being stimulated by antigen, potentially allowing Lck to regulate this interaction.

Accessory Molecules Increase Avidity of T-Cell–APC Interaction

Several nonantigen-dependent molecular interactions have been identified that serve to 
increase the overall avidity of the interaction of T cells with APCs and may help to 
organize the complex intercellular interaction. These include the LFA-1 (CD11a/CD18) 
with ICAM-1 (CD54) or ICAM-2 (CD102); CD2 with LFA-3 (CD58) or CD59; and CD4 
with MHC class II or CD8 with MHC class I (reviewed in Shaw and Dustin [ 9 ]). Whereas 
the TCR may dictate the specificity of the recognition event, these antigen-independent 
molecular interactions serve in a permissive manner to facilitate the interaction of the 
T-cell with the APC.

The affinity of the TCR for the specific peptide–MHC complex is relatively low, on the 
order of 10 -5 M ( 75 ). For this reason, and because nonspecific cell conjugates have 
been observed between T cells and potential APCs, it has been proposed that the initial 
encounter of a T cell with a potential APC may not involve antigen-specific recognition ( 
9 , 76 ). A nonspecific T-cell–APC conjugate may form initially and be mediated, in part, 
by the molecular interactions listed above. Such nonantigen-specific adhesion between 
a T cell and APC may permit the TCR to survey peptide–MHC molecules and, if 
engaged by sufficient specific complexes, to initiate signal transduction events. These 
signal transduction events not only can lead to the activation of biochemical pathways 
responsible for T-cell activation, but also increase the avidity of several of these 
accessory molecule pairs. Such a TCR-mediated increase in avidity has been observed 
for interactions of LFA-1 with ICAM-1 ( 77 ); CD2 with LFA-3 ( 78 ); and, CD8 with class I 
MHC molecules ( 67 ). This increase in avidity serves to further stabilize the interaction 
between the T cell and APC and promotes the activation of the T cell by prolonging 
signal transduction. This TCR-mediated signaling appears to require a molecule now 
named ADAP (adhesion and degranulation promoting adapter protein) and previously 
named Fyb or SLAP-130. T cells from mice engineered to lack this protein fail to 
activate LFA-1 and other integrin receptors following TCR engagement ( 79 ). If the TCR 
does not encounter its specific peptide antigen during the initial interaction, signal 
transduction events that contribute to the increased avidity of the accessory molecules 
are not induced. This permits the disengagement of the T cell and APC from a 
low-avidity interaction and allows the T cell to move on to interactions with other 
potential APCs. Some of these accessory molecules undergo complex movement and 
sorting on the plasma membrane during the process of TCR interaction with the peptide 
MHC. This issue is discussed below. The functions of these accessory molecules are 
discussed in further detail in Chapter 13.

Co-stimulatory Signal Is Required for T-Cell Activation

As is clear, the molecules expressed in an APC provide many functions for the initiation 
of T-cell activation. In addition to peptide presentation and the adhesion functions, 
molecules on or secreted by the APC induce additional signal transduction events 
necessary for T-cell activation. This latter function is termed a co-stimulatory function or 
signal ( 3 ). The function of co-stimulation is to ensure that the antigenic peptide 



recognized is a non–self-peptide. This is accomplished by requiring that the resting T 
cell is only activated by peptide antigens presented by dedicated APCs such as 
dendritic cells, macrophages, or activated B cells. These dedicated APCs constitutively 
express or are induced by inflammatory stimuli to express ligands for co-stimulatory 
receptors on T cells.

The co-stimulatory function has been revealed primarily in studies involving the 
response of resting G 0 T cells or resting T-cell clones of the Th1 type that have been 
depleted of APCs contained in the adherent cell population. Purified resting T cells fail 
to produce IL-2 or proliferate in response to mitogenic lectins, immobilized anti–TCR 
mAbs, or antigen-pulsed fixed APCs (fixed APCs cannot provide a co-stimulatory 
signal), but they are induced to express IL-2 receptors and will proliferate if exogenous 
IL-2 is provided ( 57 , 58 , 80 ). In contrast, T-cell hybridomas and cytolytic T-cell clones 
will frequently produce IL-2 and/or proliferate in response to immobilized anti–TCR 
mAbs, antigen-pulsed fixed APCs alone, or even lipid membranes reconstituted with 
peptide–MHC molecules ( 12 , 13 , 81 ), whereas such stimulation of T-helper cell clones 
may fail to induce IL-2 production or proliferation and can induce an unresponsive state 
( 3 ). This state of unresponsiveness will be discussed later in this chapter and in 
Chapter 29. The critical event necessary to avoid the anergic state is the response to 
IL-2 ( 82 ). In most cases this will reflect the production of IL-2 by the same T cell. The 
variable dependency of some T-cell clones and hybridomas on a co-stimulatory signal 
may reflect the state of differentiation of these cells. T-cell clones already express 
high-affinity IL-2 receptors, transferrin receptors, and, in the case of human clones, 
class II MHC molecules, characteristics not shared by resting naïve T cells. Thus, these 
observations suggest that the activation of resting naïve T cells and, in some cases, 
T-helper cell clones requires two independent signals for IL-2 production, proliferation, 
and differentiation. One signal is provided by the TCR. The other signal is provided by a 
soluble factor or by cell-surface molecules on the APC that interact with molecules on 
the T cell.

One molecule that functions as a co-stimulatory receptor on T cells is CD28 (reviewed 
in Foy et al. [ 83 ], Michel et al. [ 84 ], and Frauwirth and Thompson [ 85 ]). The function of 
CD28 is discussed in detail in Chapter 13. Briefly, CD28 is a disulfide-linked homodimer 
of 44 kD glycoprotein monomers. It is expressed on most T cells, but in the human 
approximately 50% of CD8 T cells do not express CD28. CD28 has two 
well-characterized ligands, B7-1 (CD80) and B7-2 (CD86), that are expressed on potent 
APCs, including activated B cells, activated macrophages and dendritic cells. 
Co-stimulatory function can be provided by anti–CD28 mAbs, soluble 
B7-immunoglobulin fusion proteins, or cells expressing B7 molecules. Interruption of the 
CD28–B7 interaction can block co-stimulatory function and prevent T-cell activation in 
vitro or in vivo, highlighting the importance of this interaction. Moreover, mice made 
deficient in CD28 or both B7-1 and B7-2 have markedly impaired immune responses ( 
85 , 86 and 87 ).

A critical event necessary for co-stimulatory function is the induction or up-regulation of 
B7 molecules on the surface of APCs, particularly when B cells function as APCs. This 
involves the sequential stimulation of the TCR on the interacting T cells and CD40 on 



the antigen-presenting B cell ( 83 ) ( Fig. 3). During this interaction, stimulation of the 
TCR on a resting T cell results in the induced expression of gp39, the CD40 ligand 
(CD40L), a membrane-bound member of the tumor necrosis factor (TNF) family. This, 
in turn, allows for the stimulation of CD40 on the B cell, which induces up-regulation of 
B7-1 and B7-2 that can then stimulate CD28. Inflammatory mediators, such as 
lipopolysaccharide, have also been shown to up-regulate B7-1 and B7-2 expression, 
ensuring that co-stimulatory function will be provided at inflammation sites. This allows 
for the initial response of the innate immune system to recruit the adaptive immune 
system. Such a complex scheme has probably evolved to ensure that T cells are 
activated only under appropriate circumstances.

The mechanism by which CD28, which does not have intrinsic enzymatic activity, 
mediates signals responsible for co-stimulation remains elusive and controversial. 
CD28 engagement by B7 or with antibodies results in phosphorylation of tyrosine 
residues on its cytosolic tail. These events are mediated by protein-tyrosine kinases of 
the Src family present in T cells. Phosphorylation events of this type and their complex 
consequences are critical to TCR-mediated activation as described extensively below. 
The phosphorylation of the CD28 tail creates binding sites for a number of important 
signaling molecules including Grb2 and the p85 regulatory subunit of PI-3 kinase. The 
latter enzyme can be activated by this recruitment. Investigators have also observed 
that CD28 engagement leads to activation of certain protein-tyrosine kinases such as 
Itk and Tec, as well as tyrosine phosphorylation of both Vav, an activator of Rho family 
G proteins and PLC?. PLC? is responsible for phosphoinositide breakdown, as well as 
production of diacylglycerol and inositol phosphates, the activators of protein kinase C 
and calcium, respectively. All of these actions can be detected following engagement of 
the TCR alone. Thus, there is a strong sense that the role of CD28 is to enhance or 
amplify TCR signaling ( 84 , 85 ). On the other hand, a number of functions associated 
with CD28 activation seem unique, and thus may serve to complement TCR-induced 
pathways. CD28 can promote TCR interactions with membrane microdomains called 
rafts, which are discussed below. CD28 is also coupled via PI3 kinase to the 
serine–threonine kinase Akt that regulates the function of NF-?B transcription factors 
and contributes to optimal activation of the IL-2 promoter. In this pathway, CD28 
engagement targets the specific transcriptional element, CD28RE, which is a 
component of the IL-2 promoter. The relative importance of the various CD2? pathways 
shared with the TCR or unique CD2?, remains an active and vital area of research.

The signals responsible for IL-2 production have been studied most intensively, 
although CD28 regulates the production of several other T-cell–derived lymphokines ( 88

 , 89 ). CD28 signals regulate the transcriptional activity of the IL-2 gene (discussed 
below) and its post-transcriptional regulation (reviewed in Powell et al. [ 90 ]). The 
cytoplasmic tail of CD28 is sufficient to mediate the signals required for co-stimulation 
of IL-2 gene transcription and production of the lymphokine ( 91 ), and residues critical 
for this function have been identified. The biochemical signals induced by CD28 
stimulation that are responsible for its co-stimulatory function remain ill-defined. Several 
distinct events have been identified and will be described below and in Chapter 13.

Despite the importance of the interaction of CD28 with B7 molecules, blockade of the 
interactions or deficiency of the interaction in mice that do not express CD28 or B7 



molecules does not always result in an anergic state. Indeed, CD28-deficient mice can 
mount a significant immune response to some pathogens ( 86 , 92 ). These results 
suggest that other molecules may provide similar, though perhaps not identical 
co-stimulatory functions. ICOS, for instance, is a CD28 homologue that is up-regulated 
following initial T-cell stimulation and binds a B7 family member. ICOS appears to play 
a preferential role in regulating Th2 cytokine production ( 93 ).

Of the other molecules on or secreted by the APCs, heat-stable antigen and 
interleukin-1 (IL-1) have received the greatest attention. The effects of IL-1 may be 
quite indirect. For instance, IL-1 can up-regulate the expression of B7 ( 94 ). The 
intracellular events initiated by or modified by the binding of IL-1 to its receptor have not 
been well characterized. However, the cytoplasmic domain of IL-1 is homologous to the 
cytoplasmic domain of Drosophila Toll. Several mammalian Toll receptor homologues 
have been identified and are involved in the initiation of the innate immune response by 
functioning as pattern recognition receptors. They frequently recognize bacterial, fungal 
or viral products. Interestingly, stimulation of all these molecules activates NF-?B 
transcription factors via adaptor proteins such as MyD88 that ultimately activate IkB 
kinases ( 95 , 96 and 97 ). The activation of NF-?B plays a role in inducing the 
transcriptional activation of B7 and CD40 genes.

Other reagents and mAbs against other cell-surface molecules have produced second 
signals required for T-cell lymphokine production and proliferation. Some of these are 
likely to function indirectly to up-regulate B7 or CD40 genes. A second signal can also 
be provided by pharmacologic reagents, namely phorbol esters that activate protein 
kinase C isozymes ( 57 , 98 ). The mechanism by which phorbol esters provide a 
co-stimulatory signal is not clear since TCR stimulation should activate protein kinase C 
or Ras (see below). It seems likely that there are many ways to provide a second signal 
that can lead to T-cell activation. These signals may not necessarily be qualitatively 
equivalent and may not functionally activate the same T-cell populations.

SIGNAL TRANSDUCTION BY T-CELL ANTIGEN RECEPTOR

Complex Structure and Signal Transduction Function of TCR

The TCR contains an a/ß or ?/d heterodimer that is responsible for peptide 
antigen/MHC molecule recognition. These subunits are transported to the plasma 
membrane in an obligatory association with as many as six other invariant proteins 
derived from four genes, although the precise stoichiometry of the chains within the 
TCR complex is uncertain ( 1 , 2 ). Among the associated proteins are those comprising 
the CD3 complex. CD3 consists of three homologous noncovalently linked 
transmembrane proteins: ?, d, and e. The CD3 genes are closely linked and are 
presumed to have arisen via gene duplication ( 1 ). Within each TCR complex, there 
appear to be two copies of CD3e that associate with either d or ? to form dimers, but ? 
and d cannot associate with each other. The crystal structure of the extracellular 
fragment of the CD3e/? heterodimer demonstrates a tight interface between the two 
chains ( 99 ). In addition, the TCR contains a disulfide-linked homodimer or heterodimer 
containing the ? chain, which has little overall structural homology to the CD3 chains. 



The predominant form of the TCR contains ?/? homodimers. On some CTL, ? forms 
disulfide-linked dimers with the structurally homologous ? chain of the high-affinity IgE 
Fc receptor ( 100 ). The function of such diversity in TCR structure is still not known, but it 
may allow for diversification of the signal transduction functions of the receptor.

The scant five residues in the cytoplasmic domains of the a and ß chains do not contain 
sufficient information to couple to intracellular signal transduction machinery. Instead, 
the signal transduction function of the TCR complex is conveyed by the associated CD3 
and ? subunits. Initial clues to this function came from studies using mAbs reactive with 
extracellular domains of the CD3 complex that were able to mimic the effects of antigen 
by inducing many of the manifestations of T-cell activation ( 45 ). When the structural 
features of the CD3 and ? chains are compared to the a and ß chains, it is clear that 
although the cytoplasmic domains of the CD3 and ? chains do not encode an intrinsic 
enzymatic activity, they are sufficiently large (40 to 113 residues) and more likely to 
interact with cytoplasmic signal transduction molecules.

Studies with chimeric molecules that included the cytoplasmic domain of ?, CD3e, or 
related molecules, provided evidence for this signal transduction function. Earlier 
studies had revealed that the regions surrounding and including the transmembrane 
domains of the TCR component contain the information necessary for the assembly of 
the TCR subunits ( 101 , 102 ). This permitted the development of a strategy in which the 
functions of the cytoplasmic domains of the individual chains of the TCR could be 
studied in isolation. Chimeric molecules were constructed in which the extracellular and, 
importantly, the transmembrane domains of CD4, CD8, CD16, or the IL-2 receptor a 
chain (which can be expressed independently of the TCR) were fused to the 
cytoplasmic domains of the TCR ?, CD3e, or IgE Fc–receptor ? chains ( 103 , 104 and 105 

). These chimeric molecules could be expressed independently of endogenous TCR 
chains in T-cell lines or clones or in basophil lines. Stimulation of these chimeras 
induced early signal transduction events and later manifestations of T-cell activation, 
such as lymphokine secretion and cytolytic activity associated with stimulation of the 
intact oligomeric TCR. Thus, the TCR ? and CD3 chains can both couple the 
ligand-binding subunit of the TCR to intracellular signal transduction mechanisms. This 
is consistent with TCR reconstitution studies of a T-cell hybridoma that suggested that 
CD3 and ? chains could function as independent signal transduction modules ( 106 ).

The apparent paradoxical redundancy of function of the CD3 and ? subunits is 
explained by the recognition of a common sequence motif contained in the cytoplasmic 
domains of the non–ligand-binding subunits of many hematopoietic cell receptors 
involved in antigen recognition ( 107 ). Termed the “immunoreceptor tyrosine-based 
activation motif” (ITAM), this motif is (a) based on conservation of the consensus 
sequence (D/E)XXYXXLX (6-8)YXXL; (b) triplicated within the cytoplasmic domain of the 
? chain; and (c) contained as a single copy in the cytoplasmic domains of each of the 
CD3 chains ( Fig. 4). The ITAM is also contained in the ß and ? chains of the IgE Fc 
receptor, the Iga and Igß chains associated with the membrane immunoglobulin antigen 
receptor on B cells, and DAP-12, which is associated with MHC recognition structures 
on natural killer (NK) cells ( Fig. 4) (see Chapter 7, Chapter 12 and Chapter 22). The 
observations made with TCR chimeric receptors have been extended to other invariant 
chains of receptors associated with oligomeric receptors expressed on B cells (the 



B-cell antigen receptor); mast cells (the high-affinity IgE Fc receptor); and NK cells (the 
activating forms of the killer inhibitory receptors, KIR, or Ly49 molecules). Chimeric 
receptors containing only a single copy of most, but perhaps not all, ITAMs are 
sufficient to induce the early and late events associated with stimulation of the intact 
oligomeric TCR ( 105 , 108 , 109 ). The ß chain of the IgE Fc receptor, which is the only 
ITAM with a six-residue spacer, appears to function as an amplifier rather than an 
independently functioning unit ( 110 ). Mutagenesis of the ITAM sequences has 
demonstrated the importance of the tyrosine and leucine residues in the ITAM signaling 
function. It is not surprising that ITAMs may have similar functions within distinct 
receptors since the exon–intron organization of the various ITAMs is conserved, 
suggesting a common evolutionary precursor ( 106 ).

 
FIG. 4. ITAMs in receptors involved in antigen recognition.

The multiplicity of the ITAMs within the TCR is a striking feature of the receptor that is 
likely to have functional consequences. Although the precise stoichiometry of the chains 
comprising the TCR is not clear, if one assumes the most common model of receptor 
structure ( Fig. 2 and Fig. 4), then a single TCR complex contains ten copies of this 
motif. The redundancy of this motif within the receptor allows a single TCR to interact 
with and activate multiple copies of the same signal transduction component. This can 
lead to amplification of signal transduction by a single ligand-binding event ( 109 ), 
thereby increasing the sensitivity of the TCR ( 111 ). Alternatively, the motifs contain 
sufficiently distinct sequences to allow them to interact with distinct intracellular 
signal-transduction molecules, which permits diversification of the signal transduction 
events. Thus, it is possible that selective involvement of ITAMs following TCR 



stimulation can lead to distinct cellular responses ( 35 , 112 ).

It is not surprising that viruses which target lymphocytes have acquired ITAM 
sequences that aid them in their pathogenic mechanisms. At least four viruses have 
ITAM-like sequences that can couple to intracellular signaling mechanisms in 
lymphocytes and have been shown to play important roles in pathology. The 
bovine-leukemia-virus envelope glycoproteins, gp130, contains an ITAM sequence. 
This virus, which transforms B cells in ruminants, depends on the ITAM sequence for 
infection and for high viral titers ( 113 ). The Epstein–Barr virus latent-membrane protein 
2 (LMP2) plays an important role in maintaining viral latency in transformed B cells. The 
ITAM in LMP2 may activate B cells, but also contains a motif that facilitates 
ubiquitination and degradation of the Lyn kinase ( 114 ). An unusual isolate of the simian 
immunodeficiency virus (SIV) causes fulminant infection of resting T cells, in contrast to 
the chronic and latent infection observed with most SIV isolates. The highly unusual 
behavior of this virus has been mapped to two mutations in the viral Nef protein that 
create an ITAM sequence ( 115 ). Finally, the K1 gene product of the Kaposi’s sarcoma 
herpes virus contains a functional ITAM-like sequence ( 116 ). This could play a role in 
facilitating the infection of B cells, thought to be an intermediate reservoir for the virus. 
Thus, these viral ITAM sequences appear to have taken advantage of the function of 
the ITAM present in the TCR or other antigen receptors in order to interact with 
intracellular signaling molecules involved in lymphocyte activation.

The CD3 chains may serve an additional regulatory function within the TCR. The 
human CD3? and d chains are phosphorylated on serine residues in response to 
events that lead to protein kinase C activation (see below) ( 117 , 118 ). This has been 
associated with diminished TCR signal transduction function. Thus, it may represent a 
feedback regulatory mechanism leading to receptor desensitization.

The mechanism by which the a/ß chains transmit ligand occupancy to the CD3 and ? 
subunits remains poorly understood. The ability to stimulate simple single- or 
double-chain chimeric receptors containing ? or CD3e cytoplasmic domains with mAbs 
is most consistent with a cross-linking or dimerization model. However, the complex 
structure of the receptor and the varying sensitivity of a/ß and CD3 to stimulation by 
mAbs suggests that allosteric changes could play a role in receptor activation ( 42 , 119 ). 
The varying ability of peptide ligands with similar affinities to induce distinct signaling 
events also favors an allosteric model, although differences in kinetic parameters could 
also explain such differences ( 38 ). Finally, the CD3 and ? chains may also serve a 
“docking” function to permit other cell-surface molecules, such as CD2, CD4, or CD8, to 
interact with the TCR in forming a properly assembled receptor complex. This latter 
function is consistent with observed stable or induced associations of the TCR with CD4 
( 38 , 120 ). Such a docking function is also consistent with the observed requirement for a 
functional TCR or ? chain-containing chimera in CD2-mediated signal transduction ( 56 ).

TCR ITAMs and Cytoplasmic Protein-Tyrosine Kinases

Stimulation of the TCR by peptide antigen–MHC molecules or by agonist anti–TCR 
mAbs must induce intracellular biochemical events in order to initiate a cellular 



response. A number of intracellular biochemical changes occur during the first few 
seconds to minutes after stimulation of the TCR. These include protein phosphorylation, 
increases in cytoplasmic free calcium [Ca 2+] i, pH changes, and changes in cyclic 
nucleotides. The primary sequences of the TCR component chains do not encode 
proteins with intrinsic enzymatic activity. Instead, the TCR ITAMs couple the TCR to 
intracellular enzymes.

The most rapid event associated with TCR stimulation is the induced phosphorylation of 
several proteins on tyrosine residues ( 121 ). Notably, among these phosphorylated 
substrates are the ITAMs of the TCR ? and CD3 chains ( 122 , 123 ). Such tyrosine 
phosphorylation can be observed within seconds of TCR stimulation and persists for 
hours ( 103 , 121 , 124 ). Inhibitors of protein-tyrosine kinases (PTKs) can inhibit most if not 
all of the later events associated with TCR stimulation ( 31 , 32 ). Since the ITAMs contain 
all of the information necessary for TCR signal transduction function, it seemed likely 
that the ITAMs regulate the function of PTKs. Two families of cytoplasmic PTKs, the 
Src and Syk families, interact directly with TCR ITAMs in a sequential and highly 
coordinated manner ( 53 ). Members of these two families of PTKs have been shown to 
play critical roles in TCR signaling function. A third family of PTKs, the Tecs, although 
not directly interacting with the TCR, are intimately involved in TCR-mediated signaling ( 
125 ).

Src PTKs Involved in TCR Signal Transduction

Lck and Fyn are the major Src family PTKs expressed in T cells. Both have been 
implicated in interactions with ITAMs and in TCR signal transduction. Prior to reviewing 
the specific role of each of these kinases, the overall common structural features ( Fig. 
5) and the functions of the domains of these PTKs will be discussed.

 
FIG. 5. Protein tyrosine kinases involved in TCR signal transduction. Shown are 
schematic representations of the Lck/Fyn and Syk/ZAP-70 PTKs. The unique, SH3, 
SH2, kinase, and regulatory domains are indicated. Also shown are the two sites of 
phosphorylation in Lck/Fyn and some of the sites in Syk/ZAP-70.

The Src kinases vary from approximately 50 to 60 kilodaltons (kDa) ( 126 ). At the 
N-terminus of each of these kinases, at position 2, is a glycine residue that is 
myristoylated. Some of the Src kinases, including Lck, are also palmitoylated at one or 
two cysteine residues contained within the first ten residues, and this modification may 



be dynamically regulated ( 127 , 128 ). The presence of these two lipid moieties is 
intimately involved in membrane localization of these PTKs, and, in particular, with 
localization to membrane microdomains called rafts. The function of raft localization is 
discussed below. Within the N-terminal, 40 to 70 residues are also the most 
distinguishing sequences among this family that probably play important roles in the 
unique functions and interactions of each of these kinases. The unique region is 
followed by the Src homology 3 (SH3) domain that consists of approximately 60 
residues. The SH3 domain is involved in directing protein–protein interactions by 
binding in a sequence-specific context to residues contained in proline-rich regions. The 
SH3 domain is followed by a 100–amino-acid structural domain, the Src homology 2 
(SH2) domain. The SH2 domain also is involved in protein–protein interactions by 
binding to phosphorylated tyrosine residues contained in a particular sequence-specific 
context.

The SH2 domain is followed by the catalytic domain, the kinase domain. The crystal 
structure of the activated Lck kinase domain has been solved and, like other kinase 
domains, it is a two-lobed structure consisting of approximately 250 residues ( 129 ). Like 
most kinases, the catalytic activity of the kinase is regulated by an activation loop. 
Within the activation loop of the Src family is a single tyrosine residue that regulates 
kinase activity. Phosphorylation of this tyrosine residue activates catalytic function by 
relocalization of the activation loop allowing for substrate access to the catalytic site.

At the C-terminal of the Src kinases is the regulatory domain. This short region contains 
the second well-characterized tyrosine phosphorylation site in Src kinases. 
Phosphorylation of this tyrosine results in the inactivation of the kinase. The crystal 
structures of two Src family kinases, Hck and Src, that are phosphorylated at this 
position have been solved and are remarkably similar ( 130 , 131 ). The structure reveals 
that in the inactive phosphorylated state, the kinase is in a closed conformation in which 
the C-terminal negative-regulatory-phosphorylated tyrosine interacts with the SH2 
domain of the same molecule and that the SH3 domain interacts with a 
proline-containing spacer sequence between the SH2 and kinase domain. These 
interactions prevent the kinase domain from assuming an active conformation. Thus, 
activation of the kinase requires the dephosphorylation of the C-terminal tyrosine 
residue and phosphorylation of the tyrosine in the activation loop.

Fyn PTK Several lines of evidence have implicated the Fyn PTK in TCR signal 
transduction. Fyn is a 59-kDa protein and is expressed ubiquitously but at particularly 
high levels in the brain and hematopoietic system. Two isoforms of Fyn exist that are 
differentially expressed in hematopoietic cells or the brain ( 132 ). The molecular basis for 
these two forms of Fyn is the tissue-specific alternative splicing of two homologous but 
nonidentical copies of exon 7 that encode a portion of the kinase domain. 
Overexpression of either of the two forms of Fyn in an antigen-specific T-cell hybridoma 
can have different functional consequences ( 133 ). Whereas both forms of 
Fyn-enhanced anti–TCR mAb increases in protein-tyrosine phosphorylation, only the 
Fyn isoform expressed in hematopoietic cells augmented antigen-induced IL-2 
production. Thus, the two forms of Fyn may serve distinct functions, possibly by 
interacting with distinct intracellular signal transduction molecules. The interaction of 
Fyn with the TCR has been difficult to study. Fyn can be co-immunoprecipitated with 



the TCR complex, albeit at low stoichiometry, if mild detergents are used to solubilize 
the complex ( 134 ). Fyn protein has also been reported to co-localize with the TCR when 
TCR capping is induced by anti–CD3 mAb, consistent either with a direct or indirect 
association ( 135 ). A specific association between Fyn and ?, CD3? or CD3e fusion 
proteins could be detected in a sensitive heterologous expression system ( 136 ). This 
interaction mapped to the 10 most N-terminal residues of Fyn (which also encode the 
residues responsible for lipid modification and membrane localization) and sequences 
within ITAMs, although no single residue seemed critical in the interaction. Further 
investigation has shown that the dual fatty acylation (myristoylation and palmitoylation) 
of Fyn that occurs in the N-terminal region is responsible for localization of this PTK to 
membrane lipid rafts. In these microdomains Fyn can phosphorylate TCR ITAMS. 
These phosphorylated sites then serve to bind the Fyn SH2 domain, thus stabilizing the 
interaction of PTK and TCR ( 137 ). Thus, these biochemical and cellular studies suggest 
the possibility of an indirect as well as direct association of Fyn with the TCR. The 
functional importance of the interaction of Fyn with the TCR has been addressed in a 
variety of biochemical and genetic approaches. Stimulation of the TCR induces an 
increase in Fyn PTK activity that is associated with an increase in tyrosine 
phosphorylation of Fyn-associated proteins ( 138 ). Expression of activated versions of 
both isoforms of Fyn in a T-cell hybridoma results in heightened TCR signal 
transduction ( 133 ). The activated version of Fyn here refers to a protein in which the 
C-terminal negative regulatory tyrosine has been mutated. Similar effects have been 
observed with other activated Src family members, so that this effect may not reveal a 
function specific to Fyn. An alternative approach has been used to express increased 
levels of normal Fyn as a transgene within the T-cell lineage. This resulted in 
heightened responses to TCR responsiveness, whereas mice expressing a 
kinase-deficient mutant of Fyn had diminished TCR signal transduction capability ( 139 ). 
Surprisingly, disruption of the Fyn gene by homologous recombination resulted in a 
relatively restricted deficiency in signal transduction function. Mature single positive 
thymocytes (CD4 + or CD8 +) had a rather striking impairment in TCR signal 
transduction, whereas double-positive (CD4 +CD8 +) and mature T-peripheral T cells 
had a more modest decrease in TCR signal transduction capacity ( 140 , 141 ). These 
experiments with the mice containing the disrupted Fyn gene suggest a potential role 
for Fyn in TCR signal transduction that is developmentally restricted to a specific stage 
in T-cell development. The loss of Fyn, however, did not appear to have untoward 
consequences on thymic development, suggesting the possibility of compensatory 
mechanisms involving other PTKs that may have redundant functions. Indeed, results 
discussed below suggest an important role for the Lck kinase. Although redundancy 
among Src family members may be observed in developmental studies where selective 
pressures in the developing populations of cells are brought to bear, it is likely that each 
Src kinase may have specific functions as well, defined by specific substrates. A unique 
functional role for Fyn has been revealed in studies of the Pyk2 kinase, which is 
homologous to the focal adhesion kinase. Although the function for Pyk2 is not yet 
understood, its phosphorylation and catalytic activity are regulated by TCR signal 
transduction ( 142 ). However, in Fyn-deficient mice, Pyk2 is neither activated nor 
phosphorylated. These results suggest that Fyn is required to couple the TCR to Pyk2. 
Results in several studies suggest that Fyn has a specific role in binding to or 
phosphorylating ADAP (previously known as Fyb or SLAP-130), Cbl, and Vav. These 



substrate molecules are described further below. 
Lck PTK Lck, a 56-kD PTK of the Src family, plays a critical role in TCR signal 
transduction. It is expressed predominantly in T cells. Lck associates with CD4 and CD8 
via interactions that involve cysteine residues present in the cytoplasmic domains of the 
co-receptors and within the unique N-terminal domain of Lck ( 143 ). Although not all Lck 
is associated with either CD4 or CD8, the stoichiometry is relatively high. This direct 
interaction of Lck with the co-receptors CD4 and CD8 positions it to play an important 
functional role in TCR signal transduction during antigen recognition. The demonstrated 
role of CD4 and CD8 as co-receptors with the TCR during peptide–MHC interactions 
supports an important functional role for Lck during TCR signal transduction ( 60 ). 
Cross-linking of the TCR together with CD4, but not separately, with mAbs markedly 
enhances TCR-mediated signal transduction ( 64 ). This suggests a model in which the 
co-receptors CD4 and CD8 function not only to increase avidity of the TCR with the 
antigen peptide–MHC complex, but also to co-localize Lck with the signaling apparatus 
contained within the cytoplasmic domains of the TCR. This model has been supported 
by work involving a CD4-dependent antigen-specific T-cell hybridoma. Antigen-induced 
IL-2 production by this hybridoma was reconstituted by wild-type CD4, but not by 
mutants of CD4 that could not associate with Lck ( 74 ). Thus, Lck appears to play a 
critical role during CD4- and CD8-dependent TCR signal transduction. A function for 
Lck in TCR-mediated signal transduction, independent of its association with CD4 or 
CD8, is suggested by a variety of observations. Some T-cell clones or hybridomas can 
respond to antigen in the absence of CD4 or CD8 expression. CD4 and CD8 
participation in antigen recognition is generally less important in secondary immune 
responses. Expression of activated Lck within a class II MHC–restricted IL-2–secreting 
T-cell hybridoma that failed to express CD4 still markedly increased the sensitivity of 
this cell to antigen ( 144 ). At least an indirect interaction of Lck with the TCR is implied 
by experiments in which the expression of CD4 in a CD4-negative T-cell clone could 
inhibit the ability of anti–TCR mAbs from activating this cell through the TCR by 
apparently sequestering Lck away from the TCR ( 145 ). Moreover, Lck can be detected 
in immunoprecipitates of TCR components, although it is not clear whether the 
interaction is direct. The mechanism by which Lck might directly interact with TCR 
components has not been defined, although it is properly positioned at the plasma 
membrane and lipid rafts to interact with TCR components ( 146 ). Thus, Lck can 
contribute to TCR signal transduction through CD4/CD8-dependent and -independent 
mechanisms. A critical role for Lck in TCR signal transduction is evident from genetic 
studies of mice and cell lines deficient in Lck function. TCR induction of protein-tyrosine 
phosphorylation as well as downstream events are markedly impaired in Lck-deficient T 
cells ( 147 , 148 , 149 and 150 ). Moreover, a critical role for Lck in thymic development, 
which likely involves its function within the pre-TCR and mature TCR signaling 
pathways, is well illustrated by the profound, but incomplete, arrest in thymic 
development in mice in which the Lck gene has been disrupted by homologous 
recombination ( 148 ). The major defect appears to occur at an early developmental 
checkpoint, the CD4 -/CD8 - to CD4 +/CD8 + transition, where the pre-TCR mediates a 
signal to indicate that the TCR ß chain has been functionally rearranged and expressed 
on the cell surface (see Chapter 19). A complete block is observed at this 
developmental checkpoint in mice lacking both Lck and Fyn ( 151 , 152 ). Since no 
developmental defect is observed in the Fyn-deficient mice, these results suggest that 
Lck plays the major role in pre-TCR signaling function but that Fyn can partially 



compensate for its loss. Cell lines deficient in Lck have proved useful in examining the 
function of the various Lck domains. In all these studies, Lck–deficient cell lines have 
been subjected to cDNA transfection to express either Lck with targeted mutations or 
wild-type, nonmutated Lck. Studies of this kind have demonstrated the importance of 
N-terminal Lck cysteine residues. These residues become acylated, targeting the PTK 
to rafts and ensuring proper signaling function. Expression of a mutation that blocks 
function of the Lck SH2 domain fails to restore TCR-mediated signaling. The mutation 
blocked interaction of Lck with the ZAP-70 PTK, which as discussed below, would have 
a deleterious effect on ZAP-70 function. Disruption of the Lck SH3 domain, assayed in 
the same manner, had a partial effect. In cells expressing this mutant form of Lck, many 
signaling pathways were intact, but activation of MAPK (mitogen-activated protein 
kinase) serine kinase was significantly inhibited for unclear reasons ( 153 , 154 and 155 ). 
The activation of Lck catalytic activity following TCR stimulation can be detected. In 
addition, a two-fold to four-fold increase in Lck kinase activity can also be detected 
following cross-linking of the CD4 molecule. Activation of the PTK activity is associated 
with phosphorylation of a tyrosine residue (Y394) within the activation loop of the kinase 
domain, a characteristic site of autophosphorylation of activated Src family members ( 
155 ). This is presumed to allow access of the substrate to the catalytic site. It is 
noteworthy that although cross-linking of CD4 increases Lck catalytic activity, the 
characteristic increase in cellular tyrosine phosphoproteins associated with TCR 
stimulation is not observed ( 64 ). Therefore, Lck represents a critically important PTK 
involved in TCR signal transduction but it is not likely be the only PTK involved. 
Syk Family PTKs Associate with Stimulated TCR The Syk family of PTKs, consisting 
of only Syk and ZAP-70, plays an important role in TCR signal transduction (reviewed in 
Chu et al. [ 156 ]). ZAP-70 is expressed preferentially in T cells and NK cells. It was first 
identified as a 70-kDa TCR ?-associated tyrosine phosphoprotein in 
immunoprecipitates isolated from TCR-stimulated cells. Syk is 72 kDa and is more 
broadly expressed within the hematopoietic lineage. However, within the T-cell lineage, 
it is expressed early in thymic ontogeny and is down-regulated in mature T cells, except 
for the ?/d lineage, where it appears to be expressed in greater abundance ( 157 , 158 ). 
Both of these kinases have similar functions within signaling pathways mediated by 
receptors of cells of the hematopoietic lineages. They associate with doubly 
phosphorylated ITAMs and are inducibly phosphorylated following TCR stimulation ( 63 ). 
The overall structure of ZAP-70 and Syk are similar. They each have two N-terminal 
SH2 domains and a more C-terminal catalytic domain ( Fig. 5). It is now well recognized 
that the ZAP-70 SH2 domains bind in tandem to a single doubly phosphorylated ITAM 
with the relatively high affinity of 10 to 30 nM ( 159 ). This affinity is substantially higher 
than is seen with isolated SH2 domains that bind with micromolar affinities. The 
structure of the two ZAP-70 SH2 domains bound to a single doubly phosphorylated 
TCR ? ITAM has been solved by x-ray crystallography ( 160 ). The phospho-ITAM has an 
extended structure and the more C-terminal SH2 (SH2C) domain has a typical structure 
and binds to the more N-terminal pYXXL sequences in the ITAM. In contrast, the 
N-terminal SH2 domain (SH2N) is atypical. It is an incomplete SH2 domain; the SH2N 
phosphotyrosine–binding pocket is only completed when it is brought into close 
apposition to SH2C. The close relationship between SH2N and SH2C when bound to 
the doubly phosphorylated ITAM emphasizes the importance of the critical spacing 
between the YXXL groups of the ITAM. Greater or fewer than the seven or eight 
residues would probably not permit appropriate binding to occur. The other interesting 



feature revealed from the structure is the formation of a coiled-coiled loop in 
interdomain A, which separates the SH2 domains. The function of interdomain A is not 
clear, although it may help to stabilize the bound structure. Based on studies of Syk, 
phosphorylation of this loop could regulate the binding of the SH2 domains to a 
phospho-ITAM ( 161 ). The structure of the Syk SH2 domains is similar but not identical ( 
162 ). Both SH2 domains are structurally complete and there is some evidence that they 
exhibit more flexibility in their binding requirements. Approximately 65 residues 
comprising interdomain B separate the ZAP-70 SH2 and kinase domains. This 
interdomain region has a regulatory function. Y292, within interdomain B, is an in vivo 
autophosphorylation site in ZAP-70 ( 218 ), and its phosphorylation inhibits ZAP-70 
function ( 163 , 164 and 165 ). This phosphorylated site binds to the proto-oncogene 
product, Cbl, which is a negative regulator of a number of PTKs ( 166 , 167 ). The 
mechanism of Cbl action is discussed below. There are two other sites of 
phosphorylation within interdomain B in ZAP-70, Y315, and Y319. The homologous 
sites in Syk have been shown to be in vitro autophosphorylation sites ( 168 ). These sites 
serve a positive regulatory function by recruiting substrates to ZAP-70. Y315 is 
important for ZAP-70 function and for the phosphorylation of the proto-oncogene Vav 
(see below). Y319 has a significant effect on ZAP-70 function. When this site is mutated 
to phenylalanine, there is a marked inhibition of signaling events induced by this PTK. 
When phosphorylated, Y319 serves as a binding site for the SH2 domain of the Lck 
PTK ( 169 ). However, deletion of interdomain B has a net positive effect on ZAP-70 
function, suggesting that the region has an overall negative regulatory function ( 165 ). 
The catalytic domains of ZAP-70 and Syk are typical of PTK domains. TCR stimulation 
increases the catalytic activities of both of these kinases. Their catalytic activities are 
regulated by phosphorylation of residues contained within their putative activation loops. 
Phosphorylation of Y493 in the activation loop of ZAP-70 and of the homologous 
residue in Syk, Y519, increases kinase activity ( 170 ). In contrast, Y492 in ZAP-70 has a 
negative regulatory function ( 163 , 164 , 170 ). These two residues within the same 
activation loop may be sequentially phosphorylated in a dynamic feedback regulatory 
circuit ( 170 ). Interestingly, the intrinsic catalytic activity of Syk is greater than that of ZAP 
( 171 ). Based on expression studies of mutant forms of ZAP-70 and Syk in cell lines and 
natural mutations of ZAP-70 in mice and a human patient ( 172 , 173 ), the catalytic 
activities of ZAP-70 and Syk are critical for their function. The functional importance of 
ZAP-70 and Syk in T cells has been established from natural and experimental genetic 
models. A human severe combined immunodeficiency (SCID) syndrome characterized 
by defective TCR signal transduction and developmental abnormalities in the T-cell 
lineage results from ZAP-70 mutations ( 174 , 175 and 176 ). In these SCID patients, only 
mature CD4 + T cells are detectable, but these T cells have defective TCR signal 
transduction. In mice deficient in ZAP-70 protein or with a kinase-defective ZAP-70 
protein ( 172 , 177 ), thymocyte development is blocked at the CD4 + CD8 + stage, a time 
when signal transduction by the mature TCR is required for positive selection. The 
ability to bypass the developmental checkpoint mediated by the pre-TCR may reflect 
compensation by the Syk kinase, which is expressed at higher levels earlier in 
thymocyte development ( 156 ). Differences between the phenotypes of humans and 
mice deficient in ZAP-70 remain unexplained, but could reflect differences in Syk 
expression ( 156 , 178 ). Mice made deficient in Syk expression by gene targeting best 



reveal the normal function of Syk in the T-cell lineage. In these mice, the predominant 
defect in T cells is the failure of epithelial T cells expressing the ?/d TCR to develop ( 179

 ). Cell lines deficient in Syk or ZAP-70 have proven useful to study these enzymes. 
Investigators have transfected them with DNA encoding mutated versions of these 
enzymes, and have achieved careful structure–function studies in this way. Collectively, 
all these approaches indicate that this family of kinases plays an important role in TCR 
signal transduction and that these kinases may be able to play some redundant and 
some unique functions. 
Interaction of Src and Syk PTKs The Src and Syk kinases interact with the TCR in a 
highly coordinated and sequential manner. In cell lines or T cells cultured in vitro, TCR 
ITAMs are inducibly phosphorylated following receptor stimulation. In ex vivo 
thymocytes or T cells, the TCR ? ITAMs are constitutively phosphorylated, although 
CD3 ITAMs are inducibly phosphorylated ( 180 ). Both the inducible and constitutive 
phosphorylation of the ITAMs appear to be principally mediated by Lck ( 53 , 150 ). 
ZAP-70 or Syk bind to the doubly phosphorylated ITAMs. Once bound, they can be 
activated in the stimulated TCR complex by phosphorylation of their activation loops. 
Phosphorylation of Y493, the critical residue in the ZAP-70 activation loop, is thought to 
be mediated by Lck ( 53 , 170 ). In contrast, Syk may be able to autophosphorylate and 
activate its kinase activity on ITAM binding ( 181 ). Indeed, it appears that Syk may be 
less dependent on Src kinases in T cells for its activation. However, in ex vivo 
thymocytes and T cells, receptor stimulation is required for the inducible 
phosphorylation of ZAP-70 or Syk, which are constitutively associated with the TCR ? 
chain ( 150 ). ITAM-bound Syk or ZAP-70 in the stimulated TCR complex forms a stable 
complex with Lck via the Lck SH2 domain ( 68 , 69 ). This likely leads to a further increase 
in PTK activity and substrate phosphorylation. These studies suggest important 
interactions between Lck and Syk family PTKs that may occur during T-cell responses 
to antigen. One model that may account for the interaction of Lck and ZAP-70 is 
depicted in Fig. 6. During the recognition of peptide antigen bound to class II–MHC 
molecules, co-localization of the TCR and CD4 occurs. This recruits Lck into close 
proximity with the cytoplasmic domains of the TCR chains containing ITAMs. This could 
result in phosphorylation of tyrosine residues within the ITAMs. In vivo, it is likely that 
this only results in CD3 phosphorylation. Such tyrosine phosphorylation of ITAMs allows 
for the recruitment of ZAP-70 or Syk. Co-localization of ZAP-70 and/or Syk with Lck 
facilitates the interaction and transphosphorylation/activation of these kinases. The 
ability of Lck to interact with activated ZAP-70 at phosphorylated Y319, discussed in the 
previous section, may ensure that additional ZAP-70 molecules are activated. A similar 
model may apply to the recognition of peptides bound to class I–MHC molecules by 
CD8 + cells. However, this model does not account for the mechanism by which the 
TCR can induce signal transduction events independent of CD4 or CD8. In these 
situations, cytoplasmic or membrane-localized Lck that is not bound to CD4 or CD8 
may be recruited to the TCR complex through oligomerization of the ITAMs. The net 
result of these interactions is the coordinated activation of these kinases leading to the 
tyrosine phosphorylation of downstream effector molecules and substrates that 
represent critical regulators in signaling pathways. 



 
FIG. 6. A speculative model of the interaction of Lck and ZAP-70 during antigen 

recognition by a CD4 + T cell. During TCR and CD4 engagement of an MHC class II 
molecule, Lck is brought into close proximity with the TCR cytoplasmic domain and 
phosphorylates CD3 and ? chains. ZAP-70 is recruited to the tyrosine phosphorylated 
CD3 and ? chains via its SH2 domains, which allows Lck to transphosphorylate and 
thereby activate ZAP-70.

Function of SH2 Domains in Signal Transduction Pathways

The activation of the catalytic function of cytoplasmic PTKs by the TCR has several 
consequences. Certainly tyrosine phosphorylation of certain enzymes is well known to 
lead to their activation as discussed above in the section on T-cell PTKs. Over the past 
decade, an additional consequence of protein-tyrosine phosphorylation has been 
recognized and intensively studied. This is the use of tyrosine phosphorylation to 
facilitate protein–protein interactions. Considerable progress has been made toward 
understanding how proteins in PTK or protein-tyrosine phosphatase (PTPase) signal 
transduction pathways interact since it has been recognized that sequences containing 
phosphotyrosine residues can bind to SH2 domains (reviewed in Pawson et al. [ 182 ]). 
SH2 domains are homologous sequences consisting of approximately 100 residues that 
are present in a variety of molecules that have been implicated in signal transduction 
pathways involving protein-tyrosine phosphorylation. Some of the proteins implicated in 
TCR signal transduction pathways that contain SH2 domains are listed in Table 2.

 
TABLE 2. Proteins with Src homology-2 (SH2) domains that may be associated with 
T-cell activation



Isolated SH2 domains can independently interact with phosphoproteins or 
phosphopeptides with micromolar affinities. It has been possible to demonstrate 
specificity in these interactions that depends on the sequences that surround the 
phosphotyrosine residue ( 182 , 183 ). The structural basis for this specificity and for the 
interaction with phosphotyrosine is evident from the three-dimensional structure of SH2 
domains. Each SH2 domain contains a binding pocket for phosphotyrosine, but 
sequences surrounding the binding pocket influence this interaction. Thus, the ability of 
this structural domain to recognize sequences surrounding phosphotyrosine can define 
the specificity of the interactions that occur among proteins in a signal transduction 
pathway.

SH2 domains may serve multiple functions. First, they can be responsible for recruiting 
signal transduction molecules to activated PTKs. Activated PTKs often contain sites of 
auto- or trans-phosphorylation that may represent the sites to which downstream signal 
transduction components bind via SH2 domains. For instance, the Vav SH2 domain 
binds to phospho-Y315 in ZAP-70 and this binding event facilitates the tyrosine 
phosphorylation and function of Vav ( 184 ). Second, they may protect 
tyrosine-phosphorylated sites from the action of PTPases, thereby prolonging the 
effects of tyrosine phosphorylation ( 185 ). Third, they may permit the recruitment of 
kinases or phosphatases to potential substrates or sites of action. PTKs of the Src and 
Syk families all contain SH2 domains, as do at least some cytosolic tyrosine 
phosphatases ( 182 ). Fourth, SH2 domains may play important regulatory functions to 
enhance or inhibit enzymatic functions. For instance, the negative regulatory site of 
tyrosine phosphorylation in Src family PTKs interacts with the SH2 domain contained 
within these molecules to inhibit kinase activity ( 130 , 131 ). Thus, SH2 domains can play 
a variety of distinct roles by interacting with phosphotyrosine residues within proteins in 
a signal transduction pathway.

It is important to recognize that SH2 domains are not the only structural domains that 
bind phosphotyrosine and that other structural domains may contribute to 
protein–protein interactions within a signaling pathway. For instance, phosphotyrosine 
binding (PTB) domains bind to tyrosine-phosphorylated residues ( 186 ). The specificities 
of the PTB domain may be more limited. Many other modular domains that bind to 
residues other than phosphotyrosine contribute to the interactions observed in signaling 
pathways. These include the SH3, PH, WW, WD40, and PDZ domains. The SH2 
domain is frequently found in tandem with one or more SH3 domains. As discussed 
above, SH3 domains bind to sequences rich in proline residues, so that no covalent 
post-translational modification is necessary for the interaction of SH3 domains with their 
targets. However, allosteric changes in the target sequence may be critical. The SH2 
and SH3 domains of different molecules vary in sequence sufficiently to impart 
specificity in their binding events. The affinities of the SH2 and SH3 domains for their 
peptide ligands are only in the low micromolar range, and for SH2 domains this affinity 
is only 20-fold to 50-fold greater than for isolated phosphotyrosine. However, by using 
pairs or combinations of these protein modules, a much higher degree of specificity and 



affinity may be achieved in these protein–protein interactions ( 187 ).

Protein-Tyrosine Phosphatase (PTPase) CD45 Plays Critical Role in TCR Signal 
Transduction

Protein phosphorylation can be regulated by stimulating PTKs, but it can also be 
induced by inhibiting PTPases. Many PTPases are expressed in T cells (reviewed in 
Veillette et al. [ 188 ] and Mustelin et al. [ 189 ]). CD45 (leukocyte common antigen or 
T200), CD148, and PTPasea (or LRP) are transmembrane tyrosine phosphatases. 
Many cytosolic PTPases (including T-cell phosphatase, PEP, SHP-1 and-2, and 
low-molecular-weight phosphatase) are expressed in T cells. Although all of these 
PTPases may contribute to TCR signal transduction, the role of CD45 in T cells is best 
understood.

CD45 represents a family of transmembrane PTPases consisting of various isoforms 
that are derived by the alternative splicing of exons 4 through 6 ( 190 ). All of the isoforms 
contain two tandem domains, of 300 amino acids each, that are homologous with other 
PTPases. Only the first domain has catalytic activity ( 191 , 192 ), but its activity depends 
on the second domain.

CD45 proteins are expressed at high levels on all cells of the hematopoietic lineage 
except mature erythrocytes. The individual CD45 isoforms, 180 to 220 kD, are 
expressed differentially in a tissue- and activation-specific manner. On T cells, these 
isoforms have been used to distinguish helper T-cell subsets ( 193 ) and resting or 
activated T cells ( 194 ). For instance, activated T cells express only the 180-kD isoform 
(CD45RO) in which the products of exons 4, 5, and 6 are excluded, but naïve T cells 
express higher molecular weight isoforms. The highly regulated expression of the 
various isoforms suggests that the extracellular domain has a specific function. This 
notion is supported by the ability of individual isoforms to differentially reconstitute 
CD45 function in an antigen-specific hybridoma ( 195 ). The ligands for the various 
isoforms, if they exist, have not been established. Both stimulatory and inhibitory effects 
of mAbs reactive with the various CD45 isoforms have been observed. Some 
investigators have suggested that CD45 isoforms differentially interact with other 
molecules such as CD4 on the same cell. Independent of ligand interactions, distinct 
roles have been proposed for CD45 isoforms, based on the size and charge differences 
of the isoforms, that influence the ability of T cells to interact with APCs ( 9 ). However, 
studies with a chimeric molecule in which the extracellular and transmembrane domains 
of the epidermal growth factor receptor were substituted for those of CD45 suggest that 
ligand-induced dimerization may inhibit CD45 function ( 196 ). These inhibitory effects 
have been attributed to the symmetrical interaction of a putative wedge-like structure in 
the juxtamembrane region of one monomer that blocks the catalytic site of the partner 
monomer during dimerization. Moreover, inactivation of this putative wedge leads to 
lymphoproliferation and autoimmunity, suggesting that inhibition of CD45 function by 
dimerization plays an important physiologic regulatory function ( 197 ). A function for 
CD45 has emerged from genetic studies in which mutant T-cell lines or mice, deficient 
in CD45 expression, have been isolated (reviewed in Hermiston et al. [ 198 ]). Loss of 
CD45 expression in most T-cell lines and clones is associated with selective loss in 



TCR signal transduction function, including the ability of the TCR to induce increases in 
tyrosine phosphoproteins. Similarly, developmental arrest and impairment in TCR 
function are found in mice made deficient in CD45 by gene targeting. The loss of this 
major membrane PTPase is not associated with a general increase in tyrosine 
phosphoproteins. Since the initial signal transduction event associated with TCR 
stimulation is activation of a PTK, CD45 appears to play a selective role in regulating 
the ability of the TCR to activate the PTK pathway.

Studies with CD45-deficient cells suggest that one target of this PTPase is the negative 
regulatory site of Lck and has led to the model of Lck regulation shown in Fig. 7. CD45 
can dephosphorylate this site in vitro, resulting in the priming of Lck ( 199 ). This site in 
Lck, Y505, is hyperphosphorylated in CD45-deficient T-cell lines ( 200 , 201 ). The 
homologous site in Fyn is also affected, but to a lesser extent. The mechanism by 
which this site of phosphorylation inhibits kinase function was revealed when the 
structure of the inactive kinase was solved by x-ray crystallography ( 130 , 131 ). When 
phosphorylated at the C-terminal, the SH2 domain binds to this site in an intramolecular 
interaction and the SH3 domain contributes to the inactive conformation by binding to a 
proline helix encoded by sequences between the SH2 and kinase domains. As a result 
of these interactions, the kinase domain is kept in an inactive state. The tyrosine 
associated with negative regulation of kinase function is phosphorylated by a ubiquitous 
PTK, termed Csk, which shares some homology with Src PTKs ( 188 ). Csk is recruited to 
the lipid rafts to inactivate Lck and other Src kinases via a protein called Cbp/PAG-85. 
Thus, CD45 opposes the action of Csk, serves to dephosphorylate the negative 
regulatory site in Lck (or other Src members) in vivo, and allows the kinase to become 
activated by transautophosphorylation of its activation-loop tyrosine, Y394, during TCR 
and co-receptor oligomerization. The Y505 hyperphosphorylated form of Lck in 
CD45-deficient cells would be blocked from participation in TCR signal transduction 
events. Thus, a complex and likely very dynamic relationship between Src PTKs and 
PTPases exists that influences the ability of the TCR to induce signal transduction 
events.

 
FIG. 7. Dynamic regulation of Lck. A schematic representation of the regulation of the 
two phosphorylation sites of Lck. Csk phosphorylates Lck at the C-terminal negative 
regulatory site, driving the kinase into the “closed” inactive state. CD45 
dephosphorylates this site, opening the kinase and allowing it to be activated by 
receptor stimulation. Receptor stimulation leads to the phosphorylation of the tyrosine in 
the activation loop, increasing kinase activity. An as-yet-unidentified PTPase 
dephosphorylates the activation loop, thereby decreasing kinase activity.



Lastly, CD45 has been reported to be a PTPase for various other substrates. These 
include the TCR ? chain, Jak kinases that are involved in lymphokine receptor signaling 
and also the activation loop of various Src kinases ( 189 ).

Consequences of TCR-Mediated PTK Activation

TCR-mediated induction of PTK activity results in the tyrosine phosphorylation of a 
large number of cellular proteins, in addition to the component chains of the TCR and 
the Src and Syk family kinases. Some of the many proteins that are inducibly 
phosphorylated following TCR stimulation are listed in Table 3. Some of these substrate 
proteins—that is, LAT, Shc, and Slp-76—have no intrinsic enzymatic activity but instead 
function as adaptors, which mediate protein–protein interactions, thereby coupling the 
TCR to important intracellular pathways ( 202 ). Other substrates have well-characterized 
enzymatic activities, such as phospholipase C ?1 (PLC?1), Itk, and mitogen-activated 
protein kinase (MAPK), that are influenced by tyrosine phosphorylation. Many others do 
not have a well-defined function in TCR signal transduction pathways.

 
TABLE 3. Some of the proteins that are tyrosine phosphorylated following TCR 
stimulation

Recent work on TCR signaling reveals that in addition to changes affecting 
phosphorylation or re-localization of individual proteins, activation of T cells results in 
major changes in macromolecular structures. Two important subjects discussed below 
include dynamic changes in the plasma membrane due to membrane lipid 
heterogeneity and the generation of large macromolecular arrays that form at the 



interface of the T cell and the APC.

Substrate Phosphorylation and Generation of Protein Signaling Complexes A 
prominent PTK substrate observed after activation of the TCR is the adaptor molecule 
LAT (linker for activation of T cells), a protein of 36 to 38 kD (reviewed in Samelson [ 202 

] and Zhang and Samelson [ 203 ]). In early studies, this protein was detected in a 
complex with a number of other PTK substrates, including PLC-?1 and the small linker 
molecule Grb2. LAT has a short extracellular sequence, a transmembrane domain and 
a long cytosolic component containing nine tyrosine residues conserved between 
mouse and human proteins. LAT contains two cysteine residues (C26 and C29) that are 
predicted to be near the inner leaflet of the plasma membrane. These cysteines are 
targets for post-translational palmitoylation, which is responsible for specific localization 
within the plasma membrane (see below). LAT is rapidly phosphorylated on tyrosine 
residues following TCR engagement. Experiments in T cells indicate that ZAP-70 is the 
PTK most likely to be responsible for these events. The multiple phosphorylations on 
LAT provide binding sites for a number of critical signaling proteins. The significance of 
LAT as a site where these proteins interact is shown in studies comparing T-cell lines 
and mutant versions of these lines that lack LAT. The variants that lack LAT when 
activated by cross-linking the TCR show no activation of most of the distal signaling 
pathways described in subsequent sections. One exception is the activation of the Pak 
kinase, a kinase downstream of Rho GTPases, that likely plays a role in actin 
cytoskeleton remodeling ( 204 ). However, all signaling events are restored in cells in 
which LAT is replaced. These experiments show that LAT, as a proximal substrate of 
TCR-activated PTKs, is critical to subsequent signaling events. The proteins that bind 
phosphorylated LAT fall in the same two categories described above for PTK 
substrates, enzymes and adaptor proteins. Some of these adaptor proteins are 
members of the Grb2 family, which consists of Grb2, Grap, and Gads ( 205 ). These 
molecules contain a central SH2 domain surrounded by two SH3 domains. The Gads 
protein, which is also known by a number of other names (e.g., Grpl, MONA, Grf40) 
contains an internal proline-rich region between the SH2 and the C-terminal SH3 
domains. The SH2 domain of Grb2 family members bind to phosphorylated LAT at one 
or more of the three distal LAT tyrosines. Their SH3 domains bind a number of other 
signaling proteins. Thus, the interaction of LAT with Grb2 family members results in 
ways to recruit additional signaling molecules. Grb2 is ubiquitously expressed and is 
known to bind many different proteins through its SH3 domains. In T cells, one such 
protein is Sos (son of sevenless), which is a well-characterized activator of the RasG 
protein. Cbl is another protein that binds Grb2. Both of these proteins can be detected 
in association with LAT. Their functions are discussed further below. Grap-associated 
proteins include Sos, dynamin, and Sam68. The role of Grap has not been extensively 
studied. Gads is only expressed in hematopoietic cells. Gads interacts with another 
critical adaptor molecule, SLP-76, and with the serine-threonine kinase HPK. SLP-76 is 
another protein that was originally identified as a tyrosine kinase substrate ( 205 ). It is a 
76-kD protein expressed exclusively in hematopoietic cells. SLP-76 is also an adaptor 
protein that binds multiple effector and linker molecules through three domains. The 
amino-terminal region contains multiple tyrosines that are phosphorylated following 
TCR activation. The central region contains multiple proline residues including those 
that bind the Gads SH3 domains. The carboxy-terminal end of the protein contains an 
SH2 domain. A cell line lacking SLP-76 also has major signaling defects that can be 



restored when the protein is restored. This cell line has been useful in studies designed 
to uncover the role of SLP-76 and its various domains. Upon TCR engagement the 
amino terminal region of SLP-76 is phosphorylated on tyrosine residues by activated 
ZAP-70. These sites bind a number of other proteins that also contain SH2 domains. 
These include Vav, an activator of G proteins of the Rac family; Nck, which is also an 
adaptor molecule; and Itk, a member of the Tec PTK family. These various 
SLP-76–binding proteins are thought to be involved in a number of pathways involved in 
T-cell activation. SLP-76 binding to Itk potentially positions this PTK in close proximity to 
PLC-?1, which is also bound to LAT and SLP-76. PLC-?1, as discussed below, is an 
important regulator of phospholipids and calcium levels. Itk phosphorylation of this 
enzyme appears to have a positive regulatory effect. Vav and Nck are involved in 
biochemical pathways that regulate gene transcription and the cytoskeleton. The 
carboxy-terminal SH2 domain of SLP-76 binds a protein originally known as SLAP 
(SLP-76–associated phosphoprotein) or Fyb (Fyn-binding protein). By consensus it is 
now known as ADAP (adhesion and degranulation promoting adaptor protein). This 
molecule is involved in coupling TCR signals to adhesion molecules during T-cell 
activation ( 79 , 206 ). This description gives a sense of the complexity of protein 
interactions that occur following TCR engagement. The central role of LAT, Grb2 family 
members, and SLP-76 should be apparent. The interactions that have been described, 
however, have been limited to these adaptor or linker molecules. Phosphorylated LAT 
and SLP-76 interact as well with the enzyme PLC-?1. This protein is one of the best 
characterized of PTK substrates phosphorylated in response to TCR engagement. The 
interaction of PLC-?1 and a 36- to 38-kD protein was described prior to LAT isolation ( 
202 , 203 ). This interaction was observed to depend on T-cell activation and on the two 
PLC-?1 SH2 domains. The N-terminal SH2 domain appears to have higher affinity for 
phospho-LAT, but the C-terminal SH2 domain binds to LAT as well. The PLC-?1 
interaction with LAT depends primarily on tyrosine-132 in LAT (human sequence 
numbering). This residue is part of a consensus-binding sequence for PLC-?1 SH2 
domains. The conversion of this LAT tyrosine residue to phenylalanine has been tested, 
introducing this mutant form of the molecule into cells that lack LAT. In these 
experiments, the mutant form shows no PLC-?1-LAT association and PLC-?1 tyrosine 
phosphorylation is inhibited. A normal consequence of PLC-?1 tyrosine phosphorylation 
is elevation of intracellular calcium, as discussed in the next section. This response was 
blocked in cells expressing only LAT with the mutation at residue 132. Simultaneous 
mutation of the three distal tyrosine residues of LAT also had a negative effect on 
PLC-?1 activation. This effect either reflects a direct effect on PLC-?1 binding and 
activation, or an indirect effect due to the loss of binding of another protein involved in 
regulating PLC-?1 binding ( 202 , 203 ). As noted above, the multidomain adaptor, SLP-76, 
is critical to T-cell activation; cell lines lacking this molecule fail to activate PLC-?1 
normally. An interaction of this adaptor with PLC-?1 has been demonstrated. A region 
of the SLP-76 central domain, rich in prolines but distinct from the site of interaction with 
the Gads SH3 domains, interacts with the PLC-?1 SH3 domain. As may be clear from 
the description of the various protein interactions with LAT and SLP-76, it is possible to 
define a complex of LAT-Gads-SLP-76 and PLC-?1 held together by multiple sites of 
interaction. Full PLC-?1 phosphorylation and activation requires members of the Tec 
PTK family ( 125 , 207 ). Deletion of the Tec PTK (Itk), or deletion of two Tec PTKs (Itk and 
Txk/Rlk), results in defects in sustained calcium elevation following TCR activation. The 
Itk PTK can localize to the plasma membrane via its plextrin homology domain, a 
lipid-binding module. SH2 and SH3 domains of the Tec PTKs have been shown to 



interact in various assays with LAT, SLP-76, and PLC-?1. Although the mode of 
interaction of these enzymes with signaling molecules contained in complexes is not yet 
entirely clear, such interactions would be likely to enhance substrate phosphorylation 
and thus PLC-?1 activation. 
Plasma Membrane Heterogeneity and Raft Model of T-Cell Activation An added 
level of complexity in the current model of T-cell activation needs to be introduced now 
that the basic elements of TCR, PTKs, and proximal PTK substrates have been 
defined. TCR engagement, the recruitment and activation of PTKs, and the 
phosphorylation of substrates all occur at the plasma membrane. This structure had 
been assumed to be a homogeneous lipid bilayer, but this impression has been 
considerably revised. Instead, there is now considerable evidence that lipid 
heterogeneity exists within the membrane. In addition to glycerolipids, the membrane 
contains glycosphingolipids and cholesterol. These components self-associate and in 
so doing form microdomains that are distinct from diffuse glycerolipids. These domains 
have been named in many ways: GEMs (glycolipid-enriched microdomains); DIGs 
(detergent insoluble glycolipid-enriched membranes; DRMs (detergent-resistant 
membranes); or rafts ( 208 , 209 ). Some of these names refer to certain properties of the 
domains. In particular, this is the inability of nonionic detergents such as Triton X-100 to 
solubilize these domains from plasma membranes in the cold. These insoluble 
membrane components can be separated from solubilized material by sucrose gradient 
centrifugation. These domains have been shown to have a significant impact on T-cell 
activation. They are enriched in a number of molecules relevant to TCR-mediated 
signaling, including the Src family PTKs, LAT, and the lipid substrates of PLC-?1. The G 
protein Ras, which is described below, can be found in rafts, and some enzymes such 
as Itk are recruited to rafts upon cellular activation. Various signals determine whether 
proteins localize in rafts. One characteristic is that lipids can post-translationally modify 
several of these proteins. Thus, for example, most members of the Src family are 
modified by myristoylation and palmitoylation. In addition to the fact that critical 
signaling molecules are in rafts, it has become clear that other signaling molecules are 
recruited to rafts with activation. In some studies, receptor engagement in T-cells 
increases the level of TCR localization in rafts. More easily demonstrated is the 
localization of LAT in rafts and the recruitment of signaling molecules to phosphorylated 
LAT following TCR engagement ( 202 , 203 ). Two LAT cysteine residues (positions 26 and 
29) adjacent to the putative transmembrane domain of the protein are palmitoylated. 
This modification, especially at Cys 26, is required for LAT localization to rafts and LAT 
tyrosine phosphorylation. Since LAT phosphorylation induces binding by a number of 
molecules, it is clear that those molecules, such as Grb2, PLC-?1, and Cbl, are 
recruited to rafts in this fashion. The fraction of such LAT-binding proteins that shifts in 
this way is small, but this is presumably the fraction that is functionally active. In studies 
in which Cys 26 is mutated, there is no LAT tyrosine phosphorylation, no translocation 
of critical signaling molecules to the rafts, and no T-cell activation. An unresolved issue 
is how the TCR and its associated PTKs, which may only loosely be associated with 
rafts, interact with LAT upon TCR engagement. Various possibilities have been 
suggested. Lck, which is located in rafts, and its SH2 domain, can bind a 
phosphorylated tyrosine residue in the activated ZAP-70 PTK ( 169 ). This intermolecular 
bridge may bring TCRs bearing activated ZAP-70 to rafts. The co-receptors CD4 and 
CD8 by virtue of their multiple interactions may also enhance TCR localization to rafts. 
Various adaptor molecules have been suggested as linkers between components. 
These are 3BP2, which can interact via its SH2 domain with both ZAP-70 and LAT, or 



Shb, which contains two separate phosphotyrosine-binding domains, one which binds 
TCR ? chain on phosphorylated tyrosine residues, while the other binds phosphorylated 
LAT. A conclusion from another study supports the idea that TCR-LAT association is 
dependent on protein–protein interactions induced by TCR activation and tyrosine 
phosphorylation, and not on an interaction of the receptor with LAT via large lipid 
aggregations. There is certainly strong evidence that membrane heterogeneity exists in 
model systems and in cells. There is much evidence that membrane microdomains are 
relevant for signaling in lymphocytes. Advances in this area will likely depend on the 
development of new techniques. To date many studies depend on a definition of rafts 
that simply reflects a failure of these structures to be solubilized in detergents. Methods 
that use advanced microscopic techniques to identify and track membrane 
heterogeneity in living cells and at physiologic conditions are much needed. 
Generation of Immunologic Synapse: Supramolecular Array of Signaling 
Molecules Formed upon TCR Activation Engagement of the TCR by peptide MHC 
complexes results in molecular rearrangements on a very large scale ( 210 ). These 
events have been recognized only recently, and their discovery relied on a number of 
technical advances. Investigators have enhanced standard immunofluorescent 
microscopic analysis of fixed cells with special computer software. Others have used 
high-resolution rapid microscopy of live cells to image signaling molecules containing 
fluorescent tags. These complementary approaches have provided novel insights into 
the molecular sorting that occurs following TCR activation. In T cell clones that engaged 
and formed conjugates with peptide-loaded APCs a number of signaling molecules 
localized to the T-cell–APC contact site. Further investigation revealed that these 
various molecules were found in distinct zones at this site. The TCR and protein kinase 
C? were found to be co-localized at the center of the contact ( 211 ). Surrounding this 
central zone, the adhesion molecule LFA-1 and the cytoskeletal protein talin were 
found. These molecular assemblies have been named supramolecular activation 
clusters (SMACs) and the two zones are distinguished as the central SMAC (c-SMAC) 
and peripheral SMAC (p-SMAC) ( 210 , 211 and 212 ). The dynamic nature of this molecular 
sorting was first revealed in an artificial antigen-presenting system to enable live cell 
imaging ( 212 ). Instead of APCs, lipids with fluorescently tagged, peptide-loaded MHC 
and ICAM-1 (the cellular ligand for LFA-1) molecules—both made with 
glycophosphatidyl tails—were applied to a glass surface. This technique ensured that 
the molecules that would engage two critical T-cell receptors, the TCR and ICAM-1, 
could freely move in the plane of the glass. Upon addition of T cells and in the first 30 
seconds, an accumulation of ICAM-1 in the central contact area was observed. In this 
early period, the peptide–MHC complex appeared outside the central contact at points 
most closely apposed to the surface. Over the next 5 minutes, extensive rearrangement 
occurred, with the peptide–MHC complexes moving to the center and the ICAM-1 
molecules moving to a ring around the central peptide–MHC molecules. This later 
distribution exactly mirrors what was seen in fixed cells in the previously mentioned 
study with T-cell clones, assuming, of course, that the peptide–MHC and ICAM-1 were 
engaged with TCR and LFA-1, respectively ( 211 ). Further investigation has identified 
other components of the c-SMAC, including Lck and CD28. Beyond the p-SMAC are 
found additional proteins, such as CD43, a large, heavily glycosylated membrane 
protein, anchored to cytoskeletal proteins such as ezrin and moesin. These molecular 
distributions are quite stable, lasting at least 1 hour. As additional molecules are tagged 
and followed in the context of synapse formation, additional complexities of the process 



have been appreciated. The fate of CD45 is one example ( 213 ). In a number of studies, 
this large integral membrane tyrosine phosphatase has been observed to be excluded 
from the SMACs with CD43. However, careful imaging has shown that although much 
of the CD45 does migrate to periphery of the SMAC, some moves to a central region in 
the area of TCR–MHC contact. Additionally, some of this central CD45 actually 
localizes above the TCR and over the plane of contact. Additional experiments showed 
that CD45 in both peripheral, and to a lesser degree, central locations remain mobile 
and dynamic. The complex dynamics and localization of CD45 suggest that it may have 
a similarly complex function and interaction with multiple substrates over time and 
space. The dynamics of CD4 have been studied in a similar system ( 214 ). In these 
experiments, chimeric proteins consisting of CD4 and TCR ? coupled to the green 
fluorescent protein (GFP) were expressed in the T cells. These molecules could then be 
tracked with a rapid imaging system to simultaneously follow intracellular calcium levels 
using specific dyes. Both the TCR subunit and CD4 localized initially in a central area. 
Interestingly, the accumulation at the earliest time points were punctate, disperse 
clusters. This early picture corresponded in time with the onset of the initial calcium 
response. Over the next few minutes as the TCR coalesced and took on the distribution 
seen in the mature synapse, the CD4 molecule migrated from the central region and 
appeared as a peripheral ring. Co-localization with pSMAC molecules was not 
determined. The results with CD4 again indicate that localization varies over time and 
suggests also that molecular function may change over time as regulated by molecular 
localization. The mechanisms underlying the molecular sorting involved in immunologic 
synapse formation are likely to be multiple and complex ( 215 , 216 ). One such factor is 
molecular size. There is considerable size heterogeneity of the molecules that sort into 
a synapse. The extracellular domains of the TCR and CD28 are about 7 nM; integrins 
are intermediate at about 20 nM; and CD43 and CD45, two very abundant, membrane 
glycoproteins, have extracellular domains that can be over 40 nM. It is notable that the 
final distribution of molecules in the synapse reflects this rank order of size: The TCR is 
in the cSMAC, LFA-1 in the pSMAC, and CD43 and the majority of CD45 are excluded 
from the SMAC entirely. To what extent sorting is driven by size segregation remains to 
be determined. Active changes mediated by the cytoskeleton are certainly involved in 
molecular movement and synapse formation ( 215 , 216 ). The data supporting this 
conclusion are varied and extensive. The TCR is indirectly and directly coupled to 
elements of the cytoskeleton and to the process of cytoskeletal reorganization. The 
phosphorylation of LAT and recruitment of SLP-76 to phospho-LAT, as reviewed above, 
brings together a number of critical molecules that directly affect actin polymerization. 
The phosphorylated tyrosine residues bind the SH2 domain of Vav and Nck. Vav is a 
guanine-nucleotide-exchange factor (GEF) for the small G proteins Rac and Cdc42 ( 217 

). The importance for Vav in T-cell activation has been revealed in studies of mice in 
which the Vav gene is deleted. T cells from these mice demonstrate deficiencies in 
calcium flux, lymphokine production, and proliferation. Significantly, antibody-induced 
capping, a cytoskeleton-regulated event, was markedly inhibited in these cells. T cells 
that lack Vav show a defect in TCR and MHC accumulation at the point of cell contact ( 
218 ). The Vav substrate Cdc42 has also been localized at this site ( 219 , 220 ). SLP-76 
binding to Nck can bring another critical cytoskeletal regulator, WASP (Wiskott Aldrich 
syndrome protein), to the site of activated TCRs. WASP recruitment might also be 
mediated by Grb2, another LAT-binding protein. WASP is a complex molecule that can 
be activated by binding Cdc42 and certain phospholipids. Activated WASP in turn binds 



the actin nucleation complex Arp2/3. This complex series of events results in actin 
polymerization mediated by Arp2/3. That all these molecules regulate cytoskeletal 
events upon TCR activation is suggested by the localization of WASP to the T-cell–APC 
contact, by the presence of cytoskeletal abnormalities in humans and mice lacking 
WASP, and by direct evidence that TCR engagement leads to actin polymerization ( 217 

, 220 ). An active role for the cytoskeleton and movement of molecules involved in 
synapse formation has been shown in studies of ICAM-1 ( 221 ). ICAM-1 on 
antigen-presenting B cells rapidly migrates to the T–B interface following engagement 
of the cells. This movement was shown to be dependent on the T-cell cytoskeleton in 
studies in which pretreatment with cytochalasin D blocked T-cell activation and 
decreased ICAM-1 redistribution. In a subsequent study, attaching beads with 
anti–ICAM-1 antibodies tracked ICAM-1 movement on T cells. Upon T–APC contact, 
the ICAM-1 molecules moved toward the interface. This movement could be blocked by 
addition of agents that poison myosin motors. These two experiments suggest that 
motors along actin filaments move these molecules. Alternatively, molecules could be 
directly attached to actin filaments and move as filaments that are dynamically modified. 
In this regard, it is notable that the TCR can be shown to bind actin via the TCR ? chain. 
Multiple studies have thus demonstrated that complex molecular sorting occurs at the 
interface of the T cell and APC following TCR engagement with stimulatory 
peptide–MHC molecules. The mechanisms behind these events are also complex and 
remain an area of active work. One last question is what the function of the synapse is 
for T cells. Clearly some signaling events such as tyrosine phosphorylation and calcium 
elevation begin before and while the molecular rearrangements occur. However, T-cell 
signaling needs to be sustained in order for optimal activation of transcriptional 
elements, and molecular organization may therefore be required. Synapse formation is 
also accompanied by reorientation of the microtubule-organizing center and the 
secretory apparatus behind the TCR. This allows for directed delivery of cytokines from 
the T cell to the APC or B cell, and in the case of cytotoxic T cells, it allows toxic 
cytolytic products to be delivered directly to the target. The synapse potentially will 
prevent dilution of critical products, and will prevent toxic material from inappropriate 
delivery outside the target. 
Activation of Phosphatidylinositol Second-Messenger Pathway and Function of 
Second Messengers of Pathway Classic biochemical pathways are activated by TCR 
engagement in the context of generation of protein complexes, redistribution of the 
membrane, and formation of the immune synapse. The consequences of the activation 
of PLC are the best studied of these events. Activation of PLC?1 enzymes results in the 
generation of second messengers of the phosphatidylinositol (PI) pathway. The 
contribution of the PI pathway to T-cell activation has been well studied. Early studies 
with calcium ionophores and certain phorbol esters demonstrated that these reagents 
synergize in inducing lymphokine secretion, IL-2R expression, T-cell proliferation, and 
the activation of the cytolytic mechanism of CTL (reviewed in Weiss and Imboden [ 39 ]). 
Moreover, these reagents could induce lymphokine secretion in mutant cell lines that 
failed to express the TCR ( 28 , 222 ), suggesting that these pharmacologic reagents 
mimicked important signals downstream of the TCR. Since calcium ionophores induce 
an increase in cytoplasmic free calcium ([Ca 2+] i) and agonist phorbol esters activate 
the serine/threonine kinase, PKC, this led to the notion that the TCR may function to 
initiate T-cell activation by a signal transduction mechanism that involves similar events. 
The development of calcium sensitive fluorescent dyes (i.e., quin 2, indo 1, and fura 2) 



that can be used to monitor changes in [Ca 2+] i in small cells such as lymphocytes 
permitted the test of this hypothesis. These changes can be monitored in bulk 
populations within a spectrofluorimeter, within subsets of cells in a flow cytometer, or 
within individual cells with sensitive microscopic techniques. Indeed, increases in [Ca 2+] 
i from basal levels of approximately 100 nM to greater than 1.0 µM are induced within 

seconds to minutes and may be sustained for hours following stimulation of the TCR ( 
28 , 222 , 223 ). Similarly, a rapid and sustained activation of PKC is observed following 
TCR stimulation ( 224 ). The agonist effects of calcium ionophores and phorbol esters 
suggest that the observed increase in [Ca 2+] i and activation of PKC induced by 
stimulation of the TCR are physiologically important intracellular events. An increase in 
[Ca 2+] i and activation of PKC are characteristic events that result from a common 
receptor-mediated signal-transduction pathway, the phosphatidylinositol (PI) pathway. 
The key regulatory event in the PI pathway involves the hydrolysis of a relatively rare 
membrane phospholipid called phosphatidylinositol 4,5-bisphosphate (PIP2) ( 225 ). TCR 
stimulation activates the PI pathway through the tyrosine phosphorylation of PLC-?1. 
Activation of this enzyme is associated with its cleavage of the phosphodiester linkage 
of PIP2, resulting in the formation of inositol 1,4,5-trisphosphate (1,4,5-IP3) and 
1,2-diacylglycerol (DG) ( Fig. 8). These molecules, in turn, function as intracellular 
“second messengers” to induce an increase in [Ca 2+] i and activation of PKC, 
respectively. Within seconds following stimulation of the TCR by antigen or anti–TCR 
mAb, a substantial increase in 1,4,5-IP3 and the immediate metabolite of DG, 
phosphatidic acid, are observed. Second-messenger generation has been shown to 
continue as long as occupancy of the receptor persists ( 22 ). 

 
FIG. 8. The structure of phosphatidylinositol 4,5-bisphosphate (PIP 2) and the products 
of its hydrolysis by phospholipase C.

The role of 1,4,5-IP3 in increasing intracellular calcium has been studied intensively. 
This water-soluble sugar has specific intracellular receptors that regulate the 
mobilization of [Ca 2+] i from intracellular Ca 2+ stores associated with the endoplasmic 

reticulum. The release of intracellular stores of Ca 2+ by 1,4,5-IP3 can account for most 
of the initial increase in [Ca 2+] i that occurs during the first minute or two following TCR 

stimulation ( 226 ). However, at the cell population level, stimulation of the TCR induces 
increases in [Ca 2+] i that persist for several hours ( 22 , 227 ). At the level of individual 
cells, patch clamp and image analyses indicate that the sustained increase observed at 



the population level following TCR stimulation with various types of ligands reflects the 
summation of asynchronous oscillatory increases of [Ca 2+] i in individual cells ( 36 , 228 ). 

Both the sustained [Ca 2+] i increase and the persistence of oscillations require a 
transmembrane flux of calcium from outside the cell to the inside. The persistent 
response is necessary for certain cellular responses, notably the initiation of IL-2 gene 
transcription ( 22 , 227 , 229 ). The mechanism responsible for the regulation of the 
transmembrane flux of Ca 2+ in T cells involves a non–voltage-gated Ca 2+ channel that 
is regulated when intracellular stores are depleted. The molecular identity of this 
channel, referred to as iCRAC or SOCS, and its mechanism of regulation is still unclear 
( 230 ). Once the intracellular stores are refilled from transmembrane fluxes of Ca 2+, the 
plasma membrane channel closes. This type of regulation of calcium currents is termed 
capacitative calcium entry. High levels of [Ca 2+] i appear to have a negative influence 
on transmembrane calcium currents. This negative feedback could account for the 
observed oscillations and function to keep [Ca 2+] i within the required relatively narrow 
physiologic range. The potential contribution of inositol phosphates to events involved in 
cell activation is raised to an increased level of complexity by the various forms of 
inositol phospholipids, the large number of distinct inositol phosphate isomers, and the 
numerous enzymes that regulate these compounds (reviewed in Majerus et al. [ 231 ]). 
The possibility that each of these phospholipid or inositol phosphate isomers, as well as 
other forms not depicted, might regulate some intracellular event illustrates how 
receptors coupled to the PI pathway may exert effects on a number of intracellular 
events. For instance, IP4 has recently been shown to inhibit the function of IP3 
phosphatase, thereby potentiating the action of IP3, and illustrating the manifold effects 
that one may anticipate from the various inositol isomers that can be generated ( 232 ). 
One set of the inositol phosphate lipid metabolites deserves special mention, those 
formed by the action of phosphatidylinositol 3-kinase (PI3-kinase). This enzyme 
consists of two components, a p85 subunit that serves as an adaptor and regulatory 
subunit and a catalytic p110 subunit ( 233 ). This enzyme is activated through stimulation 
of a number of receptors, including the TCR, CD28, and IL-2R ( 234 , 235 and 236 ). 
Activation of PI3-kinase leads to the generation of several inositol phospholipids 
including PI 3-P, PI 3,4-P 2, and PI 3,4,5-P 3. The activity of PI3-kinase can be blocked 
by two inhibitors, wortmannin and LY294002. These inhibitors help to define the 
importance of PI3-kinase and its metabolites in receptor-mediated signaling events. 
These phospholipids and their inositol phosphate metabolites generated through the 
activation of PI3-kinase serve, in part, as localization signals. A number of critical 
enzymes bearing PH domains bind to PI-3 kinase metabolites located in the membrane 
and are thus recruited to receptor activation sites ( 237 ). Such enzymes include 
members of the Tec family of PTK, and the serine-threonine kinases, PDK1 and Akt, as 
well as PLC-?1 itself. These and other enzymes, some described above, have been 
implicated in a number of important functions, including receptor endocytosis, 
cytoskeletal rearrangements, cell proliferation, and apoptosis ( 233 ). The other 
hydrolysis product of PIP2 is DG. DG is also a potent “second messenger” that 
regulates a family of serine/threonine kinases consisting of the PKC isozymes ( 238 ). DG 
activates pkC isozymes by increasing the affinity of this kinase for phospholipid. Many 
of the isozymes are also Ca 2+ dependent so that activation occurs through the 



synergistic actions of DG and Ca 2+ at physiologic [Ca 2+] i levels. Activation of PKC 

isozymes has been observed in cells following TCR stimulation ( 224 , 239 , 240 ). Likewise, 
phorbol esters are also potent activators of PKC, explaining the ability of these reagents 
to synergize with calcium ionophores, together mimicking the effects of anti–TCR mAb. 
PKC represents a family of closely related enzymes that share structural features and 
requirements for Ca 2+, phospholipid, and DG ( 238 ). All identified forms can be 
activated by agonist phorbol esters but differ in their calcium sensitivities. Many, but not 
all of the isozymes are expressed in T cells. Of those expressed, evidence is strongest 
for the importance of the pkC a, ß, and ? isozymes ( 239 , 240 ). At least some T-cell 
responses, including IL-2 production, can occur in the absence of PKC ß ( 241 ). 
Redundant function among some isozymes seems likely since expression of a 
constitutively active form of PKC ß could induce IL-2 transcriptional activity in the 
presence of calcium ionophore stimulation only ( 242 ). It still remains possible, however, 
that distinct isozymes may have overlapping as well as distinct functions in T cells. A 
specific function for PKC ? is suggested by its specific localization at the interface of the 
T cell and APC, as described above in the description of the immunologic synapse ( 211 

). This calcium-independent enzyme is the only PKC isozyme that relocalizes during an 
antigen-specific interaction. Recent evidence indicates that PKC ? interacts with Vav 
and the cytoskeleton ( 243 ). The activation of PKC may be influenced in several ways ( 
244 ). First, metabolism of DG to phosphatidic acid by DG kinase will serve to limit the 
availability of DG. Second, a calcium-activated protease, calpain, can cleave PKC in 

vitro into a cytosolic constitutively active 50-kD enzyme that is Ca 2+ and phospholipid 
independent. Whether calpain activity contributes to the activation or modification of 
PKC in T cells is not known. Third, the nature of the stimulating ligand may influence 
the observed activation of PKC. Stimulation of T cells with immobilized anti–CD3 mAb 
induces more prolonged translocation of PKC activity to the plasma membrane than 
does the same mAb used in soluble form, probably the result of more sustained PIP 2 

turnover ( 224 ). Such sustained activation of PKC is important for subsequent T-cell 
proliferative responses ( 245 ). Thus, the activation and regulation of PKC may be more 
complex than first appreciated. One can expect that differences in the regulation of 
these intracellular events will impact on the cellular responses observed. 
Consequences of Increases in [Ca 2+] i and Activation of PKC The synergistic 

effects of increases in [Ca 2+] i and activation of PKC must be explained by the impact 
of these intracellular events on subsequent signaling pathways. Although the details of 
the events leading from increases in [Ca 2+] i and activation of PKC to cellular 
responses are not known, considerable progress has been made. A model outlining 
these events leading from the TCR to the transcriptional activation of the IL-2 gene is 
depicted in Fig. 9. The increase in [Ca 2+] i influences calmodulin-dependent events, 

including the activation of calcineurin (PP2B) and Ca 2+/calmodulin–dependent kinase. 



 
FIG. 9. Model of TCR-mediated signal transduction leading to lymphokine (IL-2) gene 
transcription. Note that the arrows between the protein components do not necessarily 
reflect direct interactions.

A critical role for calcineurin, the Ca 2+/calmodulin–dependent serine/threonine 
phosphatase, is now well established. Calcineurin is the molecular target for the 
immunosuppressives cyclosporin A (CsA) and FK506, drugs that have revolutionized 
clinical organ transplantation (reviewed in Schreiber and Crabtree [ 246 ]). CsA and 
FK506 form molecular complexes with their cellular receptors, cyclophilin and FKBP, 
respectively. It is these molecular complexes, not the isolated drugs, that inhibit the 
phosphatase function of calcineurin. Calcineurin is expressed ubiquitously, but is 
expressed at only low levels in T-lymphocytes. This probably accounts for the relative 
specificity of the immunosuppressive drugs in targeting T-cell function. A critical 
function for calcineurin has been established in the regulation of IL-2 gene expression ( 
5 ). One target of calcineurin involves a protein(s) called nuclear factor of activated T 
cells, NF-AT, which is involved in the transcriptional regulation of many lymphokine 
genes including IL-2 ( 247 , 248 ). NF-AT constitutes a family of cytoplasmic 
phosphoproteins that translocate to the nucleus in response to calcium increases. This 
translocation is a critical regulatory event, since enforced nuclear localization of NF-AT 
activates its transcriptional function ( 229 ). Calcineurin phosphatase activity is critical for 
the activity of NF-AT transcriptional reporter constructs. Moreover, calcineurin can 
dephosphorylate NF-AT. This dephosphorylation reveals an NF-AT nuclear localization 
site that allows for its translocation. Thus, calcineurin activation resulting from an 
increase in [Ca 2+] i leads to the dephosphorylation and activation of a key 
transcriptional factor involved in lymphokine gene expression (see below). Another 
enzyme that is responsive to increases in [Ca 2+] i is the multifunctional Ca 
2+/calmodulin–dependent kinase (CAM-kinase). This kinase is activated following TCR 
stimulation. Activation of CAM-kinase alone appears to have a negative regulatory 
influence on IL-2 gene expression ( 249 ). This is consistent with the ability of calcium 
ionophores, when used alone, to induce anergy in T cells in some systems ( 23 ). The 
relevant substrates of PKC are of considerable interest. A number of proteins are 



phosphorylated on serine or threonine residues as a result of PKC activation following 
treatment of T cells with phorbol esters or following TCR stimulation. Among these are 
the human CD3? and d chains ( 117 ); the murine CD3d and CD3e chains ( 250 ); CD4 ( 
251 ); the transferrin receptor, the IL-2R; and HLA class I heavy chains ( 252 ). Some of 
these proteins are not direct substrates of PKC and the functional significance of these 
phosphorylations is not yet clear. 
Activation of Ras Pathway Stimulation of T cells with phorbol esters or with TCR 
ligands induces the rapid activation of the proto-oncogene Ras ( 253 ). Ras is a 21-kDa 
peripheral membrane protein and is one of many related proteins that can bind and 
hydrolyze guanine-nucleoside triphosphate (GTP). Ras is activated in the GTP-bound 
state and is inactive in the GDP-bound state. Its GTPase activity is regulated by 
interactions with guanine-nucleotide-exchange proteins, such as Sos, and 
GTPase-activating proteins (GAPs) (reviewed in Schlessinger [ 254 ]) ( Fig. 10). 

 
FIG. 10. Regulation of the Ras GTPase.

Activation of Ras by the TCR is the result of both PKC-dependent and 
PKC-independent mechanisms. How PKC activation leads to Ras activation remains 
unclear. Initial studies suggested that the activation of Ras in T cells following phorbol 
ester addition or TCR stimulation occurs as the result of inhibition of GAP activity ( 255 ). 
GAP is weakly tyrosine phosphorylated following TCR stimulation and associates with 
an induced 62-kDa tyrosine phosphoprotein called Dok ( 188 ). Dok, a negative 
regulatory adaptor protein, may serve to couple GAP proteins to stimulated complexes 
of proteins that contain Ras. An involvement of this complex in Ras regulation in T cells 
has been implicated in CD2- but not TCR-mediated signaling events ( 256 ). However, 
more recent studies have implicated the involvement of two guanine-nucleotide factors, 
Sos and RasGRP, as the means by which Ras function can be regulated in T cells. 
Several genetic and biochemical studies have implicated the adaptor protein Grb2, 
which binds to the guanine-nucleotide-exchange protein Sos in Ras regulation ( 254 ). As 
previously discussed, Grb2 is an adaptor protein that is recruited to tyrosine 
phosphorylated LAT. Grb2 can also bind to another adaptor called Shc that appears to 
play an important, as yet undefined role, in linking the TCR to the MAPK pathway ( 257 ). 
One possibility may involve the recruitment of Shc to tyrosine-phosphorylated residues 
in the TCR ? chain. The SH3 domains of Grb2 bind to proline-rich regions in Sos. Thus, 
TCR stimulation may activate Ras via the recruitment of a Grb2/Sos complex to tyrosine 
phosphorylated Shc bound to the TCR or to membrane-associated LAT. The 
membrane-associated Sos molecule can then activate Ras by inducing nucleotide 
exchange. More recently, a second Ras activator, RasGRP, has been identified and 



characterized in T cells ( 30 ). This guanine-nucleotide-exchange factor contains a 
carboxy-terminal domain that binds DG. This product of PLC-?1 activation is thought to 
bring RasGRP to the plasma membrane in a manner analogous to its action on PKC. 
Membrane-bound RasGRP then activates Ras by inducing exchange of GTP for GDP. 
The relative importance of Sos and RasGRP is a current area of interest. Ras has 
multiple downstream effectors, including Raf, PI3-kinase, and other GTP-binding 
proteins such as Rac and Cdc42 ( 258 , 259 ). The function of the Ras–Raf interaction is 
best characterized and has been shown to be important in TCR signaling function 
leading to IL-2 gene activation ( 240 ). Ras interacts directly with the serine/threonine 
kinase Raf-1. Raf-1 is activated in T cells following TCR stimulation or PKC activation 
with phorbol esters. Raf-1 can regulate the activation of a dual-specific 
tyrosine/serine/threonine kinase, MEK, which in turn activates MAPKs ( 253 ). In T cells, 
the activation of MAPKs has also been associated with PKC activation ( 260 ). This 
complex kinase cascade can function to regulate nuclear events involved in the growth 
and differentiation of a variety of cells. The activation of Ras contributes to the 
transcriptional activation of the IL-2 gene ( 240 ). Expression of an activated form of Ras, 
which has reduced capacity to hydrolyze GTP, can substitute, in part, for phorbol esters 
in synergizing with calcium ionophores to induce transcription driven by the IL-2 
upstream regulatory region or a multimer of the NF-AT site ( 261 , 262 ). Moreover, 
dominant-negative mutants of Ras or Raf inhibit TCR-induced IL-2 transcription ( 261 , 263

 ). Among other things, activated Ras is involved in the induction of the MAPK pathway ( 
264 ). The MAPKs that include Jnk, p38, and Erk kinases contribute to the regulation of a 
large number of transcriptional responses, including those that involve the AP-1 family 
of transcription factors. AP-1 proteins are heterodimers composed of Fos and 
Jun-related proteins and, among other things, form transcription factor complexes with 
NF-AT proteins ( 265 ). Expression of the Fos is highly dependent upon the activation of 
MAPKs. Thus, the integration of distinct branches of the TCR-induced signaling 
pathway, those mediating increases in [Ca 2+] i, and those mediating activation of Ras, 
result in the activation of distinct transcriptional factors that coordinately regulate IL-2 
gene expression ( Fig. 9). 

CONSEQUENCES OF EARLY SIGNAL TRANSDUCTION EVENTS

Early Biochemical Events

As a consequence of signal transduction events initiated by the TCR and presumably 
by other co-stimulatory and accessory receptors, a cascade of intracellular biochemical 
changes occur that contribute to the events that lead to a demonstrable cellular 
response. Among these early biochemical events are protein phosphorylation and 
activation of a variety of kinases (as discussed above), cytoplasmic alkalinization, fluxes 
in ions, and changes in levels of cyclic nucleotides. Such events are not confined to the 
T cell but have been widely observed in receptor-mediated activation of many cell 
types. They are likely to be important, through mechanisms that have yet to be 
elucidated, in regulating later cellular responses.

Changes in pH One mechanism whereby intracellular functions may be influenced and 



could be envisioned to initiate a cellular response is by altering the cytoplasmic ionic 
milieu, specifically cytoplasmic pH. Changes in pH can have profound effects on the 
activities of enzymes. Cellular alkalinization is known to occur during receptor-initiated 
PIP2 hydrolysis in many cell types ( 266 ). An increase in pH has been demonstrated in 
T-cell lines and thymocytes following lectin stimulation or TCR stimulation by mAb ( 267 , 
268 ). This appears to be the result of an increased activity of the plasma membrane Na 
+/H + antiporter. Evidence suggests that this effect may be regulated by PIP2 hydrolysis 
since both dependency on extracellular calcium and the ability of PKC-activating 
phorbol esters to mimic the effect of lectins and TCR mAb have been reported ( 267 , 268 

). 
Fluxes in Cyclic Nucleotides Changes in the cyclic nucleotides, cyclic adenosine 
monophosphate (cAMP) and cyclic guanosine monophosphate (cGMP), regulate 
cellular functions in a variety of cell types. Changes in cyclic nucleotides in 
T-lymphocyte mitogenic responses received considerable attention in early work on 
T-cell activation. Following mitogenic lectin stimulation of T cells, both a rise followed by 
a fall in cAMP levels were thought to be important in T-cell proliferative responses ( 269 ). 
An increase in cAMP levels has been reported following stimulation of a T-cell line with 
anti–CD3 mAb ( 270 ). Inhibitory effects of high levels of cAMP on T-cell proliferative 
responses are well documented. High cAMP levels inhibit T-cell proliferative responses 
by blocking IL-2 production, but not by inhibiting the effects of IL-2 on its receptor ( 271 ). 
The mechanism for this inhibitory effect of cAMP on T-cell responses is somewhat 
controversial, although it is likely to involve the action of cAMP-dependent protein 
kinase. Inhibition of PIP2 hydrolysis by cAMP in T cells has been observed by some ( 
272 ), but not all, investigators ( 273 ). Another target for cAMP-dependent kinase, PKA, is 
the Raf-1 kinase that can be inactivated by serine phosphorylation ( 274 ). Inhibition of 
any of these events would have an inhibitory effect. Since T cells express a variety of 
receptors that can induce an increase in cAMP, including ß-adrenergic receptors, it is 
likely that immunologic and nonimmunologic mediators may influence T-cell function. 
An increase in cGMP has also been observed following mitogenic lectin stimulation of T 
cells ( 275 ). The physiologic function of these cGMP increases has yet to be established. 
Changes in Membrane Potential Like other cells, T cells have an electrochemical 
gradient of ions across their plasma membranes. This gradient is established by the 
unequal distribution of ions on the two sides of the plasma membrane and is 
responsible for a resting negative electrical potential of approximately -70 mV. This 
negative resting potential influences the tendency of charged ions to cross the plasma 
membrane down their concentration gradients. However, the ability of ions such as Na 
+, K +, Cl -, and Ca 2+ to cross the plasma membrane is limited by the permeability of 
the plasma membrane to each of these ions. Events that result in changes in the 
membrane permeability of a particular ion, which can be receptor mediated, will change 
the membrane potential. In addition, rapid changes in membrane permeability, such as 
channel opening, will establish diffusion potential as long as the channel remains open 
and the ionic gradient persists. Thus, receptor-signal transduction may represent or 
influence changes in the plasma membrane permeability to certain ions. These 
changes in permeability may be manifested as changes in membrane potential. 
Transient hyperpolarization (i.e., a more negative potential) followed later by 
depolarization (i.e., more positive potential) of T cells after lectin stimulation has been 
appreciated for many years. Using sensitive patch-clamping techniques, voltage-gated 



potassium channels have been shown to be important ion-gated channels in T cells ( 276

 ). Heterogeneity of these potassium channels has been observed in murine T cells and 
thymocytes of various phenotypes. Three types of K + channels have been 
detected—n, n', and l—although only n channels are present in human T cells. The 
functional significance of this heterogeneity is not clear. The gating properties of these 
channels change following the addition of T-cell mitogens, but it is not clear whether 
these channels can be regulated directly by T-cell surface molecules as a result of 
ligand–receptor interactions. Extracellular Ca 2+ does not pass through these channels. 
The observed transient hyperpolarization response appears to be regulated by the 
increase in [Ca 2+] i ( 

277 ). The mechanism explaining the later depolarization is not well 
understood. The relatively delayed changes in membrane potential depolarization 
observed in T-cell mitogenic responses would suggest that these channels are 
regulated indirectly by membrane receptor–associated signal transduction. The 
importance of the activity of these channels has been suggested by the ability of K + 
channel blockers to inhibit T-cell proliferative responses ( 278 , 279 ). Blockade of K + 
channels with charybdotoxin appears to influence the extent of Ca 2+ increase that is 
achieved following TCR stimulation. This does not appear to be an effect mediated on 
classic voltage-gated Ca 2+ channels. Further work on understanding the functions of 
K+ channels is required. 

Cellular Responses

Cytoskeletal Changes The redistribution and reorientation of cytoskeletal elements in 
T cells have been studied during interactions between helper T-cell clones and APCs 
as well as cytolytic T-lymphocytes (CTL) and their targets ( 280 ). Many of the molecular 
sorting events that result in formation of the immunologic synapse are dependent on 
dynamic changes in the actin cytoskeleton, as discussed above. Additionally, a specific 
antigen-dependent reorientation of the microtubule-organizing center (MTOC) in the 
T-helper cell and CTL toward the cell with which either interacts occurs. This 
reorientation of the MTOC does not occur in the APC or target cell. It is clear that 
TCR-mediated signaling is involved in the polarization of the cytoskeleton. A number of 
studies suggest that TCR ITAMs are required as are the TCR-regulated PTKs. The 
ITAM could serve as the focal point to orient the redirected cytoskeleton. The role of Src 
PTKs in cytoskeletal changes can be shown by studies with Src PTK inhibitors. 
Although the activation of Ras does not appear to be required for these events, other 
GTP-binding proteins, Cdc42 and Rac, have been implicated in the polarization of T 
cells ( 281 ). Since the guanine-nucleotide-exchange function (GEF) of Vav can regulate 
the activation of Cdc42 and Rac, and loss of Vav by gene ablations deleteriously affects 
antibody-induced clustering (capping) of surface molecules, it is likely that this GEF for 
Rho family GTPases could serve to reorient the T-cell cytoskeleton. It is also interesting 
that a-tubulin is tyrosine phosphorylated following TCR stimulation and that 
tyrosine-phosphorylated tubulin is found in the depolymerized fraction of cellular tubulin 
( 282 ). This suggests the possibility that the tyrosine phosphorylation of tubulin might 
play a role in the polarization of the MTOC. Polarization of the cytoskeleton in T cells 
also depends on calcium ( 283 ). Myosin light-chain kinase, which can regulate 
cytoskeletal structure, is activated by elevations in [Ca 2+] i, and myosin motors have 



been implicated in T-cell polarization using inhibitors ( 221 ). These observations suggest 
that complex mechanisms function to reorient the T-cell cytoskeleton to achieve 
properly oriented and localized T-cell responses. An attractive notion for a functional 
consequence of this reorientation is the directional secretion of prepackaged or newly 
synthesized secretory products. In the case of the CTL, this could represent the 
focused secretion of cytolytic components (see below and Chapter 36) toward only the 
relevant antigen-bearing target cell. In the case of the helper T cell, newly synthesized 
lymphokines important in macrophage activation or B-cell differentiation/proliferation 
could be envisioned to be targeted toward the relevant APC. For the B cell that 
presents antigen to the T cell, this might serve to limit the effects of such lymphokines 
to antigen-specific B cells. 
Activation of Cytolytic Mechanism The initiation of the lytic process occurs during the 
complex cell–cell interaction between receptors on the CTL and ligands on the target 
cell. TCR-initiated signal transduction events contribute to the activation of the cytolytic 
mechanism. In keeping with this notion is the observation that in most instances 
extracellular Ca 2+ is necessary for target cell lysis, but not for the binding of the CTL to 
its target (reviewed in Berke [ 284 ]). Moreover, calcium ionophores and phorbol esters 
synergize in inducing the lysis of bystander cells by CTL in an antigen-independent 
manner. Increases in [Ca 2+] i in CTL interacting with specific targets have been 
observed at the single cell level. Collectively, these observations strongly suggest that 
stimulation of the TCR on a CTL by target-cell antigens initiates transmembrane 
signaling events including PIP2 hydrolysis. The resultant increase in [Ca 2+] i and/or the 
activation of PKC leads to activation of a cytolytic mechanism. Two cytolytic 
mechanisms are activated by TCR signaling events. These two mechanisms are 
discussed in detail in Chapter 36. Briefly, one mechanism involves the secretion of 
prepackaged cytolytic granules that contain perforin and serine esterase enzymes 
called granzymes ( 284 ). Perforin is a calcium-dependent pore-forming protein that 
contributes to the osmotic destruction of the target cell. Granzymes help to initiate the 
apoptotic pathway in target cells. Secretion of these granules can be induced by the 
reagents that mimic TCR-initiated PIP 2 hydrolysis, phorbol esters and calcium 
ionophores. The activation of this cytolytic mechanism by the TCR-induced signal 
transduction events involving PIP2 hydrolysis is consistent with the stimulus–secretion 
coupling mechanism that is observed in platelets, neutrophils, and mast cells that use 
similar receptor-mediated signal transduction mechanisms. In fact it has been possible 
to transfer perforin and granzymes into mast cell granules and induce these cells to kill 
sensitized target cells. In the case of the CTL, linking the reorientation of the 
cytoskeletal elements, particularly the MTOC, serves to focus the stimulus secretion of 
the cytolytic granules toward the relevant target and prevent non–antigen-specific 
bystander cell lysis ( 283 ). In contrast, the bystander lysis that is observed when calcium 
ionophores and phorbol esters are used to stimulate lysis is likely to represent a 
situation where cell-surface receptors play no role with resultant secretion of lytic 
granules in a nonfocused manner. A second mechanism is used by CTL to induce 
target cell destruction. This involves the Fas system (see Chapter 24 and Chapter 36). 
Fas is a member of the TNF receptor family. Sequences in its cytoplasmic domain are 
responsible for interacting with proteins that can initiate the apoptotic pathway and 
destruction of the target cell. Only Fas-expressing target cells are sensitive to this 
cytolytic mechanism. In order for T cells to mediate destruction of target cells via the 



Fas system, they must be induced to express the Fas ligand (Apo-1), a member of the 
TNF family. Fas ligand expression is transcriptionally induced by TCR 
signal-transduction events and involves the activation of the NF-AT transcription factor. 
Thus, TCR signal-transduction events regulate two very distinct mechanisms that 
contribute to target cell destruction by CTLs. 

Gene Activation Events

As a result of receptor-mediated signal transduction events in T cells, stimuli at the 
plasma membrane induce a set of specifically responsive genes to become 
transcriptionally active. These transcriptional events are responsible for the 
differentiation, proliferation, and survival of the stimulated T cells. Considerable 
progress has been made in our understanding of how cytoplasmic signal-transduction 
pathways lead to the activation of key transcription factors.

It has become increasingly clear that receptor-mediated signal transduction events 
leading to the proliferation and acquisition of differentiated functions by the T cell are 
not the result of a single wave of gene activation events. Instead, these are likely to 
result from a regulated cascade of sequential gene activation events that may be 
conditionally regulated. Hence, following initial signal transduction events that lead to 
the transcriptional activation of a certain set of genes, the products of this first wave of 
activated genes may contribute to the transcriptional activation of a second set of 
targeted genes, and so on. At some point, there is commitment to the final response 
(measured as differentiation or proliferation), although there is substantial evidence that 
T-cell responses are not quantal.

An appreciation of this type of cascade is readily apparent if one considers the 
activation of the IL-2 gene and its receptor, the IL-2R, which serve to regulate the 
proliferation and survival of T cells. Transcription of these genes begins during the first 
few hours of T-cell stimulation by antigen (reviewed in Crabtree and Clipstone [ 5 ] and 
Rao et al. [ 247 ]). The transcriptional activation of the IL-2 gene itself is dependent on 
protein synthesis and this reflects the requirement for the translation of the product(s) of 
a gene(s) needed for the initiation of IL-2 transcription. Once produced, the binding of 
IL-2 to its receptor initiates distinct signal transduction events, mediated by Jak kinases 
and STAT transcription factors, that result in a cascade of events involved in regulating 
cell growth. This is manifested many hours to days later as a proliferative response. For 
such a cascade of gene activation events to function, the activation of the initial set of 
responsive genes must be tightly regulated. Otherwise, uncontrolled proliferation or 
differentiation might ensue.

Early Gene Activation Events The transcriptional activation of some genes is readily 
apparent in T cells within minutes of certain activating stimuli ( 5 , 247 ). This set of 
“immediate early activation genes” represents a relatively large number of newly 
transcribed genes, whose expression is not dependent on protein synthesis. Hence, the 
immediate early genes represent the first in a cascade of genes induced during T-cell 
activation. The ability of inhibitors of protein synthesis to prevent subsequent IL-2 gene 
transcriptional activation suggests that at least one of the products of these early 



activation genes influences IL-2 gene regulation ( 22 , 285 ). Thus, one or more members 
of this set of genes may contribute to the appearance of nuclear proteins that bind to or 
influence important regulatory sequences of the IL-2 gene (see below). Recent 
advances permit a more complete understanding of the regulation of these immediate 
early activation genes and their functions in the ensuing waves of gene activation that 
occur during T-cell responses. Two proto-onocogenes, c-Myc and c-Fos, encode 
nuclear proteins that are immediate early genes involved in transcriptional regulation. 
They serve as useful models to study the set of immediate early activation genes. The 
long-sought function of c-Myc in cell growth remains ill-defined, but it can bind DNA, 
forms complexes with other nuclear proteins including Max, and can regulate 
transcription ( 286 ). In the case of c-Fos, it forms a dimer with another protein called 
c-Jun to form the transcriptional complex of AP-1 ( 265 , 287 ). Whereas the appearance of 
c-Myc and c-Fos mRNA is not restricted to T cells, these genes are among the first to 
become transcriptionally active following stimulation of the TCR on resting T cells. 
Transcripts for both c-Myc and c-Fos are readily detectable within 5 to 10 minutes of 
stimulation by PHA, or with mAbs reactive with the TCR or CD2 ( 288 , 289 ). In studies to 
examine the requirements for the transcriptional activation of c-Myc and c-Fos in T 
cells, an increase in [Ca 2+] i, activation of PKC, or activation of Ras alone could induce 

their expression ( 290 ). However, synergy between these two events is evident from the 
combined effects of calcium ionophores and phorbol esters. Protein synthesis is not 
required for the transcriptional activation of either c-Myc or c-Fos in T cells, indicating 
that the transcription of these genes is directly regulated by the biochemical events that 
result from receptor-mediated signal transduction. MAPK family members, including Jun 
N-terminal kinase (Jnk) and Erk kinases, which are activated in T cells in response to 
antigen receptor signals together with phorbol esters or co-stimulatory signals, have 
been directly implicated in regulating c-Fos transcription by the phosphorylation of 
transcription factors such as Elk-1 that binds to the c-Fos promoter ( 287 ). The products 
of such early activation genes, together with the effects of ongoing signal transduction 
events, initiate the next wave of gene activation. Indeed, several products of early 
activation genes have been implicated in the regulation of IL-2 gene expression, 
including those comprising the AP-1 complex ( 291 ). Interestingly, persistent signal 
transduction is required for the transcriptional activation of the IL-2 gene even after the 
appearance of transcripts of the early activation genes. Although there are several 
possible explanations for this, the post-translational modification of products of the early 
activation genes may be required for their functions. Indeed, the post-translational 
phosphorylation of c-Fos and c-Jun by Jnk and an ill-defined c-Fos kinase are required 
for AP-1 transcriptional activity ( 287 , 292 , 293 ). Thus, a well-coordinated cascade of 
events involving signal transduction events and gene activation serves to regulate 
subsequent waves of gene activation that ultimately induce T-cell proliferative 
responses. 
Activation of Lymphokine Genes Many of the prominent manifestations of T-cell 
activation are mediated by one of the large number of T-cell–derived, secreted soluble 
proteins termed “lymphokines.” These lymphokines exert a great diversity of effects on 
many cell types and tissues. In resting T cells, the production of lymphokines results 
from the transcriptional activation of the genes that encode them. Individual T cells 
produce different sets of lymphokines in response to similar stimuli. While distinct 
patterns of lymphokines may reflect the profiles of lymphokines secreted by the two 
major subsets of helper T cells (Th1 and Th2) (see Chapter 10), the molecular basis for 



the heterogeneity in expression of these inducible genes within distinct subsets is only 
partially understood. Differences in tissue-specific expression of regulatory factors 
certainly account for some of these differences in expression. For instance, persistence 
in the transcriptional factor GATA-3 is associated with the Th2 phenotype and T-bet is 
associated with the Th1 phenotype (reviewed in Ho and Glimcher [ 294 ]). Selective 
expression of the c-Maf transcription factor in the presence of NIP45—a recently 
identified NF-AT–binding protein—as well as NF-AT is also associated with the 
tissue-specific transcriptional activation of the IL-4 gene. The determinants involved in 
the tissue-specific expression of GATA-3 and c-Maf are not clear. IL-4 is a major 
determinant in Th2 subset commitment. Therefore, signaling pathways from the IL-4 
receptor may influence the specific expression of c-Maf and/or GATA-3. Alternatively, 
interferon ? and IL-12 are the lymphokines that predominantly drive T cells to commit to 
the Th1 phenotype. These lymphokines could positively influence another set of 
transcriptional factors or negatively influence the expression of GATA-3 and/or c-Maf. 
Alternatively, there may be differences in the transmembrane signals generated by 
cell-surface receptors or cytoplasmic proteins expressed in different T-cell subsets or 
when T cells engage different receptors on distinct populations of APCs. Such events 
could contribute to the differences in the menu of lymphokine genes that becomes 
transcriptionally active. The varied manifestations of T-cell activation may reflect the 
summation of the effects of the products of the lymphokine genes that become 
transcriptionally active. A detailed discussion of the effects of the various lymphokines 
that are expressed during the course of T-cell activation is presented in Chaper 10. 
Since substantial progress has been made in understanding the mechanisms involved 
in the transcriptional regulation of the IL-2 gene, the following discussion focuses on its 
regulation. It is likely that the general principles that hold for the regulation of the IL-2 
gene will also apply to the transcriptional regulation of other lymphokine genes as well. 
As discussed above, signaling pathways emanating from the TCR that are regulated by 
protein-tyrosine phosphorylation are required for the transcriptional activation of the IL-2 
gene. Genomic DNA sequences involved in the regulation of the IL-2 gene were initially 
identified by their increased sensitivity to DNAase I digestion. More detailed analyses of 
the regulation of the IL-2 gene demonstrated that a 275–base-pair segment upstream 
from the transcription initiation site contains most of the sequences that regulate its 
transcriptional activation ( 5 ). This region is responsive to the synergistic actions of 
stimuli that increase [Ca 2+] i and induce the activation of PKC or Ras ( 261 , 295 ). From 
kinetic analyses and the ability of inhibitors of protein synthesis to block the 
transcriptional activation of IL-2, it is clear that products of immediate early genes are 
necessary for this activation ( 5 ). The involvement of c-Fos in many of the AP-1 sites 
offers at least a partial explanation for this requirement. DNAse “footprint” 
analyses—assays with transcriptional reporter constructs—and electromobility shift 
analyses have demonstrated that there are several distinct nuclear protein-binding sites 
within this region that are responsive to TCR-derived and CD28-derived signal 
transduction events ( 5 , 296 ) ( Fig. 11). The proteins that bind to this region contribute to 
the transcriptional activation, as well as to the suppression of transcription of the IL-2 
gene. TCR signal transduction events that influence the binding and/or activity of at 
least six nuclear complexes are depicted in Fig. 11. All of these sites are required to 
coordinately respond to TCR-derived signal transduction events. 



 
FIG. 11. IL-2 gene upstream (5') regulatory regions with TCR-(ovals) and 
CD28-responsive elements (rectangle) indicated.

The NF-IL2A site binds Oct-1, a homeodomain transcription factor. The activity of this 
factor is regulated by a protein complex, termed OAP, which contains a Jun family 
member that associates with Oct-1 only after stimulation ( 291 ). The complex NF-IL2B 
site, which binds AP-1 or related proteins and the NF-AT transcription factor, appears to 
be a major site of PKC and Jnk responsiveness ( 297 , 298 ). The failures to activate AP-1 
proteins that bind to this site have also been implicated in anergic T cells ( 299 ). This is 
consistent with the impaired activation of MAPKs and Jnk proteins in anergic T cells ( 
300 , 301 ), and the roles of MAPKs and Jnk in regulating AP-1 function. The NF-IL2C site 
has been reported to bind several distinct transcription factors including NF-?B and 
AP-3. However, the contribution of this site to the inducibility of the IL-2 gene has been 
questioned. The NF-IL2D site is another Oct-binding site. It has not been studied in 
detail. At least two sites bind NF-AT transcription factors within the IL-2 regulatory 
region, the proximal NF-AT site adjacent to the NF-IL2B site and the NF-IL2E site ( 5 , 
247 , 296 ). The DNA-binding and activation domain of the NF-AT family of proteins are 
homologous to the Rel family of transcription factors. The favored DNA binding site for 
NF-AT resembles Rel-binding sites. The NF-AT–binding sites in the IL-2 gene are 
actually composite transcriptional elements that bind proteins derived from one of the 
four NF-AT proteins in conjunction with AP-1 protein complexes. Binding of the entire 
protein complex is required for function. These NF-AT sites can be multimerized to 
create transcriptional reporter constructs that have been very useful in studying T-cell 
activation. The signals required for NF-AT translocation to the nucleus, where it can 
interact with a nuclear AP-1 complex that has been activated through the actions of 
MAPKs and Jnks, have been discussed above. However, it is clear that both NF-AT 
nuclear translocation, regulated by the calcium–calcineurin pathway ( 265 ), and nuclear 
export, regulated by Crm-1 and GSK3 ( 302 ), are under tight control. The delicate 
balance of signals that control NF-AT import and export from the nucleus will determine 
NF-AT–dependent responses. Stimulation of CD28 can also regulate lymphokine gene 
transcription, if TCR-derived signals are also provided ( 89 ). As discussed above, the 
proximal signal transduction events regulated by CD28 that influence lymphokine gene 
expression are not clearly established, although they are CsA and FK506 insensitive. 
Some studies have implicated the involvement of the PI 3-kinase/Akt pathway while 
others have not. The ability of Akt to activate the NF-?B pathway via an indirect 
activating effect on the IkB kinases (IKKs) is particularly noteworthy since NF-?B family 
members have been implicated in co-stimulation. Moreover, heterologous expression of 
an activated allele of Akt can reconstitute CD28-deficient T cells ( 303 ). In the presence 
of TCR signals or calcium ionophore plus phorbol esters, CD28 stimulation induces 
nuclear factors that bind to a sequence element, the CD28RE, contained in multiple 
lymphokine genes, including IL-2, interferon ?, GM-CSF, and IL-3 ( 89 ). These sites are 
responsible for the effects of CD28 signals upon transcription of these genes and may, 
in part, be responsible for the co-stimulatory effects of CD28. The CD28RE has been 



reported to bind a number of the NF-?B Rel family transcription factors, particularly 
c-Rel, as well as NF-AT ( 304 , 305 ). The CD28RE site in the IL-2 gene is adjacent to the 
neighboring NF-IL2B site that binds AP-1. This site functions as a composite element to 
bind c-Rel and AP-1 ( 306 , 307 ). In this regard, it is noteworthy that T cells from 
c-Rel–deficient mice fail to produce IL-2 unless they are stimulated with calcium 
ionophore and phorbol ester ( 308 ). This site appears to be a signal integration locus 
where requirements for both TCR and CD28 signals are required for c-Rel and AP-1 
activation. Although transcriptional regulation represents a major mechanism for 
controlling lymphokine production, post-transcriptional regulation also represents an 
important regulatory mechanism. Most lymphokine transcripts, including IL-2, contain an 
AU-rich 3' untranslated sequence that confers instability to these mRNAs. Stimulation of 
T cells with phorbol esters or CD28 ligands has been reported to stabilize lymphokine 
mRNA ( 90 , 309 ). These observations on the transcriptional and post-transcriptional 
regulation of lymphokine genes suggest that complex regulatory mechanisms govern 
the expression of these important regulatory molecules. 
Expression of New Cell Surface Molecules A number of cell-surface molecules 
appear on the surface of the T cell during the events associated with their activation, 
differentiation, and proliferation. These include lymphokine receptors (i.e., CD25, the a 
chain of the IL-2R); nutrient receptors (i.e., the transferrin receptor and insulin receptor); 
class II MHC antigens on human T cells, but not on murine T cells; and, other 
cell-surface molecules, the functions of which are largely unknown (i.e., CD69 and 4F2). 
These proteins may subserve different roles in the growth, differentiation, and function 
of T cells following activation. The kinetics of the appearance of some of these proteins 
differ, with some appearing within minutes to hours after stimulation (i.e., CD25 and 
CD69) and others only appearing days (i.e., VLA-2) following T-cell activation. As the 
appearance of most of these proteins is transcriptionally regulated, different 
mechanisms of transcriptional regulation must be operative. In addition to the 
appearance of new cell-surface molecules, new antigenic epitopes on existing 
cell-surface proteins indicate a different mechanism of functionally regulating certain 
receptors. For instance, concomitant with T-cell activation, a new antigenic epitope on 
the CD2 molecule (T11 3 epitope) is detected, probably the result of an allosteric 

change ( 26 , 54 ). Another mechanism responsible for the expression of new epitopes 
involves the regulated alternative splicing of exons, as in the case of CD45. Activated T 
cells and some helper T-cell subsets express a distinct 180-kDa isoform of CD45, 
CD45RO, which lacks the products of exons 4, 5, and 6. This is in contrast to the 200- 
to 210-kDa CD45RA or CD45RB isoforms that include some of these exons and are 
expressed on resting T cells. This is the result of regulated alternative splicing of exons 
that encode a portion of the extracellular domain ( 190 ). It is tempting to speculate that 
such regulated splicing may affect the ligand-binding function of CD45 or its ability to 
homodimerize. Disruption of the splicing mechanism via single nucleotide polymorphism 
in exon 4, which interferes with an exonic splicing silencer site, has been associated 
with multiple sclerosis ( 310 , 311 ). A detailed analysis of the regulation of all the 
cell-surface proteins induced during T-cell activation is beyond the scope of this 
chapter. However, a brief discussion of CD25, the a chain of the human IL-2R, a 
55-kDa glycoprotein recognized by the anti–Tac mAb, is instructive ( 312 ). Expression of 
the IL-2R a chain is transcriptionally regulated. It is not expressed in most resting G0 T 
cells. The finding of at least three distinct sites of transcription initiation under different 
conditions that induce expression suggests that different modes of T-cell activation may 



influence distinct regulatory sequences flanking these sequences ( 313 ). Regulatory 
sequences responsive to certain stimuli involved in the activation of T cells have been 
identified in the upstream flanking regions of the IL-2R a chain gene. NF-?B appears to 
play a critical role in regulating the gene. The post-translational regulation of NF-?B 
function via I?B phosphorylation and degradation is the predominant means by which 
NF-?B is regulated ( 96 ). The recent identification of the I?B kinase that is responsible 
for the phosphorylation event that leads to I?B ubiquitination and degradation provides 
a link from cell-surface stimuli and the transcriptional regulation of IL-2R a chain ( 97 ). 
The regulation of expression of the IL-2R a chain differs from the regulation of its 
ligand, IL-2 ( 312 ), as follows: 

1. Reagents that activate PKC only are sufficient and more potent than those that 
increase [Ca 2+] i only to induce IL-2R a chain gene expression.

2. IL-2 itself up-regulates the expression of the IL-2R a chain via a transcriptional 
mechanism. This can, in part, account for the synergistic effects observed with 
reagents that increase [Ca 2+] i and activate PKC, that is, the resulting IL-2 
up-regulates IL-2R a chain expression.

3. The induction of IL-2R a chain expression by PMA is not inhibitable by cyclosporin 
A, a potent inhibitor of IL-2 expression.

4. The expression of extremely high levels of IL-2R a chain expression on HTLV-1 
transformed human T-cell lines in the absence of IL-2 production suggests 
another distinct mechanism of IL-2R a chain regulation ( 313 ).

Hence, the regulation of this lymphokine receptor chain is not as stringently regulated 
as the lymphokine itself. This allows for the recruitment of IL-2R expressing cells at 
sites of immune responses where other cells are producing IL-2, resulting in a paracrine 
effect. Since cells that have been previously activated continue to express low levels of 
IL-2R a chains, this would be a particularly attractive means by which the recruitment of 
memory T cells into an immune response might be facilitated. This paracrine effect is 
also the most widely accepted explanation for the synergy observed between CD4 + 
IL-2 producing cells and CD8 + CTL precursors that do not generally produce abundant 
quantities of IL-2. It is clear that the regulation of the IL-2R a chain during T-cell 
activation is complex. The regulation of the IL-2R a chain may have been raised to an 
increased level of complexity with the recognition that T cells that negatively regulate 
immune responses, Treg, constitutively express the IL-R a chain ( 314 ). It is likely that 
many other cell-surface receptors expressed during the activation of T cells have 
equally complex but distinct mechanisms of regulation. 

TERMINATING T-CELL RESPONSES

An uncontrolled or unending T-cell response would be devastating to the host. 
Relatively little is known about how the levels of T-cell responses are regulated or how 
they are terminated. Exhaustion or elimination of a stimulating antigen may lead to 
termination of the input signal, but what determines when the response must end? 
Some regulatory mechanisms are known to exist. This is an area of research that is just 
evolving. However, it is useful to mention a few of the identified mechanisms that are 



likely to play important roles.

Of the signal transduction mechanisms that are induced during antigen recognition, 
most involve tyrosine or serine/threonine phosphorylation events. The PTKs and 
serine/threonine kinases exist in equilibrium with PTPases and serine/threonine 
phosphatases. The phosphatases themselves may be regulated through activation by 
phosphorylation or relocalization to substrates. PTPases with SH2 domains, such as 
SHP-1 and SHP-2, can be activated by their own tyrosine phosphorylation and can be 
targeted to relevant substrates via their SH2 domains ( 188 ). Mice deficient in SHP-1 
have a lethal disease characterized by an overly active inflammatory system and have 
hyperresponsive Src kinase activities in their thymocytes.

A noteworthy example involves CTLA-4, which has been reported to interact with the 
SHP-2 PTPase ( 315 ). CTLA-4 is a transmembrane molecule that is homologous to 
CD28. It is up-regulated during T-cell activation. Mice deficient in CTLA-4 have a 
massive lymphoproliferative syndrome early in life, which appears to result from the 
unchecked polyclonal activation of T cells ( 316 ). Thus, CTLA-4 may serve in a negative 
feedback loop to autoregulate T-cell responses, once initiated, by recruiting the SHP-2 
PTPase to the plasma membrane where it can act on relevant substrates associated 
with the TCR complex.

Csk, as mentioned above, is a PTK that has a critical role in negative regulation of Src 
family PTKs ( 188 ). This kinase has a structure similar to Src PTKs, consisting of three 
major domains: SH3, SH2, and catalytic from amino to carboxy terminal. Initial studies 
demonstrated that it phosphorylates the negative carboxy-terminal regulatory sites in 
Src kinases, such as Lck (Tyr 505). Recent work indicates a more complex activity and 
regulation. Structure–function studies revealed that all three domains are critical to Csk 
function. The SH3 domain was shown to interact with a protein-tyrosine phosphatase 
known as PEP. This enzyme has as a target the activating tyrosine phosphorylation site 
on Src kinases, such as Lck Tyr 394. The effect of Lck interaction with the Csk-PEP 
complex would thus be inhibition by alteration of tyrosine phosphorylation at two sites 
potentially simultaneously.

Evaluation of the function of the Csk SH2 domain has led to further understanding of 
the complexity of Csk regulation. This domain binds the adaptor molecule known 
alternatively as PAG or Cbp when this molecule is phosphorylated. PAG/Cbp is a 
transmembrane protein sharing certain properties of the adaptor molecule LAT, which 
was described above. PAG/Cbp is also palmitoylated and a raft-resident protein. It is 
constitutively phosphorylated on tyrosine and a fraction of Csk is bound and thus found 
in rafts in resting T cells. This interaction is transiently lost with T-cell activation, but it is 
thought that re-phosphorylation of PAG/Cbp by Src kinase allows Csk to re-bind. This 
event would then bring Csk and PEP back to rafts allowing these enzymes to 
down-regulate the Src kinases that were activated by TCR engagement. This 
reasonable model requires much additional testing.

Down-regulation of receptors is a complex and important topic throughout cell biology 
and immunology in particular. Only recently have a number of investigators begun to 
probe the molecular mechanisms responsible for down-regulation of TCR and 



associated PTKs. One such mechanism is the targeted degradation of signaling 
molecules mediated by members of the Cbl family of ubiquitin ligases ( 166 , 167 ). These 
molecules have a complex yet conserved structure consisting of a 
phosphotyrosine-binding domain related to SH2 domains; a RING finger, which has E3 
ubiquitin ligase activity; multiple sites of tyrosine phosphorylation and multiple 
proline-rich regions; and a leucine zipper-related sequence at the carboxy terminal. 
Extensive studies of the role of Cbl in cytokine receptor systems showed that Cbl can 
bind receptors, enzymes, and adaptor molecules using the Cbl 
phosphotyrosine–binding domain or via interaction with phosphorylated tyrosines or the 
multiple prolines. These interactions target Cbl to these proteins and allow the ubiquitin 
ligase RING domain access to the protein in question. The consequence is 
down-regulation of the target. In T cells, the consequence of overexpression of a Cbl 
protein with a mutated RING results in enhanced T-cell activation. In this setting, the 
mutant Cbl is serving as a dominant negative, presumably inhibiting the physiologic 
down-regulation of ZAP-70 mediated by Cbl. Cbl targets ZAP-70 using its SH2-related 
domain to bind to the PTK via a phosphorylated tyrosine (Y292) in the linker between 
the second SH2 and the kinase domain of ZAP-70. Other members of the Cbl family 
have different targets, and in particular, Cbl-b appears to bind and regulate the Vav 
molecule. Recent observations suggest that another molecule, SLAP, has a similar 
effect on T-cell activation as does Cbl. SLAP structure resembles Src kinases, but lacks 
a kinase domain. Overexpression studies with SLAP, like those with Cbl, suggest that 
these molecules negatively regulate TCR signal transduction. Mice deficient in SLAP 
have a thymic phenotype resembling c-Cbl–deficient mice, the main feature being an 
up-regulation of the TCR on CD4/CD8 double-positive thymocytes ( 317 ). This suggests 
that Cbl and SLAP play roles in controlling the levels of TCR expression.

Lymphokines are extremely potent biological mediators. Overproduction, such as 
occurs during food poisoning or toxic shock syndrome due to staphylococcal 
enterotoxins, can have devastating consequences on the host. Therefore, most 
lymphokines tend to be produced only transiently during an immune response. One 
mechanism to ensure their transient production is through the AU-rich 3' untranslated 
region present in most lymphokines ( 318 ). This AU-rich region confers instability on the 
mRNAs encoding lymphokines, ensuring only transient production of these potent 
mediators.

The final example of a mechanism that may contribute to the termination of T-cell 
activation during an immune response involves apoptosis. During the activation of 
antigen-responsive lymphocytes, the Fas ligand is up-regulated on responsive T cells ( 
51 ). In fact, expression of the Fas ligand gene is regulated by the same TCR signals 
that regulate lymphokine responses ( 319 ). In the absence of appropriate inflammatory 
signals, the expansion of antigen-responsive T cells is followed by elimination of the 
activated T cells via apoptosis of Fas and Fas-ligand–expressing T cells ( 50 ). As yet 
ill-defined inflammatory cytokines or other signals of inflammation can prevent 
apoptosis of antigen-responsive T cells, thus perpetuating an immune response in an 
inflammatory setting. The failure of this system can have dire consequences as 
evidenced from the lymphoproliferative syndromes that result in humans with Fas 
mutations and in mice lacking functional Fas (lpr mice) or Fas ligand (gld mice) ( 320 , 321 



).

The termination and regulation of the immune response are as important as its 
initiation. The appropriate level of an immune response is critically important for the 
host. The regulatory systems involved in terminating the response are likely to be at 
least as complex as the systems that have evolved to initiate it.

T-CELL INACTIVATION

Stimulation of T cells, under certain in vivo conditions as well as certain in vitro culture 
conditions, with reagents that normally function as agonists can lead to a long-lived 
state in which they are unresponsive to subsequent TCR stimulation ( 80 ). This state of 
unresponsiveness has been termed “anergy.” The unresponsive state has been 
induced in T-cell clones stimulated with mitogens, antigen, altered peptide ligands, 
anti–TCR mAb, and lymphokines. These experimental models may be relevant toward 
understanding certain forms of tolerance, particularly to peripheral (extrathymic) 
antigens, as well as in understanding how the outcomes of immune responses may 
differ as a result of different types of antigenic challenge.

Several factors appear to influence the ability of stimuli to induce unresponsiveness 
rather than activation of T-cell clones. A critical factor toward the induction of the 
unresponsive state is the nature of the responding cell. Unresponsiveness has only 
been induced in helper T-cell clones of the Th1 subtype ( 322 , 323 ). Under similar 
conditions, unresponsiveness could not be induced in cytolytic T-cell clones ( 324 ). 
Similar states of unresponsiveness have not been induced in T-cell hybridomas or 
leukemic lines. However, anergy has been induced by antigen injection in naïve mice ( 
325 ).

The nature and the context of the stimulus are critical factors in the induction of 
unresponsiveness. Antigen presented on the surface of fixed APC or on planar lipid 
membranes reconstituted only with class II MHC molecules induces a long-lived state of 
unresponsiveness to subsequent antigenic challenge in antigen-specific murine helper 
T-cell clones, but not hybridomas, as measured by proliferative responses or IL-2 
production ( 325 , 326 ). Inactivation is not complete and refers mainly to the proliferative 
response because suboptimal IFN-? and IL-3 are produced in response to subsequent 
antigen challenge. Moreover, the proliferative response can be restored by exogenous 
IL-2 ( 23 ). The principle defect during the induction of the anergic state appears to be 
the reception of a TCR-derived signal, which involves a rise in [Ca 2+] i, in the absence 

of a subsequent IL-2 stimulus ( 80 , 82 ).

The failure to produce IL-2 in most of these models is due to the failure of the T cell to 
receive a co-stimulatory signal. The preponderance of evidence suggests that the 
interaction of CD28 with either B7-1 or B7-2 is responsible for the co-stimulatory signal, 
as discussed above (reviewed in Foy et al. [ 83 ]). However, blockade of the CD28–B7 
interaction only sometimes results in the induction of the anergic state. This suggests 
that there may be other co-stimulatory pathways that can lead to IL-2 production. 



Alternatively, under some circumstances of very potent TCR stimuli, it may be possible 
to induce IL-2 production in the absence of co-stimulation. This is consistent with the 
observations that CD28-deficient mice can still make some immune responses ( 84 , 92 ).

Altered peptide ligands can also induce an anergic state in the presence of appropriate 
co-stimulatory signals ( 34 ). In this setting, a subtle difference in the stimulatory peptide 
antigen or a mutation in the MHC molecule can result in marked alterations in the 
response of a particular T-cell clone. Biochemical analysis of these clones has 
consistently revealed a different pattern of TCR and PTK phosphorylation. As described 
above, TCR engagement with a fully stimulatory peptide–MHC combination normally 
leads to tyrosine phosphorylation of the TCR ? chain. Close examination reveals two 
phosphotyrosine-containing bands on protein gels. These represent two phosphorylated 
forms of TCR ?. One, known as p23, represents a fully phosphorylated TCR ? chain, 
while the other, p21, is partially phosphorylated. Examination of the TCR following 
stimulation with altered antigens, in contrast, reveals only p21. The other main 
difference between stimulatory and altered antigens can be seen when the ZAP-70 
associated with the TCR is examined. Optimal phosphorylation of ZAP-70 occurs only 
with stimulatory and not with altered antigen. Failure of full ZAP-70 activation 
presumably results in insufficient activation of distal pathways, and IL-2 production in 
this situation is also insufficient. In all these experimental systems, it is the failure to 
produce and respond to IL-2 that is the most important determinant of whether anergy 
is induced ( 82 ).

Establishing characterization of the unresponsive state has received considerable 
attention. Induction of the unresponsive state requires protein synthesis, suggesting 
that a newly synthesized protein may be required for the maintenance of the 
unresponsive state. Recent studies suggest a defect in Ras activation, with resulting 
defects in MAPK and Jnk activation following the stimulation of the TCR in anergized T 
cells ( 300 , 301 ). The failure to activate Ras and these kinases helps to explain previous 
results that demonstrated diminished AP-1 activity in an anergized T-cell clone ( 299 ). 
The failure to activate Ras may be explained via the activation of another GTPase 
called Rap-1, which antagonizes the activity of Ras by competing for binding with Ras 
GEFs. In anergic T cells, Rap-1 activity is elevated, perhaps through mechanisms that 
involve Fyn, Crk, and C3G, a GEF for Rap-1 ( 327 ). Further studies will be required to 
assess the general importance of this pathway.

CONCLUSION

The activation of T-lymphocytes is a complex process that results in cell growth and 
differentiation. Examples of the major events involved are presented in Table 4. T-cell 
activation is initiated by ligand–receptor interactions that occur at the interface of the T 
cell and APC or target cell. The TCR plays a prominent role in this interaction, but other 
molecules on the T cell and APC also contribute to the ultimate activation of the T cell. 
Stimulation of the TCR induces a highly ordered sequence of tyrosine phosphorylation 
events that are orchestrated by PTKs and are regulated by other PTKs and PTPases. 
These phosphorylation events lead to signaling pathways that activate a variety of 
enzymes and induce a multitude of protein interactions. Second messengers are 



produced and ion fluxes occur. Cascades of these signaling events determine the T-cell 
response. In some cases, effector functions are activated. In others, expression of a 
variety of genes is induced, which contributes to the clonal expansion and differentiation 
of appropriate antigen-specific T cells. In still others, where signaling events are 
inadequate, a state of unresponsiveness ensues. Future studies promise to unravel 
some of the complexities of the events that occur in signaling pathways that lead from 
the membrane to the nucleus. The activation of the T cell has proven to be a unique 
system to sample and explore the complex mechanisms regulating cell growth and 
differentiation.

 
TABLE 4. Major events involved in T-cell activation
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OVERVIEW

Discovery

Around 1970, it was first recognized that lymphocytes consist of several specialized cell 
types that are similar in appearance. These discoveries depended on a combination of 
approaches, including newly developed functional assays, mutant animals deficient in T 
cells, and antisera that stained specific lymphocyte subsets. It became clear that 
antibody-producing cells could be discriminated from thymus-derived cells. The latter 
cells were divisible into T-helper cells and cytotoxic T cells (CTLs). CTLs were generally 
specific for the cells that elicited the response, a characteristic of the adaptive immune 
response. Later, it became clear that CTLs recognize antigens in a major 
histocompatibility complex (MHC)–restricted manner.

Shortly after the discovery of B and T cells, a second set of cytotoxic lymphocytes was 
discovered in rodents that differed in several key ways from CTLs ( 1 , 2 and 3 ). These 



cells, called natural killer (NK) cells, lacked several cell surface markers of CTLs and 
other T cells. Whereas active CTLs typically arise only several days after immunization 
with foreign cells, pathogens, or tumor cells, NK cells were active even after isolation 
from unimmunized animals. Furthermore, NK cells lysed many different tumor cell lines. 
CTLs, in contrast, are generally quite specific for a particular type of cell or pathogen. 
Because the newly discovered cytotoxic cells did not require specific immunization, they 
were termed “natural killer cells.”

It has since become evident that NK cells represent a third class of lymphocytes distinct 
from B and T cells. The most striking distinction is that NK cells do not express a 
clonally distributed antigen receptor that is subject to somatic diversification. One clear 
indication of this is that NK cells do not rearrange B and T cell receptor genes ( 4 ), and, 
unlike B and T cells, arise normally in animals with deficiencies in genes that encode 
the V(D)J recombinase ( 5 ). As discussed in detail later, NK cells are now known to 
employ several types of stimulatory receptors specific for molecules associated with 
infected, transformed, or stressed cells. NK cells are also regulated by inhibitory 
receptors specific for class I MHC molecules. The distinctive specificity of the cells, 
along with their fast response and lack of a memory stage, is the basis for considering 
the cells part of the innate (as opposed to adaptive) immune system.

NK cells play several roles in immune responses. Once activated, NK cells are potent 
cytotoxic cells capable of lysing certain tumor cell lines, cells infected with various 
intracellular pathogens, and antibody-coated cells. Activated NK cells also produce 
cytokines, notably the inflammatory cytokines interferon-? (IFN-?) and tumor necrosis 
factor-a (TNF-a). These cytokines can directly induce antipathogen activity by 
macrophages and neutrophils and can also help to regulate the adaptive immune 
response to an antigen.

NK cells play a particularly important role in limiting the expansion of certain intracellular 
pathogens early in the infectious cycle, at a time when specific immunity has not yet 
fully developed. A role in attacking tumor cells is also suggested by in vitro and in vivo 
studies. Furthermore, NK cells can attack foreign cells, especially lymphohematopoietic 
cells such as bone marrow cells, and therefore can exert a barrier to bone marrow 
transplantation.

Phenotype and Distribution

Morphologically, many NK cells are large granular lymphocytes (LGLs). This structure is 
not a defining property of NK cells, however, because some NK cells are small and lack 
granules, and some other cells, such as CD8 + T cells, can exhibit the LGL structure.

A list of markers expressed by NK cells is presented in Table 1. No single cell surface 
molecule is known to be obligatory for the function of NK cells, as is the case for T cells 
(the T-cell antigen receptor) or B cells (the B-cell antigen receptor). Indeed, although 
NK cells express distinctive cell surface markers, most are also expressed by some 
other cell type, usually one or another subset of T cells. For example, CD56 is a good 
marker for NK cells in humans, but it is also expressed by a subset of T cells. 



Consequently, NK cells in humans are usually defined as cells that express CD56 but 
not the T-cell antigen receptor/CD3 complex (CD56 +CD3 -). Similarly, the NK1.1 and 
DX5 markers are widely used to identify NK cells in mice, but each is also expressed by 
a small percentage of T cells. Therefore, mouse NK cells are often defined as NK1.1 
+CD3 - or DX5 +CD3 - cells. Studies demonstrate that essentially all NK cells are 
included in these phenotypically defined populations. It is less clear whether every cell 
defined in this way is an NK cell, although studies suggest that most are. In mice, NK 
cells also express cell surface asialoGM1, but many asialoGM1 + cells are not NK cells. 
Nevertheless, injection of antibodies specific for asialoGM1 is often useful 
experimentally to deplete NK cells from mice.

 
TABLE 1. Cell surface markers of natural killer (NK) cells

NK cells are typically a minority population among lymphoid cell populations, 
constituting approximately 5% to 10% of peripheral blood lymphocytes in healthy 
humans and 3% of splenocytes in nonimmune mice. Similarly small percentages of NK 
cells are found among liver lymphocytes, bone marrow cells, and peritoneal 
lymphocytes. Even fewer NK cells are found in lymph nodes or other secondary 
lymphoid tissue, reflecting the absence of lymph node homing receptors on most of 
these cells. Although NK cells are less abundant overall than B and T cells, only a tiny 
fraction of B and T cells are specific for a given immunogen in a primary immune 
response. In contrast, most inductive stimuli for NK cells activate a large fraction of the 
population. Therefore, most or all NK cells can be rapidly mobilized against a given 
challenge. After infection or the provision of certain NK cell stimuli, the percentage of 
NK cells may increase in an affected tissue or at the site of infection.

TARGET CELL RECOGNITION BY NATURAL KILLER CELLS

General Properties of Natural Killer Cell Receptors

Even clonal populations of NK cells lyse a wide variety of tumor cell lines. Molecules 
involved in target cell recognition by NK cells were sought for many years without 
success, in part because researchers expected the cells to express a unique type of 
stimulatory receptor akin to the T- and B-cell antigen receptors. However, it turned out 



that individual NK cells employ multiple stimulatory and inhibitory receptors. Since the 
early 1990s, a rapidly growing number of such receptors has been identified, and the 
number continues to grow. The receptors generally interact with counterreceptors 
(ligands) on the surface of other cells.

Because NK cells typically lyse tumor cells that vary in the class I MHC alleles that they 
express, or even lack class I MHC expression, they are often termed MHC-unrestricted 
to contrast their specificity with that of T cells. This label is misleading in the sense that 
it suggests the absence of MHC specificity. In fact, the first target cell–specific receptors 
to be identified on NK cells were specific for class I MHC molecules. Unlike the B- and 
T-cell receptors, however, many of the MHC-specific receptors expressed by NK cells 
are inhibitory in function. This accounts for a cardinal feature of NK cell recognition: the 
enhanced lysis of cells lacking class I MHC molecules ( Fig. 1; see the later section on 
the missing self hypothesis).

 
FIG. 1. Natural killer (NK) cells are regulated by the balance of signaling through 
stimulatory and inhibitory receptors. Each NK cell expresses inhibitory receptors 
specific for class I major histocompatibility complex (MHC) molecules and several types 
of stimulatory receptors specific for various ligands. Most normal cells express high 
levels of class I MHC molecules, which provide a strong inhibitory signal to the NK cell. 
Although some normal cell types (such as cells in the bone marrow) are believed to 
express ligands that stimulate NK cells, the inhibitory signal overrides stimulation, 
preventing NK cell activation. Infection or tumorigenesis of normal cells often leads to 
loss of class I MHC proteins ( left) and/or up-regulation of ligands that stimulate NK 
cells ( right). Either of these events may swing the balance of signaling in favor of NK 
cell activation, and both together have an even greater effect. The activated NK cells 
can secrete cytokines such as IFN-? and lyse the susceptible target cell (indicated by 
disrupted membrane).

Each of the inhibitory receptors is typically expressed by only a subset of NK cells, 
overlapping with subsets expressing other inhibitory MHC-specific receptors. The 
inhibitory receptors all contain one or more copies of a characteristic amino acid 
sequence motif in their cytoplasmic domains, called an immunoreceptor tyrosine-based 

inhibitory motif (ITIM), with the consensus sequence V/IxYxxL/V ( Fig. 2) ( 6 , 7 ). 
Receptor engagement results in phosphorylation of the tyrosine residue in the ITIM, 
leading to the recruitment and activation of the protein tyrosine phosphatase SHP-1 ( 8 ). 



As discussed in more detail later, the activated phosphatase inhibits NK cell activation. 
Although the early discovery of inhibitory NK-specific receptors led to the notion that NK 
cell specificity is controlled primarily by inhibitory recognition, the discovery of several 
stimulatory receptors has revealed that stimulatory recognition plays an equally 
important role in that control. The balance of stimulatory and inhibitory recognition 
determines whether an NK cell will attack a given target cell ( Fig. 1).

 
FIG. 2. Three types of class I major histocompatibility complex (MHC)–specific inhibitory 
receptors expressed by NK cells. The inhibitory receptors are divided into two structural 
classes: immunoglobulin superfamily [killer cell immunoglobulin-like receptor (KIR)] and 
lectin-like (Ly49 and CD94/NKG2A). Of the three receptor families, only CD94/NKG2A 
is clearly conserved in both mice and humans. KIR have not been well characterized in 
mice, and functional Ly49 receptors have not been found in humans. All three types of 
receptors impart inhibitory activity by virtue of immunoreceptor tyrosine-based inhibitory 
motifs (ITIM) located in their cytoplasmic tails, with the consensus sequence 
(I/V)xYxx(L/V).

Stimulatory NK receptors lack an ITIM in their cytoplasmic domains and typically 
contain a basic amino acid residue within their transmembrane domains ( 9 ). T- and 
B-cell antigen receptors also contain charged amino acids in their transmembrane 
domains, which enable associations with other transmembrane proteins such as CD3 
proteins or immunoglobulin (Ig) a and Igß, which are responsible for transmitting the 
stimulatory signal. Most of the known stimulatory NK receptors associate with the 
signaling molecule variously called KARAP or DAP12, although others interact with 
FceR1?, CD3?, or KAP/DAP10 ( Fig. 3) ( 9 ). These signaling molecules are 
transmembrane proteins with short extracellular domains and relatively long 
cytoplasmic domains that usually contain immunoreceptor tyrosine-based activation 
motifs (ITAMs). Engagement of the stimulatory receptor leads to tyrosine 
phosphorylation of the ITAMs on the associated signaling molecule and to the 
recruitment and activation of protein tyrosine kinases such as Syk ( 10 ).



 
FIG. 3. Some of the stimulatory receptors employed by natural killer (NK) cells to 
recognize target cells. The four receptors shown participate in natural killing of tumor 
target cells. NKG2D is a lectin-like receptor, whereas the other three are 
immunoglobulin superfamily members. In mice and humans, NKG2D recognizes 
ligands that are induced in “distressed” cells (transformed, infected, or stressed). 
NKp46, NKp30, and NKp44 have been studied primarily in human NK cells, in which 
antibodies that block the receptors were shown to prevent lysis of various tumor target 
cell lines. The cellular ligands for NKp46, NKp30, and NKp44 have not been 
characterized. All four receptors provide stimulatory signals through noncovalent 
interactions with signaling adapter molecules such as DAP12, DAP10, and CD3?. 
These adapter proteins contain immunoreceptor tyrosine-based activation motifs 
(ITAMs) or other stimulatory sequences in their cytoplasmic domains.

The stimulatory receptors can be broadly divided by specificity into a group that 
recognizes class I MHC ligands and a group that does not. The non–MHC-specific 
receptors, which are not fully characterized, include some receptors that recognize cell 
surface ligands that are expressed poorly or not at all by normal cells but are 
up-regulated in transformed or infected cells. These receptors, some of which are 
expressed by all NK cells, are probably important for stimulating lysis of most tumor 
cells by NK cells ( 9 , 11 ). The stimulatory MHC-specific receptors, in contrast, are 
expressed by overlapping subsets of NK cells ( 12 ). The existence of stimulatory 
MHC-specific receptors expressed by NK cells was not initially anticipated, inasmuch as 
they might be expected to negate the function of the MHC-specific inhibitory receptors. 
Some ideas as to the function of stimulatory MHC-specific NK cell receptors are 
discussed in a later section (Possible Functions of Stimulatory Major Histocompatibility 
Complex—Specific Natural Killer Cell Receptors).

Structurally, NK receptors can also be divided into two main groups, although each of 
these groups includes MHC-specific and non–MHC-specific members ( Fig. 2 and Fig. 
3). One group consists of dimeric type II transmembrane proteins similar in structure to 
C-type lectins ( 13 ), whereas the other group consists of type I transmembrane 
receptors of the immunoglobulin superfamily (IgSF) ( 6 , 14 ). The lectinlike receptors are 
encoded within the so-called NK cell gene complex (NKC) on human chromosome 12 
and mouse chromosome 6 ( Fig. 4). The NKC includes many other genes encoding 
lectinlike proteins that are involved in recognition by NK cells and other lymphocytes ( 13 

). Interestingly, several genes that influence disease susceptibility map in or near the 
NKC. In one case, a gene that controls susceptibility of mice to cytomegalovirus 
infection has been identified as one that encodes a specific NK receptor (Ly49H; see 
section on possible functions of stimulatory MHC-specific NK receptors ). The 
immunoglobulin-like NK receptors are also encoded in a larger cluster of related genes: 



in this case, the leukocyte receptor complex (LRC), on human chromosome 19 and 
mouse chromosome 7 ( Fig. 4) ( 15 ). The LRC includes a variety of other receptor 
genes expressed in immune cells that encode IgSF members.

 
FIG. 4. Gene complexes encoding families of natural killer (NK) receptors. The NK cell 
gene complexes (NKCs) of mice and humans encode lectin-like inhibitory and 
stimulatory receptors expressed by NK cells and other leukocytes. The human 
leukocyte receptor complex (LRC) encodes immunoglobulin superfamily–type receptors 
expressed by NK cells and other leukocytes. The murine LRC is not well characterized. 
For simplicity, only some of the genes in each complex are depicted. The numbers of 
genes in each family are approximate and may vary in different strains or individuals.

The features of inhibitory and stimulatory recognition are described in the following 
section, beginning first with the early studies leading to the discovery of inhibitory 
recognition.

The Missing Self Hypothesis

The first real breakthrough in understanding NK cell recognition came from studies of 
the role of MHC molecules expressed by target cells. Mutations in tumor cell lines that 
reduced the expression of class I MHC molecules resulted in a greater sensitivity of the 
cells to attack by NK cells ( 16 , 17 ). The same mutations decreased the sensitivity of the 
tumor cells to cytotoxic T cells, which suggests that the principles of recognition by NK 
cells and CTLs are opposite in nature. Loss of class I MHC molecules occurs frequently 
in advanced tumors and in cells infected by viruses from several families ( 18 , 19 ). It was 
proposed that NK cells may help to counter this form of CTL evasion by specifically 
attacking cells that down-regulate class I MHC molecules ( 20 ).

Much earlier, studies of bone marrow transplantation had led to an unexpected 
discovery that could now be interpreted in a different light. The experiments showed 
that bone marrow grafts from an inbred mouse strain (call it strain A) were often 
rejected by a hybrid between strain A and a second strain, B, that expressed different 
MHC alleles ( Table 2) ( 21 , 22 ). The hybrid mice are denoted (A×B)F 1. The relevant 
genetic differences were mapped to the MHC. This pattern of rejection, “hybrid 



resistance,” violated the accepted laws of transplantation. These “laws” were based on 
the fact that grafts of skin or various organs from strain A (or strain B) were uniformly 
accepted by (A×B)F 1 mice. The hybrid was expected to express all the MHC molecules 
and other antigens of both parents, and therefore its T cells should have been 
immunologically tolerant of strain A cells. It later became clear that hybrid resistance is 
mediated by NK cells and not by T cells ( 23 ). Although the recipients are often 
irradiated with gamma rays or x-rays before bone marrow transplantation, the NK cells 
can survive and function for several days, sufficient time to cause bone marrow graft 
rejection. Possible reasons why this form of rejection is limited primarily to bone marrow 
grafts are discussed in the later section on class I down-regulation and sensitivity of 
cells to NK cells.

 
TABLE 2. Genetics of bone marrow cell rejection mediated by natural killer cells

The discoverers of hybrid resistance assumed that NK cells must be stimulated by 
recessively expressed foreign antigens present on bone marrow cells of the A strain but 
not on cells from the (A×B)F 1 hybrid mice. Although the genes that cause hybrid 
resistance were known to be MHC-linked, class I and class II MHC molecules were not 
initially considered probable target antigens because they are expressed in a 
codominant manner and should therefore be found on cells from both types of mice.

The realization that recognition of class I MHC molecules could underlie hybrid 
resistance emerged when investigators contemplated the results of the tumor cell 
experiments just discussed. Those studies had shown that NK cells preferentially attack 
cells lacking class I MHC molecules, but a refined notion would be that NK cells attack 
cells lacking self class I MHC proteins. This would provide an explanation for why NK 
cells in (A×B)F 1 mice attack strain A bone marrow cells. These bone marrow cells lack 
at least some of the class I molecules of the (A×B)F 1 host. In this hypothesis, the 
relevant target molecules are self class I MHC proteins, but it is their absence from the 
target cell that provokes NK cells to attack. Consequently, the model is called the 
“missing self hypothesis” ( 20 ).

The missing self hypothesis received strong support from two types of experiments, 
both summarized in Table 2. In one, a transgene encoding a specific MHC molecule, D 
d, was inserted into H-2 b mice. “D” refers to the product of a specific class I gene ( D), 
and the superscript “d” refers to the allelic form of that gene. H-2 is the mouse MHC, 



and the superscript ( b in this case) refers to a collection of specific alleles of all the 

various MHC genes. Thus, nontransgenic H-2 b mice express D b but not D d, whereas 
the transgenic mice express both molecules. Because D d is expressed in the 
transgenic mice from the time of conception, it can be considered a self class I MHC 
protein. Confirming predictions arising from the hypothesis, the transgenic mice rejected 
bone marrow grafts from nontransgenic H-2 b mice, which lacked D d but were 
otherwise identical to the transgenic mice ( 24 ). Thus, the specific absence of a single 
self class I gene is sufficient to render bone marrow cells susceptible to NK cells. In the 
second type of experiment, researchers examined bone marrow cells from mice that 
were genetically engineered to lack all class I MHC proteins. These cells were strongly 
rejected by otherwise identical but class I + mice ( 25 ). Both of these experiments 
demonstrated that absence of class I MHC proteins, especially self class I MHC 
molecules, is sufficient to render bone marrow cells sensitive to rejection by NK cells. 
Similar results were obtained in studies in which mitogen-activated T or B cells 
(lymphoblasts) from mice were used as target cells for NK cells in vitro: NK cells from 
wild-type mice could lyse target cells from class I–deficient mice ( 26 ), and NK cells from 
the D d transgenic mice could lyse target cells from nontransgenic mice ( 27 ).

Two molecular mechanisms were initially proposed to account for missing self 
recognition ( 20 ). According to one model, NK cells express stimulatory receptors for 
non-MHC target molecules expressed by all normal cells. Class I MHC molecules 
expressed by the same target cell can associate with these target molecules, interfering 
with recognition of the target molecule by the NK cells. According to the second model ( 
Fig. 1), NK cells express inhibitory receptors specific for self class I MHC molecules. 
Self class I MHC molecules on normal cells therefore inhibit NK cells, preventing 
cytotoxicity. The latter model was proved correct by the identification and 
characterization of three families of inhibitory class I MHC–specific receptors expressed 
by NK cells, as described in the following section.

Major Histocompatibility Complex–Specific Inhibitory and Stimulatory Receptors

The three major families of NK cell receptors specific for class I MHC proteins are 
designated KIR (killer cell immunoglobulin-like receptors), Ly49 receptors, and 
CD94/NKG2 receptors ( Fig. 2). Each family is composed of several related isoforms. 
As their name implies, KIR are members of the immunoglobulin superfamily, whereas 
Ly49 and CD94/NKG2 receptors are structurally similar to C-type lectins. Ly49 genes 
were initially identified in mice ( 13 ). Although Ly49 genes may be functionally 
expressed in many species, including some primates ( 28 ), the human genome 
reportedly contains only a single nonfunctional Ly49 pseudogene ( Fig. 4) ( 15 ). 
Conversely, KIR were discovered in humans and are found in various primates but have 
not been well studied in mice and other rodents ( 29 ). Despite their dissimilar structures, 
KIR and Ly49 proteins function very similarly in NK cell recognition. CD94/NKG2 
receptors are the only MHC-specific receptors that are known to be functionally 
expressed in both humans and rodents and presumably in most other animal species. 
Unlike KIR and Ly49 receptors, CD94/NKG2 receptors recognize classical class I MHC 



molecules in an indirect manner, as discussed later.

All three of these gene families were initially discovered as a result of the inhibitory 
function of some family members, each of which contain ITIMs in their cytoplasmic 
domains. Unexpectedly, each family also contains stimulatory isoforms, which are 
characterized by the presence of a charged amino acid residue in the transmembrane 
domain that enables the receptor to associate with the KARAP/DAP12 signaling 
molecule. Like the inhibitory isoforms, many if not all of the stimulatory isoforms 
recognize class I MHC molecules.

Ly49 Receptors The first molecularly defined inhibitory receptors to be implicated in 
MHC recognition were the Ly49 family of proteins in mice. Ly49 proteins are 
homodimeric type II transmembrane proteins that are structurally similar to C-type 
lectins ( Fig. 2). The fact that Ly49 receptors inhibit NK cells upon binding class I MHC 
molecules was demonstrated by exploiting monoclonal antibodies specific for one 
family member, Ly49A. Typical of inhibitory MHC-specific receptors, Ly49A is 
expressed by a subset of NK cells. It was shown that the sensitivity of a tumor cell line 
to lysis by purified Ly49A + NK cells depends on the allelic form of class I MHC 
molecules expressed by the tumor cells. The Ly49A + NK cells killed tumor cells from 
H-2 b mice but did not kill tumor cells from H-2 d mice ( 30 ). To test whether H-2 d class 
I MHC molecules were preventing cell lysis, susceptible H-2 b tumor cells were 
separately transfected with each of the three classical class I MHC molecules 
expressed in H-2 d mice (K d, D d, and L d). Transfection with D d protected the cells 
from Ly49A + NK cells, whereas K d or L d had no effect. The protection was prevented 
by adding antibodies specific for either D d on the target cell or Ly49A on the NK cells. 
The results suggested that Ly49A is an inhibitory receptor that binds D d. It was later 
confirmed that Ly49A binds D d as well as some other class Ia MHC molecules. 
Subsequent studies have identified MHC specificities for several other Ly49 receptors ( 
31 , 32 ). These receptors interact with classical class I (also called class Ia) MHC 
molecules. Individual receptors typically bind to some class Ia allelic isoforms but not 
others, which accounts for the capacity of NK cells to differentiate between cells that 
express different MHC alleles. Binding of Ly49 receptors to class I MHC molecules is 
not highly specific for the peptide bound in the class I groove. Some interactions, such 
as Ly49A with D d, occur with essentially any bound peptide ( 33 ). In other cases, such 
as Ly49I with K d or Ly49C with K b, the binding occurs with some bound peptides but 
not with others ( 32 , 34 ). However, it appears that even in these cases, a relatively large 
number of peptides that are capable of binding to the class I molecule are compatible 
with receptor binding. This binding behavior contrasts markedly with T-cell antigen 
receptors, which are generally highly specific for the bound peptide. Although C-type 
lectins bind carbohydrates, the structurally related Ly49 receptors bind quite well to 
unglycosylated class I MHC molecules ( 32 , 35 ). It remains possible that glycans linked 
to class I MHC molecules enhance the binding affinity. Ly49A binds to unglycosylated D 
d molecules with a dissociation constant (K D) of approximately 1 to 2 × 10 -5 Molar (M) 

( 36 ). Crystal structure analysis revealed two distinct Ly49A–D d interfaces ( 37 ). One 
interface is at one end of the peptide-binding groove of D d, near but not in contact with 



the N-terminus of the bound peptide. The other interface is in a cavity beneath the 
peptide-binding platform and involves contacts with all four domains of the class I MHC 
molecule (a 1, a 2, a 3, and ß 2 microglobulin). It remains unclear whether one or both 
of these interactions occur in living cells. Some studies suggest that the latter site may 
be the major one involved in functional interactions between Ly49A on NK cells and D d

 on target cells ( 38 , 39 ). The majority of Ly49 proteins are inhibitory; the few that are 
stimulatory include Ly49D and Ly49H. Functional studies indicate that Ly49D is specific 
for several class I MHC molecules, including D d ( 40 , 41 ). Accordingly, the reactivity of 
NK cells from C57BL/6 (H-2 b) mice with H-2 d–expressing cells is partly mediated by 
the Ly49D–D d interaction. Furthermore, the receptor appears to cross-react in some 
cases with xenogeneic class I MHC molecules ( 42 ). Despite these functional results, 
direct binding of Ly49D to D d or other class I MHC molecules has not been observed, 
which suggests that the interaction may be of low affinity. Most of the approximately 10 
Ly49 genes in C57Bl/6 mice are encoded in a 500-kb region at one end of the murine 
NKC, although one relatively divergent Ly49 gene (Ly49B) maps 700 kb to one side of 
this region ( Fig. 4) ( 43 ). Ly49 genes exhibit considerable genetic polymorphism in 
different mouse strains. In addition to considerable sequence diversity between alleles, 
specific Ly49 genes appear to be completely absent in some strains of mice. 
Polymorphisms in Ly49 genes can therefore contribute to disease susceptibility, as 
discussed later. 
Killer Cell Immunoglobulin-like Receptors The discovery of KIR and their role in NK 
cell recognition occurred in a manner similar to that of Ly49 receptors. After it was 
discovered that human NK cell clones can attack allogeneic cells ( 44 ), the genes 
encoding the target structures were mapped to the human MHC [the human leukocyte 
antigen (HLA)] ( 45 ). Monoclonal antibodies specific for the NK cell clones were 
prepared and shown to modulate target cell recognition ( 46 ). The monoclonal 
antibodies initially defined two types of KIR, often expressed by different NK clones. It 
ultimately became clear that these receptors were inhibitory and recognized alternative 
allelic families of HLA-C molecules. Cloning of the receptor genes followed ( 47 , 48 and 
49 ), and additional receptor family members were subsequently discovered, some of 
which react with other HLA molecules, including HLA-A and HLA-B alleles ( 12 ). Thus, 
KIR, like Ly49 receptors, generally recognize classical class I MHC molecules. 
Individual KIR typically interact with several class Ia MHC alleles. Originally labeled 
“killer cell inhibitory receptors,” the receptor family was eventually renamed “killer cell 
immunoglobulin-like receptors.” As their name implies, KIR contain immunoglobulin-like 
ectodomains ( Fig. 2). Most KIR contain two immunoglobulin domains, but some 
contain three. Most KIR are thought to be monomeric, but at least one is believed to 
form homodimers. Like Ly49 receptors, some KIR are inhibitory and contain 
cytoplasmic ITIMs, whereas others are stimulatory and carry charged residues in their 
transmembrane domains ( 12 ). Most of the known stimulatory KIR are specific for class I 
HLA-C molecules. The stimulatory isoforms contain a shorter cytoplasmic domain than 
the inhibitory isoforms. The nomenclature for KIR includes a designation of the number 
of immunoglobulin domains and whether the isoform has a long (L, inhibitory) or short 
(S, stimulatory) cytoplasmic tail. For example, KIR2DL1 contains two immunoglobulin 
domains and is a long (inhibitory) isoform. The interaction of KIR with HLA-C molecules 
has been well studied. The binding affinity of inhibitory KIR with class I molecules is 



similar to that of Ly49, corresponding to a K D of approximately 1 to 2 × 10 -5 M ( 50 ). 

Stimulatory KIR appear to have a generally lower affinity for class I molecules ( 51 ). The 
crystal structure of a KIR with HLA-C reveals that two immunoglobulin domains of the 
receptor bind near one end of the class I groove, over the C-terminal portion of the 
bound peptide ( 52 ). This site is well separated from either of the two corresponding 
sites on murine class I molecules that have been shown to interact with Ly49A. The 
location of the binding site near the C-terminus of the bound peptide is in agreement 
with the finding that substitutions in the C-terminal amino acid residues of the peptide, 
especially at the seventh and eighth amino acid positions, leads to impaired recognition, 
which results in reduced inhibition ( 53 ). Thus, receptor binding is to some degree 
dependent on the sequence of the peptide. Nevertheless, because alterations in the 
other half of the peptide do not affect receptor binding, KIR binding to HLA-C is not 
nearly as specific for the MHC-bound peptide as is T-cell receptor binding. In this 
regard, KIR binding is similar to Ly49 binding. Approximately 10 closely linked KIR 
genes span 160 kb of deoxyribonucleic acid (DNA) in the LRC ( Fig. 4) ( 15 ). KIR genes 
exhibit substantial genetic polymorphism, both in sequence and in the presence or 
absence of specific KIR genes in the cluster ( 29 ). With the exception of genomic 
location, these and other features, too, are remarkably similar to those of Ly49 genes. 
CD94/NKG2 Receptors CD94/NKG2 receptors, like Ly49 receptors, are lectinlike type 
II transmembrane proteins ( Fig. 2) ( 54 , 55 and 56 ). Among MHC-specific NK receptors, 
they are unique in their conservation between humans and rodents and in their 
heterodimeric structure. The CD94 chain can pair with NKG2A, NKG2B (a splice variant 
of the NKG2A gene), NKG2C, or NKG2E. These NKG2 proteins are highly related in 
amino acid sequence (90% or higher sequence identity). (In contrast, NKG2D 
represents a functionally distinct type of receptor that does not pair with CD94, as 
discussed later.) Depending on the NKG2 chain in the heterodimer, the resulting 
receptor is inhibitory or stimulatory. CD94/NKG2A is a major isoform that exhibits 
inhibitory activity, as a result of the presence of an ITIM in the NKG2A cytoplasmic 
domain. CD94/NKG2C and CD94/NKG2E are stimulatory isoforms as a result of 
charged residues in the NKG2C/E transmembrane domains that enable interactions 
with the KARAP/DAP12 signaling molecule ( 57 ). All of the CD94/NKG2 isoforms 
recognize class Ia MHC molecules in an indirect and unique manner ( Fig. 5). The 
actual ligand is a nonclassical class I (also called class Ib) molecule, known as HLA-E 
in humans ( 58 , 59 ) and Qa-1 in mice ( 55 ), complexed with a peptide derived from class 
Ia molecules. The nine–amino acid peptide is conserved in the cleaved signal 
sequences of a subset of class Ia molecules, including many HLA-A, HLA-B, and 
HLA-C molecules in humans and all known D and L molecules in mice ( 60 , 61 ). A 
similar peptide is present in the signal sequence of HLA-G, a nonclassical class I 
molecule expressed in trophoblast and placenta cells. Binding of CD94/NKG2 receptors 
is specific for the sequence of the bound peptide ( 62 , 63 ). Consequently, cells that fail 
to synthesize corresponding class Ia molecules fail to generate the complete ligand for 
CD94/NKG2 receptors. In the case of HLA-E, but not Qa-1, the absence of appropriate 
class Ia–derived peptides leads to destabilization of the molecule and low cell surface 
expression. Furthermore, because presentation of the class Ia peptide is dependent on 
the transporter associated with antigen processing (TAP) ( 64 ), cells lacking TAP also 
fail to generate effective ligands for CD94/NKG2 receptors. As a result, such cells fail to 
engage the inhibitory CD94/NKG2A isoform and may be susceptible to lysis by NK cells 



that express CD94/NKG2A. Thus, the CD94/NKG2A receptor system can be 
considered an indirect means of monitoring class Ia gene expression, in distinction with 
the direct mode of recognition employed by Ly49 receptors and KIR ( Fig. 5). 

 
FIG. 5. Natural killer (NK) cells survey class Ia major histocompatibility complex (MHC) 
expression by target cells by using both a “direct” mechanism and an “indirect” 
mechanism. The direct mechanism employs Ly49 receptors (mouse) or killer cell 
immunoglobulin-like receptor (KIR) (human) to recognize the mature class Ia molecule 
itself. In the indirect mechanism, a nine–amino acid peptide sequence, which is well 
conserved in the signal peptide domain of many (but not all) class Ia molecules, is 
processed from the protein and presented to the outside of the cell in the 
peptide-binding groove of a nonclassical class I molecule called human leukocyte 
antigen E (HLA-E) in humans and Qa-1 in mice. The complex is specifically recognized 
by the CD94/NKG2A receptor.

Both the inhibitory and stimulatory CD94/NKG2 isoforms bind to the complex of class Ia 
leader peptide bound to HLA-E or Qa-1. CD94/NKG2A, the inhibitory isoform, binds to 
peptide-loaded HLA-E molecules with a K D of approximately 10 -5 M, similar to that of 

the other inhibitory MHC-specific NK receptors ( 65 ). The stimulatory CD94/NKG2C 
isoform binds with about fivefold lower affinity. The Cd94 and Nkg2 genes are located 
together in a cluster within the NK gene complex, near the Ly49 genes ( Fig. 4) ( 56 ). 
Unlike Ly49 and KIR genes, the Cd94/Nkg2 genes are not highly polymorphic. 
Leukocyte Immunoglobulin-like Receptors/Immunoglobulin-like Transcripts A 
family of receptors called variously leukocyte immunoglobulin-like receptors (LIR) or 
immunoglobulin-like transcripts (ILT) is expressed in humans by B cells, monocytes, 
dendritic cells, granulocytes, and NK cells ( 66 , 67 ). The LIR/ILT genes are encoded in 
the LRC ( Fig. 4), and the corresponding proteins include inhibitory and stimulatory 
isoforms. At least some of these proteins bind to classical class I MHC molecules. The 
available data suggest that LIR/ILT are expressed most prominently in cells of the 
myeloid lineages and only sporadically and weakly in NK cells. In some people, NK 
cells may not express these proteins at all. Therefore, although LIR/ILT may play a role 
in NK cell functions, it is likely that they play a greater role in myeloid lineage cells. 
Lag-3 Receptors Lag-3 is a protein related in structure to CD4. Lag-3 is expressed by 
activated T cells and NK cells. It appears to contribute to natural killing of at least some 



tumor target cells, as shown with NK cells from mice with a disrupted Lag-3 gene, or by 
blocking Lag-3 on NK cells with an antiserum ( 68 ). The tumor cells whose lysis is most 
dependent on Lag-3 express class II MHC molecules, and there is some evidence that 
Lag-3 may bind class II molecules. In contrast, Lag-3 plays no detectable role in NK cell 
lysis of many other target cells, including class I MHC–deficient T-cell blasts or bone 
marrow cells. It remains to be established whether Lag-3 provides directly stimulatory, 
co-stimulatory or adhesion function in NK cell recognition. 
Expression Patterns of Major Histocompatibility Complex–Specific Receptors The 
well-characterized MHC-specific receptors (KIR, Ly49, and CD94/NKG2) share two key 
features: 

1. The different receptors all discriminate between allelic isoforms of class Ia MHC 
molecules. In the case of CD94/NKG2 receptors, this occurs in an indirect manner 
as a consequence of the fact that some, but not all, class Ia proteins contain the 
critical HLA-E/Qa-1–binding peptide within their cleaved signal sequences.

2. All of the receptors are expressed by NK cells in a characteristic variegated 

pattern ( 69 , 70 and 71 ). This means that each receptor is expressed by a subset of 
NK cells but in an overlapping manner such that NK cells expressing almost any 
pair or trio of receptors can be easily detected. The number of different inhibitory 
receptors expressed by each NK cell varies, but the average is approximately 
four. The expression of each receptor occurs more or less randomly with regard to 
other receptors, as inferred from the fact that the frequency of NK cells expressing 
a given receptor combination can be estimated as the product of the frequencies 
of cells expressing each receptor (the “product rule”) ( 69 , 71 ). As a consequence, 
many NK cells in a given host animal express inhibitory receptors specific for MHC 
molecules that are not present in that animal. Such receptors presumably have no 
function in that animal, although they may in its descendants. The apparent 
wastefulness is tolerated, possibly because it is inherent in the processes used to 
generate the repertoire.

The receptor repertoire is not completely random, as discussed in more detail later. 
Furthermore, the functional activity of NK cells expressing different receptor sets may 
vary. Each fully active NK cell is believed to express at least one inhibitory receptor 
specific for a self class Ia molecule. The self MHC-specific inhibitory receptor prevents 
the NK cell from attacking normal self cells (see the section on self tolerance). These 
shared features account for a central property of NK cell recognition: the capacity of NK 
cells to attack cells that selectively lack expression of one or another, but not all, of the 
relatively small complement (<6, considering both parents) of class Ia MHC alleles that 
an individual possesses. The capacity of NK cells to attack cells with a selective loss of 
MHC molecules was presumably favored by natural selection because infected and 
transformed cells often exhibit selective down-regulation or loss of MHC expression ( 18 , 
19 ). This characteristic of NK cell recognition also underlies the phenomenon of hybrid 
resistance discussed previously, in which H-2 heterozygous mice can reject bone 
marrow grafts from an H-2 homozygous parent but not from H-2 heterozygous siblings. 
The same phenomenon is illustrated by the finding that NK cells from normal mice 
reject cells from otherwise identical mice that lack expression of a single class Ia gene 
as a result of gene targeting ( 72 ). How does receptor variegation account for the lysis of 



cells with selective loss of class I MHC proteins? Because the inhibitory receptors are 
variegated in expression and can discriminate among MHC allelic forms, some NK cells 
express an inhibitory receptor specific for only one of the host’s several class Ia 
molecules. When these NK cells encounter a potential target cell in which the 
corresponding class I molecule has been extinguished, no inhibition will occur. If the 
target cell can stimulate the NK cell, it will be lysed. Stimulation can occur in at least two 
ways. If the target cell is infected or transformed, it may up-regulate non-MHC ligands 
that engage stimulatory receptors expressed by many or all NK cells (see the later 
section on NKG2D and its ligands). Alternatively, some of the NK cell stimulatory 
receptors, like the inhibitory receptors, are specific for class I MHC molecules and are 
variegated in expression. Because these receptors are expressed in an essentially 
random manner, NK cells with stimulatory receptors specific for one of the host’s class I 
MHC molecules (H-2D, for example) often express an inhibitory receptor specific for a 
different host class I molecule (H-2K, for example). These NK cells may attack target 
cells in which the inhibitory ligand (H-2K in this example) is extinguished, even if the 
target cell fails to up-regulate other stimulatory ligands. 
Class I Down-Regulation and Sensitivity of Cells to Natural Killer Cells The loss of 
class I MHC molecules has been shown to be sufficient to render certain normal cell 
types sensitive to NK cells. Primary activated T cells or B cells from mice with targeted 
mutations in ß 2-microglobulin, TAP, or K b and D b class I molecules are sensitive to 
NK cells from normal mice, and bone marrow cells from these mice are rejected in vivo 
by NK cells present in normal mice ( 25 , 26 ). Interestingly, however, primary fibroblasts 
from the same class I MHC–deficient mice are not NK sensitive ( 73 ). Furthermore, 
unlike bone marrow grafts, skin and organ grafts from class I MHC–deficient mice are 
not rejected by otherwise genetically identical class I + mice ( 73 ). The varying 
susceptibility of different cell types led to the suggestion that some normal cells 
(especially lymphohematopoietic cells) express non-MHC stimulatory ligands for NK 
cells, whereas many other cell types do not ( 74 ). In the case of tumor cell lines, the loss 
of class I MHC expression is well correlated with enhanced susceptibility to NK cells in 
vitro and in vivo. MHC loss variants arise at a high rate in natural tumors ( 18 ), possibly 
because of the high rate of mutations that occur in tumors, coupled with selection 
against class I MHC expression by tumor-specific T cells. Class I MHC loss may result 
from alterations in expression of the class I genes themselves or in other molecules 
necessary to achieve normal levels of class I expression, such as ß 2-microglobulin or 
TAP. Restoration of class I MHC expression typically protects the tumor cell from NK 
cell attack, both in vitro and in vivo. Nevertheless, some tumor cells that express high 
levels of class I MHC are sensitive to NK cells. It is likely that such tumor cells are highly 
stimulatory to NK cells, thus overwhelming the inhibitory signals delivered as a result of 
MHC recognition. NK cells may play a significant role in tumor surveillance in vivo, as 
discussed in more detail later. Studies with tumor cell lines selected for class I MHC 
down-regulation suggest that MHC down-regulation can lead specifically to NK 
susceptibility in vivo. However, in the context of a naturally developing tumor, the 
relative roles of MHC down-regulation versus up-regulation of stimulatory ligands or 
other factors have not been clearly defined. Therefore, it remains to be proved that NK 
cells eliminate or impair the growth of endogenous tumors as a specific result of tumor 
cell class I MHC down-regulation. Class I MHC loss also occurs in cells infected with 
many (but not all) types of viruses. Viruses have evolved a plethora of mechanisms for 



down-regulating class I MHC molecules, including inhibition of transcription, 
interference with peptide transport by TAP, targeting of newly synthesized class I MHC 
molecules for degradation, impairment of vesicular transport to the cell surface, and 
rapid turnover of class I MHC molecules from the cell surface ( 19 ). A given complex 
virus, such as cytomegalovirus, may employ several of these mechanisms to inhibit 
class I MHC expression. However, even a relatively simple virus, such as human 
immunodeficiency virus (HIV), has evolved two effective strategies. One viral protein 
(HIV-Vpu) destabilizes newly synthesized class I MHC molecules, and another protein 
(HIV-Nef) leads to the rapid internalization and degradation of cell surface class I 
molecules. Because class I-down-regulation is expected to protect infected cells from T 
cell supervision, it makes sense that NK cells might be needed to provide compensatory 
protection. Indeed, it is generally proposed that the class I MHC–down-regulating 
activities of viruses served as the evolutionary selection pressure that gave rise to the 
capacity of NK cells to attack class I MHC–deficient cells. In accordance with this idea, 
the viruses in which NK cells play the most clearly defined protective role, such as 
cytomegalovirus and other herpesviruses, also tend to down-regulate class I MHC 
expression in infected cells. Although this theory is attractive, there is little direct 
evidence that virus-induced loss of MHC expression in an infected cell is sufficient to 
induce NK sensitivity. The difficulty in addressing the question arises because viruses 
induce many changes in infected cells that may either enhance or inhibit NK sensitivity 
independently of any effects on class I MHC expression. For example, infection of cells 
with various herpesviruses results in both enhanced NK sensitivity and class I MHC 
down-regulation, but a direct connection between these events has not been 
demonstrated. Enhanced sensitivity of the cytomegalovirus-infected cells is also 
attributed to the induction of stimulatory ligands for NK cells, such as the MIC proteins ( 
75 ) (see later section on NKG2D and its ligands), or to the up-regulation of adhesion 
molecules such as intercellular adhesion molecule 1 and leukocyte function–associated 
antigen 3 ( 76 , 77 ). Separating these and other events that occur in viral infection in 
order to dissect their roles is a challenge that remains for the future. Interestingly, in 
some instances in which viruses cause class I MHC down-regulation, such as 
adenovirus type 12 infection of fibroblasts, the infected cells do not become sensitive to 
NK cells ( 78 ). Perhaps relevant to this finding are the findings of other studies indicating 
that class I MHC down-regulation is not sufficient to induce sensitivity of fibroblasts to 
NK cells ( 73 , 76 ). It is possible, therefore, that adenovirus type 12 fails to induce 
expression of NK-stimulatory ligands by fibroblasts. Alternatively, the virus may have 
evolved independent mechanisms to evade NK cells ( 78 ). 
Viral Evasion of Natural Killer Cells through Inhibition The existence of 
MHC-specific inhibitory receptors expressed by NK cells provides a potential 
mechanism for pathogens to evade the NK cell response. Indeed, certain viruses, such 
as cytomegaloviruses, encode class I MHC homologs that are expressed in infected 
cells and are proposed to function in immune evasion by serving as ligands for NK cell 
inhibitory receptors. Thus, a cytomegalovirus-infected cell might evade T-cell 
recognition by down-regulating class I MHC molecules but also evade NK cells by 
expressing a class I MHC homolog recognized by NK inhibitory receptors (but not T 
cells). For example, mouse cytomegalovirus (MCMV) encodes a class I MHC homolog 
called m144. An MCMV mutant in which the m144 gene is deleted grows poorly in 
normal mice, in comparison to the vigorous replication of the wild-type virus. The poor 
growth of the mutant virus is reversed when NK cells are depleted from the mice ( 79 ). 



These findings suggest that m144 normally inhibits NK cells. However, this conclusion 
has been difficult to confirm in studies with cell lines that have been transfected with 
m144. Such cell lines exhibit only a modest resistance to NK cells ( 80 ). Furthermore, 
although it might be proposed that m144 binds to inhibitory Ly49 or CD94/NKG2A 
receptors, no correlation between expression of these receptors and inhibition has been 
observed to date, which raises the possibility that m144 serves some other function for 
the virus. Human cytomegalovirus (HCMV) also encodes a class I MHC homolog, called 
UL18. UL18 is unrelated to m144, which reflects the distance of the relation between 
MCMV and HCMV. There is some controversy over whether UL18 expression reduces ( 
81 ) or enhances ( 76 ) sensitivity of cells to NK attack. Interestingly, UL18 was shown to 
bind to a member of the LIR family ( 67 ). As discussed above, most LIRs are inhibitory, 
and many also interact with classical class I HLA proteins. LIRs are expressed poorly by 
a small subset of NK cells, but B cells and monocytes exhibit much stronger LIR 
expression. It is therefore plausible that UL18 exerts its primary function in vivo through 
inhibition of one or both of the latter cell types. One possibility is that UL18 and, by 
extension, m144 repress NK cell induction indirectly, by inhibiting production of NK 
cell–inducing cytokines by monocytes or dendritic cells. In summary, although class I 
MHC homologs exist in several viruses, they have not been clearly shown to inhibit NK 
cell function directly or to bind to the major inhibitory receptors employed by NK cells. 
Another mechanism by which some pathogens may evade NK cell attack exploits the 
CD94/NKG2A inhibitory receptor. Some viruses encode membrane proteins containing 
within their signal sequences a peptide that exactly matches the nine–amino acid 
peptide in class Ia MHC molecules that binds to HLA-E or Qa-1 to create the ligand for 
CD94/NKG2A. An example is an HCMV protein of unknown function called UL40. 
Transfected cells expressing UL40 exhibit up-regulation of HLA-E and reduced 
sensitivity to lysis by NK cells, which supports the idea that the viral peptide provides 
protection to infected cells ( 82 ). It has been proposed that some pathogens evade NK 
cells by down-regulating class I MHC molecules in a locus-selective manner. As one 
example, HIV-Nef expression leads to the selective down-regulation of HLA-A and 
HLA-B molecules, with little or no effect on HLA-C expression ( 83 ). Because most 
HIV-specific CTLs are restricted by HLA-A and HLA-B molecules, this tactic may enable 
the virus to evade CTL. At the same time, many of the inhibitory NK cell receptors in 
humans recognize HLA-C molecules, and so the sustained expression of HLA-C 
molecules by infected cells may help to protect them from attack by NK cells. It is 
notable that this proposed mechanism of evasion seems to conflict with the notion, 
discussed earlier, that NK cells are equipped to attack cells in which class I molecules 
are down-regulated selectively (see the earlier section on expression patterns of 
MHC-specific receptors). Indeed, because some of the inhibitory receptors are specific 
for HLA-A and HLA-B molecules, this mechanism of evasion is unlikely to be completely 
effective. 
Possible Functions of Stimulatory Major Histocompatibility Complex–Specific 
Natural Killer Cell Receptors The existence of stimulatory MHC-specific receptors 
expressed by NK cells was not initially anticipated, and their biological function is not 
well understood. One role, as proposed previously (in the section on expression 
patterns of MHC-specific receptors), may be to aid in attacking cells that selectively 
down-regulate class I MHC molecules. However, several other possibilities may be 
considered ( 70 ). One idea is that stimulatory MHC-specific receptors evolved to counter 
the evasion tactics that viruses employ to inhibit NK cells. If the stimulatory receptors 



bind to the class I “decoys” that some viruses encode, the balance of signaling could 
shift back in the direction of NK cell activation. Alternatively, stimulatory receptors may 
preferentially bind MHC molecules that have complexed with specific pathogen-derived 
peptides. Another possibility is suggested by the observation that stimulatory 
MHC-specific receptors are generally of lower affinity than are their inhibitory 
counterparts. In this scheme, stimulatory receptors are saturated only when class I 
MHC molecules on a target cell are overexpressed, as occurs in response to locally 
produced interferons at the site of infections. Saturation of the stimulatory receptors 
may overcome inhibitory signaling, leading to lysis of the class I–overexpressing cells. 
Finally, it is possible that some of the stimulatory receptors cross-react with non-MHC 
ligands associated with infection, such as pathogen-encoded molecules or 
host-encoded molecules whose expression is induced by infection. Direct evidence 
demonstrates that at least one stimulatory receptor, called Ly49H, recognizes a virally 
encoded MHC “decoy.” Although a member of the Ly49 family, Ly49H exhibits no 
known MHC reactivity. This receptor plays an important role in the NK cell response to 
MCMV. NK cells are known to play an important role in limiting cytomegalovirus 
replication early in the infectious cycle. The effectiveness of this response is under 
genetic control, in such a way that certain mouse strains, such as C57BL/6, are more 
resistant to the virus than others, such as DBA/2 or BALB/c. Genetic segregation 
studies demonstrated the existence of a key dominant gene, called Cmv1 r, that confers 
resistance to MCMV, especially affecting viral replication in the spleen ( 13 ). Genetic 
evidence suggests that Cmv1 r encodes Ly49H, and that virus-sensitive strains lack a 
functioning Ly49h gene ( 84 , 85 and 86 ). When virus-resistant C57BL/6 mice were 
injected with an antibody that blocks the Ly49H receptor, they became susceptible to 
the virus. In addition, virus infection leads to preferential accumulation of the subset of 
NK cells that express Ly49H. Apparently, MCMV infection leads to expression in target 
cells of a ligand that interacts with Ly49H, which triggers a strong NK cell response 
against the infected cells. The ligand was identified as a viral product called m157, 
which is structurally related to class I MHC proteins ( 87 ). Of significance is that the 
m157 protein also binds to certain inhibitory Ly49 receptors, which suggests that, in 
some circumstances, it can function as a “decoy” to aid the virus in evading NK cells. A 
plausible evolutionary scenario to explain these findings is that the inhibitory function of 
m157 evolved first as a viral adaptation to evade the immune system. Natural selection 
may then have given rise to Ly49H in the host as an evolutionary “countermeasure.” 

Stimulatory Receptors Specific for Non–Major Histocompatibility Complex 
Ligands

In this section, the growing list of stimulatory NK receptors specific for non-MHC ligands 
is described, along with receptors with unknown ligands that are thought to play a role 
in natural killing. An early finding was that nearly all NK cells express a CD16 or Fc?RIII, 
a high affinity receptor for the Fc portion of antibodies. CD16 associates with the 
signaling molecule FceR1?. CD16 binds the Fc portion of several IgG isotypes, 
enabling NK cells to mediate potent antibody-dependent cellular cytotoxicity against 
antibody-coated cells ( 88 ). Natural killing of most susceptible target cells does not 
depend on antibodies, however. Consequently, a search has been undertaken for other 
stimulatory receptors responsible for recognition of tumor cells and infected cells. The 



search has unearthed several receptors and receptor families that participate in the 
stimulation of natural killing, including NKp46, NKp30, NKp44, NKR-P1, and NKG2D ( 
Fig. 3). The first three are restricted in expression to NK cells, whereas NKR-P1 and 
NKG2D are expressed by certain other immune cells. Ligands have been definitively 
identified only in the case of one of these receptors, NKG2D, but none appear to bind 
conventional class I MHC molecules. Antibodies that block each receptor have been 
used to assess their role in target cell recognition by human NK cells. For some target 
cells, one receptor or the other plays a dominant role in NK cell activation, whereas 
other target cells appear to express ligands for several of the receptors ( 9 , 89 ). These 
findings accord with the idea that NK cells are equipped with several stimulatory 
receptors to detect various alterations in target cells.

NKG2D and Its Ligands Certain stimulatory receptors expressed by all NK cells 
recognize “self” cell surface proteins that are induced in infected, transformed, or 
stressed target cells. The evolution of cellular genes that are up-regulated in distressed 
cells and serve to arouse an immune response represents a fascinating form of innate 
immunity. An example of a receptor for such proteins is NKG2D, a stimulatory 
homodimeric type II transmembrane receptor that is structurally similar to C-type lectins 
and well conserved in rodents and humans ( Fig. 3) ( 54 , 90 , 91 ). Like other lectin-related 
NK receptor genes, the Nkg2d gene is located within the NKC on human chromosome 
12 and mouse chromosome 6 ( Fig. 4) ( 91 ). Despite its name, NKG2D differs 
dramatically in sequence from NKG2A, NKG2B, NKG2C, and NKG2E; does not form 
heterodimers with CD94; and exhibits a completely distinct ligand specificity. Thus, 
NKG2D is not considered a bona fide member of the NKG2 family. NKG2D is 
constitutively expressed by essentially all NK cells, but it is also expressed by CD8 + T 
cells, ?d T cells, NK1.1 + T cells, activated macrophages, and possibly other cell types ( 
92 , 93 and 94 ). NKG2D interacts with several families of cell surface ligands, all of which 
are distantly related to class I MHC molecules. One family, consisting of two functional 
members, MICA and MICB, is encoded by genes within the human MHC ( 95 ). Although 
distantly related in sequence to class I MHC proteins and of a similar overall domain 
structure, MICA and MICB do not associate with the class I light chain ß 

2-microglobulin. Furthermore, the site corresponding to the peptide groove in class I 

molecules is closed off in MICA and MICB, preventing peptide binding ( 96 ). NKG2D 
interacts with the a-helical surface of MIC molecules in a manner similar to the T cell 
receptor interacting with MHC molecules ( 97 ). The K D of the interaction is 

approximately 10 -6 M, about 10-fold higher than most NK receptor–ligand interactions 
that have been characterized ( 97 ). MICA is expressed by some intestinal epithelial cells 
in normal humans but not by other cells examined ( 95 ). Upon transformation, however, 
most tumors derived from epithelial cells strongly up-regulate MICA and MICB 
expression ( 98 ). Furthermore, infection of cells with cytomegalovirus and possibly other 
infectious agents induces expression of MICA or MICB or both ( 75 ). The up-regulation 
of MICA/MICB genes in infected or transformed cells probably results from the 
presence within their promoter regions of heat shock transcription elements ( 95 ). This 
class of transcription elements is activated by several forms of stress, including heat 
shock, infection, and transformation. Surprisingly, no homologs of MICA and MICB 
have been identified in mice. However, mice have another family of ligands for NKG2D, 



retinoic acid early inducible–1 (Rae1), which is also up-regulated in tumor cells ( 93 , 94 ). 
The Rae1 proteins are encoded by the Raet1 genes, a family of several highly 
homologous genes on chromosome 10, a different chromosome from that containing 
the mouse MHC ( 99 ). A related protein, H60, is also a ligand for NKG2D and is also 
encoded on chromosome 10 near the Raet1 genes ( 93 , 94 ). H60 is not expressed in all 
mouse strains. Humans express a family of proteins related to Rae1 and H60, called 
ULBPs or human RAET1 proteins, which are encoded on chromosome 6 in a region 
syntenic to the Raet1 and H60 genes ( 100 , 101 ). Like MIC molecules, ULBPs are ligands 
for human NKG2D. Most Rae1 proteins and ULBPs are attached to the plasma 
membrane by a lipid linkage. The Rae1, H60, and ULBP families exhibit only low 
sequence homology to each other but are encoded in syntenic chromosomal locations 
and have similar domain structures consisting of two N-terminal domains distantly 
related to the class 1 MHC a1 and a2 domains and a short third domain that is 
dissimilar to the class I a3 domain or to the corresponding region of MIC. Furthermore, 
all three of these protein families form a similar three-dimensional structure that is 
comparable with that of the a1 and a2 domains of MIC molecules or class I MHC 
molecules. As with MIC molecules, the site corresponding to the peptide-binding groove 
in class I MHC molecules is apparently inaccessible to peptides. NKG2D binds across 
the a-helical surfaces of Rae1 and ULBP molecules with an orientation similar to that of 
the NKG2D-MIC complex, or the T-cell receptor–MHC complex. Thus, it appears that all 
of the ligand families, despite their dissimilar sequences, interact with a similar site on 
the NKG2D receptor. The affinity of murine NKG2D for Rae1 (K D = approximately 0.5 × 

10 -6 M) is only slightly higher than that of human NKG2D for MICA, whereas its affinity 
for H60 is approximately fifty times higher (K D = approximately 2 × 10 -8 M) ( 102 ). Few 

if any normal cells express Rae1 family members ( 99 ), but the genes are induced in 
many tumor cell lines of diverse origins, including carcinomas, lymphomas, and 
macrophage tumors ( 93 ). The signaling events leading to Rae1 up-regulation in tumor 
cells are not known. A possible clue is that expression of Rae1 is induced by retinoic 
acid in at least one cell line ( 99 ). In contrast to Rae1, H60 and ULBPs are expressed by 
at least some normal cells. Up-regulation may nevertheless occur in some tumor cells ( 
93 , 94 , 103 ) or in infected cells. Expression of NKG2D ligands by a target cell results in 
full stimulation of NK cells and activated macrophages ( 93 , 94 , 104 ). In contrast, target 
cell expression of NKG2D ligands is not sufficient to stimulate cytokine production or 
cytolysis by activated CD8 + T cells ( 75 , 104 ). Instead, NKG2D ligands appear to provide 
a co-stimulatory signal to CTLs, which also receive a primary signal as a result of T-cell 
receptor triggering ( 75 , 104 ). The basis for this difference in signaling is not known. The 
receptor associates with signaling molecules, including one called DAP10, which has 
been found to have primarily co-stimulatory activity ( 105 ). NKG2D ligand expression has 
a dramatic effect on tumor cell rejection in vivo. When NKG2D ligands such as Rae1 
are introduced by transfection into tumor cells that lack them, the resulting cells are 
potently rejected by normal syngeneic mice when transferred subcutaneously ( 104 , 106 ). 
The rejection is mediated by NK cells and, in some cases, by CD8 + T cells. 
Remarkably, the injected mice become immune to challenges with the same tumor cells 
lacking Rae1 or other NKG2D ligands ( 104 ). The immunity is mediated by CD8 + T 
cells. The results indicate that Rae1 expression by tumor cells can result in the 
induction of a potent NK cell response as well as induction of protective memory CTLs. 



NKp46, NKp30, and NKp44 Three stimulatory receptors expressed exclusively by NK 
cells—NKp46 ( 107 ), NKp30, ( 108 ) and NKp44 ( 109 )—have also been shown to 
participate in target cell recognition by human NK cells ( Fig. 3). All three are members 
of the IgSF. NKp46 contains two C2-type immunoglobulin-like domains in its 
extracellular portion, whereas NKp30 and NKp44 each contain a single V-type 
immunoglobulin-like domain ( 9 ). NKp46 is encoded within the LRC ( 15 ), whereas the 
NKp30 and NKp44 genes are located within the human MHC ( 110 ). A homolog of 
NKp46 has been identified in rodents ( 111 ). All three receptors have charged residues 
within their transmembrane domains that allow interactions with signaling molecules, 
although the different receptors associate with different signaling molecules. NKp46 
pairs with CD3? or FceRI?; NKp30 pairs with CD3?; and NKp44 pairs with 
KARAP/DAP12 ( 9 ). Engagement of each receptor leads to full NK cell activation. 
NKp46 and NKp30 are expressed by NK cells freshly derived from a donor, but NKp44 
expression is inducible by cytokines such as interleukin (IL)–2 ( 109 ). NKp44 induction 
may account for the fact that cytokine-activated NK cells attack certain tumor target 
cells that are resistant to freshly isolated NK cells. Although most NK cells express 
NKp46 and NKp30, the percentage of NK cells expressing high levels of the two 
receptors (which are expressed coordinately) varies widely from individual to individual ( 
9 , 108 ). The high or low expression level is maintained even as the cells are activated 
and expanded clonally in cell cultures. Cells within the two subsets express KIR and 
NKG2D receptors similarly, but CD94/NKG2A expression may be limited to the 
NKp46/NKp30-high subset. The genes or environmental factors that underlie this 
variable degree of receptor expression are unknown. Results of blocking experiments 
with different combinations of antibodies specific for NKp46, NKp30, NKp44, and 
NKG2D suggest that different stimulatory receptors predominate in different NK-target 
cell combinations ( 108 , 112 ). Even tumor cells of the same type—for example, different 
melanoma cell lines—may stimulate through different receptors. One or more of these 
receptors may also participate in NK cell lysis of nontransformed mitogen-activated T 
cells or bone marrow cells; lysis of such cells can occur when MHC expression is 
impaired or blocked. The simultaneous blockade of all four receptors is effective in 
completely inhibiting lysis of most NK-sensitive target cells. The ligands on tumor cells 
recognized by NKp46, NKp30, and NKp44 have not yet been identified, and so how the 
expression of such ligands is regulated is unknown. In addition to a role in tumor cell 
lysis, there is some evidence that NKp46 and possibly NKp44 participate in recognition 
of cells infected with influenza or parainfluenza viruses by binding to the viral 
hemagglutinin as it is expressed on the surface of infected cells ( 113 ). 
NKR-P1 A set of lectinlike receptors called NKR-P1 proteins are encoded in the NKC ( 
114 , 115 ). NKR-P1 receptors are expressed by all NK cells and a small fraction of T cells. 
Indeed, certain NKR-P1 family members encode the so-called NK1.1 antigen, which is 
used to define NK cells in some mouse strains. Some NKR-P1 isoforms are stimulatory, 
whereas others are inhibitory. Transfection studies provided evidence that stimulatory 
NKR-P1 isoforms may be involved in recognition of a subset of tumor cell lines ( 116 ). 
The putative ligands for NKR-P1 proteins have not been identified, but the available 
data suggest that they are not class I MHC proteins. 
2B4 Another receptor implicated in NK cell activation is 2B4, a member of the CD2 
family of receptors conserved in mice and humans ( 117 , 118 and 119 ). 2B4 is expressed 
by all NK cells, some T cells, and monocytes. The CD2 family are IgSF members that 



interact with each other in various combinations. The primary ligand for 2B4 is another 
CD2 family member called CD48, which is expressed by lymphocytes, monocytes, and 
endothelial cells ( 120 ). Engagement of 2B4 by CD48 appears to be insufficient for 
activation of NK cells, but it enhances the level of activation mediated by another NK 
cell receptor, such as NKp46 ( 121 ). Thus, 2B4 may function as a co-receptor or a 
co-stimulatory receptor in NK cell activation. The cytoplasmic domain of 2B4 interacts 
with several signaling molecules that may provide this co-receptor activity, including Src 
family protein tyrosine kinases, the linker for activated T cells (LAT), and the 
SLAM-associated protein (SAP) ( 9 ). 

Integration of Stimulatory and Inhibitory Signaling

The outcome of an NK cell–target cell interaction is determined by the balance of 
stimulatory and inhibitory signaling ( Fig. 1). Thus, even target cells that express high 
levels of inhibitory MHC molecules are susceptible to lysis by NK cells if they also 
express sufficient levels of a stimulatory ligand. For example, if a cell sufficiently 
up-regulates MICA/MICB or Rae1 expression as a result of infection or transformation, 
it becomes sensitive to NK cells, even if class I MHC expression remains high ( 89 , 92 , 
93 and 94 , 104 , 106 ). If such cells also extinguish class I MHC expression, sensitivity to NK 
cells increases even further. On the other hand, some stimulatory interactions are 
insufficient to overcome normal levels of inhibitory signaling. For example, as discussed 
earlier (in the section on class I MHC down-regulation and sensitivity of cells to NK 
cells), certain normal cells such as bone marrow cells, T-cell blasts, and B-cell blasts 
appear to express stimulatory ligands for NK cells. These cells are nevertheless 
insensitive to NK cells because of the expression of normal levels of inhibitory class I 
MHC proteins. If class I MHC–mediated inhibition is prevented, these cell types become 
sensitive to lysis by NK cells. As one specific example, bone marrow cells that lack 
class I MHC molecules are sensitive to NK cells ( 25 ). Bone marrow cells from wild-type 
animals that express a foreign (allogeneic) MHC are also sensitive to NK cell attack, in 
part because some NK cells in the host do not express inhibitory receptors specific for 
the donor’s MHC molecules ( 122 , 123 ). The failure of NK cells to attack many other 
allogeneic cell types, such as cells in a skin graft, may result from the failure of these 
cells to express the relevant stimulatory ligands for NK cell receptors. Validation of this 
proposition will require the identification of stimulatory ligands expressed by susceptible 
normal cell types.

As described previously, stimulatory receptors expressed by NK cells generally 
associate with signaling molecules that contain cytoplasmic ITAMs. Engagement of 
stimulatory receptors leads to rapid tyrosine phosphorylation of the ITAMs and 
recruitment and activation of protein tyrosine kinases of the syk/ZAP70 family ( 10 ). As 
in activation of other lymphocytes, these tyrosine kinases initiate a series of signaling 
pathways that lead to cytokine production and perforin release.

How do MHC-specific inhibitory receptors prevent NK cell activation? Although the 
detailed mechanism is unknown, important features of the process have been worked 
out. Engagement of inhibitory receptors results in rapid phosphorylation of the tyrosine 
residue in the cytoplasmic ITIM, presumably by Src family protein tyrosine kinase such 



as p56 Lck ( 124 ). The phosphorylated ITIM binds to the SH2 domain of a protein 
tyrosine phosphatase, principally SHP-1 but possibly also SHP-2 ( 8 ). Binding to the 
phosphorylated ITIM activates the phosphatase. The activated phosphatase is believed 
to dephosphorylate key substrates in the activation pathway, but these substrates have 
not been definitively identified ( 12 ). Studies demonstrate that inhibition is effective only 
when inhibitory receptors are clustered together on the cell surface with stimulatory 
receptors, which suggests that the phosphatase substrate is part of the proximal 
stimulatory apparatus ( 125 ). In accordance with this conclusion, inhibitory receptor 
engagement is known to prevent early events in the stimulatory signaling pathway, such 
as the flux of Ca 2+ ions that occurs in NK cells shortly after stimulatory receptor 
engagement. The integration of stimulatory and inhibitory signals may reflect the 
balance between the competing phosphatase activity and kinase activity in the receptor 
clusters at the cell surface.

NATURAL KILLER CELL DEVELOPMENT AND DIFFERENTIATION

Natural Killer Cell Differentiation

NK cells, like other lymphocytes, are derived from pluripotent hematopoietic stem cells. 
Intermediate stages are thought to include a lymphocyte-restricted progenitor (restricted 
to T, B, and NK lineages), followed by a T/NK restricted intermediate ( 126 , 127 and 128 ). 
NK cell development but not T-cell development is impaired in mice treated with 
strontium 89 and other agents that disrupt the bone marrow, which suggests that critical 
phases of NK cell development occur primarily in the bone marrow ( 129 , 130 ). In 
contrast, although small numbers of NK cells do develop in the fetal thymus, NK cell 
development is not impaired in athymic mice, which lack conventional T cells. Thus, NK 
cell development does not require a maturation step in the thymus. Indeed, NK cell 
activity is often elevated in athymic mice in comparison with normal mice, perhaps 
because of compensatory mechanisms or a higher incidence of infections in such mice.

Analysis of mice with mutations in cytokine genes or their receptors has demonstrated 
that IL-15, a cytokine produced by bone marrow stromal cells, plays a central role in NK 
cell development or survival or both ( 131 , 132 ). Other cytokines are believed to be 
necessary at an earlier stage, in order to induce expression of IL-15 receptors on 
progenitor cells ( Fig. 6) ( 133 ). Cell culture models of NK cell development suggest that 
stromal cells also supply additional undefined signals that enhance NK cell 
development and that cannot be replaced by any known cytokine ( Fig. 6) ( 134 , 135 ).



 
FIG. 6. A scheme of natural killer (NK) cell differentiation. NK cells are derived from an 

early lymphoid precursor cell type that lacks lineage markers (Lin -) and expresses flt3, 
the receptor for flt3 ligand. Exposure of the cell to flt3 ligand and other cytokines results 
in the expression of the receptor for interleukin (IL)–15. IL-15 from stromal cells induces 
NK cell differentiation, proliferation, or survival, or a combination of these, but is not 
sufficient to induce expression of most inhibitory NK cell receptors. Undefined stromal 
cell signals in conjunction with IL-15 stimulate expression Ly49 inhibitory receptors. The 
various Ly49 receptors are expressed more or less randomly in a given NK cell but are 
up-regulated over time in a cumulative manner. Initial expression of Ly49 receptors that 
do not interact with self class Ia major histocompatibility complex (MHC) molecules 
(lightly-shaded triangles) has no effect on subsequent expression of other Ly49 
receptors. Expression of a Ly49 receptor that strongly interacts with self class I MHC 
molecules (black triangle) results in inhibition of new receptor expression. Some NK 
cells (such as the one depicted on the bottom row) may never succeed in expressing 
Ly49 receptors specific for self class I MHC proteins. Such cells exhibit a 
hyporesponsive functional phenotype.

As NK cells develop, they acquire various markers and receptors progressively. An 
early marker is the IL-2/IL-15 receptor ß chain, expression of which is necessary for 
responsiveness to IL-15 and subsequent stages in development ( 133 ). Expression of at 
least some of the stimulatory receptors, such as NKG2D, appears to also be a relatively 
early event. In mice, expression of the NK1.1 antigen first occurs at a later stage, along 
with expression of many of the known inhibitory receptors ( Fig. 6). Little is known about 
NK cell ontogeny in humans.

The transcription factor Ikaros is necessary for NK cell development, as well as for the 
development of other lymphohematopoietic cell types ( 136 ). Mutations in certain other 
transcription factors result in selectively defective NK cell development. Mutant mice 
lacking an interferon-inducible transcription factor called interferon regulatory factor–1 
(IRF-1) fail to produce NK cells. The absence of NK cells is caused by the requirement 
of IRF-1 for transcription of IL-15 in bone marrow stromal cells ( 137 ). Mice with 
mutations of the Ets-1 or Id2 transcription factors also exhibit a selective defect in NK 
cell development, although the mechanistic basis of these defects is not known ( 138 , 139

 ). Id proteins are helix-loop-helix transcription factors that inhibit the function of other 
helix-loop-helix transcription factors such as E-box binding (E) factors. The requirement 
for Id2 in NK cell development therefore suggests that specific E proteins may prevent 
NK cell development, perhaps by favoring another cell fate.

Formation of the Repertoire and Self-Tolerance of Natural Killer Cells

Inhibitory Receptor Expression during Natural Killer Cell Differentiation Although 



a small set of functional NK cells can be detected in the murine fetal thymus and 
neonatal spleen, full NK cell functionality arises rather late, typically well after birth in 
mice ( 140 ). For unknown reasons, NK cells arising at different stages express different 
complements of inhibitory MHC-specific receptors. Most NK cells in newborn or fetal 
mice ( 141 ) or in the human fetal liver ( 142 ) express the CD94/NKG2A inhibitory 
receptor. In contrast, Ly49 receptors are generally not expressed in mice early in 
ontogeny ( 143 , 144 ). The fraction of NK cells expressing Ly49 receptors increases 
progressively during the first few weeks of life, whereas the percentage of cells 
expressing CD94/NKG2A receptors decreases. The pattern stabilizes after about 8 
weeks, at which time nearly all NK cells express one or more Ly49 receptors and about 
50% of the cells express CD94/NKG2A. Comparable information concerning KIR 
expression in human ontogeny is not yet available. In cell differentiation studies in vitro, 
expression of CD94/NKG2 receptors is induced by IL-15 ( 142 , 145 ). In contrast, Ly49 
gene expression requires undefined signals from stromal cells that cannot be replaced 
with any known cytokines ( Fig. 6) ( 134 , 135 ). Cell differentiation experiments in mice 
indicate that individual developing NK cells “switch on” different Ly49 receptors over 
time in a cumulative manner ( Fig. 6). Thus, the average number of Ly49 receptors 
expressed by each developing NK cell increases cumulatively as differentiation 
proceeds. The different genes are up-regulated in an ordered manner, although the 
exact order remains to be clarified ( 134 , 144 , 146 ). Once a Ly49 gene is expressed, its 
expression is stable even as the cell undergoes cell division ( 147 ). 
Monoallelic Expression of Ly49 and NKG2A Genes As discussed earlier, different 
inhibitory receptors (Ly49 family members and CD94/NKG2A) are expressed by 
overlapping subsets of NK cells. The mechanisms underlying the variegated expression 
pattern of these genes is of interest but still poorly understood. An interesting clue was 
the finding that each Ly49 gene is usually transcribed from only one of the two alleles in 
each cell that expresses the gene ( 70 , 148 ), a pattern called monoallelic gene 
expression. The choice of allele is apparently random, so that each of the two alleles is 
expressed by equal numbers of cells in the same animal. A smaller subset of cells 
expresses both alleles. A similar pattern of expression occurs in the case of the NKG2A 
subunit of the CD94/NKG2A receptor, which suggests that the phenomenon may apply 
to all of the inhibitory NK receptor genes ( 149 ). Random monoallelic gene expression of 
this sort has been documented in only a few other autosomal genes, including olfactory 
receptor genes and some cytokine genes ( 150 ). In the case of inhibitory NK cell 
receptors, it is likely that monoallelic expression is a consequence of a stochastic gene 
expression mechanism that equips each NK cell with a largely random combination of 
the possible receptors. Studies indicate that each Ly49 allele is activated in only a 
fraction of cells and that expression of each allele occurs largely independently of 
expression of other Ly49 alleles, including alleles of other Ly49 genes and the opposing 
allele of the same Ly49 gene ( 147 , 151 ). The result is variegated expression of each 
receptor and random expression of a different set of receptors in each cell. T- and 
B-cell receptor genes are also expressed in a monoallelic manner. Allelic exclusion of 
T- and B-cell receptor genes serves to suppress the formation of cells expressing two 
receptors of different specificity. It appears unlikely that monoallelic expression of NK 
cell inhibitory receptors serves the same purpose, because the two alleles of a specific 
Ly49 gene or Nkg2a gene usually encode receptors with the same specificity. 
Moreover, the mechanism of monoallelic expression is different in the two instances. T- 



and B-cell receptor genes are encoded by gene segments that must be assembled by 
somatic DNA recombination events, and the regulation of recombination is involved in 
imposing the monoallelic expression pattern. The Ly49 and Nkg2a genes, in contrast, 
do not undergo rearrangement, and regulation occurs at the level of transcription. As 
discussed previously, once an Ly49 allele is expressed, expression is maintained even 
as the cell undergoes multiple rounds of cell division ( 147 ). The relatively stable 
expression pattern of these genes suggests that, although initiation of gene expression 
may be random, the expressed gene subsequently undergoes epigenetic modifications 
to maintain the gene in an active state. 
Self-Tolerance A key function of inhibitory NK receptors is to prevent the lysis of 
normal cells. However, because of the variegated expression of the receptors and the 
fact that they differ in specificity for MHC alleles, some NK cells in every animal are 
expected to lack inhibitory receptors specific for a given MHC molecule or set of MHC 
molecules. This largely explains the capacity of NK cells to attack foreign cells, as 
discussed previously. However, this line of reasoning also suggests that some NK cells 
that fail to express inhibitory receptors specific for self MHC molecules will arise. 
Nonetheless, it is known that NK cells exhibit self tolerance. What mechanisms prevent 
NK cell-mediated autoreactivity? As one explanation for self-tolerance of NK cells, it has 
been proposed that all peripheral NK cells in fact do express at least one inhibitory 
receptor specific for self class I MHC molecules, presumably as the result of a selective 
or developmental process. Direct evidence for this model is sparse, however. To the 
contrary, there is some evidence that there exists a subset of mouse NK cells that lack 
inhibitory receptors specific for self MHC molecules ( 70 ). An alternative hypothesis to 
explain NK cell self-tolerance is that NK cells that lack receptors for self MHC molecules 
can arise in development, but such cells are functionally silenced. Such a mechanism is 
consistent with studies of gene targeted class I MHC–deficient mice. Despite the 
absence of class I MHC molecules in these mice, normal numbers of NK cells arise in 
development, but these NK cells are self-tolerant; that is, they do not attack class I 
MHC–deficient cells ( 25 , 26 , 152 ). Apparently, when developing NK cells are deprived of 
inhibitory receptor signaling, they fail to achieve full functionality and acquire a 
hyporesponsive phenotype. In a normal animal, therefore, a subset of NK cells that fails 
to express inhibitory receptors specific for self class I MHC molecules may also be 
functionally silenced ( Fig. 6). According to this hypothesis, each fully functional NK cell 
expresses a self-MHC specific inhibitory receptor, but there exists a subset of 
hyporesponsive NK cells that lack such receptors. The hyporesponsive state of NK cells 
in class I MHC–deficient mice bears similarities to the state of “anergy” described for B 
and T cells; that is, the NK cells from class I MHC–deficient mice are not completely 
devoid of functional activity. Instead, the cells are poorly responsive to stimulation 
through numerous NK cell–activating receptors ( 70 ). Presumably, the weak stimulation 
provided by neighboring MHC-deficient but otherwise normal cells is insufficient to 
activate the hyporesponsive cells, which accounts for the self-tolerance of the NK cells. 
It is not known whether the hyporesponsive state results from a deficit in signaling 
molecules or adhesion molecules or results from enhanced inhibition through unknown 
receptors specific for non-MHC ligands. Results of bone marrow chimera experiments 
suggest that hyporesponsiveness occurs when developing NK cells are exposed to cells 
that lack appropriate MHC ligands, even when other cells that express such ligands are 
present in the animal ( 153 , 154 ). These findings suggest that the hyporesponsive state 
ensues when the differentiating NK cell receives unopposed stimulatory signals in some 



of its encounters, even if it encounters other cells that also provide inhibitory signaling. 
Although the hyporesponsive state must therefore persist for some time, it is not 
necessarily an irreversible phenotype. In vitro, for example, the hyporesponsive state 
can be reversed by culturing the cells in high doses of IL-2 ( 154 ). Whether this occurs in 
vivo is not known. 
Major Histocompatibility Complex–Dependent Modulation of Cell Surface Ly49 
Receptors The shaping of the functional repertoire may also be influenced by 
MHC-dependent changes in inhibitory receptor expression levels. For example, the cell 
surface level of a given Ly49 receptor is generally significantly lower in mice that 
express an MHC ligand for that receptor ( 155 ). Each Ly49 receptor is affected 
independently, depending on its reactivity with available MHC molecules. The lowered 
cell surface level has been shown to correlate with a decreased sensitivity of the cell to 
inhibition through that receptor ( 156 ). These alterations may participate in fine-tuning 
the repertoire. For example, the level of a Ly49 receptor is expected to be higher in 
mice that express a weak MHC ligand for that receptor than in mice expressing a strong 
MHC ligand. The higher expression would presumably enhance the sensitivity of the NK 
cell to inhibition by the weak ligand. MHC-dependent alterations in cell surface receptor 
levels are not observed for either of the other MHC-specific inhibitory receptor families, 
KIR and CD94/NKG2A, which suggests that such fine-tuning is accomplished by other 
means for these receptors ( 71 , 149 ). MHC-induced changes in the level of a Ly49 
receptor on the cell surface is a post–messenger ribonucleic acid (RNA) event, which 
suggests that it may reflect receptor internalization after ligand engagement ( 157 ). In 
accordance with this possibility, the phenotype is not a stable property of the cell, as 
shown by cell transfer experiments ( 158 ). 
A Developmental Process Prevents the Expression of “Too Many” Self–Major 
Histocompatibility Complex–Specific Receptors The preceding discussion suggests 
that a selective process to equip all NK cells with at least one self MHC-specific 
inhibitory receptor is unlikely. However, MHC molecules of the host do influence the 
receptor repertoire in a different way. Several studies demonstrate that the frequency of 
NK cells expressing two or more receptors specific for self MHC molecules is limited by 
a developmental process ( 157 , 159 ). As discussed previously, during their development, 
NK cells “switch on” different Ly49 genes progressively in a cumulative manner. Once 
the cell acquires receptors specific for MHC molecules of the host, receptor 
engagement inhibits expression of new receptors by the cell ( Fig. 6). One consequence 
of this process is that the NK cells in class I MHC–deficient mice express a greater 
average number of different Ly49 receptors per cell than do the NK cells in normal 
mice. Evidence for this feedback mechanism came from studies in which mice were 
provided a transgenically encoded Ly49 receptor expressed by all developing NK cells. 
In a host expressing the cognate class I MHC molecule, expression of endogenously 
encoded Ly49 receptors was reduced ( 134 , 157 , 160 , 161 ). In contrast, in mice lacking 
expression of class I MHC molecules, the transgene did not inhibit expression of 
endogenously encoded Ly49 receptors. What is the adaptive value of such a process? 
The outcome is to constrain the number of different inhibitory receptors specific for self 
MHC that each NK cell expresses. As a result, the process prevents the development of 
NK cells that are overinhibited and therefore insensitive to modest reductions in class I 
MHC expression that may occur in infected or transformed cells. Furthermore, the 
process is expected to result in a greater percentage of NK cells that express inhibitory 
receptors for only one of the few self class I MHC molecules expressed by the animal. 



As discussed previously, such NK cells are of special use for attacking infected or 
transformed cells that selectively extinguish expression of some, but not all, of the 
host’s class I MHC molecules. 

ROLE OF NATURAL KILLER CELLS IN DISEASE AND PERTINENT 
EFFECTOR FUNCTIONS

Natural Killer Cell Effector Functions

The primary effector functions of NK cells are cytolysis and cytokine release. In several 
scenarios, a key biologically important function of these cells is production of 
proinflammatory cytokines, especially IFN-? and TNF-a. IFN-? is also produced by Th1 
cells and CTLs, but in the early stages of many immune responses, the cytokine is 
produced principally by NK cells. IFN-?, like other interferons, induces an antiviral state 
in uninfected cells, but it also has numerous activities distinct from those of the other 
interferons ( 162 ). Important among these is its capacity to activate macrophages. 
Activated macrophages are more effective in fusing phagosomes with lysozymes and 
produce potent antimicrobial substances such as oxygen radicals, nitric oxide, 
antimicrobial peptides, and proteases. Therefore, activated macrophages exhibit greatly 
enhanced capacity to destroy both intracellular and extracellular pathogens, including 
bacteria, parasites, and viruses. Activation of macrophages by IFN-? is enhanced by 
TNF-a, which is also produced by stimulated NK cells.

Cytotoxicity by NK cells is another key effector function. NK cytotoxicity of most 
sensitive target cells in vitro is mediated through the production of cytotoxic granules 
containing perforin and granzymes, similar to CTL cytotoxicity ( 163 ). However, NK cells 
can also mediate cell lysis through several other mechanisms, including the Fas-Fas 
ligand pathway ( 164 ), the TNF-related apoptosis-inducing ligand (TRAIL) pathway ( 165 ), 
and membrane TNF-a pathway ( 166 ).

NK cells also have the potential to modulate adaptive immune responses in several 
ways. For example, in addition to activating macrophages as described previously, 
IFN-? also induces expression of class II MHC by macrophages and certain other cells 
and higher levels of class I MHC expression on numerous cell types ( 162 ). Molecules 
involved in antigen processing, such as the TAP molecules, are also induced by IFN-?. 
Induction of these molecules can lead to greatly enhanced T-cell responses to an 
antigen. Furthermore, IFN-? is known to promote the differentiation of Th1 cells and to 
promote immunoglobulin class switching to IgG2a. Therefore, IFN-? produced by NK 
cells early in an infection has the potential to influence the immune response in 
numerous ways. Following is a summary of some of the roles of NK cells in various 
infections and diseases, along with information regarding the effector systems involved.

Viral Infections

Depletion of NK cells renders mice more susceptible to infection with viruses in several 
families, among them herpesviruses [MCMV, herpes simplex virus 1 (HSV-1)], 



orthomyxoviruses (influenza virus), picornaviruses (Coxsackie virus), poxviruses 
(vaccinia virus, ectromelia virus), and a coronavirus (mouse hepatitis virus) ( 167 ) 
[reviewed by Biron et al. ( 168 )]. In humans, an inverse correlation has been 
demonstrated between NK cell activity and susceptibility to infection with various 
viruses, including herpesviruses (HSV-1, Epstein-Barr virus, HCMV) and a papovavirus 
(papilloma virus) ( 168 ). In HIV-seropositive patients, low NK cell numbers correlate with 
more rapid progression toward the acquired immunodeficiency syndrome ( 168 ). 
Particularly informative was the study of a single patient with a specific deficiency in NK 
cells who acquired recurrent infections with various herpesviruses, including 
varicella-zoster virus (chicken pox), HCMV, and HSV ( 169 ). NK cells do not play a role 
in all viral infections, however. For example, NK cells play no demonstrable role in 
controlling infections of mice with lymphocytic choriomeningitis virus, despite the fact 
that the virus leads to strong early induction of NK cell cytotoxic activity ( 167 ).

Induction of NK cell effector functions generally occurs within a day or two after primary 
viral infection, long before the adaptive immune response develops ( Fig. 7). Depletion 
of NK cells at this early time in mice can strongly impair control of the virus infection, 
leading in some cases to death ( 170 ). As the infection proceeds and the adaptive 
immune response develops, T cells generally play an increasingly important role in 
controlling the infection and are usually, if not always, necessary to actually eliminate 
the virus ( Fig. 7). Furthermore, elimination of NK cells in the later stages of MCMV 
infection has been shown to have no effect on viral titers ( 170 ). Hence, in viral 
infections, NK cells are thought to play a central role primarily in the early stages of the 
response, in which they function to restrain viral replication until the adaptive immune 
response is sufficiently developed to control the infection.

 
FIG. 7. Time course of effector cell induction in a “typical” primary viral infection. Natural 
killer (NK) cell activity is up-regulated rapidly after infection. In the case of susceptible 
viruses, the activated NK cells can constrain viral replication in affected organs. 
Appreciable cytotoxic T-cell (CTL) activity is not detected until several days after onset 
of infection, in large part because the virus-specific CTLs are extremely rare in 
unprimed animals and must undergo considerable expansion to achieve an effective 
dose. CTLs are nevertheless necessary for clearance of most viruses. Viral titers 
usually do not decline until CTL activity reaches an appreciable level.



IFN-? produced by NK cells plays a key role in certain viral infections ( 168 ). In the case 
of MCMV, abundant IFN-? is produced predominantly by NK cells early in the infection. 
Studies with neutralizing anti–IFN-? antibodies or mutant mice with a disrupted IFN-? 
receptor gene demonstrated that IFN-? derived from NK cells is essential for controlling 
MCMV infection in the liver ( 171 , 172 ). In the absence of IFN-?, there was a large 
increase of hepatic lesions and impaired control of viral replication in the liver ( 171 ). In 
contrast, IFN-? produced by NK cells is relatively unimportant in controlling MCMV 
replication in another site of infection, the spleen.

NK cell cytotoxicity against sensitive targets is also strongly up-regulated early in the 
course of MCMV infection. Studies of mice with a mutation in the perforin gene 
demonstrated that perforin-dependent cytotoxicity plays an important role in controlling 
MCMV replication in the spleen but little or no role in the liver ( 172 , 173 ). It therefore 
appears that both IFN-? and cytotoxicity play important roles in controlling MCMV 
infection, albeit at different sites of infection. The differential role of cytotoxicity in the 
two organ sites may be related to the fact that different types of target cells are infected 
in the two sites: hepatocytes in the liver and lymphocytes in the spleen. In general, NK 
cells preferentially lyse lymphohematopoietic cells, in comparison with other cell types.

NK cytotoxicity through TRAIL has been implicated in control of another virus, 
encephalomyocarditis virus (EMCV). TRAIL expression by NK cells is up-regulated by 
IFN-a/IFN-ß produced early in the infection. Blockade of TRAIL with antibodies impaired 
the early control of EMCV in vivo, and prevented the lysis of primary EMCV-infected 
fibroblasts in vitro.

Intracellular Microbes

NK cells also play a significant role in immunity against microbes that replicate 
intracellularly. Among those studied are bacteria [ Listeria monocytogenes ( 174 ) , 
Mycobacteria avium ( 175 )] and parasites [ Leishmania major ( 176 ), Toxoplasma gondii ( 
177 )]. In general, IFN-? production by NK cells appears to play a significant role in 
controlling the early stages of these infections, before adaptive immune responses 
develop.

In the case of the intracellular bacterium L. monocytogenes, IFN-? produced by NK 
cells in T cell–deficient mice leads to the induction of antimicrobial activity in infected 
macrophages and has been reported to limit a primary infection without eliminating the 
bacteria from the infected animal ( 174 ). Inhibitor studies suggest that nitric oxide 
production, induced in macrophages by IFN-?, mediates a potent listericidal effect. NK 
cells are not essential for controlling the early stages of infection in at least some 
normal animals, however, because other cells also produce sufficient IFN-? at these 
early stages ( 178 ). Although NK cells reportedly limit the early growth of Listeria, 
subsequent elimination of the bacteria requires the action of T cells.

In infections with intracellular parasites, NK cell activation of macrophages through the 



action of IFN-? is also important. As in Listeria infections, NK cells appear to play a 
redundant role with T cells early in the course of infections with the intracellular parasite 
T. gondii ( 177 ). However, in the case of the protozoan intracellular parasite L. major, NK 
cells apparently play a significant nonredundant role. In a mouse strain that is 
genetically highly resistant to L. major, such as C3H/HeN mice, strong NK cell 
responses were observed in infected mice, and NK cell depletion resulted in reduced 
control of the parasites in the early stages of infection. The impaired immunity 
correlated with reduced IFN-? production ( 176 ), in line with reports that early 
containment of L. major is abrogated in mice deficient in the capacity to produce nitric 
oxide ( 179 ). Mouse strains that generate a weaker NK cell response, such as C57BL/6 
mice, tend to be less resistant to L. major; in these mice, IFN-? produced by CD4 + T 
cells plays a more important role in controlling the infection ( 180 ).

Cancer

The cancer immunosurveillance hypothesis, originally proposed by Burnet ( 181 ), 
postulated that the immune system destroys many nascent tumors. It is well established 
that various components of the immune system, including T cells, antibodies, and NK 
cells, can exert potent antitumor activity. In the case of NK cells, a hallmark activity is 
lysis of tumor cells in vitro, as discussed throughout this chapter. However, NK cells can 
also exert a potent barrier to tumor cell growth in vivo, as illustrated in many studies. 
For example, growth of certain subcutaneously transplanted tumor cell lines and 
metastasis of a malignant melanoma cell line are much more severe when NK cells are 
depleted in mice ( 16 , 182 , 183 ). Also, tumor cell lines expressing high levels of ligands 
for the NKG2D receptor are completely rejected by NK cells in syngeneic mice ( 104 , 106 

). Furthermore, the efficacy of several tumor vaccines depends on NK1.1 + cells, which 
suggests that NK cells or NK1.1 + T cells or both play a key role in these responses ( 184

 , 185 ). Finally, the treatment of human cancer patients with IL-2–activated autologous 
cell preparations that are highly enriched for NK cells (lymphokine-activated killer cells) 
has yielded some, albeit limited, clinical improvement and extended lifespan, especially 
in the case of patients with metastatic melanoma ( 186 ).

Despite the ability of various components of the immune system to reject tumors in the 
experimental models described previously, enthusiasm for the cancer 
immunosurveillance hypothesis waned when it was reported that certain 
immunodeficient mouse strains have no higher incidence of spontaneous tumors than 
do normal mice. However, reports have yielded contrasting results and have led to a 
resurgence of support for the hypothesis. One study demonstrated an increase in the 
incidence of spontaneous or carcinogen-induced tumors in mice lacking B and T cells 
because of a mutation in the recombination activating gene 2 (RAG2) component of the 
V(D)J recombinase ( 187 ). Equally striking were the reports of a higher incidence of 
tumors in mice harboring genetic deficiencies in molecules such as the IFN-? receptor a 
chain or perforin ( 187 , 188 and 189 ). These molecules are made largely by T cells and NK 
cells, which suggests a critical role for one or both of these lymphocyte subsets in tumor 
surveillance. Although the published studies do not clearly discriminate the roles played 
by NK cells versus T cells, some of the evidence is consistent with a role for NK cells in 



antitumor immunity. In response to the carcinogen methylcholanthrene, for example, 
perforin-deficient mice developed sarcomas at a lower threshold dose than did normal 
mice, and the tumors appeared more rapidly at higher carcinogen doses ( 188 ). 
Depletion of CD8 + T cells had no effect on the incidence or kinetics of sarcoma 
development, leaving NK cells or CD8 - cytolytic T cells as likely effector cells. The 
tumors that developed in perforin-deficient mice expressed low levels of class I MHC 
molecules and were sensitive to NK cells but did not express class II MHC molecules 
necessary to stimulate CD4 + T cells. Accordingly, it was proposed that NK cells provide 
significant protection from methylcholanthrene-induced sarcomas. In another study, the 
frequency of spontaneous disseminated lymphoma was much higher in 
perforin-deficient mice than in normal mice, but it was not determined whether perforin 
from T cells or NK cells was responsible for lymphoma surveillance in normal mice ( 189 

).

A role for TRAIL-induced killing by NK cells in tumor control has also been 
demonstrated. Blockade of TRAIL by antibodies led to a much higher rate of 
fibrosarcoma development in normal mice treated with limiting doses of the carcinogen 
methylcholanthrene. The protective effect of TRAIL was at least partly mediated by NK 
cells ( 190 ).

Mice deficient in IFN-? or responsiveness to IFN-? also exhibit higher rates of 
spontaneous and carcinogen-induced tumors ( 191 ). The protective effect of IFN-? has 
been attributed in part to elevated expression of MHC molecules and other molecules 
involved in antigen processing and to the consequently enhanced T cell response, but 
other pathways may also be involved. For example, although RAG2 knockout mice 
developed spontaneous tumors at a higher rate than did normal mice, an even higher 
rate of tumor development was observed in mice deficient in both RAG2 and STAT1 ( 
187 ). STAT1 is a transcription factor involved in signaling by the IFN-? and IFN-a/IFN-ß 
receptors. Furthermore, the double-deficient mice, unlike RAG2- or STAT1-deficient 
mice, developed mammary tumors at a high rate. These experiments suggest that 
tumor surveillance is mediated in part by IFN-dependent but T cell–independent 
mechanisms. The data are consistent with a role for NK cells in tumor surveillance, 
although this remains to be definitively tested.

NATURAL KILLER CELL ACTIVATION

It is commonly believed that NK cells are perpetually active and do not require prior 
stimulation (“priming”). It is true that the massive clonal expansion that often 
accompanies priming of B and T cells does not occur during NK cell activation. On the 
other hand, NK cells do require an activation step in vivo to achieve full effector status. 
For example, NK cells isolated directly from pathogen-free mice in a “clean” animal 
facility typically exhibit little if any activity against various NK-sensitive target cells. 
Preactivation of the cells in vivo or in vitro is necessary for the elaboration of full effector 
function. For experimental purposes, one commonly used NK cell activator in vivo is 
double-stranded RNA, typically in the form of polyinosine:polycytidylic acid [poly(I:C)] 
(see later discussion). In vitro, NK cells from unmanipulated animals are usually 



activated by culturing the cells in IL-2 or IL-15, which yields lymphokine-activated killer 
cells.

Under physiological circumstances, NK cell activation in vivo can probably occur by 
several pathways. In some cases, NK cell activation occurs as a consequence of direct 
interactions with other cells. As discussed previously, for example, infected, 
transformed, or stressed cells can up-regulate cell surface molecules that stimulate NK 
cells through stimulatory receptors such as NKG2D, NKp46, NKp30, or NKp44. In 
addition, dendritic cells (DCs) play an important role in activating NK cells ( 192 ) 
[reviewed by Zitvogel ( 193 )]. The DCs must contact the NK cells in order to activate 
them, but the relevant NK cell receptors and ligands on the DC have not been 
identified. Freshly isolated DCs are relatively ineffective at stimulating NK cells in vitro, 
but “mature” DCs that have been exposed to inflammatory stimuli or appropriate 
cytokines are quite effective. This pathway provides one example in which inflammatory 
signals, such as microbial products that stimulate DCs, can indirectly activate NK cells. 
Reciprocally, studies indicate that NK cells, once activated, can stimulate DCs to 
mature. Therefore, stimuli that activate either cell type could lead to progressive 
activation of the other cell type. In cases of intense NK cell activation, the resulting 
positive-feedback loop may be dampened or terminated because activated NK cells can 
acquire the capacity to lyse immature DCs.

Cytokines also play a central role in the activation of NK cells. Sufficient levels of the 
appropriate cytokines may activate NK cells in the absence of NK receptor stimulation, 
but in some cases, cytokine signals act cooperatively with NK receptor signals. Among 
the cytokines that participate in activating NK cells are IFN-a/IFN-ß, IL-12, IL-15, and 
IL-18. A key cytokine involved in NK cell function is IL-15. NK cells express functional 
IL-15 receptors, which are heterotrimeric molecules composed of the unique IL-15 
receptor a chain, the shared IL-2/IL-15 receptor ß chain, and the common ? chain 
shared by several interleukin receptors. IL-15, but not IL-2, is essential for NK cell 
development (see section on NK cell differentiation). Aside from its role in NK cell 
development, IL-15 is generally believed to be an important inducer of NK cell 
functional activity in vivo ( Fig. 8). Physiologically relevant doses of IL-15 induce NK cell 
survival, proliferation, and cytotoxicity, and IL-15 and IL-12 synergize in the induction of 
IFN-? production by NK cells ( 194 , 195 ). Although IL-2 can also stimulate NK cells, it is 
produced only by activated T cells, whereas NK cell activation in vivo is usually 
independent of T cells.

 
FIG. 8. The role of natural killer (NK) cells in mouse cytomegalovirus (MCMV) 



infections. Interferon (IFN)–?, produced by NK cells in response to interleukin (IL)–12, 
plays a central role in control of viral replication in the liver. In contrast, for control of 
viral replication in the spleen, NK cytotoxicity induced by IFN-a/IFN-ß is crucial. Both 
IL-12 and IFN-a/IFN-ß are induced early in the infection in response to viral cues to the 
innate immune system, including double-stranded ribonucleic acid. IFN-a/IFN-ß induces 
stromal cells to produce IL-15, which stimulates NK cell cytotoxicity. Signaling through 
cell surface receptors such as Ly49H is also crucial in mounting an effective NK cell 
response in both organs.

IL-15 is produced by stromal cells and activated monocytes, macrophages, and 
dendritic cells. The stimuli that regulate IL-15 production are incompletely characterized, 
but production by human monocytes can be stimulated by bacterial lipopolysaccharide, 
which suggests a role for Toll-like receptors in these cells. In bone marrow stromal cells, 
interferons probably play an important role in IL-15 production ( Fig. 8). This conclusion 
is based on the finding that mutant mice lacking the transcription factor IRF-1 do not 
express IL-15 in bone marrow stromal cells and fail to produce NK cells. Furthermore, 
IRF-1 transactivates the IL-15 promoter in transfected cells ( 137 ).

IFN-a and IFN-ß also play an important role in NK cell activation. These two interferon 
families exhibit similar biological activities and are induced in many cell types as a 
consequence of viral infection. IFN-a/IFN-ß is induced in response to double-stranded 
RNA that arises in the life cycle of many viruses ( Fig. 8). Double-stranded RNA can 
lead to cellular activation through intracellular pathways, including the double-stranded 
RNA–dependent protein kinase and RNA-dependent protein kinase (RNase L) ( 196 ). 
Alternatively, these cytokines are induced by the interaction of double-stranded RNA, 
including poly(I:C), with a membrane receptor called Toll-like receptor 3 that is 
expressed by macrophages and possibly other cells ( 197 ).

IFN-a/IFN-ß clearly play a role in the induction of NK responses in certain viral 
infections. NK cell activation by IFN-a/IFN-ß is probably caused partly by the induction 
of IL-15 secretion by stromal cells ( Fig. 8) but may also result from direct effects on NK 
cells. In the case of MCMV, IFN-a/IFN-ß are induced early in the infection, correlating 
with induction of NK cytotoxic activity. Furthermore, antibody neutralization of 
IFN-a/IFN-ß impairs the induction of NK cytotoxicity ( 173 ). The capacity of NK cells to 
limit MCMV replication in the liver is also impaired by neutralization of IFN-a/IFN-ß, 
though evidence suggests that this is not due to impaired NK cytotoxicity.

Interestingly, while IFN-a/IFN-ß induce cytotoxic activity, they do not normally play a 
decisive role in induction of IFN-? production by NK cells. In fact, relatively high but 
physiological doses of IFN-a/IFN-ß can inhibit IFN-? production by NK cells. For 
example, high systemic levels of IFN-a/IFN-ß that are produced during infection with 
lymphocytic choriomeningitis virus, a virus unrelated to MCMV, appear to inhibit IFN-? 
production by NK cells ( 198 ); this may be one reason why NK cells are unable to inhibit 
lymphocytic choriomeningitis virus replication ( 167 ).

IL-12, a cytokine produced by macrophages and DCs and originally called NK cell 



stimulatory factor, plays an important role in induction of IFN-? production by NK cells ( 
Fig. 8). Production of IL-12 by monocytes and DCs is induced by double-stranded RNA 
and other stimuli ( 197 ). In cell cultures, NK cells treated with IL-12 are induced to 
secrete IFN-?. Several other cytokines, including IL-15, IL-2, and TNF-a, synergize with 
IL-12 in this response ( 199 ). In mice infected with MCMV, neutralization of IL-12 with 
specific antibodies impairs IFN-? production by NK cells ( 200 ). Interestingly, IL-12 plays 
little role in induction of NK cell cytotoxicity in the MCMV response. However, because 
IFN-? production is more important than cytotoxicity in controlling MCMV infection in the 
liver, neutralization of IL-12 lowers the capacity of mice to limit MCMV replication in this 
organ and increases the incidence of hepatic lesions resulting from viral infection ( 200 ). 
Another cytokine, IL-18, appears to play a similar role to IL-12 in NK cell activation. This 
conclusion arises from the observation that NK cell activation is nearly abolished in 
knockout mice lacking both IL-12 and IL-18 but is only partially impaired in mice lacking 
one or the other of these cytokines ( 201 ).

ROLE OF NATURAL KILLER CELLS IN MOUSE CYTOMEGALOVIRUS 
INFECTION

The most detailed knowledge of the function of NK cells in vivo comes from studies of 
MCMV infection. Throughout this chapter, the NK cell response in MCMV infection has 
been discussed in different contexts. Because of the detailed knowledge of this 
infection, it is useful to summarize and elaborate on various aspects here in order to 
provide a comprehensive view of the NK cell response to a specific pathogen ( Fig. 8).

In resistant strains of mice, NK cells are activated rapidly in response to primary MCMV 
infection, reaching a peak on the second to third days of infection. In the first week of 
infection, NK cells restrain but do not eliminate viral replication in both the liver and the 
spleen, two of the main sites of viral replication. Typical of other viral infections, the 
CD8 + T-cell response develops rapidly in the first week and is ultimately necessary to 
clear the virus. The importance of NK cells in restraining virus replication in the early 
phases is illustrated by the fact that mice depleted of NK cells rapidly succumb to a 
relatively high infectious dose ( 170 ).

The NK cell response to MCMV in mice may be controlled in part by NKG2D or one of 
the other stimulatory NK cell receptors discussed previously. A precedent is the finding 
that the NKG2D ligands MICA and MICB are induced in human liver cells infected with 
HCMV, leading to activation of NK cells through NKG2D ( 75 ). However, direct 
homologs of MICA and MICB may not exist in mice, and it is not known whether MCMV 
induces expression of any of the known mouse NKG2D ligands such as Rae1 or H60. 
Furthermore, although MCMV and HCMV are members of the same virus family, they 
are not highly related, which raises the possibility that the immune responses to these 
viruses differ.

An important stimulatory receptor in the NK cell response to MCMV is Ly49H, the 
product of the Cmv1 r gene ( 85 ). The Cmv locus controls susceptibility to 

cytomegalovirus infection among inbred mouse strains. Cmv1 s is a null allele of Ly49h. 



The importance of the NK cell response through Ly49H is illustrated by the sensitivity of 
homozygous Cmv1 s mice to the lethal effects of MCMV infection ( 202 ).

Ly49H is expressed by approximately 50% of NK cells in normal mice. The Ly49H 
molecule pairs in the cell membrane with KARAP/DAP12, a signaling adapter molecule 
that contains ITAMs in its cytoplasmic domains. In Cmv1 r mice, Ly49H is presumably 
engaged by a ligand expressed as a consequence of MCMV infection. The ligand is a 
viral gene product called m157, which is expressed in infected cells. Cmv1 s 

(MCMV-susceptible) mice exhibit much higher viral titers than do Cmv1 r 

(MCMV-resistant) mice on the second to third days of infection, as do Cmv1 r mice that 
are injected with an antibody that blocks the Ly49H receptor ( 85 ). Thus, Ly49H plays a 
critical early role in controlling the infection. It is therefore somewhat surprising that both 
Ly49H + and Ly49H - NK cells are induced to proliferate and produce IFN-? at these 
early stages ( 203 ). In view of this finding, it remains to be determined how Ly49H 
confers early resistance to the virus. It is likely that the Ly49H + subset is preferentially 
stimulated, as revealed by a selective clonal expansion of these cells at later times 
during the infection ( 203 ).

Various organs are sites of MCMV infection, and the NK cell response differs in 
mechanism according to the affected organ. The liver and spleen have been studied in 
the greatest detail. NK cells play a central role in the early control of viral replication in 
both organs, as illustrated by cell-depletion experiments.

In the spleen, cytolysis of infected cells by NK cells plays a significant role in limiting 
viral replication, as illustrated by analysis of mice with a disrupted perforin gene ( 172 ). In 
contrast, perforin-dependent cytolysis by NK cells plays little or no role in controlling 
MCMV infection in the liver, perhaps because hepatocytes are generally less 
susceptible than lymphoid cells to cytolysis. Induction of actively cytotoxic NK cells from 
quiescent precursors is dependent on IFN-a/IFN-ß, production of which is induced by 
viral infection ( 173 ). IL-15, itself regulated by IFN-a/IFN-ß, probably also plays a role in 
the induction of cytotoxic activity, whereas IL-12 plays little or no role in this capacity 
during MCMV infection ( 200 ). It remains possible that IFN-a/IFN-ß and IL-15 activate NK 
cells synergistically in conjunction with the stimulation of NK cell surface receptors by 
viral or cellular products that are up-regulated in infected cells. Ly49H engagement, 
however, is apparently not required for the induction of cytotoxic activity in NK cells ( 203 

). The Ly49H receptor may instead play a role in the effector phase of the response by 
triggering cytolysis of infected cells by previously activated NK cells.

IFN-? production plays little role in controlling MCMV infection in the spleen, as 
illustrated by antibody neutralization studies or analyses of mice with a mutation in the 
IFN-? receptor ( 171 , 172 ). Conversely, IFN-? produced by NK cells is critical for limiting 
viral replication in the liver, where cytolysis plays no apparent role. IFN-? production by 
NK cells in MCMV infection requires the action of IL-12, possibly in synergy with IL-15 
or TNF-a or both. All three of these cytokines are produced by macrophages and DCs 
in response to double-stranded RNA and possibly other viral products. Stimulatory NK 



cell receptors may also play a role in IFN-? production by NK cells, although Ly49H 
engagement does not appear to be required, at least in the initial phases of the 
response ( 203 ). IFN-a/IFN-ß play no demonstrable role in IFN-? production by NK cells 
in this infection ( 198 ), although they appear to enhance the capacity of NK cells to 
control MCMV in the liver by an undefined mechanism.

IFN-? produced by NK cells limits viral replication in the liver and reduces the incidence 
of hepatic lesions ( 171 ). Viral control by IFN-? may involve induction of the antiviral 
state in hepatocytes, as well as stimulation of the synthesis of antimicrobial substances, 
such as nitric oxide, by macrophages ( 172 ). Although IFN-? produced by NK cells 
outside of the liver could, in theory, act systemically in the liver, there is a clear 
requirement that the cells be focally concentrated in the liver for efficacy in that organ. 
NK cells are attracted to the liver by the action of the chemokine MIP-1a, which is 
produced there immediately after infection ( 204 ). In infected mice treated with 
neutralizing antibodies specific for MIP-1a or with a mutation in the MIP-1a gene, NK 
cells function normally in the spleen but fail to accumulate in the liver. As a 
consequence, these mice exhibit poor early control of MCMV replication in the liver. It is 
not yet established why NK cell penetration of the liver is required for control of MCMV. 
It may reflect a requirement for high local concentrations of IFN-? in the liver, or it may 
indicate that contact with hepatocytes is necessary for the full elaboration of other 
necessary NK cell functions.

CONCLUSION AND PERSPECTIVE

It is fair to say that there has been an explosion in information concerning NK cells 
since the early 1990s, especially with regard to their receptors and specificity, the 
cytokine networks that regulate them, and their roles in certain diseases. Close scrutiny 
of the cells reveals that although they are appropriately considered effector cells of the 
innate immune system, they exhibit some features normally associated with adaptive 
immune cells such as B and T cells, especially with regard to the specificity of the cells 
at a population level. Furthermore, NK cells have evolved numerous interactions with 
cells of the adaptive immune system, as well as adaptations that appear to specifically 
back up or reinforce the adaptive immune response.

One feature of the NK cell compartment that is normally considered a hallmark of 
adaptive immunity is the existence of a repertoire of specificities (see the section on 
formation of the repertoire and self-tolerance of NK cells ). As is the case for B and T 
cells, individual NK cells vary in specificity because of the selective expression of 
specific receptors. From a bank of 10 to 15 class I MHC–specific inhibitory receptor 
genes, a more or less random subset of a few receptors is expressed by each cell. 
Some of the stimulatory receptors are also expressed by subsets of NK cells. In fact, 
during MCMV infection, a subset of NK cells expressing a specific stimulatory receptor 
undergoes clonal expansion, another feature normally associated with adaptive 
immunity. Of course, the NK cell repertoire differs in key respects from that of B cells or 
T cells. Individual NK cells express more than one receptor, as opposed to the single 
specificity characteristic of most B and T cells, and many of the NK receptors are 
inhibitory rather than stimulatory. Moreover, the diversity of the repertoire is not as 



random or nearly as complex as that of B cells or T cells. Nevertheless, the distribution 
of different receptors to different cells means that NK cells, like B cells and T cells, 
exhibit clonally variable specificity for target cells.

The interactions between NK cells and the adaptive immune response are numerous. 
Induction of adaptive immunity may be enhanced or inhibited by NK cells, which can 
either stimulate DC maturation or kill DCs, depending on the specific circumstances 
(see the section on NK cell activation). Cytokines produced by NK cells, such as IFN-?, 
may also, in some cases, influence the tenor of an adaptive immune response. Some of 
the receptors expressed by NK cells also suggest a close coevolution of these cells with 
the adaptive immune response. An obvious example is the Fc receptor, through which 
NK cells mediate antibody-dependent cellular cytotoxicity. A more striking set of 
examples is the MHC-specific inhibitory and stimulatory receptors (see the section on 
MHC-specific inhibitory and stimulatory receptors). It is generally believed that the 
inhibitory MHC-specific receptors are an evolutionary adaptation that enables NK cells 
to attack cells that down-regulate class I MHC molecules. Class Ia MHC molecules 
present antigens to T cells, and MHC down-regulation is thought to occur in the context 
of evasion of T cell immunity. If these assumptions are correct, the implication is that 
the MHC-specific inhibitory receptor system arose in its present form after T cells 
appeared and has since coevolved with the T cell–MHC system.

The NK cell system is therefore particularly interesting in that it appears to blur some of 
the distinctions between adaptive and innate immunity. A possible lesson is that the 
labels innate and adaptive may apply more accurately to systems of molecules or 
receptors than to types of cells. It is likely that in the course of evolution, recognition 
systems were added or lost from a given cell type to diversify or restrict its functional 
potential, which makes it difficult to categorize the cell in the usual terms. In the case of 
NK cells, for example, it is possible that the recognition of ligands that are induced by 
infection or transformation are the most ancient functions. The MHC-specific receptors 
could have been “added” later to broaden the functional capabilities of the cells as the 
need arose. Some blurring between adaptive and innate functions has already been 
revealed for other immune cell types, and it appears likely that the distinctions will grow 
even hazier as the knowledge base grows.
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GENERAL ASPECTS

The “two-signal” concept of lymphocyte activation was originally proposed to explain 
how antigen recognition by mature peripheral B cells could result in either of two 
seemingly opposing outcomes: lymphocyte clonal expansion and antibody production or 
unresponsiveness (anergy). Bretscher and Cohn ( 1 , 2 ) developed this model to explain 
both discrimination of self from nonself and immunization versus tolerance induction for 
B-cell responses. Lafferty and Cunningham ( 3 ) extended this model to T cells. 
According to this model, T cells require two signals to become fully activated. The first 
signal, which gives specificity to the immune response, is provided by the interaction of 
antigenic peptide/major histocompatibility complex (MHC) with the T-cell receptor 
(TCR). The second, antigen-independent co-stimulatory signal, is delivered to T cells by 
antigen-presenting cells (APCs) to promote T-cell clonal expansion, cytokine secretion, 
and effector function. In the absence of the second signal, antigen-specific lymphocytes 
fail to respond effectively and are functionally inactivated and resistant to subsequent 
activation to the antigen (anergic). Thus, co-stimulation was postulated to have a critical 
role in determining T-cell activation versus anergy. Co-stimulation is of therapeutic 
interest because an understanding of these signals may provide methods for blocking 
undesired T-cell responses or stimulating immune responses. The two-signal model is 
useful but oversimplifies the contribution of the first and second signals in several ways. 
First, there is a quantitative influence of the strength of the TCR signal on T-cell 
activation and differentiation ( 4 ). T-cell activation may occur under conditions of strong 



TCR stimulation without second signals. Second, there are both positive and negative 
second signals that can be delivered to T cells. Some negative second signals appear 
to be necessary for inducing T-cell tolerance, whereas positive second signals promote 
T-cell activation. Finally, although the two-signal hypothesis was proposed for naïve 
lymphocytes, the immune response is a dynamic process, and co-stimulatory signals 
can also be delivered to antigen-experienced effector and memory T cells.

There are now a large number of T-cell co-stimulatory molecules, with distinct and 
overlapping functions. Co-stimulation is provided by three major families—the B7:CD28 
superfamily, a tumor necrosis factor:tumor necrosis factor receptor (TNF:TNFR) 
subfamily that lacks death domains, and the CD2 superfamily—as well as some 
integrins [CD44, CD43, and heat-stable antigen (HSA)]. In this section, we focus on the 
three major families, comparing their roles in regulating the activation of naïve and 
antigen-experienced T cells.

THE B7:CD28 SUPERFAMILY

The B7-1/B7-2:CD28/cytotoxic T lymphocyte–associated antigen 4 (CTLA-4) pathway is 
the best characterized T-cell co-stimulatory pathway and has a critical role in regulating 
T cell activation and tolerance [several reviews are available ( 5 , 6 , 7 , 8 , 9 and 10 )]. 
Additional B7 and CD28 family members have been identified, and two new pathways 
have been delineated: (a) one pathway involving inducible co-stimulator (ICOS) ( 11 ) 
that interacts with a ligand that we call ICOS ligand but is also known as B7h ( 12 ), 
GL50 ( 13 ), B7RP-1 ( 14 ), LICOS ( 15 ), and B7-H2 ( 16 ) and (b) a second pathway 
involving the PD-1 receptor ( 17 ) that interacts with two new B7 family members, PD-L1 
( 18 ) [B7-H1 ( 19 )] and PD-L2 ( 20 ) [B7-DC ( 21 )]. In addition, there is another B7 
homolog, B7-H3 ( 22 ) (whose receptor remains to be identified), which suggests that 
there are still additional pathways within the B7:CD28 superfamily to be identified ( Fig. 
1).

 
FIG. 1. Summary of B7:CD28 superfamily. Receptors, ligands, and their interactions are 
shown. From Sharpe et al. Accessory molecules and co-stimulation.



B7-1/B7-2:CD28/Cytotoxic T Lymphocyte–Associated Antigen 4 Pathway

The B7:CD28/CTLA-4 pathway has a pivotal role in regulating T-cell activation and 
tolerance. The B7-1 (CD80) ( 23 , 24 and 25 ) and B7-2 (CD86) ( 26 , 27 and 28 ) 
co-stimulatory molecules provide a major signal for augmenting and sustaining T-cell 
responses through interaction with CD28 ( 29 , 30 ) but deliver inhibitory signals when 
they engage a second, higher affinity receptor on T cells, CTLA-4 (CD152) ( 31 , 32 ) ( 
Table 1). The importance of this pathway in vivo has been illustrated by studies of 
pathway antagonists, which can enable long-term graft survival and suppress 
autoimmunity ( 7 , 33 ). CTLA-4 immunoglobulin (Ig), which blocks the interactions of 
B7-1 and B7-2 with both CD28 and CTLA-4, has entered phase I clinical trials ( 34 , 35 ).

 
TABLE 1. Comparison of CD28 family of receptors

CD28/CTLA-4 Structure and Expression CD28 and CTLA-4 are type I 
transmembrane glycoproteins and Ig supergene family members with a single IgV-like 
extracellular domain. Both CD28 and CTLA-4 have a MYPPPY motif within the IgV-like 
domain that is required for binding B7-1 and B7-2 ( 36 ). CTLA-4 is the higher affinity 
receptor for B7-1 and B7-2 ( 37 , 38 ) with a 20- to 50-fold higher dissociation constant (K 

d) than that of CD28. The cytoplasmic domain of CTLA-4 has only approximately 30% 
homology with the CD28 cytoplasmic domain but is 100% conserved across species, 
which suggests an important signaling function. CD28 is constitutively expressed on the 
surface of T cells ( 39 ). CD28 is expressed on virtually all human CD4 + T cells, 50% of 
human CD8 + T cells, and all murine T cells. It is also expressed on some plasma cells 
and natural killer (NK) cells, but its function on these cell types remains uncertain. CD28 
has a cysteine residue after the IgV-like domain, and this is involved in 
homodimerization. In contrast to the constitutive expression of CD28, CTLA-4 is 
expressed after T cell activation and is rapidly up-regulated on CD4 + and CD8 + T cells 
with peak expression 24 to 48 hours after activation ( 40 ). Although CTLA-4 is 
expressed on the cell surface, the majority of CTLA-4 is in intracellular vesicles and is 
shuttled to the cell surface after antigen recognition. CTLA-4 can be expressed on the 
cell surface as both a monomer and a dimer, but it does not dimerize with CD28. 



B7-1 and B7-2 Structure and Expression B7-1 and B7-2 are type I transmembrane 
proteins with one IgV-like and one IgC-like extracellular domain, and short cytoplasmic 
tails ( Table 2). Both bind CD28 with similar low affinities and CTLA-4 with similar 20- to 
50-fold higher affinities. The fine specificity of the interaction of B7-1 and B7-2 with 
CTLA-4 is distinct. Mutation of a single amino acid in the MYPPPY motif of CTLA-4 
destroys B7-2 binding but retains B7-1 binding. B7-1 has a slower “off” rate than B7-2 
from both CD28 and CTLA-4 ( 38 ), which may account for distinct functional roles of 
these molecules in different types of in vivo immune responses. 

 
TABLE 2. Comparison of B7 family of co-stimulatory molecules

B7-1 and B7-2 form back-to-back, noncovalent homodimers that interact with covalent 
homodimers of CD28 or CTLA-4 ( 41 , 42 ). Each CTLA-4 dimer can bind two 
independent B7 homodimers ( 42 ). The crystal structure of B7:CTLA-4 suggests that a 
linear zipper-like structure may form between B7 and CTLA-4 homodimers ( 42 , 43 ). 
Such a structure may promote the recruitment of inhibitory signaling molecules through 
interaction with either the cytoplasmic or extracellular domains in CTLA-4 and B7. B7-1 
and B7-2 have distinct expression patterns on APCs ( 44 , 45 ). B7-2 is constitutively 
expressed at low levels and is rapidly up-regulated on B cells, monocytes, and dendritic 
cells after their activation. B7-1 is generally absent on unstimulated APCs, and the 
kinetics of its up-regulation is slower than that of B7-2. The distinct temporal expression 
kinetics of B7-1 and B7-2 on APCs have suggested that B7-2 may be most important 
for initiating an immune response, and this has been confirmed by analyses of B7-1– 
and B7-2–deficient (-/-) mice. The expression of B7-1 and B7-2 on APCs can be 
up-regulated by CD40 ligation ( 46 , 47 ). Interleukin (IL)–4 and interferon (IFN)-? 
stimulate B7-2 expression dramatically but have lesser effects on B7-1 ( 48 ). IL-10 
blocks B7-1 and B7-2 up-regulation on peritoneal macrophages, and 
granulocyte-macrophage colony-stimulating factor (GM-CSF) down-regulates B7-2 but 
not B7-1 on dendritic cells ( 48 ). B7-1 and B7-2 are also expressed on T cells, but the 
function of these B7 co-stimulators on T cells is not clear. 
Functions 
Roles in Regulating T Cell Proliferation and Survival B7-1 and B7-2 provide 
important co-stimulatory signals for augmenting and sustaining a T-cell response 
through interaction with CD28 ( 48 ). CD28 transmits a signal that synergizes with the 
TCR signal to promote activation of naïve T cells ( 49 ). CD28 engagement usually does 
not have a physiological effect in the absence of TCR signaling. CD28 signaling 
regulates the threshold for T-cell activation and significantly decreases the number of 
TCR engagements needed for effective T-cell activation ( 4 ). CD28 co-stimulation 
results in enhanced T-cell proliferation, production of multiple cytokines (e.g., IL-2) and 



cytokine receptors (e.g., IL-2R), increased expression of proteins involved in cell cycle 
progression, and sustained CD40L expression ( 45 , 48 ). CD28 signals also induce bcl-x 

L, which sustains T-cell survival ( 50 ), and have a critical role in regulating CD4 + and 

CD8 + T-cell differentiation ( 45 , 51 ). CD28 also optimizes responses of previously 
activated T cells, promoting IL-2 production and T-cell survival ( 45 ). B7:CD28 
interactions also appear important for CD4 +CD25 + regulatory T cell development or 
expansion, or both, inasmuch as CD28 -/- and B7-1/B7-2 -/- mice have markedly 
reduced numbers of these regulatory T cells ( 52 ). Some responses are CD28 
independent, and it is not yet clear whether these responses are co-stimulation 
independent because of strong antigenic stimuli or redundancy in co-stimulatory 
pathways. Although the co-stimulatory function of CD28 is well established, the function 
of CTLA-4 has been more controversial. Most data support a role for CTLA-4 as a 
negative regulator of T cell activation. The fatal lymphoproliferative disease that 
develops in CTLA-4 -/- mice, as a result of uncontrolled B7-1/B7-2 co-stimulation, 
underscores the importance of CTLA-4 as a negative regulator of T cell responses ( 53 , 
54 ). CTLA-4 blockade in vitro increases T-cell proliferation and cytokine production and 
in vivo augments antitumor immunity and exacerbates autoimmune responses ( 5 , 55 , 56

 , 57 and 58 ). CTLA-4 inhibits TCR- and CD28-mediated signal transduction. CTLA-4 
inhibits IL-2 synthesis and progression through the cell cycle and terminates T-cell 
responses ( 59 , 60 ). Some studies have suggested that CTLA-4 may exert inhibitory 
effects by regulating production of soluble inhibitory cytokines, such as transforming 
growth factor ß, but this is controversial ( 61 ). Some studies suggest that CTLA-4 
ligation may be needed for regulatory T-cell function and raise the possibility that the 
immune stimulatory consequences of CTLA-4 blockade may in part be caused by the 
inhibition of function of regulatory T cells ( 62 , 63 ). 
Role in Regulating T Helper Cell Differentiation B7-1/B7-2:CD28 interactions have 
important roles in T helper cell differentiation ( 45 , 48 ). In vitro and in vivo studies with 
monoclonal antibodies (mAbs) against B7-1 and B7-2 and in vitro studies with Chinese 
hamster ovary (CHO) cells transfected with B7-1 or B7-2 indicated that B7-1 and B7-2 
may be distinct in their capacity to induce T-cell differentiation. When naïve TCR 
transgenic T cells were stimulated with APC lacking either or both B7 co-stimulators, 
both B7-1 and B7-2 were found to contribute to Th1 and Th2 cytokine production, which 
suggests that the different contributions of B7-1 and B7-2 may reflect their different 
levels and timing of expression. IL-4 production by naïve T cells is highly dependent on 
B7-1/B7-2 co-stimulation. Intense TCR stimulation alone is enough to induce some IL-2 
dependent IFN-? production in the absence of B7:CD28. Blockade of this pathway 
during the activation of a naïve T cell impairs T-cell proliferation and differentiation. 
Blockade of this pathway in previously activated T cells diminishes T-cell expansion but 
not effector cytokine production. 
Role in Regulating Humoral Immune Responses T helper cell–dependent antibody 
responses require reciprocal interactions between T and B cells that are dependent on 
antigen recognition and co-stimulatory signals. The B7:CD28 pathway provides 
co-stimulatory signals essential for cognate T cell–B cell interactions required for Ig 
class switching and germinal center (GC) formation. CD28 -/- mice revealed a critical 
role for CD28 in GC formation ( 64 ). Potentially reactive B cells accumulate within 



lymphoid follicles of CD28 -/- mice after antigenic stimulation but are not able to 
proliferate or undergo somatic mutation. B7-1/B7-2 antagonists given at the initiation of 
an immune response reduce or inhibit primary antibody responses, GC formation, and 
somatic hypermutation ( 65 ). Mice lacking both B7-1 and B7-2 fail to generate 
antigen-specific IgG1 and IgG2a responses and form GCs when immunized with 
adjuvant ( 66 ). B7-1 -/- or B7-2 -/- mice mount high-titer antigen-specific IgG responses 
when immunized with adjuvant, which indicates overlapping roles for B7-1 and B7-2 in 
Ig class switching. However, when B7-2 -/- mice were immunized intravenously without 
adjuvant, there was a complete failure to switch antibody isotypes and form GCs, 
whereas B7-1 -/- mice had responses comparable with those of wild-type mice. 
Together, these studies point to a dominant role for B7-2 in initiating T-cell responses 
and providing cognate help for B cells. The nature of the antigen stimulus also can 
influence the role of CD28 in Ig class switching. CD28 -/- mice do not have impaired IgG 
production in response to infection with some parasites ( 67 ). 
Role of CTLA-4 in Regulating Peripheral T-Cell Tolerance CTLA-4 plays a critical 
role in regulating peripheral T-cell tolerance ( 60 , 68 ). Peripheral T-cell tolerance may be 
induced not because of the absence of B7-1/B7-2 mediated co-stimulation but as a 
consequence of CTLA-4:B7-1/B7-2 interactions ( 60 , 68 ). The outcome of an immune 
response involves a balance between CD28-mediated T-cell activation and 
CTLA-4–mediated inhibition. How signals through CD28 and CTLA-4 are coordinated is 
not clear. CTLA-4 may inhibit T-cell responses by outcompeting CD28 for binding to B7, 
by inducing immunosuppressive cytokines, or by directly antagonizing CD28-mediated 
signaling or TCR-mediated signaling or both. These mechanisms are not mutually 
exclusive. 
Therapeutic Manipulation of the B7-1/B7-2: CD28/CTLA-4 Pathway Because the 
B7-1/B7-2:CD28/CTLA-4 pathway delivers signals necessary for T-cell activation, there 
has been great interest in manipulating this pathway for therapy. Blockade could inhibit 
undesired T-cell responses occurring during autoimmunity, transplant rejection, or 
allergy, whereas stimulation through this pathway could promote T-cell responses for 
tumor and vaccine immunity. 
Antitumor Immunity. Genetic modification of tumors to express B7-1 or B7-2 can 
enhance the host antitumor immune response ( 69 , 70 ). Administration of anti–CTLA-4 
mAbs in animal models ( 57 , 58 ) can accelerate tumor rejection, presumably by 
enhancing T-cell activation. There is great interest in designing therapies that enhance 
the antitumor response by either stimulating expression of B7-1/B7-2 or blocking 
B7:CTLA-4 interactions. 
Transplantation. The efficacy of co-stimulatory blockade in delaying graft rejection was 
first reported in a murine cardiac allograft model ( 71 ). Administration of CD28:B7 
blockade prevents acute allograft rejection, induces donor-specific tolerance in several 
animal models, and prevents development and interrupts progression of chronic 
allograft rejection ( 33 , 72 ). Blockade of the B7:CD28/CTLA-4 pathway also has been a 
key strategy in prevention of graft-versus-host disease (GVHD) ( 73 ). GVHD occurs 
when transplanted T cells mount a vigorous immune response against host tissue 
alloantigens. GVHD is a major obstacle to the success of bone marrow transplantation. 
Treating recipients of mismatched donor bone marrow with CTLA-4Ig prevents the 
expansion and cytolytic activity of the donor T cells characteristic of acute GVHD, and 



this approach has been used in a clinical trial for bone marrow transplant recipients ( 35 

). 
Autoimmunity. Blockade of the B7-1/B7-2:CD28 pathway has been effective in 
preventing the induction of autoimmune disease and the progression of established 
autoimmune disease in experimental animal models and in patients. The resistance of 
B7-1/B7-2 -/- mice to experimental autoimmune encephalomyelitis (EAE) induction and 
to EAE after the adoptive transfer of encephalitogenic T cells demonstrated a key role 
for B7-1 and B7-2 not only during the induction phase but also during the effector phase 
of EAE ( 74 ). Results of studies indicate that EAE can develop in CD28 -/- mice if these 
mice are given a higher dose of myelin antigen or are immunized twice, which suggests 
that other pathways can be used for induction of autoimmunity in the absence of CD28 
( 75 ). Studies in models of collagen-induced arthritis, autoimmune thyroiditis, 
autoimmune uveitis, myasthenia gravis, and lupus implicate CD28 signals in the 
development of autoimmune disease. CD28 blockade may not completely prevent 
disease, but it alternatively may reduce severity and alter T-cell responsiveness. The 
distinct effects of anti-B7 antibodies or CTLA-4Ig in some models may result from 
differential blockade of positive (B7-CD28) and negative (B7-CTLA-4) signals within the 
B7-1/B7-2:CD28/CTLA-4 pathway, depending on the timing of administration ( 7 ). 
Results of studies suggest that CD28 -/- and B7-1/B7-2 -/- nonobese diabetic mice may 
be more susceptible to insulin-dependent diabetes mellitus because they lack CD4 
+CD25 + regulatory T cells ( 52 ). In several models of autoimmunity, CTLA-4 has been 
shown to down-regulate T-cell responses during the course of an autoimmune disease. 
Treatment with blocking anti–CTLA-4 mAbs exacerbated EAE when given after 
adoptive transfer of primed T cells ( 5 ). Similar effects were observed in a TCR 
transgenic model of diabetes in which administration of anti–CTLA-4 mAbs accelerated 
the development of diabetes ( 76 ). The onset of diabetes was affected only when the 
anti–CTLA-4 mAb was given before the onset of insulitis. These results suggest a 
critical role for CTLA-4 at the initiation of the autoimmune response and at the 
down-regulation of the ongoing response. CTLA-4Ig has been studied in patients in a 
phase I clinical trial for the treatment of the T cell–mediated autoimmune skin disease 
psoriasis vulgaris ( 34 , 77 ) and reduced clinical disease. These results are promising for 
the treatment of psoriasis vulgaris as well as other T cell–mediated autoimmune 
diseases. 
Allergy. In a murine model of asthma, administration of CTLA-4Ig before antigen 
sensitization or before reexposure to antigen blocked asthma ( 78 ). Levels of IL-4, 
serum IgG1 and IgE, and pulmonary eosinophilia were markedly reduced. Although 
CTLA-4Ig treatment has been shown to be effective in some models of allergy, there is 
some evidence that Th2 cells may be more resistant to tolerance induction than are Th1 
cells. An effective immunotherapy for allergy may require a strategy that prevents naïve, 
effector, and memory T cells from responding on subsequent exposure to the allergen. 
Biochemical Basis for CD28 and CTLA-4 Function Despite considerable 
investigation, the molecular mechanisms by which CD28 and CTLA-4 transduce signals 
are not well defined [reviewed by Alegre et al. ( 10 ), Rudd ( 79 ), and Slavik et al. ( 80 )]. 
Whether CD28 increases TCR signaling or triggers TCR-independent signals has been 
controversial. Cyclosporine can inhibit TCR signals but partially blocks CD28 signals, 
which indicates that some events downstream of CD28 are TCR independent ( 10 ). 
CD28 ligation can enhance levels of Itk, a tec-related tyrosine kinase, in a 



TCR-independent manner. However, CD28 ligation also can amplify biochemical 
signals triggered by the TCR, including the activation of phosphatidylinositol 3-kinase 
(PI3K) and the Ras pathway. CD28 coaggregates with the TCR/CD3 complex when T 
cells bind to APCs displaying antigen. CD28 enhances the time that the TCR remains in 
membrane microdomains at the site of contact with APCs, the immunological synapse, 
and recruits lipid rafts to this site. The IL-2 transcription factor cJun is activated after 
CD28 engagement, but whether this transcription factor is required for CD28-mediated 
T cell co-stimulation is not established. Cross-linking of the TCR and CD28 results in 
the activation of the transcription factors nuclear factor of activated T cells (NF-AT), 
activator protein–1, and NF?B/rel. In contrast, stimulation of the TCR alone may be 
sufficient for the activation of NF-AT. Cbl-b may influence the CD28 dependence of 
T-cell activation by selectively suppressing TCR-mediated Vav activation ( 81 ). CD28 
has a 41–amino acid cytoplasmic domain containing four tyrosines, but it has no 
intrinsic catalytic activity. Lck, Fyn, and Itk can phosphorylate CD28. Protein 
phosphatase 2A binds to the conserved YMNM motif when Y170 is not phosphorylated, 
and it may serve a negative regulatory function and limit CD28 co-stimulation ( 82 ). 
When Y170 is phosphorylated, SH2-containing proteins, PI3K, and Grb2 are recruited. 
The role of the PI3K association with CD28 is not yet clear. Mutational analysis of CD28 
has revealed that Y170 in mouse CD28 is critical for up-regulating bcl-x L expression 

but not for T-cell proliferation, IL-2 production, or B cell help ( 83 ). CTLA-4 contains two 
tyrosine-containing motifs and lacks intrinsic enzymatic activity. Mutational analyses of 
CTLA-4 have indicated that mutations of Y201 within the YVKM motif and of Y218 do 
not prevent CTLA-4 inhibitory effects ( 84 ). The first tyrosine motif, YVKM, plays a 
pivotal role in the tightly controlled cellular localization of CTLA-4 and in the interaction 
with key signaling molecules ( 85 ). The nonphosphorylated YVKM can associate with 
the AP50 subunit of the clathrin-associated adapter complex AP-2, which is responsible 
for continuous translocation of CTLA-4 to and from the cell surface. Phosphorylation of 
CTLA-4 releases binding to AP-2 and results in increased cell surface expression. In a 
phosphorylated state, CTLA-4 can interact with PI3K, but the significance of this is not 
clear. Some studies suggest that the inhibitory activity of CTLA-4 is related to its ability 
to antagonize CD28-mediated activation by sequestering signaling molecules such as 
PI3K away from CD28. Another mechanism by which CTLA-4 may disrupt 
TCR-mediated signals is to dephosphorylate key signaling proteins. SHP-2 has been 
found to associate with the PI3K binding motif of CTLA-4, but whether this interaction is 
direct or indirect is not clear, because CTLA-4 does not have the motif that typically 
interacts with SHP-2 SH2 domains ( 86 ). The functional significance of this interaction 
has not been demonstrated. Other studies indicate that CTLA-4 may bind to proteins of 
the TCR/CD3 complex and directly alter TCR signaling ( 87 ). There is evidence for an 
interaction of CTLA-4 with the CD3-? chain of the TCR complex intracellularly, which 
suggests that CTLA-4 interferes with very early TCR signaling events. Other studies 
have indicated that mutant CTLA-4 lacking the cytoplasmic tail could still suppress IL-2 
production from T cells, which suggests that the more proximal regions of CTLA-4 may 
be involved in negative signaling ( 88 ). CTLA-4 cross-linking blocks activation of the 
mitogen-activated protein kinases JNK and ERK. There is no evidence that B7-1 or 
B7-2 can function as signal transducers, and it appears likely that they serve only as 
ligands for the CD28/CTLA-4 signaling receptors. 



The Inducible Co-Stimulator Ligand–Inducible Co-Stimulator Pathway

Structure and Expression of Inducible Co-Stimulator and Inducible Co-Stimulator 
Ligand Although ICOS was first reported on activated human T cells, a previously 
characterized T-cell activation molecule called H4 was shown to be identical to ICOS ( 
11 , 89 ). The rat ortholog of ICOS was cloned as activation inducible lymphocyte 
immunomodulatory molecule ( 90 ). Like CD28 and CTLA-4, ICOS is a glycosylated 
disulfide-linked homodimer. ICOS has an FDPPPF motif ( 11 ) instead of the MYPPPY 
motif and does not bind B7-1 or B7-2 ( 13 , 14 , 91 ) ( Table 1). The ICOS cytoplasmic tail 
contains a YMFM motif that binds the p85 subunit of PI3K, analogous to the YMNM 
motif of CD28 ( 92 ). Whereas CD28 has a consensus SH3-kinase binding site PYAP 
that is crucial for T-cell proliferation and IL-2 production, ICOS lacks this PXXP site, 
which suggests a structural basis for distinct functions of these receptors. In contrast to 
CD28, ICOS is not expressed constitutively on naïve T cells but is induced rapidly on T 
cells after TCR engagement ( 11 , 14 , 92 , 93 ). The inducible expression of ICOS shortly 
after T-cell activation suggests that ICOS may be particularly important in providing 
co-stimulatory signals to activated T cells. ICOS expression is influenced by both TCR 
and CD28 signals. TCR cross-linking induces ICOS cell surface expression by 12 hours 
after activation ( 92 , 93 ). CD28 co-stimulation enhances ICOS expression. ICOS 
up-regulation is markedly reduced in the absence of B7-1 and B7-2 ( 94 , 95 ), which 
suggests that some of the functions ascribed to CD28 may result in part from ICOS 
signaling. However, ICOS expression is not entirely dependent on CD28 signals, and 
this is functionally significant, as demonstrated by studies showing that T-cell responses 
in CD28 -/- mice can be modulated with ICOS-Ig ( 96 ). ICOS is expressed on recently 
activated T cells and resting memory T cells, on both Th1 and Th2 cells during 
differentiation, but ICOS levels remain high on Th2 cells and diminish on Th1 cells ( 92 , 
95 ). ICOS expression also has been reported on rat B cells ( 90 ) but not on B cells from 
other species. ICOS is expressed in the human fetal and neonatal thymus ( 11 ) and in 
the thymic medulla and corticomedullary junction in mice ( 93 ), but studies in ICOS -/- 
mice do not indicate an essential role for ICOS in T-cell development ( 97 , 98 and 99 ). 
ICOS ligand (ICOSL) is expressed on APCs and other cell types ( 12 , 13 and 14 , 16 , 94 ) ( 
Table 2). ICOSL messenger ribonucleic acid (mRNA) is expressed constitutively in 
lymphoid and nonlymphoid tissues such as those of the kidney, liver, peritoneum, lung, 
and testes. ICOSL is expressed at low levels on resting B cells, on some macrophages 
and dendritic cells, and on a small subset of CD3 + T cells ( 13 ). TNF-a and IFN-? 
induce ICOSL mRNA expression in fibroblasts ( 12 ). IFN-? induces ICOSL expression 
on B cells, monocytes, and some dendritic cells ( 14 , 94 ). B7-1 and B7-2 also can be 
up-regulated by IFN-?, but the mechanisms appear to be distinct: B7-1/B7-2 induction 
by IFN-? is NF?B dependent, whereas ICOSL induction is NF?B independent ( 94 ). Ig or 
CD40 cross-linking does not up-regulate ICOSL expression on human B cells, in 
contrast to B7-1 and B7-2 ( 94 ). ICOSL is expressed in the B-cell areas of lymph nodes 
in normal mice and in follicles in the spleen, Peyer’s patches, and thymic medulla ( 14 , 
93 ). The functional significance of ICOSL expression on nonlymphoid cells is not yet 
clear. 



Functions of Inducible Co-Stimulator–Inducible Co-Stimulator Ligand Interactions 
Role in Regulating T-Cell Proliferation and Differentiation The effects of ICOS on 
naïve T-cell proliferation are modest in comparison with those of CD28 ( 11 , 14 , 16 , 92 ). 
ICOS-Ig does not inhibit T-cell proliferation of naïve DO.11.10 TCR transgenic T cells to 
peptide ( 95 ). Naïve ICOS -/- T cells exhibit modest defects in T-cell proliferation in most 
studies ( 95 , 99 ). ICOS co-stimulation can produce low levels of IL-2 that are necessary 
for initial proliferation but not sufficient for sustained proliferation ( 100 ). Thus, a major 
distinction between ICOS and CD28 is that CD28 has a unique role in the initial 
co-stimulation of IL-2 by naïve T cells and in sustained expansion of recently activated 
T cells. Signals through ICOS appear to be more significant for regulating cytokine 
production by recently activated and effector T cells ( 11 , 92 ). Stimulatory anti-ICOS 
mAbs can enhance production of IL-4, IL-5, IL-10, IFN-?, TNF-a, and GM-CSF. 
Blockade of ICOS during initial stimulation of naïve T cells enhances Th1 differentiation 
( 95 ). Differentiated ICOS -/- T cells produce IFN-? but fail to express IL-4 when 
restimulated ( 97 , 98 and 99 ). This defect in Th2 cytokine production reflects the crucial 
role for ICOS in regulating IL-4 and IL-13 production by effector T cells. ICOS has an 
important role in regulating Th2 effector responses. In studies of allergic airway 
disease, Th2 effector function, but not Th2 differentiation, was prevented by ICOS 
blockade ( 101 ). ICOS blockade at the time of antigen priming had little effect on 
subsequent airway challenge in normal mice ( 92 , 102 ). Blockade of ICOS after priming 
significantly reduced lung inflammation after airway antigen challenge ( 102 ), whereas 
blockade of the B7:CD28 pathway after priming did not inhibit Th2 effector cytokine 
production. Thus, CD28 and ICOS have distinct functions in regulating Th2 responses: 
CD28 has a dominant role at the time of priming, whereas ICOS regulates effector Th2 
responses. ICOS also can regulate Th1 immune responses ( 103 ). When ICOS-Ig is 
given at the time of infection with Nocardia brasiliensis, both Th1 (IFN-?) and Th2 (IL-4 

and IL-5) cytokines are reduced ( 96 ). ICOS can also regulate CD8 + T-cell responses ( 
104 ). ICOSL can enhance IL-2 and IFN-? production by CD8 + T cells predominantly in 
recall responses, but CD8 + lytic effector function does not appear to be ICOS 
dependent. ICOSL expression in an immunogenic, class I + MHC tumor enhanced 
tumor rejection in mice. Inhibition of the ICOS pathway does not diminish cytotoxic 
T-cell (CTL) responses to lymphocytic choriomeningitis virus (LCMV) or vesicular 
stomatitis virus infection in mice ( 96 ). 
Role in Regulating Humoral Immune Responses ICOS has an important role in 
T-cell:B-cell collaboration. Transgenic mice expressing a secreted form of ICOSL 
exhibit lymphoid hyperplasia and high serum IgG levels ( 14 ). ICOS -/- mice exhibit 
profound defects in Ig isotype class switching and GC formation after immunization with 
model protein antigens under most conditions ( 47 , 98 , 99 ). The defect in class switching 
and GC formation observed in ICOS -/- mice resembles that observed in B7-1/B7-2 -/- 
mice ( 66 ). However, B7-1/B7-2 -/-mice are unable to class switch or form GCs, 
irrespective of immunization route or adjuvant used, whereas ICOS -/- mice can class 
switch and form GCs under strong inflammatory conditions. This suggests that B7-1 
and B7-2 can elicit class switching in the absence of ICOS. Therefore, ICOS and 
B7:CD28 interactions have overlapping and distinct critical roles in T:B collaboration. 
Therapeutic Manipulation of the ICOS:ICOSL Pathway 



Transplantation. In a Th1-mediated cardiac allograft rejection model, blockade or 
elimination of ICOS co-stimulation prolongs acute cardiac allograft survival and 
suppresses intragraft cytokine production, particularly IFN-? and IL-10 ( 105 ). ICOS 
blockade also prevents transplant arteriosclerosis that develops when the CD40:CD40L 
pathway is blocked ( 105 ). B7:CD28 blockade similarly prevents graft arteriosclerosis ( 
106 ). Thus, ICOS and CD28 similarly promote inflammation underlying graft 
arteriopathy. 
Autoimmunity. Studies of EAE further demonstrate the influence of ICOS on Th1 
responses and indicate that the outcome of ICOS blockade may be distinct when ICOS 
co-stimulation is blocked during T cell priming or effector phase of EAE ( 97 , 103 , 107 ). 
EAE is greatly exacerbated in ICOS -/- mice, with increased IFN-? production, in 
comparison with wild-type mice ( 97 ). Similarly, ICOS blockade during induction of EAE 
worsens disease ( 107 ). ICOS blockade during priming leads to Th1 polarization of the 
response. The EAE resistance of mice lacking CD28 or both B7-1 and B7-2 ( 74 ) is in 
contrast with the exacerbated EAE that develops in ICOS -/- mice. These differences 
may reflect the predominant role of CD28 in stimulating T-cell clonal expansion. 
Elimination or blockade of CD28 or ICOS during priming skews Th cells to Th1, but 
because T-cell expansion is markedly impaired without CD28, the functional 
consequences of Th1 skewing are observed only when ICOS is blocked. ICOS 
blockade during the effector phase of EAE can inhibit disease progression and 
ameliorate EAE ( 103 , 107 ), which suggests that ICOS co-stimulation has a key role in 
sustaining effector Th1 cells. When B7:CD28 interactions are blocked during the 
effector phase, EAE is transient and mild. Thus, B7:CD28 interactions are also critical 
for sustaining effector T cells ( 74 ). However, the effects of CD28 signaling are mainly 
on T-cell expansion, whereas ICOS mainly affects effector cytokine production. 
Infection. Results of studies in murine models of virus and parasite infections have 

suggested synergies between ICOS and CD28. ICOS blockade in CD28 -/- mice further 
reduced Th1/Th2 polarization in viral and parasitic infection models ( 96 ). ICOS-Ig 
abrogated IFN-? production by virus-specific T cells from LCMV-infected CD28 -/- mice. 
ICOS can regulate both CD28-dependent and CD28-independent CD4 + subset 
responses. CTLA-4 can oppose T-cell activation by either CD28 or ICOS ( 100 ). In 
summary, studies of ICOS pathway blockade suggest that this pathway may be an 
attractive target for blocking chronic inflammation. Because ICOS co-stimulation is 
important for IL-10 production ( 11 ), ICOS may be important for T-cell tolerance, when 
IL-10–producing T regulatory cells have a role in T-cell tolerance. Because CD28 and 
ICOS have both synergistic and overlapping effects ( Table 1), combination therapy 
may be advantageous, particularly for inhibiting established immune responses. 

PD-Ligand/PD-1 Pathway

Structure and Expression of PD-1 and Its Ligands PD-1 has an extracellular domain 
with a single IgV domain lacking both the MYPPPY motif found in CD28/CTLA4 and the 
additional cysteine which allows these molecules to homodimerize ( 17 , 108 ) ( Table 1). 
The PD-1 cytoplasmic domain has two tyrosines, one that constitutes an 
immunoreceptor tyrosine-based inhibitory motif. PD-1 only binds PD-L1 (B7-H1) and 



PD-L2 (B7-DC). The PD-1 ligands do not bind to any other CD28 family members ( 18 , 
19 , 20 and 21 ). PD-1 expression is much broader than that of CD28, CTLA-4 and ICOS. 
PD-1 is expressed in activated, but not resting CD4 + and CD8 + T cells, B cells, and 
myeloid cells. PD-1 mRNA is expressed in human CD4 + and CD8 + T cells activated by 
mitogen or anti-CD3( 109 ). PD-1 protein expression is up-regulated by anti-IgM 
cross-linking but not by lipopolysaccharide. PD-1 is expressed in the thymus primarily 
on CD4 -CD8 - (DN) T cells ( 109 , 110 ). ?d DN thymocytes express high levels of PD-1 
and NK T cells express low levels of PD-1 ( 110 ). PD-L1 and PD-L2 are expressed in 
both lymphoid and non-lymphoid organs ( 18 , 19 and 20 ) ( Table 2). Both are 
up-regulated after activation of lymphoid cells. IFN-? stimulates their expression on 
monocytes, dendritic cells, and endothelial cells. Human and mouse T cells express 
PD-L1 but not PD-L2. Both PD-1 ligands are expressed in the heart and placenta at 
high levels, and in lung, spleen, lymph nodes, and thymus. Human pancreas, lung and 
liver, express PD-L2, but not PD-L1. Human fetal liver expresses PD-L1, but not PD-L2. 
PD-L1 and PD-L2 are also expressed in a variety of tumor cell lines. 
Functions of PD-1: PD-L1/PD-L2 Interactions The phenotype of PD-1 -/- mice 

demonstrates a negative regulatory role for PD-1 in vivo ( 111 , 112 and 113 ). PD-1 -/- mice 

develop splenomegaly with increased myeloid and B cells. PD-1 -/- B cells respond 
more strongly to anti-IgM cross-linking, and PD-1 -/- myeloid cells have an increased 
response to GM-CSF, whereas PD-1 -/- T cell responses to anti-CD3 are unchanged ( 
111 ). PD-1 -/- mice on the C57Bl/6 background develop a late-onset, progressive arthritis 
and lupus-like glomerulonephritis ( 112 ). Introduction of the lpr (Fas gene) mutation into 

PD-1 -/- mice accelerates disease. In contrast, PD-1 -/- mice of the Balb/c background 
develop a dilated cardiomyopathy with an earlier onset ( 113 ). PD-1 -/- recombination 
activating gene 2 (RAG2) -/- Balb/c mice do not develop the disease, which implicates T 
or B cells or both in this process. The expression of PD-L1 and PD-L2 at high levels in 
the heart ( 18 , 19 and 20 ) suggests a role for PD-1 ligands in preventing potentially 
self-reactive lymphocytes from causing tissue injury. PD-1 -/- mice further show that 
PD-1 regulates CD8 + T cells ( 110 , 112 ). The functions of PD-L1 or PD-L2 in regulating 
T-cell responses are just becoming understood, and this is an area of some 
controversy. PD-L1 or PD-L2–Ig proteins coupled to beads together with anti-CD3 mAb 
inhibited T-cell proliferation and cytokine production by both resting and previously 
activated CD4 + and CD8 + T cells and even naïve T cells from umbilical cord blood ( 18 

). Inhibition was not seen when PD-1 -/- T cells were incubated with anti-CD3 plus 
PD-L1–Ig, which indicates that the inhibitory signal was transduced by PD-1. Studies of 
CHO cells transfected with class II MHC and PD-L1 or PD-L2 in the presence or 
absence of B7-2 also support an inhibitory role for PD-1 ( 20 ). When previously 
activated TCR transgenic CD4 + T cells were cultured with peptide and CHO cells 
expressing PD-L1 or PD-L2, T-cell proliferation and cytokine production were markedly 
reduced by CHO cells expressing PD-1 ligands. T-cell proliferation and cytokine 
production also were strongly reduced when the TCR transgenic T cells were cultured 
with CHO transfectants expressing B7-2 and PD-L1 or PD-L2 at low antigen 
concentrations. At high antigen concentrations, these transfectants reduced cytokine 
production but did not inhibit T-cell proliferation. The PD-1 ligands exert these effects by 



causing cell cycle arrest in G 0/G 1 but not cell death ( 20 ). These studies demonstrate 
overlapping functions of PD-L1 and D-L2 and support a role for the PD-L:PD-1 pathway 
in down-regulating T-cell responses. However, not all studies support a negative 
regulatory role for PD-L1 and PD-L2. In three studies, these B7 homologs stimulated 
T-cell proliferation ( 19 , 21 , 114 ). When resting T cells were stimulated with low levels of 
anti-CD3 and immobilized B7-H1–Ig (PD-L1–Ig), T-cell proliferation was modestly 
enhanced, IL-10 production was markedly increased, and IFN-? and GM-CSF levels 
were modestly elevated, but there was little effect on IL-2 or IL-4 production. CD28 -/- T 
cells were stimulated similarly to wild-type cells. Neither CTL generation nor lysis was 
stimulated. When resting CD4 + T cells were incubated with immobilized anti-CD3 plus 
B7-DC–Ig (PD-L2–Ig), T-cell proliferation and IFN-? production were strongly increased, 
but there was little effect on IL-2, IL-4, or IL-10 production. Little effect was observed on 
CD8 T-cell responses. The reasons for the contradictory results of functional studies of 
the PD-1 ligand are not clear. Two major differences are the use of resting T cells in the 
majority of the studies that indicated a co-stimulatory function for PD-1 ligands and the 
use of previously activated T cells in studies that indicated an inhibitory function. It may 
be that, as with the B7-1/B7-2:CD28/CTLA-4 pathway, a second receptor for PD-1 
ligands might exist with the capacity to deliver a stimulatory signal like CD28. However, 
PD-L1–Ig and anti-CD3 mAb do not stimulate PD-1 -/- T cells; only a loss of inhibition is 
observed in PD-1 -/- T cells, in comparison with wild-type T cells ( 18 ). Studies of 
blocking antibodies and knockout mice are needed to resolve these differences. 
Biochemical Basis for PD-1 Function The biochemical pathways by which PD-1 
exerts its effects are beginning to be elucidated. PD-1 transduces a signal when 
cross-linked along with TCR or B-cell receptor but does not transduce a signal when 
cross-linked alone. Coligation of TCR and PD-1 on Jurkat cells stimulates rapid tyrosine 
phosphorylation and activation of SHP-2, which dephosphorylates signaling molecules 
in the membrane proximal TCR-signaling cascade ( 20 ). In a B lymphoma cell line 
model, coligation of the B-cell receptor with chimeric molecules, containing the 
extracellular domain of Fc?RIIB fused to the PD-1 cytoplasmic domain, inhibited B-cell 
receptor–mediated growth retardation, Ca 2+ mobilization, and tyrosine phosphorylation 
of Syk, PLC?2, PI3K, Vav, and ERK1/ERK2 but not Lyn or Dok ( 115 ). Both tyrosines in 
the PD-1 cytoplasmic domain were phosphorylated, which led to recruitment and 
activation of SHP-2 but not SHP-1 or SHIP. However, the more COOH-terminal 
tyrosine, and not the immunoreceptor tyrosine-based inhibitory motif tyrosine, has the 
major role in mediating the inhibitory signals of PD-1. In summary, the phenotype of 
PD-1 -/- mice implicates PD-1 in down-regulating immune responses and regulating 
tolerance of peripheral T or B cells or both. PD-L1 and PD-L2 expression in 
nonlymphoid tissues suggests that this pathway regulates inflammatory responses in 
peripheral tissues. Further studies are needed to elucidate PD-L1 and PD-L2 functions. 

The CD40:CD154 Pathway

The CD40:CD154 pathway is required for effective T- and B-cell immune responses. 
The recognition of antigen by naïve CD4 + T cells results in expression of CD154. 
Activated CD4 + T cells express CD154 and bind to APCs expressing CD40. 
Engagement of CD40 provides critical signals for B-cell expansion, Ig production and 



isotype class switching, and memory cell development ( Fig. 2). Cytokine secretion by 
the APCs stimulates T-cell differentiation and effector function. Thus, the CD40:CD154 
pathway provides a critical initial step for the development of humoral and cell-mediated 
immunity.

 
FIG. 2. Model of CD40:CD154 interactions. Stimulation of the T-cell receptor by 
recognition of antigen (Ag) in the context of class II major histocompatibility complex 
(MHC) molecules results in expression of CD154 on T cells. B7:CD28 interactions also 
promote CD154 expression. CD154 binds to CD40 on antigen-presenting cells (APCs) 
and enhances B7-1 and B7-2 expression. APCs produce cytokines that promote T-cell 
differentiation.

CD40 CD40 is a 40- to 45-kD type I membrane protein and a member of the TNFR 
family ( Table 3). CD40 is expressed on B cells, activated macrophages, follicular 
dendritic cells (FDCs), bone marrow–derived dendritic cells, thymic epithelium, and 
endothelial cells ( 116 , 117 , 118 , 119 and 120 ). CD40 on APCs binds to CD154 on activated 
T cells. Triggering of CD40 on B cells results in B cell expansion, Ig production, isotype 
switching, GC formation, and memory cell development ( 121 ). Engagement of CD40 on 
dendritic cells and macrophages stimulates the production of IL-12, which is a potent 
inducer of Th1 differentiation. CD40 signals up-regulate cell surface molecules, 
including B7-1 and B7-2, CD23, intercellular adhesion molecule 1 (ICAM-1), and 
intracellular proteins such as NF?B and bcl-x L ( 122 , 123 and 124 ). Thus, CD40 provides 
critical early activation signals to APCs that stimulate their activation and promote T cell 
differentiation. 

 
TABLE 3. Expression and chromosome location of the TNF:TNFR superfamily

CD154 CD154 (gp39, CD40L), the ligand for CD40 ( 125 , 126 ), is a 39-kD type II 
intramembrane protein and member of the TNF gene family. CD154 is expressed on 



activated CD4 + T cells, some CD8 + T cells, eosinophils, basophils, and NK cells ( 127 , 
128 , 129 , 130 , 131 , 132 and 133 ). CD154 serves primarily as a ligand for CD40, and there is 
little evidence that engagement of CD40L delivers a signal to the T cell that directly 
promotes T-cell responses. On eosinophils, CD154 may be an important regulator of 
inflammation. Activated NK cells express CD154 and can lyse targets that express 
CD40. 
Signaling through CD40 The CD40 cytoplasmic tail contains a binding site for 
TNFR-associated factors (TRAFs), which are involved in signal transduction pathways 
of TNFR superfamily members. TRAFs contain a conserved constant domain that binds 
to the cytoplasmic tails of TNFR family members and to other intracellular mediators. 
TRAF2 and TRAF3 have shown association with the CD40 cytoplasmic tail ( 134 , 135 ). 
After stimulation through CD40, TRAF3 binds the CD40 cytoplasmic tail in B cells ( 136 ). 
Binding of TRAF3 to CD40 is not required for Ig production ( 137 ). In fact, Ig production 
is blocked in B cells when TRAF3 is expressed at high levels. Overexpression of a 
dominant-negative N-terminal–truncated TRAF3 in human B cells both interfered with 
CD40-mediated up-regulation of CD23 and B7-1 and rescued cells from Fas-mediated 
apoptosis ( 138 ). However, stimulation of TRAF3 -/- B cells with anti-CD40L results in 
normal B cell proliferative responses and CD23 expression, which indicates that TRAF3 
is not required for B-cell activation and cell survival ( 139 ). These studies suggest that 
expression of the TRAF3 constant domain at high levels disrupts the expression of 
other TRAF family members. Signaling through CD40 induces expression of TRAF2, 
which plays a role in NF?B-cell activation and B-cell differentiation ( 134 ). The signaling 
pathways between TRAFs that bind the CD40 cytoplasmic tail, other intracellular 
signaling molecules, and downstream transcription factors remains to be elucidated. 
CD40:CD154 Interactions in the Germinal Center The role of the CD40:CD154 
pathway during in vivo immune response was established through the use of 

anti-CD154 mAbs and mice genetically deficient for CD40 and CD154. In CD40 -/- and 
CD40L -/- mice, marked defects in B-cell responses, including Ig class switching and 
GC formation, were observed ( 140 , 141 , 142 , 143 and 144 ). The GC is the in vivo site of 
B-cell clonal expansion, affinity maturation, and memory development ( 145 ). FDCs form 
the framework for the GC reaction to occur and express CD40 and antigen complexes 
on their surface. Within the GCs, B cells express CD40 and interact with activated CD4 
+ T cells that express high levels of CD154. The cognate interactions that occur 
between CD4 + T cells, GC B cells, and FDCs are critical for the development of 
Ig-secreting B cells and memory cells. Blockade of CD154 immediately after priming 
with a thymus-dependent antigen prevented GC formation and reduced serum Ig to 
very low levels ( 65 ). However, delayed administration of anti-CD154 mAbs abrogated 
established GCs but had no effect on serum Ig production. These findings suggest that 
CD40:CD40L interactions are required for the initiation but not maintenance of B-cell 
differentiation for Ig production. 
Genetic Defects in CD154: Hyper-Immunoglobulin M Syndrome In humans, 
mutations in CD154 result in a rare immunodeficiency known as hyper-IgM syndrome. 
Patients with hyper-IgM syndrome have normal to high levels of polyclonal IgM; 
however, they exhibit low or absent levels of serum IgG, IgA, and IgE ( 146 , 147 , 148 , 149 

and 150 ). Hyper-IgM can occur through either X-linked or autosomal modes of 
inheritance ( 151 ). This defect highlights the required role for CD40:CD154 interactions 



in Ig class switching. Although B cells from patients with hyper-IgM express CD40, 
defective CD154 protein expression prevents normal binding to CD40. In the absence 
of effective CD40:CD154 interactions, B-cell proliferative responses are impaired, which 
results in poor stimulation of T cells. In secondary lymphoid tissues of patients with 
hyper-IgM syndrome, lymphoid architecture is abnormal. FDCs are reduced in number 
and exhibit alterations in phenotypic markers. The defective expression and function of 
FDCs leads to defective GC formation ( 152 ). Although hyper-IgM has been classified as 
a B-cell defect caused by the high levels of IgM and defective Ig class switching, 
circulating B-cell numbers in patients with hyper-IgM syndrome are often normal. 
Stimulation of hyper-IgM B cells with wild-type CD154 results in normal B-cell 
responses ( 150 ). Thus, defective B-cell responses are a consequence of abnormal 
expression of CD40L on T cells. Defects in T-cell responses also occur. T cells 
stimulated from patients with hyper-IgM demonstrate defects in IFN-? and TNF-a [Jain 
1999 #183]. In the absence of appropriate CD40:CD154 interactions, B7-1 and B7-2 
are not up-regulated, and poor signaling through the B7:CD28/CTLA-4 pathway inhibits 
normal T-cell activation. Together, these defects in humoral and cell-mediated immunity 
increase the likelihood of recurrent infections in patients with hyper-IgM syndrome ( 153 , 
154 ). 
Role of the CD40:CD154 Pathway in Infection The function of the CD40:CD154 
pathway during the immune response to infectious pathogens has been investigated 
through the use of CD40 -/- and CD154 -/- mice. After infection with the intracellular 
parasites Leishmania major and Leishmania amazonensis, CD154 -/- mice failed to 
mount a host protective immune response ( 155 ). On a genetically resistant background, 
wild-type mice resolve Leishmania infection by developing a Th1 immune response 
characterized by IFN-? production by T cells and IL-12 production primarily by 
macrophages. IFN-? activates nitric oxide pathways in macrophages, which kill 
phagocytosed Leishmania parasites. In L. major–infected CD154 -/- mice, marked 
defects in IFN-? production and IL-12 production were observed, and mice were unable 
to resolve the infection ( 156 ). Similar results were observed in L. amazonensis–infected 

CD154 -/- mice ( 157 ). Defects in IFN-?, lymphotoxin–tumor necrosis factor, and nitric 
oxide production were detected, and CD154 -/- mice developed progressive ulcerative 
lesions with high parasite numbers. Defects in serum Ig isotype class switching were 
also described after infection with L. amazonensis. Reduced parasite-specific IgG and 

IgE levels were observed in CD154 -/- mice. In CD40 -/- mice, the generation of the 
protective Th1 response and the activation of macrophages were also defective ( 158 ). 
These studies confirmed that mice deficient in CD40 or CD154 exhibited similar defects 
in humoral immune and cell-mediated responses to infection. Thus, CD40:CD154 
interactions are critical for the development of the host protective immune response 
against an intracellular parasite. The CD40:CD154 pathway is also critical for host 
immune responses against other infectious pathogens. Studies with anti-CD154 mAbs 
have demonstrated the requirement for CD40:CD154 interactions for resolution of 
Pneumocystis carinii ( 159 , 160 ). Interestingly, many patients with hyper-IgM syndrome 
have recurrent infections with P. carinii, which highlights the importance of the 
CD40:CD154 pathway in the host defense response against P. carinii. The function of 
the CD40:CD154 pathway has been investigated during the immune response to 
several viral infections. CD40 -/- and CD154 -/- mice infected with LCMV or vesicular 



stomatitis virus exhibited profound deficits in the humoral immune response, memory 
B-cell development, and CD4 + T-cell responses ( 161 , 162 and 163 ). In contrast, the CD8 
+ CTL responses to LCMV were intact; however, memory CTL responses were 
impaired. Although the LCMV-specific CD8 + response is potent in the CD154 -/- mice, 
the ability to control infection is severely compromised ( 164 ). Thus, CD40:CD154 
interactions are critical for resolving chronic viral infection, in addition to stimulating T- 
and B-cell responses. 
Role of the CD40:CD154 Pathway in Autoimmunity Blockade of CD154 has been 
one strategy for prevention or suppression of autoimmune disease. In systemic lupus 
erythematosus, early administration of anti-CD154 mAbs to genetically prone mice 
slowed progression of the disease ( 165 ). B cell activation and production of 
autoantibodies are required for disease progression. Because CD154 blockade 
diminishes the humoral immune response, the development of lupus was retarded. 
When the CD154 blockade was combined with CTLA-4Ig treatment, production of 
autoantibodies and renal disease were markedly suppressed, which suggests important 
synergies between the B7:CD28 and CD40:CD154 pathways. Similar results were 
observed in a model of myasthenia gravis. CD154 -/- mice exhibited decreased levels of 
autoantibodies and amelioration of disease ( 166 ). Blockade of the CD40:CD154 
pathway also has been investigated in murine models of diabetes and multiple 
sclerosis. In a diabetes model, the onset of insulitis was blocked when anti-CD154 
mAbs were administered to 3- to 4-week old nonobese diabetic mice, but delaying 
treatment beyond 9 weeks had no effect on disease ( 167 ). Thus, CD40:CD154 
interactions are critical at the early stage of disease but not in the effector phase of 
disease. In EAE, the CD40:CD154 pathway is an important factor in disease 
progression within the central nervous system ( 168 ). In the absence of CD40 within the 
central nervous system, both inflammation in the central nervous system and disease 
severity are reduced even in the presence of normal peripheral T-cell responses. Thus, 
CD40:CD154 blockade at the onset of disease, coupled with therapies that target 
effector T-cell responses, may be an effective strategy for prevention of autoimmunity. 
Blockade of the CD40:CD154 Pathway in Transplantation Targeting the 
CD40:CD154 pathway with blocking anti-CD154 mAbs is one promising approach for 
prevention of transplant rejection ( 33 ). In a mouse cardiac allograft model, 
administration of Xanti-CD154 mAbs inhibited acute graft rejection ( 169 ). The survival of 
cardiac allografts and islet cell transplants were enhanced when donor cells were 
co-administered with anti-CD154 mAbs ( 170 , 171 ). It is unclear whether CD154 blockade 
alone will support long-term graft survival. In one study, blockade of CD154 prevented 
chronic rejection; however, in other model systems, graft rejection did occur ( 172 , 173 

and 174 ). The finding that CD154 blockade alone may not be sufficient to promote 
healthy grafts have been supported by studies in CD154 -/- mice. Although CD154 -/- 
mice are able to support long-term graft survival, chronic allograft vasculopathy occurs 
over time ( 175 ). Thus, other co-stimulatory pathways may contribute to survival of 
allografts. Because of synergies between the B7:CD28 and CD40:CD154 pathways, 
combined blockade of both these pathways promotes graft survival in cardiac and skin 
transplant models. In primates, treatment with anti-CD154 mAbs and CTLA-4Ig 
prolonged renal and islet graft survival. Further studies are needed to understand the 
role of these pathways in order to optimize strategies for promoting long-term graft 



survival in animal models that may lead to clinical applications. 

Other Tumor Necrosis Factor:Tumor Necrosis Factor Receptor Pathways with 
Co-Stimulatory Function

Within the TNF:TNFR superfamily, there are several pathways in addition to the 
CD40:CD154 pathway that are important for T-cell activation ( 176 ), and the receptors in 
these pathways lack the death domain that is present in other TNFRs. These pathways 
include the CD134 (OX40):CD134L, CD27:CD70, 4-1BB:4-1BBL, CD30:CD30L, RANK 
(OPG):RANKL, LIGHT:HVEM, and GITR:GITRL pathways. We focus on the functions 
of the CD134 (OX40):CD134L, CD27:CD70, and 4-1BB:4-1BBL pathways because 
their functions are the best understood.

CD134-CD134L Pathway The TNFR family member CD134 (OX40) is not constitutively 

expressed but is up-regulated on CD4 + and CD8 + T cells at 24 to 48 hours after 
activation ( 177 , 178 ). CD134 expression is augmented by CD28 ( 179 ) but can occur 
independently of CD28 ( 180 ). The CD134 cytoplasmic domain associates with TRAF2 
and TRAF5 ( 181 ). CD134 ligand (OX40L), a type II membrane protein with limited 
homology to TNF ( 182 , 183 ), is expressed on activated dendritic cells ( 184 ), B cells ( 185 ), 
and vascular endothelial cells ( 186 ) and also on human T-lymphocyte virus type 
1–transformed T cells ( 182 , 183 ). CD134L is inducible on B cells and dendritic cells by 
CD40L ( 184 ). The OX40:OX40L pathway appears to be particularly important for 
regulating the extent of CD4 + T-cell expansion in the primary T cell response ( 187 ). 
CD134 -/- T cells secrete IL-2 and proliferate normally during the initial period of 
activation but exhibit decreased survival over time and fail to sustain bcl-x L and bcl-2 

production ( 188 ). CD134 -/- mice generated lower frequencies of antigen-specific CD4 + 
T cells late in the primary response in vivo and generated lower frequencies of surviving 
memory cells than did wild-type mice. Thus, this pathway is important for regulating 
primary T-cell expansion and T-cell memory. CD134–CD134L interactions also regulate 
cytokine production. CD134 and CD134L -/- mice exhibit impaired Th1 and Th2 cytokine 
production ( 189 , 190 , 191 and 192 ). CD134 -/- mice are severely impaired in their ability to 
generate a Th2 response to allergen induced airway disease ( 193 ). These mice also 
exhibit reduced lung inflammation and airway activity. CD134–CD134L blockade 
abrogated progressive leishmaniasis by suppressing the development of Th2 responses 
( 180 ). Early studies suggested that CD134–CD134L interactions were required for B-cell 
activation and humoral immunity ( 185 ). However, studies of CD134 and CD134L -/- mice 
indicate that this pathway is not obligatory for GC formation or antibody responses to 
antigens or infectious agents ( 189 , 190 , 191 and 192 ). In vivo studies indicate that 
CD134–CD134L interactions are critical for autoimmune responses. Blocking this 
pathway ameliorated autoimmunity in models of EAE ( 194 , 195 ) and inflammatory bowel 
disease ( 196 ). Although there is CD28-independent co-stimulation of T cells by CD134L 
( 197 ), there are synergistic interactions between the CD28:B7 and CD134:CD134L 
pathways. Studies with fibroblast transfectants expressing B7-1 or CD134L or both 
demonstrated that CD134L and B7-1 together enhance T-cell proliferation and cytokine 



production, especially IL-2 ( 198 ). Anti-CD134 mAb protected CD28 -/-mice immunized 
twice with myelin antigens from EAE ( 75 ). Thus, blockade of CD134 signals may 
enhance CD28 blockade, which may have therapeutic relevance. 
CD27:CD70 Pathway The TNF-R superfamily member CD27 is expressed on T cells, B 
cells, NK cells, and hematopoietic progenitor cells. CD27 expression on T cells is 
constitutive but up-regulated after activation ( 199 ). The cytoplasmic domain of CD27 
associates with Siva1, a proapoptotic protein and with TRAF2 and TRAF5 ( 200 ). Its 
ligand, CD70, is transiently induced on T and B cells after activation ( 199 , 201 ). TCR and 
co-stimulatory signals enhance CD70 expression. Proinflammatory cytokines, including 
IL-12 and TNF, also stimulate CD70 expression, but IL-4 and IL-10 reduce its 
expression. The CD27:CD70 pathway appears to be particularly important for T-cell 
expansion and effector cell differentiation ( 200 , 202 ). CD27 ligation does not enhance 
IL-2 production and cell cycle progression, in contrast to CD28, but it does enhance 
TNF secretion ( 203 ), CTL generation, and prolong survival of anti-CD3–stimulated T 
cells ( 204 ). CD27 -/- mice ( 204 ) exhibit impaired influenza virus–specific CD4 + and CD8 
+ T-cell expansion in primary and secondary responses. Effects of CD27 deficiency 
were most profound on T-cell memory, reflected by delayed response kinetics and 
markedly reduced CD8 + virus-specific T-cell numbers. CD70 on activated B cells can 
provide CD28-independent co-stimulatory signals to T cells. Transgenic mice 
constitutively expressing CD70 on B cells show that CD70 is a potent stimulus of T-cell 
expansion and effector cell differentiation ( 205 ). CD27:CD70 interactions also appear 
important in T cell–dependent B-cell differentiation after CD154:CD40–mediated 
expansion ( 206 ). Furthermore, CD27 signals can stimulate NK proliferation and IFN-? 
production ( 202 ). The function of this pathway in autoimmunity and tumor immunity has 
been evaluated in several studies. An anti-CD70 mAb prevented induction of EAE and 
suppressed TNF-a production ( 207 ). Co-expression of CD70 and B7-1 on tumor cells 
increased antitumor immune responses ( 208 ). In summary, the CD27:CD70 pathway 
appears most important for effector and memory T-cell generation, CD8 +, and NK cell 
functions. 
4-1BB:4-1BBL Pathway The TNFR family member 4-1BB (CD137) has a 30-kD 
monomeric form and a 55-kD homodimeric form ( 209 ). The cytoplasmic domain of 
4-1BB interacts with TRAF1 and TRAF2 ( 181 , 210 , 211 and 212 ) but not TRAF3 and 
TRAF5. 4-1BB is expressed mainly on activated CD4 + and CD8 + T cells but also on 
NK cells. 4-1BB expression peaks 2 to 3 days after activation ( 213 ). 4-1BBL is 
expressed on activated B cells and macrophages ( 214 ) and mature dendritic cells ( 215 ). 
CD40 signals stimulate 4-1BBL expression ( 215 ). 4-1BB can stimulate high level IL-2 
production by resting T cells in the absence of CD28 signals ( 215 ) and can stimulate 
primary and secondary responses of both CD4 + and CD8 + T cells. The role of 4-1BB 
on CD4 + versus CD8 + responses has been an area of some controversy; some 
studies suggest that 4-1BB has a preferential role in stimulating CD8 + T cells, but 
others show significant effects of 4-1BB on CD4 + T cells. In a comparison of CD4 + 
and CD8 + responses to 4-1BBL under similar conditions of antigenic stimulation in 
which mixed lymphocyte reaction was used with purified CD4 + or CD8 + T cells from 
CD28 +/+ or CD28 -/- mice, it was demonstrated that 4-1BBL can stimulate CD4 + and 



CD8 + proliferation and cytokine responses with similar efficacy ( 216 ). Similar roles for 
4-1BB on CD4 + and CD8 + responses are also supported by studies of GVHD in which 
both CD4 +- and CD8 +-mediated GVHD were influenced by 4-1BB signals to a similar 
extent ( 217 ). 4-1BB does not appear to influence the synthesis of particular cytokines 
preferentially; rather, it influences overall levels of cytokines. 4-1BB promotes survival of 
both CD4 + and CD8 + T cells, as well as CTL responses ( 216 ). Thus, CD134 and 
4-1BB appear to have similar roles in sustaining T-cell survival and enhancing effector 
T-cell function. However, there are some differences: Only 4-1BB, and not CD134, can 
stimulate IL-2 production in the absence of CD28. This may reflect differences in 
downstream signaling events triggered by CD134 and 4-1BB, differential expression of 
their ligands in vivo, or both. Synergies between CD28 and 4-1BB have been 
demonstrated in vitro and in vivo. A number of studies support the idea that CD28 has a 
primary role in initial T-cell expansion, whereas 4-1BB:4-1BBL sustains T-cell 
responses ( 176 , 216 , 218 ). There is a delay in cell division in response to 4-1BB, in 
comparison with CD28 co-stimulation, and this may reflect constitutive expression of 
CD28 and inducible expression of 4-1BB ( 216 ). In primary mixed lymphocytic reactions, 
co-blockade with CTLA-4Ig plus 41BB-alkaline phosphatase conjugate completely 
abrogated the mixed lymphocytic reaction response ( 215 ). Similarly, CD28 -/- T-cell 
killing of an allogeneic target was completely blocked by addition of 4-1BB-AP ( 215 ). 
Transfection of 4-1BBL and B7-1 or B7-2 into tumor cells enhanced antitumor 
responses ( 219 ), conferring long-lasting protection against subsequent challenge with 
parental tumor in vivo. CD28/4-1BB -/- mice exhibit prolonged skin graft survival ( 215 ). In 
summary, the 4-1BB:4-1BBL pathway appears to be most important during the later 
stages of an immune response and may sustain T cell activation after CD28. 

CD2 SUPERFAMILY

Since 1990, the known number of molecules in the CD2 superfamily has grown from 
three to nine, and the functional significance of these molecules is still being elucidated. 
This family includes CD2, CD58, CD48, CD150, CD244, CD84, CD299, Ly–108, and 
BLAME. The prototype, CD2, is a member of the Ig superfamily, with IgV-like and 
IgC-like domains with intrachain disulfide bonds ( 220 ). The other family members have 
structural similarities, except CD299, which has a duplication of the IgV-IgC domains ( 
221 , 222 , 223 , 224 , 225 , 226 , 227 , 228 , 229 , 230 , 231 , 232 and 233 ). All family members are type 1 
transmembrane proteins, except for CD58 and CD48, which are glycosyl phosphatidyl 
inositol–linked proteins. CD58 also exists as a transmembrane protein with a short 
cytoplasmic domain ( 221 ). These genes are clustered at two locations on chromosome 
1 ( Table 4), with CD2 and CD58 at one locus and the rest of the family at another. In 
this section, we discuss the expression pattern and function of CD2 family members. 
The functions of CD299, Ly-108, and BLAME are not well characterized; therefore, 
these molecules are not discussed further.



 
TABLE 4. Structure, expression, and chromosome location of the CD2 superfamily

CD2 and Its Ligands

Early studies identified CD2 as the receptor that bound sheep red blood cells in the 
isolation of human T cells ( 220 ). CD58 was recognized initially as the ligand for CD2 in 
humans with an affinity between 10 and 20 µM ( 234 , 235 and 236 ). Later, CD48 was 
reported also as a ligand for CD2 with a lower affinity (>100 µM) ( 237 ). However, the 
avidity of CD2 for CD58 is increased on TCR signaling through modifications in the 
cytoplasmic tail of CD2 ( 238 ). To date, a homolog for CD58 has not been found in 
rodents, and CD48 is the only ligand for CD2 ( 239 , 240 ). Murine and human CD48 also 
bind to CD244, another member of the CD2 superfamily, whereas no other ligands 
have been discovered for CD2 ( 241 , 242 and 243 ). Rodent CD48 has been shown to be a 
receptor for FimH-expressing Escherichia coli on macrophages and mast cells ( 244 , 245 

). Human CD48 also binds to heparin sulfate on epithelial cells ( 246 ).

CD2 is expressed on human and murine T cells, NK cells, and thymocytes ( 247 ). Murine 
CD2 is also expressed on B cells ( 248 , 249 ). In contrast to CD2, CD58 is more widely 
expressed on lymphocytes, myeloid cells, granulocytes, endothelial cells, and 
fibroblasts ( 250 ). Human CD48 (Blast-1) was originally discovered as an antigen 
expressed on B cells after transformation by Epstein-Barr virus (EBV) but is also found 
to be expressed on T cells, NK cells, and monocytes ( 250 , 251 , 252 and 253 ). Expression 
of murine CD48 is less broad than that of human CD58 and is restricted to 
lymphocytes, dendritic cells, and macrophages ( 239 , 254 , 255 ).

Function The human CD2-CD58 receptor-ligand pair enhances T cell activation. 
Mitogenic anti-CD2 antibodies induce proliferation without the need for a TCR signal. 
Initial studies demonstrated the role for CD2 in T-cell activation by utilizing anti-CD2 
mAb in combination with phorbol myristate acetate or anti-CD28 antibodies ( 256 , 257 , 258

 and 259 ). In contrast, certain anti-CD2 mAbs have been shown to down-regulate 
immune responses by inducing apoptosis in activated T cells ( 260 ). Conjugate assays 
also demonstrated that CD2 can mediate adhesion to CD58-bearing target cells ( 261 ). 
The CD58:CD2 pathway can synergize with B7:CD28 pathway to enhance cell 
adhesion, T-cell activation and cytokine production ( 262 ). IL-1, IL-2, IL-4, IFN-?, TNF-a, 
and IL-10 were enhanced when both the CD58:CD2 and B7:CD28 pathways were 



engaged, in comparison with B7-CD28 engagement alone ( 263 , 264 , 265 and 266 ). 
Co-engagement of the CD28 and CD2 pathways superinduced transcription factors 
such as activator protein–1 and NF-AT ( 267 ). CD58 co-stimulation of CD8 + T cells 
induced higher levels of IFN-? than did co-stimulation by the B7 family ( 268 ). Anti-CD2 
antibodies also inhibited T cell–dependent B-cell activation, which indicates that CD2 
and its ligands may play a role in humoral immunity ( 269 ). CD58:CD2 interactions also 
activate NK cells ( 256 , 270 ) and induce differentiation of a subset of T cells, which 
secretes elevated levels of IL-10 ( 271 , 272 ). Thus, this pathway may lead to the 
generation of a yet-undefined regulatory CD4 + T cell population. In summary, data 
from human studies imply that the CD2:CD58 pathway is involved in cell adhesion, 
cytokine production, and the differentiation of cells, which regulate immune responses. 
In murine studies, CD48:CD2 interactions have been addressed in in vitro and in vivo 
models. The expression of CD2 and CD48 on both APCs and T cells implies that the 
function of these molecules is important in APC–T-cell collaboration. Anti–murine CD2 
suppressed phytohemagglutinin and anti-CD3 responses of CD4 + T cells ( 239 ). 
Anti-CD48 antibodies inhibited the proliferation of T-cells in vitro ( 254 ). When DO11.10 
TCR transgenic T cells were stimulated with CHO cells transfected with CD48 and class 
II-IA d MHC, CD48 enhanced T-cell proliferation and IL-2 production ( 273 ). CD2 Fab 2 
antibodies blocked this enhanced response. In vivo, anti-CD2 mAbs suppressed 
cell-mediated immunity and prolonged kidney allograft pancreatic islet cell allografts and 
xenograft survival ( 274 , 275 , 276 and 277 ). There was synergy between anti-CD2 and 
anti-CD48 antibodies in prolonging allograft survival ( 278 ). Anti-CD48 antibodies 
blocked hapten-induced contact sensitivity and CTL generation ( 279 ). The interpretation 
of in vivo studies with anti-CD48 antibodies needs to be revisited, because CD48 is now 

known also to be a ligand for CD244. Initially, the CD2 -/- mouse did not exhibit a 
detectable phenotype, although there was a suggestion that T cells from CD2 -/- mice 
may be defective in proliferation and cytokine production ( 280 , 281 ). Infection of CD2 -/- 
mice with LMCV showed normal antiviral responses ( 282 ). However, when CD2 -/- mice 
were crossed with a T-cell transgenic specific for LCMV-derived peptide p33, there was 
3- to 10-fold shift in the dose response to LMCV peptide in CD2 -/- T cells in vitro and 

reduced expansion of the CD2 -/- T cells in vivo, in comparison with the wild-type T cells 

( 283 ). Further studies in another transgenic model have found that T cells of CD2 -/- 
mice were less responsive to wild-type peptide and unresponsive to peptide agonists ( 
284 ). This study also indicated a role for CD2 in thymic selection. CD48 -/- mice show 
defects in CD4 + T-cell activation and demonstrate a role for CD48 on APCs as well as 
T cells ( 223 ). T cells in CD2 -/-CD28 -/- mice showed decreased proliferation to 
concanavalin A, anti-CD3, and antigen, in comparison with CD2 -/- or CD28 -/- mice ( 285 

). This defect was more profound at lower antigen concentrations, which indicates a role 
for both pathways in modulating T-cell responses. Although many studies have 
addressed the role of CD2 in vivo and in vitro, the molecular mechanism of CD2 
function is still controversial. The cytoplasmic tail of CD2 is rich in proline and basic 
amino acids ( 220 ). The increased avidity of CD2 for CD58 on TCR signaling may 
enhance adhesion and may be one mechanism by which this pathway attenuates 



responses ( 238 ). Studies have demonstrated the association of Lck and Fyn with the 
cytoplasmic tail of CD2 ( 286 , 287 ), and an adaptor protein called CD2 binding protein 
(CD2BP1) in humans and PSTPIP in mice binds to the cytoplasmic tail of CD2 ( 288 , 289 

). Highly expressed in T cells and NK cells, CD2BP1 may be an adaptor protein that 
couples CD2 to a protein tyrosine phosphatase ( 288 ). A second protein, CD2BP2, binds 
to the proline-rich motif in the CD2 cytoplasmic tail. When CD2BP2 was overexpressed 
in Jurkat T cells, cross-linking of CD2 led to increased IL-2 production ( 290 ). CD2 may 
have an important role in the immunological synapse ( 291 ). During formation of the 
immunological synapse, there are distinct clusters of molecules termed supramolecular 

clusters (SMACs) ( 291 ). Central SMACs contain the TCR/MHC complex and CD28, and 
outer SMACs contain ICAM and leukocyte function–associated antigen 1 (LFA-1). CD2 
has been localized to the outer SMAC within the ICAM:LFA-1 ring, where larger 
molecules are excluded ( 291 ). Van der Merwe ( 292 ) postulated that the interaction of 
CD2 with its ligand may have two functions: (a) to optimize TCR engagement by placing 
the cell membranes at the correct distance for binding and (b) to maintain the integrity 
of the immunological synapse by “filtering out” molecules of the incorrect size after TCR 
triggering. Wild et al. ( 293 ) examined the effects of changing the dimensions of murine 
CD48 and measured the outcome by assessing T-cell activation. Wild-type or truncated 
CD48 enhanced T-cell activation, but an elongated CD48 inhibited T-cell activation. 
This study gave the first direct evidence that segregation of molecules of the same size 
into discrete contact zones was important in T-cell activation. Further studies have 
shown that the recruitment of murine CD48 to lipid raft resulted in enhanced ? chain 
tyrosine phosphorylation and association with the actin cytoskeleton ( 294 ). Mutational 
studies have shown that binding of CD58 to CD2 is sufficient to translocate CD2 to lipid 
rafts ( 295 ). This process was independent of signaling through the cytoplasmic tail of 
CD2. Furthermore, co-stimulation of CD4 + memory T cells by activated endothelial 
cells required the binding of CD58 to CD2 for the development of lipid rafts ( 296 ). The 
cytoplasmic tail of CD2 binds CD2-associated protein (CD2AP), which is essential for 
stabilizing contact between the APC and T cell ( 297 ). CD2AP -/- mice showed defects in 
T-cell activation; however, these mice die of renal failure at 6 to 7 weeks because of the 
essential role of CD2AP2 in glomerular epithelial cell formation ( 298 ). 

CD150 (Signaling Lymphocyte-Activation Molecule, IPO-3)

CD150, also known as signaling lymphocyte-activation molecule (SLAM) and IPO-3, 
was identified as an antigen expressed on human CD45RO + T cells, thymocytes, and 
B cells ( 224 , 299 ). It is up-regulated on activated human and murine B cells, T cells, 
dendritic cells, and NK cells ( 225 , 299 , 300 and 301 ). Both activated human T cells and B 
cells express three isoforms of CD150 ( 224 , 302 ), including membrane and soluble 
forms. The cytoplasmic tail of the membrane form of CD150 has three consensus 
sequence TxYxxV/A that are involved in recruitment of SH2-domain protein tyrosine 
phosphatases. The murine CD150 gene has membrane isoforms but no soluble form of 
CD150 ( 225 ). SAP (SLAM-associated protein) associates with the cytoplasmic tail of 
CD150 in T cells and NK cells ( 303 ). The consequences of the association of SAP with 
members of the CD2 superfamily are discussed later. In B cells and macrophages, 



another protein, EAT-2, has been shown to associate with the phosphorylated tail of 
CD150 ( 304 ). A ligand for CD150 has not been discovered; however, homophilic 
interaction between CD150 molecules has been described, but the interaction is of low 
affinity ( 305 ).

Function Co–cross-linking of CD150 plus CD3-augmented T-cell cytokine production 
independent of CD28 ( 224 ). Cross-linking of CD3 plus CD150-enhanced production of 
IFN-? by Th1 clones and redirected Th2 and Th0 clones to produce IFN-? ( 224 ). Murine 
studies confirmed the enhancement of IFN-? production by Th1 clones but did not find 
that IFN-? was produced in Th2 clones ( 225 ). CD150 engagement seems to have little 
effect on IL-4 or IL-13 production ( 306 ). CD150 also enhances T-cell cytotoxicity ( 307 ). 
Together, these studies imply a role of CD150 in T-cell activation and effector functions. 
On APCs, soluble CD150 stimulated proliferation of human B cells induced by anti-IgM 
and augmented IgM, IgG, and IgA produced by anti-CD40–activated B cells ( 302 ). 
CD150 is up-regulated on dendritic cells in the presence of anti-CD40 or 
lipopolysaccharide ( 300 ). When dendritic cells were activated and subsequently 
stimulated with anti-CD150 mAbs, there was increased production of IL-12 and IL-8 but 
not IL-10, in comparison with control mAb. The homophilic interaction of CD150 or 
interaction with a yet-undefined ligand might be important in the APC and T-cell 
collaboration. Human CD150 is the cellular receptor for measles virus, and the V region 
is essential for the measles virus binding ( 308 , 309 ). CD150 is down-regulated by 
infection of peripheral blood lymphocytes with measles virus. However, CD150 is not 
involved in the dominant negative signal, which leads to inhibition of proliferation 
induced by the virus ( 310 ). 

CD244 (2B4)

Murine CD244 was originally cloned from a cytotoxic T-lymphocytic line 2 
complementary deoxyribonucleic acid (cDNA) library ( 226 , 311 ).

Murine CD244 exists as two isoforms, generated by alternative splicing, on the surface 
of activated NK cells: CD244L and CD244S ( 227 ). These are identical in the 
extracellular and transmembrane domains. Like CD150, the cytoplasmic tail of CD244L 
has four consensus tyrosine TxYxxV/A motifs, whereas CD244S has only two ( 227 ). 
Phosphorylated CD244L associates with SHP-2 but not SHP-1. Neither SHP-1 nor 
SHP-2 associates with CD244S, which indicates that SHP-2 binding involves one of the 
other two motifs in the cytoplasmic tail of CD244L ( 312 ). SAP and EAT-2 also are 
recruited to phosphorylated human and murine CD244. ( 301 , 304 , 313 ). Human CD244 
has four consensus tyrosine motifs, similar to murine CD244L ( 314 ). To date, a shorter 
version of human CD244 has not been published. The promoter regions of murine and 
human CD244 have been cloned, and there is an indication that the activator protein–1 
is involved in the transcription of the CD244 gene ( 315 , 316 ).

Human and murine CD244 are expressed on NK cells, ?d T cells, and a subset of CD8 
+ T cells ( 317 , 318 , 319 and 320 ). In human thymus, CD244 is expressed only on single 



positive CD8 + thymocytes. CD244 is up-regulated on activated murine and human CD8 
+ T cells ( 320 , 321 and 322 ). Both isoforms of murine CD244 are up-regulated on CD8 + T 
cells after activation by IL-2 ( 322 ). Human CD244 is also expressed on CD14 + 
monocytes and basophils ( 323 ) and binds CD48 ( 241 , 242 and 243 ). The affinity of human 
CD48 for CD244 is 8 µM, much higher than the interaction between CD48 and CD2 ( 242

 ).

Function Murine CD244 was originally thought to be an activating receptor on NK cells. 
The lytic activity of NK cells and non–MHC-restricted T cells was increased when 
CD244 was engaged on these cells ( 317 ). There was also an increase in IFN-? 
production and granule release. The discovery of two isoforms of CD244 in the mouse 
led to evaluation of each isoform on NK cells ( 312 ). CD244L and CD244S were 
transfected into a rat NK cell line (RNK-16) and redirected cell lysis of P815 tumor cells 
lines was analyzed with an anti-CD244 antibody ( 312 ). CD244S was shown to be an 
activating receptor for NK cells, whereas CD244L was an inhibitory receptor. 
Engagement of human CD244 by various anti-CD244 antibodies or CD48 results in 
enhanced cytotoxicity and IFN-? production ( 243 , 323 ). CD244 has been implicated as a 
co-receptor involved in natural cytotoxicity, and engagement of NK inhibitory receptors 
can interfere with the phosphorylation of CD244 ( 324 , 325 ). In humans, NK activation is 
dependent on the signals through activating receptors such as CD244 and signals 
through inhibitory receptors. Ligation of CD244 on epidermal ?d T cells led to increased 
production of IFN-? and IL-2 ( 319 ). However ligation of CD244 on human CD8 + T cells 
did not induce cytokine production, whereas anti-CD244 mAbs inhibited 
non–MHC-restricted cytolysis by IL-2 activated CD8 + T cells ( 318 , 320 , 323 ). Anti-CD244 
mAbs blocked the proliferation of the IL-2 activated but not naïve CD8 + T cells. 
Anti-CD48 was also able to block the proliferation of IL-2–activated CD8 + T cells, but 
there was no synergetic effect of adding both anti-CD244 and anti-CD48. These results 
demonstrate that the CD244/CD48 interaction serves as a T-cell co-stimulatory pathway 
( 323 ). The function of CD244 on monocytes and basophils is still unknown. 

CD84

CD84 was defined by three monoclonal antibodies in 1994 ( 228 , 229 , 326 ): SAP, SHP-2, 
and EAT-2, which associate with the phosphorylated tyrosine in the cytoplasmic tail of 
human CD84. ( 304 , 327 ).

Human CD84 is expressed as a highly glycolysated surface receptor. Expression is 
found on B cells, macrophages, T cells, and platelets ( 228 ). In the thymus, the highest 
expression of CD84 is found on CD4 -CD8 - thymocytes with a slight decrease in 
expression when thymocytes mature to the single positive stage ( 228 ). In the periphery, 
CD45RO high express elevated levels of CD84. mRNA for murine CD84 has been 
detected in bone marrow, lymph node thymus, spleen, and lung tissues, but surface 
expression of CD84 has not been confirmed in these tissues or on lymphoid cells ( 229 ).



CD84 binds to itself. Coligation of suboptimal doses of anti-CD3 and anti-CD84 leads to 
augmented IFN–? production by human peripheral blood mononuclear cells, in 
comparison with anti-CD3 alone ( 328 ). CD84-Ig fusion protein immobilized by plastic in 
the presence of anti-CD3 also led to increased IFN-? production by peripheral blood 
mononuclear cells.

Signaling Lymphocyte-Activation Molecule–Associated Protein and Members of 
the CD2 Superfamily

SAP, or SH2DIA, is a 128–amino acid molecule containing a single SH2 domain ( 301 , 
329 , 330 ). SAP is expressed in human and murine T cells, NK cells, tonsillar B cells, and 
some B lymphoblastoid cell lines ( 301 , 331 , 332 ). The gene that encodes SAP is mutated 
or deleted in patients with X-linked lymphoproliferative (XLP) disease ( 333 ). Boys with 
this disease are unable to mount an effective immune response to EBV, and those 
exposed to EBV develop fatal mononucleosis ( 334 ). Children who survive can develop 
lymphoproliferative diseases such as Burkitt’s lymphoma or dysgammaglobulinemia. 
The murine homolog of SAP is highly expressed in Th1 clones, in comparison with Th2 
clones ( 331 ). SAP -/- mice exhibit increased T-cell activation and IFN-? production when 
the mice are challenged with LCMV and Toxoplasma gondii but exhibit decreased 
responses to L. major ( 335 , 336 ), which suggests a role for SAP in limiting Th1 
responses. During an EBV infection, XLP patients show increased IFN-? production ( 
337 ).

SAP has been shown to associate with four members of the CD2 family: CD150, 
CD244, CD84, and CD299. This association occurs with the phosphorylation of the 
TxYxxV/A motif in these molecules ( 301 , 303 , 313 , 327 ). It has been proposed that the 
association of SAP with phosphorylated CD150 in T cells, NK cells, and tonsillar B cells 
leads to the inhibition of SHP-2 binding ( 247 , 332 ), which may lead to positive signaling 
of the CD150 molecule. This is also thought to be the case in NK cells, in which SAP 
associates with CD244 ( 313 ). However, ligation of CD150 leads to SAP-dependent 
protein tyrosine phosphorylation of certain signaling molecules, including the Src-related 
tyrosine kinase FynT ( 338 ). These functions of SAP may not be mutually exclusive; 
SAP may bind to the cytoplasmic tail, preventing the binding of SHP-2 as well as 
causing conformational changes in the cytoplasmic tail to allow the binding of other 
signaling molecules. The link between SAP and XLP disease is not clear. Patients with 
XLP disease have a defect in NK cytotoxicity ( 339 , 340 and 341 ). Ligation of CD244 on 
NK cells from patients with XLP disease inhibited NK cytolysis. In the presence of 
EBV-transformed human leukocyte antigen–1 negative B-cell clones in which CD48 
was highly expressed, NK killing was defective in patients with XLP disease ( 341 ). 
Because CD150, CD244, CD84, and CD299 are expressed on APCs, T cells, and NK 
cells, it will be intriguing to learn whether the defects exhibited by patients with XLP 
disease are caused by a lack of association with these molecules.

The CD2 superfamily is a newly emerging family of molecules that may contribute to 
enhancing responses of cells of the immune system. The role of CD2 in the 



immunological synapse and the involvement of the other family members in XLP 
disease have illuminated the importance of these molecules in APC–T-cell 
collaboration.

CONCLUDING REMARKS

A growing number of T-cell co-stimulatory pathways provide second signals that can 
regulate the activation, inhibition, and fine-tuning of T-cell responses. After TCR 
engagement, CD28 predominates and delivers critical stimulatory signals to naïve T 
cells that can prevent the development of anergy by promoting T-cell activation, 
differentiation, and survival. The effects of CD28 co-stimulation depend, in part, on the 
CD40:CD40L pathway, inasmuch as CD40 engagement results in APC activation, 
which up-regulates B7-1 and B7-2. Whereas CD28 has a primary role in initial T-cell 
activation, other co-stimulatory pathways sustain T cell activation after CD28. For 
example, ICOS regulates effector cytokine production, and CD134 and 4-1BB can 
sustain T-cell survival and effector functions. The expression ligands for some 
co-stimulatory receptors, such as ICOS and CD134, on non-APCs as wells as APCS, 
suggest a means for regulating effector T-cell responses in peripheral tissues. The CD2 
family also is important for T cell and NK cell activation, but the relationships among 
CD2 family members and other co-stimulatory pathways is not yet clear. Signals 
through co-stimulatory pathways not only stimulate T-cell activation but also inhibit 
T-cell responses. CTLA-4 inhibits T-cell proliferation and IL-2 production and can 
promote the induction of anergy. PD-1 also can inhibit T-cell proliferation and cytokine 
production, and the expression of PD-1 ligands in a variety of tissues suggests a role for 
PD-1 in regulating T-cell responses and tolerance in the periphery. The critical role of 
co-stimulation in regulating T cell activation and tolerance has been demonstrated in 
vivo in models of autoimmunity, transplantation, and infectious diseases. Additional 
understanding of the functions of T-cell co-stimulatory pathways individually and their 
interplay may enable manipulation of co-stimulatory signals to promote T-cell activation 
or T-cell tolerance for therapeutic purposes.
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INTRODUCTION

The mammalian adaptive immune system uses antigen-specific B cells and T cells to 
provide specific immunity against a constantly evolving universe of pathogenic 
microbes. Because each antigen-specific cell has the potential to proliferate and 
differentiate, this system has exceptional flexibility to react in a substantial way to new 
challenges and to provide focused and appropriate effector responses. Important in 
these effector responses is the formation of both B- and T-memory cells. While this type 
of antigen-specific immune system provides rich flexibility to the immune response, the 
implementation of the response presents a huge challenge. This challenge is the result 
of the need both to generate the repertoire of properly selected antigen-specific B and T 
cells, and to facilitate productive encounters between invading pathogens and the rare 
clonally defined B and T cells that can recognize each specific pathogen.

The primary lymphoid organs, in mammals the bone marrow and thymus, provide tissue 
microenvironments that support the development and initial maturation of 
antigen-specific lymphocytes and other hematopoietic cells. The secondary lymphoid 
organs provide sites where encounters between rare antigen-specific lymphocytes and 



their cognate antigens can occur efficiently, and where proper cellular interactions can 
occur to provide a well-regulated immune response. Over the past several years, 
substantial progress has been made in defining the molecular signals for the induction 
and maintenance of the normal primary and secondary lymphoid organs and in defining 
the ways in which these structures support normal immune responses. This chapter 
provides an overview of the structures of these key immune organs and reviews the 
factors that regulate their development and maintenance and that govern movement of 
antigen-specific and antigen-nonspecific cells into and within these tissues.

PRIMARY LYMPHOID ORGANS

Bone Marrow

Early Lymphocyte Maturation in the Bone Marrow—Hematopoietic Stem Cells In 
the mouse, hematopoiesis begins in a poorly defined anterior region of the embryo, and 
then moves to the yolk sac where the expansion and differentiation of hematolymphoid 
precursors form blood islands ( 1 ). Hematopoietic stem cells (HSCs) detected in these 
blood islands represent a self-renewing population of precursor cells that sustain the 
formation of all required blood elements throughout the life of the individual. The 
formation of all hematopoietic lineages from HSCs is defined as definitive 
hematopoiesis. Investigations of the differentiation of HSC suggest that, in addition to 
giving rise to all hematopoietic lineages, these cells are also responsible for the 
formation of vascular endothelial cells and perhaps cells of other lineages ( 2 ). The 
observations that both hematopoietic and endothelial cells develop from common 
precursor cells in vitro and that early hematopoietic lineage cells share common surface 
markers (e.g., the vascular endothelial growth factor receptor 2, also designated Flk-1) ( 
3 , 4 ) support this common ancestry of hematopoietic cells and endothelial cells. These 
studies have suggested that there may be important functional interactions between 
these progeny of HSCs, with the microenvironment created by differentiation of HSCs 
to endothelial cells supporting the further development of HSCs to the classically 
defined hematopoietic lineages. Shortly after the liver forms by differentiation from the 
definitive gut endoderm, HSCs take up residence in this richly vascular organ and 
hematopoiesis occurs here through most of normal gestation ( 5 , 6 ). Near the end of 
gestation, the major site of hematopoiesis moves to the developing spleen and then to 
the bone marrow ( 7 ). Under pathologic conditions, extramedullary hematopoiesis can 
re-emerge, with substantial hematopoiesis occurring particularly in the spleen ( 8 ). 
Bone Marrow Structure and Function Stem cells that are committed to the lymphoid 
lineages can be found in all of the major hematopoietic compartments, initially in the 
yolk sac, then in the fetal liver and spleen, and finally in the bone marrow ( 1 ). The bone 
marrow provides a microenvironment that is particularly supportive of the differentiation 
and maturation of B-lymphocytes ( 9 ) and natural killer (NK) cells ( 10 ). In mammals, the 
bone marrow appears to be the exclusive site for differentiation of B cells from stem 
cells. In contrast, B-cell differentiation in birds appears to occur predominantly in the 
bursa of Fabricius, an organ closely associated with the terminal portion of the 
gastrointestinal and genitourinary tracts ( 11 ). In sheep, important B-cell differentiation 
occurs in the Peyer’s patches ( 12 , 13 ). In adults, the bone marrow is the major 
hematopoietic organ, located within the central cavity of the major long bones as well as 



in the core of the spongy bones of the sternum, skull, and vertebral bodies. Although 
the marrow space grows as the developing organism grows, because it is surrounded 
by bone it cannot change its total size in response to acute changes in the need for 
different hematolymphoid cell types. The marrow contains a complex mixture of cells 
including the cells of the hematopoietic lineage, macrophages, connective tissue cells, 
stromal cells, and adipocytes ( 14 ). The biological role of bone marrow fat is not fully 
defined. It may provide a reservoir for key lipid soluble nutrients for hematopoietic cell 
development, including vitamins and membrane precursors. Adipocytes are increasingly 
appreciated as sources of cytokines and growth factors ( 15 , 16 ), and may therefore 
contribute in a regulatory fashion to the formation of hematopoietic cell lineages. 
Adipocytes also represent one of the cell lineages that can expand or contract in size to 
provide additional space for hematopoietic cell development. In human marrow, fat can 
fill 50% or more of the marrow space. In spite of the flexibility afforded by fat, there is a 
limited ability to manipulate the size of the marrow compartment. Consequently, it is not 
surprising that pathologic processes that ablate portions of the marrow space (e.g., 
myelofibrosis or hematologic malignancies) are associated with alterations in immune 
function ( 17 ). The microanatomy of the bone marrow compartment has only been 
partially defined. It is likely that marrow compartments in cortical bone (characteristic of 
the long bones such as the femur) differ substantially in their organization from marrow 
compartments in trabecular bone (characteristic of spongy bone such as the sternum or 
vertebral bodies). Cells enter the marrow through terminal arterioles that penetrate the 
calcified portion of the bone, branch, and appear to empty into large venous sinusoids ( 
Fig. 1). Venous drainage and transport of cells from the marrow space back into the 
circulation appears to occur by coalescence of sinusoid structures into large marrow 
venules and veins ( 18 ). The relationship of the hematopoietic compartment to the 
defined vessels remains poorly understood. It is likely, however, that hematopoiesis 
occurs primarily in an extravascular compartment and that regulated processes control 
the movement of nucleated cells into and out of the hematopoietic space ( 19 ). 
Supporting this is the observation that normal function of the chemokine receptor, 
CXCR4 (expressed on B-cell precursors, mature B and T cells and monocytes) is 
required for retention of B-lineage precursors within the bone marrow hematopoietic 
microenvironment ( 20 ). 

 
FIG. 1. Organization of the bone marrow and of B-cell development within this organ. 
Terminal bone marrow arterioles form capillary networks near the endosteum, marking 
the most peripheral portion of the marrow cavity. Hematopoietic stem cells appear to 
localize near the endosteum, probably nurtured by growth factors produced in high 



concentration in this area. Proliferation and differentiation of cells along the B-lineage 
pathway is dependent on reticular stromal cells (RC) that lie in the spaces surrounding 
venous sinusoids. B cells progress through pre–B-cell stages in association with these 
reticular stromal cells, undergoing progressive heavy-chain and light-chain 
rearrangement, ultimately resulting in the formation of virgin B cells that then enter the 
circulation. Generally, B-cell differentiation proceeds in a spatially organized fashion, 
with the most primitive B-cell precursors located near the endosteum and the 
differentiated virgin B cells emerging near the center of the marrow compartment. Once 
heavy-chain rearrangement is complete, a process of testing cells for successful Ig 
gene rearrangements is initiated and cells that fail to generate productive 
rearrangements are removed by apoptosis and cleared by phagocytosis by bone 
marrow macrophages. From Picker and Siegelman ( 17 ), with permission.

The Microenvironment Created by Bone Marrow Stromal Cells The selective 
differentiation and maturation of B-lymphocytes in the bone marrow suggests that this 
tissue provides a microenvironment particularly supportive of the differentiation of this 
lineage. This support most likely represents a combination of physical features of the 
tissue that facilitates localization of stem cell precursors and efflux of mature cells and 
the presence of stromal “feeder” cells that produce growth factors and hormones that 
are required for the differentiation process. The bone marrow also supports the 
differentiation of erythroid and myeloid lineages as well as early lymphoid precursors 
that populate the thymus for T-cell differentiation ( 21 , 22 ). It is, consequently, likely that 
different microenvironments may exist within the bone marrow, perhaps defined by 
different stromal elements, each adapted to providing an appropriate repertoire of 
factors suited to each of the major lineages that mature within this tissue. Initial 
evidence of a specific microenvironment that supports functions required for 
development of hematopoietic lineages came from the studies of Lord et al. ( 23 ). These 
investigators observed that HSCs were localized close to the marrow/bone junction. A 
specialized cell layer designated the endosteum lines the inner surface of the bony 
compartment. The localization of stem cells near the endosteum suggests that this 
tissue compartment contains cellular elements that support stem cell functions including 
the initiation of their differentiation programs to produce the many cell lineages found in 
the marrow. Consistent with this, Hermans et al. ( 24 ) subsequently found clusters of 
developing pre–B cells located several cell layers internal to this endosteal 
compartment. This distribution of stem cells and developing pre–B cells might represent 
differences in stromal cell types immediately subjacent to the endosteum and several 
cell layers more central in the marrow, or it might represent gradients of growth and 
differentiation factors produced from common endosteal stromal elements. More 
differentiated cells are found in a more central location in the marrow cavity, placing the 
most mature cells that are prepared for export from the marrow adjacent to the 
coalescing venous sinus. Thus, immature pro–B cells are detected close to the 
endosteal layer. Final maturation of B cells occurs in association with macrophage-like 
cells that infiltrate the central venous sinusoids ( 24 , 25 ). 
Stromal Cell Cultures and Stromal Factors Supporting Lymphopoiesis Evidence 
supporting the presence of different classes of stromal cells, each adapted to support of 
the differentiation of different hematopoietic lineages comes from in vitro culture 
systems that permit parts of the hematopoietic differentiation program to occur under 
well-defined conditions. Initial studies defined conditions under which mixed cultures of 



bone marrow stromal cells could support differentiation from stem cells along 
myelopoietic pathways ( 26 ) and along pathways leading to formation of pre–B cells ( 27 

). These Dexter cultures and Whitlock-Witte cultures were subsequently adapted in 
order to isolate cloned stromal cell lines representing defined subsets that could support 
selectively the differentiation of HSCs to myeloid lineages ( 28 ) or pre–B lineages ( 29 , 30

 ). These cloned stromal cell lines have permitted isolation of cells with HSC character 
that could generate long-term myeloid cultures and pre–B-cell cultures ( 31 ). The 
features of these stromal cell lines that permit them to support differentiation of myeloid 
and pre–B-cell lineages are not fully defined ( 32 , 33 ), but include the expression of 
specific cytokines, such as IL-3, IL-7, and IL-11, and growth factors, such as G-CSF, 
GM-CSF, c-kit, and IGF-1 ( 34 , 35 , 36 , 37 , 38 , 39 and 40 ), as well as the expression of 
adhesion molecules such as CD44, fibronectin, syndecan, and VLA-4 that support close 
interactions between the hematopoietic precursors and the stromal elements ( 41 , 42 , 43 

, 44 and 45 ). The involvement of adhesion molecules initially suggested that contact 
between the stromal cell and the developing lymphocyte was particularly important. This 
hypothesis has been validated by experiments in vitro using cloned stromal lines and 
normal B progenitor cells ( 46 , 47 ). It is likely that the recent development of gene 
expression–profiling technology will permit the more complete delineation of stromal 
products that act to permit commitment of HSC to specific cell lineages. More complex 
will be the identification of local signals that permit the self-renewal of HSC. These cells 
that represent less than 0.1% of total bone marrow cells persist through the life of the 
organism. In mice, adoptive transfer of as few as 10 of these cells is sufficient to 
reconstitute all hematopoietic lineages in a lethally irradiated recipient mouse for the life 
of the animal ( 23 , 48 ). Animals reconstituted in this way can themselves serve as 
donors of HSC to other lethally irradiated recipients, indicating that these stem cells can 
indeed self-renew. In fact, when as few as 20 to 30 HSC are adoptively transferred into 
a lethally irradiated recipient mouse, these cells expand to yield more than 10,000 new 
HSC ( 48 ). Interestingly, when HSC are tested for their proliferative potential in vitro, 
they are found not to be in cell cycle and to be resistant to stimulation by a wide variety 
of growth factors including IL-1, IL-3, IL-4, IL-6, CSF-1, G-CSF, and GM-CSF ( 49 ). But, 
when these cells are injected in vivo into a lethally irradiated host, they can expand to 
yield a thousand-fold more hematopoietic stem cells and can differentiate to yield more 
than 10 10 mature cells representing all arms of the hematopoietic spectrum. This 
underscores the key role of the normal bone marrow microenvironment in the 
proliferative and differentiative capacity of HSC. 
Apoptosis in Normal Bone Marrow Function Generation of rearranged heavy- and 
light-chain genes by a largely stochastic process results in the production of not only 
appropriately formed antibody molecules, but also nonfunctional immunoglobulin chains 
as well as potentially dangerous autoreactive chains. Removal of developing B cells 
with defective or autoreactive immunoglobulin chains is largely through an apoptotic 
mechanism ( 50 , 51 , 52 and 53 ). The molecular mechanisms regulating this central 
deletion of unwanted B cells are not well defined, but appear to involve the B-cell 
antigen receptor ( 54 ). Analysis of B-cell apoptosis in situ shows macrophages adjacent 
to the apoptotic cells ( 55 , 56 and 57 ). It is not yet clear, however, whether macrophages 
are involved as triggers of the apoptotic process, or if their presence is reactive, to 
facilitate removal of the apoptotic cells. 
Stromal Cells Contributing to NK Cell Differentiation An essential role of the bone 



marrow microenvironment has also been observed in the development of NK cells. 
Studies by Iizuka et al. ( 58 ) showed that numbers of NK cells are reduced in mice 
deficient in the membrane lymphotoxin-a 1ß 2 (LTa 1ß 2) heterotrimer ( 58 ). Interactions 
of this ligand with the LTß receptor (LTßR) are required for the normal development of 
many aspects of the lymphoid tissue microenvironment ( Fig. 6, see below), and 
deficiency of the ligand was found to be associated with deficient production of NK 
cells. Systemic blocking of LTa 1ß 2 in normal mice by treatment with a soluble 
LTßR-IgFc? fusion protein from mid-gestation through the first 3 weeks after birth 
resulted in not only life-long deficiency of NK cells, but also inability to reconstitute 
NK-cell development by transplantation with normal bone-marrow precursor cells. Thus, 
signals mediated by the LTa 1ß 2 ligand are instructive for a microenvironment that is 
required for NK cell development. 

 
FIG. 6. The TNF/lymphotoxin family of ligands and receptors. The homotrimeric ligands, 
TNFa 3 and LTa 3 interact similarly with the two defined TNF receptors, TNFR-I (p55) 
and TNFR-II (p75). The LTa 3 homotrimer is synthesized as a conventionally secreted 
glycoprotein by a signal peptide–mediated mechanism. The TNFa 3 homotrimer is 
synthesized as a type II transmembrane protein that is released from the cell in soluble 
form by the action of the cellular protease TNFa converting enzyme (TACE). Ligation of 
TNFR-I can activate signaling via its intracellular “death domain” (black bar) to induce 
the apoptotic program in susceptible cells. LIGHT and the mLT heteromer (LTa 1ß 2) 
are type II transmembrane proteins that are not substrates for TACE. These trimers 
bind to the LTßR on lymphoid tissue stromal cells. LIGHT also binds the TNF receptor 
family member HVEM (Herpes simplex virus entry mediator). For the induction of 
normal lymphoid tissue development and organization, mLT appears to be the major 
physiologic ligand for the LTßR.

Together, these studies leave us with a clear awareness of the complexity of the bone 
marrow microenvironment. In this compartment, diverse lineages of cells, including 



definitive HSCs, must survive, proliferate, and differentiate. Some of these processes 
are likely to be bone marrow autonomous, but others appear to be carefully regulated in 
response to needs defined in the peripheral tissues. Marrow stromal cells provide key 
signals allowing properly regulated growth and differentiation along the various bone 
marrow lineages. Additional studies to define further the characteristics of the stromal 
cell types that support each of the bone marrow hematopoietic lineages will be essential 
for our further understanding of how production of each of these lineages is regulated. 

Thymus

Soon after the demonstration that neonatal thymectomy resulted in defective 
development of other lymphoid organs, impaired immune responses, and increased 
susceptibility to infection ( 59 , 60 ), the thymus was recognized as the site of maturation 
of antigen-specific T cells ( 61 , 62 and 63 ). To serve this function, the thymus must first 
be populated with precursor cells from the bone marrow. Once in the thymus, these 
cells proliferate and their progeny begin a complex differentiation pathway that results in 
selection of cells recognizing foreign antigens in the context of self–major 
histocompatibility complex (MHC) molecules, but tolerant to self-antigens (described in 
detail in Chapter 8 and Chapter 9). As is the case for B cells in the bone marrow, the 
initiation and progress of this developmental program are dependent on interactions 
between the developing T cells and stromal cells within the thymic microenvironment. 
For B-lymphocytes, the instructive actions of the bone marrow microenvironment 
appear to be limited to regulation of cell proliferation and to activation of an autonomous 
process of differentiation and maturation that includes activation of heavy- and 
light-chain immunoglobulin gene rearrangement. In contrast, for T-lymphocytes, 
differentiation and maturation in the thymus includes regulation of precursor cell 
proliferation; entry into the T-cell differentiation pathway; programmed activation of 
T-cell receptor a, ß, ?, and d gene rearrangement; positive selection for a/ß T cells that 
are able to recognize antigens in the context of self-MHC; and negative selection of 
cells with dangerous reactivity against self-antigens ( 64 ). It is not unexpected, 
therefore, that the thymus contains additional classes of nonhematopoietic cells to 
support these additional processes.

Normal Anatomy of the Thymus The thymus is a symmetric bi-lobed organ that sits in 
the anterior mediastinum, immediately over the pericardial surface and extending up 
into the base of the neck. The thymus forms relatively early in embryonic development, 
being detected in mice soon after mid-gestation, with initial phases of a/ß T-cell 
development occurring by embryonic day 14. At birth, the thymus has attained its 
maximum relative weight, in association with the rapid production of T cells that occurs 
at this time. The organ continues to grow in size until 4 to 6 weeks of age (puberty in 
humans), and thereafter gradually involutes ( 65 , 66 ). In adults it appears to be almost 
entirely replaced by fatty and fibrous tissue and manifests production of only small 
numbers of mature T cells. In spite of its appearance, this involuted adult thymus 
appears to retain significant function. This is seen most clearly in pathologic conditions 
such as myasthenia gravis in which thymectomy can have a profoundly beneficial 
immunomodulatory role ( 67 ). Each thymic lobe is subdivided by fibrous septae that 
extend centrally from the capsule to form discrete lobules each of which contains a 
distinct peripherally located cortex and a centrally located medulla ( Fig. 2). The cortex 



contains a large population of small, immature thymocytes, specialized cortical epithelial 
cells, and scattered macrophages. These macrophages serve to remove cells 
undergoing apoptotic selection. The medulla contains nearly mature and mature T cells 
that are in close association with medullary epithelial cells, dendritic cells, and 
macrophages. The medulla also contains Hassall’s corpuscles, made up of epithelial 
cells that also appear to contribute to removal of unwanted cells ( 68 ). The most 
peripheral part of each lobule consists of a thin subcapsular zone that appears to 
contain the most recent thymic immigrants and that may represent the site of activation 
of the T-cell differentiation pathway ( 69 ). 

 
FIG. 2. Organization of thymic microarchitecture. Low-power view of a murine thymic 
lobe, showing the densely packed immature cells in the dark-staining thymic cortex and 
the less-densely cellular, lighter-staining thymic medulla. The most primitive thymocyte 
precursors are thought to lodge in peripheral portions of the thymus, in the subcapsular 
region. As the thymocytes mature, they move toward the center of the thymus, 
interacting with discrete subsets of epithelial cells in the cortex and the medulla. 
Positive selection is initiated near the cortico-medullary junction, and negative selection 
appears to occur predominantly in association with the medullary epithelial cells.

The interlobular septae serve as conduits for blood vessels, nerves, and efferent 
lymphatic vessels, and end near the cortico-medullary junction in an out-pouching that 
forms a compartment designated the perivascular space. This perivascular space 
appears to be a major site of nutrient and waste exchange between the circulation and 
each lobule compartment. Small branching vessels also leave this area to penetrate 
into the cortical and medullary compartments. The lymphatic vessels that arise in this 
area probably serve largely to maintain proper fluid homeostasis in the tissue and to 
remove from the thymus debris created during the negative selection of the developing 
thymocytes. It remains unclear to what extent appropriately selected, mature T cells use 
these lymphatics to leave the thymus and enter the circulation as opposed to entering 
directly via post-capillary venules near the cortico-medullary junction ( 70 , 71 and 72 ). 
Also unknown is the role of the nerves that course through the thymic lobular septae. 
They clearly control vascular tone in the thymus. Some nerves, however, extend into 
the cortex and medulla, terminating on or near epithelial structures in these areas ( 73 ). 
Organ transplantation experiments suggest that innervation may simulate 
lymphopoiesis with the thymus, indicating that the thymus may be a key site of 
regulation of the neuro-immune axis ( 74 ). The perivascular space also serves as a site 



for accumulation of B cells, plasma cells, myeloid cells, eosinophils, and mast cells ( 75 

). These generally are present as apparently unorganized collections of single cells, but 
can organize into follicles, particularly under pathologic conditions ( 76 ). 
Embryologic Development of the Thymus The thymus develops from endodermal 
and ectodermal components of the third pharyngeal pouch and the third branchial cleft, 
respectively ( 77 ). In mice, the thymus anlage is clearly detected by embryonic day 10. 
Studies in chickens, mice, and rats suggest that cells from several different sources 
must interact in a precisely timed sequence for the thymus to develop properly. An 
important early interaction occurs between neural crest immigrants and epithelial cells 
from the pharyngeal pouch to create an environment that will support the growth and 
development of the immature lymphoid cells. Surgical ablation of selected neural crest 
cells prevents normal thymus development ( 78 , 79 ). The developmental defect induced 
by ablation of these neural crest cells is similar to that seen in the human congenital 
immunodeficiency state designated DiGeorge syndrome (see Chapter 48) ( 80 ). 
Additional interactions between the pharyngeal pouch epithelium and ectodermal cells 
from the branchial cleft subsequently permit expansion of the developing thymic 
epithelium ( 81 ). The “nude” mouse demonstrates clearly the requirement for an 
interaction between endodermal and ectodermal elements in order for normal thymus 
development. In this strain, the ectoderm of the third branchial cleft involutes after 
embryonic day 11.5, resulting in arrested development of the endodermal epithelium 
and failure of the tissue to support lymphocyte growth ( 82 , 83 ). In addition to 
interactions between ectoderm, endoderm, and neural crest derivatives, normal thymic 
development requires signals generated by immigrant lymphoid cells. Circulating 
lymphoid cells localize in the thymus primordium between embryonic days 11 and 12. 
Interactions between these lymphoid cells and the developing thymic epithelium result 
in the formation of morphologically distinct cortical and medullary epithelium by 
embryonic day 13 ( 84 ). The ability of these lymphoid cells to signal development of the 
cortical epithelium is dependent on commitment to the T-cell lineage. Mice with a 
mutation that prevents the earliest phases of T-cell lineage commitment show failure of 
development of the thymic cortex ( 85 ). This defect can be corrected by transplantation 
into fetal but not adult mice of hematopoietic stem cells. Thus, developmentally 
restricted interactions between different cell lineages are essential for the development 
of the normal thymic microenvironment. Genes controlling the developmental program 
that leads to formation of the normal thymus are just beginning to be identified. 
Because development of the thymus is dependent on cellular elements that are located 
in the third pharyngeal pouch, the third branchial cleft, and the neural crest, genes that 
are essential for normal development of these structures are expected to be required 
for thymus development as well. For example, normal function of the homeobox gene 
Hox-1.5 is required for development of parts of the hindbrain and spinal cord, including 
the neural crest ( 86 ). Targeted ablation of the Hox-1.5 locus results consequently in 
congenital absence of the thymus ( 87 ). This mutation also causes failure of parathyroid 
gland development, a consequence of the quite broad expression of the hox-1.5 gene 
in tissues giving rise to both of these structures. Compound mutations in both the 
Hoxa1 and Hoxb1 loci, two homeobox genes that are individually expressed in the first 
and second branchial arches in developing mice, also result in congenital athymia ( 88 ). 
Although neither the Hoxa1 nor the Hoxb1 gene is expressed in the critical third 
pharyngeal pouch or third branchial cleft, mutation of both loci induces sufficient 



distortion of structures adjacent to the second branchial arch that their ability to 
participate in normal developmental processes is impaired. Recently, a set of four 
mammalian genes homologous to the Drosophila eyes absent (eya) gene have been 
isolated ( 89 , 90 , 91 , 92 and 93 ). These genes encode proteins with N-terminal 
transactivation domains and C-terminal domains that mediate protein–protein 
interaction. In mice, the eya1 gene product is widely expressed in sites of inductive 
tissue interaction during embryonic organogenesis. This gene is expressed at 
particularly high levels in the pharyngeal region around days 9 to 10 of mouse 
development ( 89 ). The eya1 gene is expressed in neural crest–derived pharyngeal arch 
mesenchyme, pharyngeal pouch endoderm, and branchial cleft ectoderm during the 
critical time that these three cell types interact during normal thymus development. Null 
mutation of eya1 results in congenital total absence of the thymus ( 94 ), underscoring 
the importance of these cellular interactions in thymus development. The classical 
mutation affecting the development of the thymus was defined by the nude mouse. This 
spontaneous mutation affected both the formation of the thymus gland and the 
formation of normal hair follicles. Both of these tissues contain major ectodermal 
components. In the developing thymus, by embryonic day 12, ectoderm has extended 
over most of the endodermal portion. In nude mice, the proliferation of the ectoderm 
fails, leaving a cystic thymic rudiment that is unable to attract and support lymphocytes ( 
83 ). The nude gene, initially localized to an approximately 1-megabase region of 
chromosome 11, was isolated using positional cloning and found to be a member of the 
winged-helix family of transcription factors. The isolated gene was named Whn 
(winged-helix nude, also designated FoxN1) and shown to be disrupted in both the 
mouse nude mutation and the rat rnuN nude mutation ( 95 ). Subsequent targeted 
disruption of the Whn gene recapitulated the phenotype of the nude mouse and proved 
definitively that the Whn gene determined the nude mutation ( 96 ). Recent studies have 
confirmed that the Whn gene encodes a sequence-specific DNA binding protein with 
characteristics of a regulatory transcription factor ( 97 ) and have identified the PD-L1 
protein (programmed death ligand-1, also designated B7-H1) as a target of the Whn 
gene product ( 98 ). Whether PD-L1 is an essential mediator of the actions of Whn in 
development of normal thymic ectoderm, or whether its induction is an epiphenomenon 
of Whn activation, requires experimental examination. Interestingly, expression of Whn 
is regulated by Wnt glycoproteins that are themselves expressed by thymic epithelial 
cells and thymocytes ( 99 ). This, therefore, provides a mechanism for autocrine and 
paracrine regulation of Whn expression, underscoring the importance of 
lymphoid-cell/epithelial-cell interaction in the development of this tissue. In addition to 
genes that have broad effects on lineages involved in thymus development, current 
studies are identifying genes that contribute to thymic development in a more 
thymus-specific fashion. For example, the RelB gene is required for the proper 
formation of medullary epithelial cells (distinguished by the expression of the UEA-1 
surface marker) and of bone marrow–derived dendritic cells (distinguished by the 
expression of MIDC-8) ( 100 , 101 and 102 ). Targeted disruption of RelB results in nearly 
complete absence of medullary epithelial cells and interdigitating dendritic cells. Mice 
carrying this defect have peripheral T cells, indicating that some aspects of T-cell 
selection can occur without these thymic constituents, but manifest a severe 
inflammatory syndrome, suggesting that some aspect of proper regulation of T-cell 
function is imprinted in the thymic medulla ( 100 , 101 ). A spontaneously arising mutation 
designated “alymphoplasia” (aly) also affects normal thymic development and function. 



This mutation causes a severe immunodeficiency expressed phenotypically as 
congenital absence of lymph nodes and Peyer’s patches, disturbed structure of the 
spleen, and loss of a distinct cortical–medullary junction in the thymus ( 103 ). 
Alymphoplasia in mice is caused by a point mutation in the gene encoding the 
NF?B-inducing kinase (NIK) ( 104 , 105 ). Adoptive transfer studies attribute at least part of 
the abnormal thymus phenotype in aly mice to abnormal medullary epithelial cells in this 
strain ( 106 ) and suggest that NIK provides essential signals for the normal development 
of this cell lineage. A final spontaneous mutation affecting thymic epithelial cell function 
is seen in “undulated” mice. These mice, which were identified because of 
abnormalities in their vertebral skeleton, have a mutation in the Pax1 gene, a gene 
homologous to the Drosophila “paired box” family of transcriptional regulatory genes 
that control embryo segmentation ( 107 ). Pax1 is expressed by endodermal precursor 
cells of the thymus epithelium in the pharyngeal pouches, and remains expressed in 
thymic epithelial cells throughout ontogeny. In adult life, Pax1 is expressed by a small 
subset of cortical epithelial cells ( 108 ). Analysis of various alleles of the undulated 
mutant mice demonstrate that defective expression of Pax1 is associated with the 
formation of a small thymus and dramatically reduced numbers of thymic and peripheral 
T cells. Thus, this mutation expressed primarily in the thymic epithelial compartment 
results in dramatically impaired T-cell development. Together, studies of mice mutant in 
either the organogenesis of the thymus or in the development of a normal thymic 
epithelium underscore the importance of cellular interactions in the formation of this 
complex organ. Any process that interrupts the temporally and spatially regulated 
program of these cellular interactions is likely to result in either total or partial failure of 
development of the organ. 
Mature Architecture of the Thymus Implicit in the above discussion of embryologic 
development of the thymus is the assertion that epithelial elements of the thymus are 
critical to its function. Although the cortical and medullary compartments of each thymic 
lobule differ in several of their constituent cellular elements, the epithelial component of 
each compartment is central to its biological function ( 109 , 110 ). Although the structure 
of the thymus changes steadily throughout the life of the organism, from its “mature” 
structure in the immediate postnatal period, through its initial period of growth peaking 
near puberty, to its gradual involution as the organism ages, the thymus contains 
several discrete epithelial compartments. These discrete thymic epithelial 
compartments are defined both morphologically and functionally, and generally are 
positionally restricted ( Fig. 3) ( 111 ). Beginning from the capsule and moving toward the 
center of the organ, at least three types of epithelial cells are encountered. First is the 
subcapsular–perivascular epithelium that lines the internal surface of the capsule and 
extends along the interlobular septae. This epithelial cell layer contributes to the 
structural integrity of the thymus, but unlike the cortical and medullary epithelium has no 
known functional interaction with the developing lymphoid cells. Because of its strategic 
location and its apparently complete envelopment of all the subcapsular vascular 
structures, this epithelial layer has been thought to contribute importantly to the 
blood–thymus barrier. The possible existence of such a barrier was suggested by early 
studies showing exclusion of macromolecules from the thymic lymphoid compartment ( 
75 , 112 , 113 ). A barrier layer was consistent with models in which T-cell development in 
the thymus was thought to occur in the absence of systemic antigens. While it remains 
likely that the thymic cortex is relatively protected from major fluctuations in circulating 
antigens, it is now clear that circulating macromolecules do cross from the thymic 



vasculature into the cortical and medullary lymphoid spaces ( 114 , 115 , 116 , 117 and 118 ). It 
remains possible that, although the subcapsular–perivascular epithelium may not 
represent an absolute barrier restricting access of circulating macromolecules, this 
epithelial layer modulates entry of systemic antigens in a way that is important for 
normal thymocyte development. Such transepithelial traffic of antigen is almost certainly 
supplemented by antigen-transport mechanisms in which phagocytic or dendritic cells 
may carry molecules from peripheral sites into the thymic cortex ( 119 ). Lastly, 
developing thymic lymphoid cells also appear to encounter “tissue-specific” 
self-antigens that are produced at low levels by cells located within the thymus ( 120 , 121 

and 122 ). 

 
FIG. 3. Compartmentalization of T-cell development in the thymus. Discrete populations 
of epithelial cells are present in the thymic subcapsular zone, cortex, and medulla, with 
each epithelial population supporting the stages of thymic development that occur in 
each compartment. The subcapsular epithelial cells support the expansion of the 
thymocyte pool from a committed T-cell precursor population. T-cell receptor gene 
rearrangement is induced during the movement of cells from the subcapsular region to 
the cortex where double-positive cells are subjected to positive selection. Cells that fail 
positive selection are removed by apoptosis. Following positive selection, the 
developing thymocytes undergo negative selection on medullary epithelial cells that 
present a huge array of self-peptides. This is accompanied by transition to CD4 + or 
CD8 + single-positive cells. Again, failure of selection leads to death of the developing 
thymocyte by an apoptotic mechanism. A fraction of ?/d T cells develop in the thymus, 
but the role of the defined thymic epithelial cell populations in differentiation of this 
lineage is not defined. Adapted from Chaplin ( 111 ), with permission.

Epithelial cells in the cortex manifest a dramatically different morphology compared to 
the subcapsular epithelial cells. The cortical epithelial cells have a more dendritic 
morphology, with their cellular processes in close contact with the developing cortical 
lymphoid cells ( 110 , 123 ). Immature thymocytes bind with substantial affinity to cortical 
epithelial cells in vitro ( 124 ). This together with the observation that thymic LFA-1 and 
epithelial ICAM-1 are major contributors to this interaction ( 125 ) suggests that direct 
contact between these two cell types is a necessary part of the cortical T-cell maturation 
process. Many studies have suggested that the existence of an additional epithelial cell 
type in the thymic cortex designated the thymic nurse cell because of its presumed role 
in fostering the maturation of developing thymocytes ( 126 ). These cells are defined by 
their association with large numbers of thymocytes (up to 200 lymphoid cells/epithelial 



cell). Nurse cells are thought to completely engulf the developing thymocytes into their 
cytoplasm, thus providing the immature lymphocytes with a protected environment in 
which to complete their initial differentiation program. It remains, however, controversial 
whether a lineage of nurse cells exists that is distinct from the well-characterized thymic 
cortical epithelium ( 127 ), and whether thymocytes truly reside in the cytoplasm of these 
cells. Considerable data exist to suggest that the apparent complete envelopment of 
thymocytes by the epithelial nurse cell is an artifact of the methods used for isolation of 
these large cell aggregates ( 123 , 128 ). Epithelial cells in the thymic medulla appear 
morphologically distinct from the cortical epithelial cells ( 129 ). The density of lymphoid 
and epithelial cells in the medulla is reduced compared to the cortex. Although both 
cortical and medullary epithelial cells express high levels of class II MHC molecules, 
medullary epithelial cells show higher levels of class I molecules ( 130 ). Medullary 
epithelial cells also show high levels of HLA-DM ( 68 ), which suggests that these cells 
are particularly active in the loading of peptide antigens into class II molecules ( 
Chapter 19 and Chapter 20). This may be consistent with the medulla as a site of 
negative selection of the developing thymocytes. The thymic medullary epithelium can 
be subdivided into two types based on surface expression of MHC molecules ( 131 ) and 
other cell-surface molecules including discrete forms of keratin ( 132 ). The functional 
significance of keratin expression in either cortical or thymic epithelial cells remains 
unknown. The medullary epithelial cells also can be separated into two subsets based 
on their expression of ligands for the Ulex europeus agglutinin (UEA-1). This lectin has 
specificity for a subset of fucosylated glycoproteins and identifies medullary epithelial 
cells with a dendritic morphology that form a reticular network throughout the medulla ( 
133 ). The numbers of UEA-1 + cells gradually decrease as the animal ages, apparently 
paralleling the overall involution of the thymus with age. UEA-1 - epithelial cells have a 
less dendritic morphology and show fewer associations with the developing lymphoid 
cells. Some hypothesize that these represent spent epithelial cells that are in the initial 
phases of involution prior to apoptosis. Finally, a third species of epithelial cells is 
identified in the medulla constituting the Hassall’s corpuscles. These appear late in the 
first trimester of human fetal life as duct-like structures ( 134 ). By the time of birth, they 
have assumed their mature structure with concentrically organized, highly keratinized 
epithelial cells arranged in an onion-like fashion. They also express fucose-containing 
glycoproteins on their cell surfaces, but these show low reactivity with UEA-1 and high 
reactivity with the Tetragonolobus purpureas agglutinin (TPA). TPA + cells remain 
prominent throughout life, apparently resistant to the involution of the thymus that 
occurs with aging. Although the functions of Hassall’s corpuscles remain incompletely 
defined, they associate with fragments of dead cells. Thus, they are assumed to 
participate in the catabolism of either lymphoid or nonlymphoid cells that are removed 
during the process of negative selection. Attempts to define the mechanisms by which 
thymic epithelial cells support the differentiation and maturation of T-lymphocytes have 
included studies of the secreted mediators they produce. These include cytokines such 
as IL-1 ( 135 ), IL-3 ( 136 ), IL-6 ( 137 , 138 and 139 ), and IL-7 ( 140 , 141 , 142 and 143 ), and 
chemokines such as interferon-inducible protein 10 (IP-10) ( 144 ), macrophage-derived 
chemokine (MDC) ( 145 ), monokine induced by interferon gamma (Mig) ( 144 ), 
EBI1-ligand chemokine (ELC) ( 145 ), secondary lymphoid tissue chemokine (SLC) ( 145 ), 
interferon-inducible T-cell alpha chemoattractant (I-TAC) ( 144 ), stromal-derived factor-1 



(SDF-1) ( 146 ), and thymus-expressed chemokine (TECK) ( 147 ). Thymic epithelial cells 
also produce the peptide mediators leukemia inhibitory factor (LIF) ( 148 ), oncostatin M ( 
148 ), M-CSF ( 148 ), stem cell factor ( 148 ), insulin-like growth factor 1 ( 149 ), thymosin-a1 ( 
143 ), and thymic stromal lymphopoietin (TSLP) ( 150 , 151 ). Careful localization of the sites 
of production of these mediators has indicated different patterns of production by 
different subtypes of epithelial cells. For example, ELC, IP-10, Mig, and I-TAC are found 
selectively in medullary epithelial cells ( 144 , 145 ), whereas cells forming the Hassall’s 
corpuscles are the producers of SDF-1 and MDC ( 145 , 152 ). It is likely that 
understanding the nature of the cells recruited by each of these chemokines to the 
central medullary zone and to the Hassall’s corpuscles will provide clues to the 
biological roles of each of the compartments. 
Nonlymphoid Bone Marrow–Derived Cells In addition to its important vascular, 
nervous, epithelial, and lymphoid cell components, the thymus contains prominent 
populations of macrophages and dendritic cells. It is not known if these cells develop in 
situ in the thymus from partially differentiated precursors, or if they mature elsewhere 
and enter the thymus via the vascular channels that also supply the T-cell precursors. 
As has been discussed in Chapter 8 and Chapter 9, the large population of a/ß T cells 
acquire their antigen specificity and mature phenotype by processes involving assembly 
of functional T-cell receptor a- and ß-chain genes, followed by selection of those cells 
whose receptors are competent to recognize antigen when presented bound to a class I 
or class II MHC molecule (positive selection) without reacting against self-antigens 
(negative selection) ( Fig. 3). Because the assembly of individual V-, D-, and J-elements 
often results in T-cell receptor genes that are either unable to encode functional a or ß 
chains, that have insufficient affinity for self-MHC molecules, or that have excessive 
self-reactivity, the vast majority of developing T cells are destroyed within the thymus. 
This removal of unwanted cells is accomplished primarily by induction of apoptosis of 
the lymphoid cell ( 153 ). It is not, therefore, surprising to find large numbers of 
macrophages in the thymic cortex and medulla. The cortical macrophages associate 
closely with developing lymphoid cells, with up to 80% of thymic macrophages forming 
rosettes with lymphoid cells ( 154 ). Up to 10% of these rosetted macrophages manifest 
internalized lymphoid cells that have been taken up because they have entered the 
apoptotic pathway. Macrophages are present also in the thymic medulla, although in 
smaller numbers, and less frequently containing detectable apoptotic bodies. This may 
simply reflect the smaller number of lymphoid cells in this compartment, rather than a 
fundamentally different biological function of macrophages in the medulla. In addition to 
their role in apoptosis of unwanted lymphoid cells, cortical and medullary macrophages 
are known to express on their surfaces class II MHC molecules ( 154 ). They also 
express a spectrum of cytokines and growth factors ( 155 ). Consequently, although their 
direct participation in activation of thymocyte differentiation and maturation has not 
been proved, they have the potential to contribute both to activation of lymphoid cell 
development and to shaping the antigen specificity of the T-cell repertoire. Thymic 
dendritic cells predominate in the medulla ( 156 ), where they contact both lymphoid and 
epithelial cells. These interdigitating dendritic cells bear high levels of class II MHC on 
their surfaces, express co-stimulatory molecules, and have potent ability to present 
antigen to mature T cells in vitro. It is likely, therefore, that they participate actively in the 
selection of the mature T-cell repertoire; however, the relative roles of these dendritic 
cells and of the medullary epithelial cells (also class II MHC +) in this process have not 



been defined. 
Relationship of Thymic Compartments to T-Lymphopoiesis The preceding 
discussion has defined three physical compartments in each thymic lobule, beginning 
with the peripheral subcapsular zone, to the densely cellular cortex, and then the less 
dense medulla. Minimally differentiated T-cell precursors enter the mouse thymus at the 
cortico-medullary junction, probably from vessels branching at the termini of the 
interlobular septae ( Fig. 3) ( 157 ). Because they are present in quite small numbers, it 
has been difficult to definitively characterize the phenotype of these earliest bone 
marrow–derived T-cell precursors, but it appears that they have committed to the 
T-lineage ( 158 , 159 ), having acquired expression of Thy-1 and low levels of CD4, 
although they retain all their T-cell receptor gene loci in the germline configuration ( 160 , 
161 ). Once these cells enter from the circulation into the thymus near the 
cortico-medullary junction, they move to the subcapsular zone ( 162 ) where they appear 
to encounter stromal cells that propel them down the T-cell developmental pathway. In 
the subcapsular zone, the developing cells complete their commitment to the T lineage, 
and begin the differentiative events that lead either to the a/ß T-cell lineage or to the 
thymic ?/d T-cell lineage. Because they show no expression of CD3, CD4, or CD8, 
these cells are referred to as triple negative (TN). The most immature TN cells are 
CD44 hiCD25 - and can after adoptive transfer to irradiated recipients give rise to B 
cells, NK cells and dendritic cells in addition to cells of the T-cell lineage. They are not, 
therefore, irrevocably committed to the T-cell developmental pathway. Soon, however, 
they up-regulate CD25, proliferate rapidly, and then down-modulate CD44 expression to 
become CD44 loCD25 +. It is in this compartment that the T-cell receptor ß-chain gene 
begins to rearrange and a subset of cells commits to rearrangement of their ?-chain and 
d-chain genes ( 163 ). A second population of ?/d T cells develops outside the thymus. 
After successful ß-chain gene rearrangement, the pre–TCR-a gene is expressed. The 
pre–TCRa-chain pairs with the rearranged ß chain gene and the developing T cells 
again enter a rapidly proliferating phase. Pre-TCR + cells then move into the thymic 
cortex where expression of both CD4 and CD8 is induced (DP) and a-chain 
rearrangement is activated. Once the TCR a- and ß-chains pair, the immature T cells 
can begin to undergo selection. In the cortex, cortical epithelial cells and cortical 
macrophages appear to mediate the process of positive selection, whereby cells that 
show insufficient affinity for self-MHC molecules are eliminated ( 164 ). In the course of 
this process, cells become either CD4 or CD8 single positive (SP) and move to the 
medulla where they are tested for excessive self-reactivity. This process appears to 
occur on medullary epithelial cells or the medullary interdigitating dendritic cells, and 
probably depends on the expression at low levels in this area of the vast majority of 
self-proteins ( 121 , 165 ). Intriguing studies have indicated that medullary epithelial cells 
(and to a lesser extent subcapsular epithelial cells) express, in addition to classical 
MHC class I molecules, the class Ib molecule HLA-G ( 166 ). This molecule is of low 
polymorphism and prior to these studies had only been detected in the trophoblast cells 
of the placenta where it had been thought to contribute to maternal tolerance of the fetal 
allograft (see Chapter 19 and Chapter 28). In the thymus, HLA-G appears to be 
expressed both as a membrane protein in medullary epithelial cells and as a secreted 
product ( 167 , 168 ). It is likely that expression of HLA-G in this compartment provides the 
mechanisms for maternal lymphoid cells to acquire tolerance to this protein, thus 
permitting retention of the fetal allograft. Thus, selection in the thymus is not limited to 



cells encountering pathogen-based antigens, but includes preparation for the unique 
encounter with alloantigens that characterizes normal mammalian reproduction. The 
entire process of maturation and selection in the thymus appears to require 
approximately 3 weeks, with fewer than 5% of the cells generated ultimately surviving 
the dual gauntlets of positive and negative selection. The final signals marking a 
lymphocyte as ready for export to the periphery have not yet been defined ( 169 , 170 ), 
nor has the exact location of cell exit from the thymus been identified ( 71 , 110 ). Most 
likely, emigrating cells leave from the cortico-medullary junction via postcapillary 
venules or by entry into efferent lymphatic vessels. 

SECONDARY LYMPHOID TISSUES

Overview of Secondary Lymphoid Organs

Once mature B- and T-lymphocytes are released from the bone marrow and thymus, 
they circulate in a resting state until they encounter the antigen that is specified by their 
antigen receptor. For B cells, this antigen is a conformational epitope generally 
displayed on the surface of a macromolecular antigen. For a/ß T cells, the antigen is 
generally a linear peptide epitope that is displayed in association with a class I or class 
II MHC protein. While antigenic targets of B and T cells may include normal and 
abnormal self-molecules, it is generally thought that the primary targets of the adaptive 
immune system are pathogenic microbes. Most microbial pathogens enter the host at 
epithelial barriers including the skin and mucous membranes. These microbes begin to 
replicate rapidly after entering the rich culture medium of the mammalian host. This 
initiates a race between the microbe and the host, with the microbe trying to expand 
sufficiently to permit it to survive in spite of the host’s immune response, and the host 
trying to activate its innate immune responses and to expand its repertoire of 
antigen-specific immune cells sufficiently to control the microbe. For some microbes, 
the innate response is largely able to contain the microbe, but for the majority of 
microbial challenges, a combination of innate responses and adaptive responses is 
required. In a naïve host, the total B-cell and T-cell repertoires each exceed 10 8 
specificities ( 171 , 172 and 173 ). Thus, fewer than 1 in 10 8 B cells or T cells will carry a 
receptor specific for a given antigenic epitope on a pathogen. Consequently, a major 
challenge for the immune response is to facilitate the encounter of antigens from 
microbial pathogens with the rare, naïve pathogen-specific B and T cells soon after the 
pathogen has breached the protective epithelial barrier. The lymphoid vascular 
circulation and the secondary lymphoid tissues appear to have evolved to meet this 
challenge.

The secondary lymphoid tissues are the spleen, lymph nodes (LN), and organized 
lymphoid tissues associated with mucosal surfaces including the Peyer’s patches (PP) ( 
174 , 175 ), tonsils ( 176 ), bronchial-associated lymphoid tissues (BALT) ( 177 , 178 ), 
nasal-associated lymphoid tissues (NALT or adenoids) ( 179 , 180 ), and gut-associated 
lymphoid tissues (GALT) ( 181 , 182 ). Together, the tonsils and NALT constitute 
Waldeyer’s ring ( 183 , 184 ), thought of as the guardian of the oropharynx. In addition to 
these easily identified lymphoid structures, there are other less well-defined clusters of 
lymphoid and other hematopoietic cells associated with the genitourinary ( 185 , 186 and 



187 ), gastrointestinal ( 188 , 189 ), and respiratory tracts that contribute to host defense but 
whose formation and function may be governed by different rules than those 
determining the classical secondary lymphoid organs.

The secondary lymphoid tissues are situated at strategic sites where foreign antigens 
and pathogenic microbes may enter the body, either by penetrating the skin, by 
crossing a mucosal barrier, or by injection into the blood circulation by an arthropod 
vector. Although the individual types of secondary lymphoid tissues differ in their 
detailed structures, they each consist of a supporting stromal matrix that provides an 
organizing framework for T- and B-lymphocytes, antigen-transporting and 
antigen-presenting cells, and other regulatory cells ( 190 , 191 ). Each secondary lymphoid 
tissue also possesses a vascular supply that permits the delivery of both nutrients and 
naïve cells to the tissue, and removal of metabolic wastes and in some cases export of 
selected populations of cells.

Organizing lymphocytes and other cells of the immune system into the various lymphoid 
organs is thought to enhance the efficiency of the immune response by providing sites 
where antigens delivered from peripheral tissues either in soluble form or in association 
with MHC-bearing antigen-transporting and antigen-presenting cells can be 
concentrated, where rapidly circulating naïve and memory lymphocytes can interact with 
these antigen-loaded cells, and where activated cells can be either expanded or 
destroyed depending on the needs of the immune response. The enhanced efficiency 
that comes from gathering lymphoid and other immune cells into a specialized 
microenvironment can be appreciated by studies such as those of Kundig et al. ( 192 ) 
who showed that efficient T-cell sensitization to a fibrosarcoma cell line required 
immunization with 10 6 cells when the tumor cells were injected subcutaneously. In 
contrast, injection of as few as 500 cells directly into the spleen resulted in enduring 
T-cell sensitization. This type of experiment has suggested that both geographic 
localization of antigens to secondary lymphoid tissues and the maintenance of an 
appropriate quantity of antigen for an appropriate period of time are key variables that 
determine whether a properly regulated protective immune response occurs ( 193 ). 
Thus, the mechanisms by which secondary lymphoid organs concentrate antigens and 
retain them in association with the responding lymphoid cells are critical for immune 
homeostasis.

The signals that specify where and when secondary lymphoid tissues form are only 
beginning to be understood. It is likely that organized lymphoid tissues form near 
essentially any site where disruptive antigens can enter the organism. For example, 
organized lymphoid structures have even been found associated with salivary glands ( 
194 , 195 ). Some of these tissues are present throughout the life of the organism, but 
some become visible only at selected times. In humans, the bronchial-associated 
lymphoid tissue (BALT), for example, is well developed and easily visible in childhood 
and adolescence, but involutes in early adult life becoming undetectable at a gross level 
( 196 ). In adults, BALT is only observed in acute and chronic inflammatory states of the 
lung. Although it has not been tested directly, it is thought that the BALT seen in 
inflamed adult lungs is located at sites that constituted BALT in childhood, with the adult 
BALT representing re-population of a persistent childhood BALT remnant. Similarly, 



when normally nonpalpable lymph nodes become enlarged following their stimulation by 
a local infectious process or by infiltration with metastatic tumor cells, these nodes are 
thought to result from the influx of cells into structures that have been present 
continuously since infancy, rather than de novo formation of newly organized lymph 
node structures. In contrast, it is clear that new organized solitary lymphoid follicles can 
form in a variety of tissues under the influence of local inflammatory signals ( 197 , 198 ). 
Such ectopic lymphoid follicles have been seen in the inflamed, hyperplastic synovium 
of rheumatoid arthritis ( 199 ), in the parenchyma of the liver during chronic viral hepatitis 
( 200 ), and in inflamed thymus of subjects with myasthenia gravis ( 201 ). These ectopic 
structures appear to develop in response to chronic expression of certain lymphoid 
structure-inducing cytokines and chemokines, and are not associated with specialized 
stromal structures such as afferent and efferent lymphatics or an organ capsule. 
Additionally, they are characterized by organization as single lymphoid follicles (see 
below). The secondary lymphoid organs, in contrast, contain many follicles organized 
into a single structure. The induction of the inflammatory follicles can be modeled 
experimentally by ectopic transgenic expression of the cytokine lymphotoxin ( 198 ) or the 
chemokine CXCL13 ( 202 ). While these inflammatory signal–induced lymphoid 
structures can include many of the cellular constituents of lymph nodes, spleen, and 
other secondary lymphoid organs, it is assumed that if the inflammatory signal is 
extinguished, these ectopic organs will disappear without a trace. If a new inflammatory 
reaction were to arise, the location of any newly arising lymphoid follicles would be 
determined randomly, and not be influenced by the site of previous ectopic follicle 
formation.

While all secondary lymphoid tissues share some common features, the mechanisms 
that support recruitment of each of the key immune cell types to the tissue and that 
provide efficient delivery of antigens from the epithelial barrier are adapted to the 
particular epithelial surface that each tissue serves. I next describe the key anatomic 
features of each of the major secondary lymphoid tissues that render them well suited 
to facilitating immune responses against locally invading microbial antigens.

Lymph Nodes

Structure and Organization of Lymphatic Vessels and Lymph Nodes The lymphatic 
system consists of the lymphatic vessels and lymph nodes. The lymphatic vessels 
serve at least three critical functions: (a) to return back into the circulation extracellular 
fluid that has leaked from the blood vasculature as a consequence of Starling forces ( 
203 ); (b) to deliver both soluble antigens and antigen-transporting/antigen-presenting 
cells from the peripheral tissues to the lymph nodes ( 204 , 205 and 206 ); and (c) to carry 
water-insoluble nutrients from the gastrointestinal tract eventually into the circulation ( 
207 ). The most peripheral lymphatic vessels arise in the connective tissue of skin and 
mucosal tissues below the basement membrane that supports the epithelial layer. Their 
site of origin in solid organs has not been defined. The first ultrastructurally recognized 
lymphatic structures in the dermis and mucosal tissues are arranged in a capillary-like 
fashion thought to arise blindly in the interstitial spaces ( 208 ). These lymphatic 
capillaries are thought to be freely permeable to both interstitial fluid and particulate 
matter, including cells the size of lymphocytes and antigen-transporting cells. For 



example, radio-opaque dyes and India ink particles injected subcutaneously rapidly 
enter the lymphatic vessels and are transported to the draining lymph nodes within a 
period from minutes to a few hours after their initial entry ( 209 , 210 ). Ultrastructural 
evaluation of the terminal lymphatic capillaries suggests that they are supported and 
held in place by reticular anchoring filaments ( 211 , 212 ). These filaments keep the 
lymphatic channels open when extracellular fluid pressure increases, permitting bulk 
flow of fluid, particles, and cells into the vessels. Increases in extracellular fluid pressure 
are prominent at sites of tissue injury and inflammation, where they can result in an 
increased rate of delivery of subcutaneous antigen to the lymphoid tissue compartment. 
The lymphatic capillaries are distributed widely, with the exception of the central 
nervous system (where the spinal fluid circulation appears to serve a similar function); 
the globe of the eye (where circulation of the aqueous humor supports a similar 
function); and the bone marrow (where venous sinusoids probably serve a similar 
function). The density of lymphatic capillaries is highest in the connective tissue of the 
dermis, and in the submucosa of the gastrointestinal, genitourinary, and respiratory 
tracts. These are sites where the largest quantities of antigens enter the body, and 
where substantial amounts of lymphatic fluid are generated. As the vessels move 
centrally from these peripheral tissues, the capillaries coalesce into larger afferent 
vessels that ultimately empty into a regional lymph node. Formation of lymphatic 
vessels during embryonic development requires as an early signal expression of the 
homeobox gene Prox-1 ( 213 ). Prox-1 expression is observed at the site of formation of 
the earliest observed lymphatic sacs as buds off of developing venous structures, in 
mice at embryonic day 10.5 (E10.5). Over the next 5 days, the lymphatic sac 
endothelial cells acquire a distinctive endothelial phenotype, expressing VEGFR-3, 
CCL21 (secondary lymphoid tissue chemokine, SLC), and the CD44 homologue 
LYVE-1 ( 214 , 215 ), and by E15.5, the formation of the lymphatic vascular network 
appears complete. The lymph nodes are small bean-shaped structures that are 
localized in clusters usually at sites of vascular junctions such as the popliteal, inguinal, 
and axillary regions, and near branches of the mesenteric artery and aorta. As will be 
described below, the lymph nodes arise as outpouchings of lymphatic vessels. Although 
there has been considerable progress in defining the molecular events that underlie the 
development of a normal lymph node, the nature of the signals that lead to the 
formation of lymph nodes at their characteristic locations remains to be defined. The 
afferent lymphatic vessels enter the lymph node on its convex surface, penetrate the 
lymph node capsule, and empty into the subcapsular sinus ( Fig. 4). It is typical for 
several afferent lymphatic vessels to enter a single lymph node. On the opposite side of 
the node, a nodal artery brings nutrients and naïve lymphoid cells into the tissue and a 
nodal vein returns blood and waste to the circulation. The insertion of these vessels into 
the node defines the lymph node hilum. The hilum also contains an efferent lymphatic 
vessel. This efferent lymphatic serves as a conduit for lymphatic fluid and lymphoid 
cells that are also returning to the circulation. The lymphatic vessels from different 
nodes join as they progress centrally, passing through additional more central lymph 
nodes and ultimately forming the large thoracic duct. The thoracic duct then empties 
into the superior vena cava, permitting the filtered lymph and recirculating lymphocytes 
to be diluted into the venous blood immediately before the blood enters the heart. 



 
FIG. 4. The organization of peripheral lymph nodes. Top panel: Diagram of a 
peripheral lymph node highlighting the placement of afferent lymphatics on the convex 
surface of the node opposite the hilum. The efferent lymphatic vessel emerges from the 
hilum in close proximity to the lymphatic artery and vein (not shown). Primary and 
secondary follicles are located around the periphery of the node just below the 
subcapsular sinus. Secondary follicles are marked by the presence of germinal centers 
(GC) induced after activation of B cells with T-cell–dependent antigens. Surrounding the 
germinal center cells is a band of unactivated B cells designated the mantle zone (MZ). 
Between follicles is the paracortex (PC) consisting of T cells and MHC class II + 
dendritic cells. Within the paracortex are the HEV where naïve cells are extracted from 
the circulation and recruited into the T-cell and B-cell compartments. Cells ready for 
return to the circulation move to the medullary cords (MC) and into the medullary sinus 
(MS) for delivery into the efferent lymphatic vessel. From Picker and Siegelman ( 17 ) 
with permission. Middle panel: Low-power view of the lymph node showing the densely 
staining primary follicles in the subcapsular region. Lower panel: Higher-power view 
highlighting the HEV, showing circulating leukocytes adhering to the HEV luminal 
surface and transmigrating leukocytes in the HEV endothelial layer.

The lymph node itself is a complex structure with several distinct compartments. After 
the afferent lymphatic vessels penetrate the lymph node capsule, they empty into the 
subcapsular sinus. Immediately internal to this sinus is the lymph node cortex, 
consisting of the B-cell–enriched follicles and the intervening T-cell–enriched 
paracortex. The cortex overlies the lymph node medulla, which consists of alternating 
medullary sinuses and medullary cords. The medullary cords contain cells thought to be 
in transit out of the lymph node, including activated T and B cells and plasma cells that 
arise in the course of an ongoing immune response ( 216 ). The medullary sinuses 
coalesce as they approach the lymph node hilum and ultimately resolve to a single 
channel that becomes the efferent lymphatic vessel. The paracortex contains a 
specialized vascular structure that mediates trafficking of naïve lymphocytes from the 
circulation into the lymph node. These vessels are postcapillary venules that stand out 
in this part of the node because they have a plump, cuboidal morphology. They bear 
important adhesion molecules on their luminal surface. The cuboidal morphology gives 
these vessels their designation as high endothelial venules (HEV). Circulating naïve 



lymphocytes interact with these HEV and transmigrate across the endothelial layer to 
enter the paracortex ( Fig. 4). This is a highly efficient process with well over 50% of the 
naïve lymphocytes that enter the lymph node by its nodal artery leaving the circulation 
and entering the paracortical space. Interestingly, the normal structure of the HEV is 
dependent on ongoing delivery of antigens and perhaps other factors from the 
peripheral tissues. In germ-free mice, the HEV show a flattened endothelium with little 
evidence of ongoing lymphoid cell transmigration ( 217 ). When the microflora of 
germ-free mice is conventionalized (restored to normal microbial flora), the endothelial 
cells of the HEV rapidly acquire a cuboidal morphology, and large numbers of 
intramural lymphocytes are observed, indicating that cellular transmigration has been 
restored. Additionally, expression of adhesion molecules on the luminal surface of the 
HEV is induced following restoration of normal flora. Flattening of the HEV endothelium 
and loss of surface adhesion similar to that seen in germ-free mice has been observed 
following ligation of the afferent lymphatic vessels in several experimental animals, 
suggesting that ongoing delivery of factors from the peripheral tissue is critical for both 
the development and the maintenance of the HEV structure. The selections of adhesion 
molecules that are expressed on the luminal surface of HEV vary in different lymphoid 
tissues. These molecules interact with ligands on circulating lymphocytes and mediate 
their specific extraction from the blood, so that selected subsets of lymphoid cells are 
recruited from the circulation in different lymphoid organs. In the peripheral lymph 
nodes, L-selectin (originally designated Mel-14) interacts with the sialylated 
oligosaccharides displayed on the peripheral node addressin (PNAd) molecules on the 
luminal surface of the HEV endothelial cells ( 218 ). In the mesenteric lymph node and 
other gut-associated lymphoid tissues, the integrin a4ß7 on naïve lymphocyte interacts 
with the mucosal addressin cell-adhesion molecule-1 (MAdCAM-1) on the HEV 
endothelial cells in those tissues to mediate emigration of the circulating cells into the 
lymphoid organ parenchyma ( 219 , 220 ). The selective expression of PNAd and 
MAdCAM-1 in the peripheral lymph nodes and gut-associated lymph nodes and 
lymphoid tissues determines distinct recirculation patterns of lymphoid cells particularly 
adapted to these tissue environments. Unlike naïve lymphocytes, antigens from 
peripheral tissues enter the lymph node via the afferent lymphatics. These vessels 
empty into the subcapsular sinus, a narrow space immediately under the lymph node 
capsule. Lymph entering the subcapsular sinus consists of a mixture of extracellular 
fluid and cells that are migrating to the node from peripheral tissues. The cellular 
component consists primarily of antigen-carrying dendritic cells and macrophages, with 
only a few recirculating memory and effector lymphocytes. It is not surprising, therefore, 
that the subcapsular sinus contains few lymphocytes. When visualized using electron 
microscopy, the internal floor of the sinus that separates this compartment from the 
paracortex and follicles has a mosaic-like appearance without clear opening through 
which cells can pass ( 221 ). Until recently, it had been assumed that the mosaic-like floor 
of the subcapsular sinus is characterized by loose intercellular junctions, permitting cells 
and lymphatic fluid to cross into the paracortex and follicles with little impediment. Thus, 
lymph-borne antigens that had been imported from peripheral tissues could simply 
move with bulk fluid flow from the subcapsular sinus through the paracortex and follicles 
into the lymph node medulla. Because of the dense packing of lymphoid and other cells 
in the paracortex and follicles, this model suggested that antigens carried in the lymph 
encountered a large number of lymphocytes as they were filtered by the node. 
Facilitating interactions of the lymph node lymphocytes and the filtered antigens was a 
scaffold designated the reticular network. The reticular network extended throughout 



the T-cell paracortex, and appeared excluded from the B-cell follicular area. 
Interestingly, at least a portion of the reticular network fibers appeared to radiate from 
the HEV to the subcapsular sinus ( 222 ), suggesting that it might represent a conduit 
between these two important structures. By electron microscopy, this network appeared 
to be composed of collagen-like fibers wrapped in fibroblast-like reticular cells ( 223 ). 
Lymphocytes were dispersed along the strands of this reticulum, appearing to use 
these fibers as a track along which to migrate. More detailed characterization of the 
protein composition of the fiber identified collagens I, III, and IV ( 224 ), elastin ( 225 ), 
fibronectin ( 226 ), laminin ( 227 ), tenascin ( 228 ), vitronectin ( 229 ), and heparan sulfate ( 
230 ), suggesting that there were many potential ligands for lymphocyte–reticular fiber 
interaction. The structural features of the reticular network suggested that it was both a 
physical scaffold on which the lymph node was built, and a series of conduits that could 
facilitate the movement of both cells and fluid. A role in transport of cells and fluid was 
supported by direct visualization of rapid movement of tracer molecules along these 
conduits, from the subcapsular sinus to the HEV ( 231 , 232 ). The importance of these 
conduits for the function of lymph nodes is underscored by the observation that 
chemokines injected subcutaneously are rapidly delivered to the luminal surface of the 
HEV where they can have an important influence on the recruitment of circulating 
lymphocytes ( 233 ). Recent studies by Gretz et al. ( 205 , 206 ) have added importantly to 
our understanding of how antigen moves within and through the lymph node. Using a 
variety of soluble, fluorescently tagged macromolecules, ranging in size from 300 to 2 × 
10 6 daltons, they observed that after injection of these molecules subcutaneously in 
mice, all appeared rapidly (on the order of 2 to 10 minutes) in the subcapsular sinus ( 
205 , 206 ). Unexpectedly, most of the molecules were excluded from the T-cell area of the 
cortical tissue. Low-molecular-weight dextrans ranging from 3,000 MW to 40,000 MW 
entered the T-cell zone, but were limited to close association with the reticular network. 
These low-molecular-weight molecules rapidly moved to and into the HEV. In contrast, 
high-MW dextrans (70,000 MW and larger) were excluded from the paracortex and 
largely remained in the subcapsular sinus. Thus, rather than permitting percolation of 
antigens from afferent lymph throughout its cellular compartments, the floor of the 
subcapsular sinus appears to present a barrier that restricts entry of soluble 
macromolecules into the lymphoid cell compartment. This suggests that delivery of 
moderate and large molecular weight antigens into the T-cell areas of the lymph node is 
regulated, with antigen-transporting and antigen-presenting cells playing an obligate 
role in this antigen entry ( 205 ). Requiring that soluble molecules must be taken up by 
antigen-presenting cells before they are transported to the T-cell areas of the lymph 
node offers a mechanism to protect the responding lymphocytes from toxicity or from 
unwanted activation by soluble microbial products. In addition to the reticular network, 
the T-cell–rich paracortex contains substantial numbers of dendritic cells. As described 
in Chapter 15, different classes of dendritic cells predominate in the lymph node 
depending on the immune activation state of the organ. Many of these dendritic cells 
enter the lymph node via the afferent lymphatics after picking up antigens and receiving 
signals to mature in peripheral tissues ( 234 , 235 ). The extent to which dendritic cells can 
also enter the lymph node in an immature form by transmigrating across the HEV has 
not been defined; however, the detection of substantial numbers of immature dendritic 
cells in lymph nodes in the naïve, nonimmunized host suggests that entry of dendritic 
cells into the lymph node parenchyma directly from the blood circulation is an important 
pathway. In addition to stromal cells, T cells, and dendritic cells, the paracortex also 



contains small numbers of B-lymphocytes. Some of these represent naïve B cells that 
are in transit from the HEV to the B-cell follicles. Others are cells that have specifically 
entered the T-cell area in order to receive T-cell help for class switching, or that are on 
their way to the medullary sinusoids for circulation to other lymphoid organs or 
peripheral tissues ( 236 ). 
B-Cell Follicles and Germinal Centers In unimmunized hosts, lymph node B cells are 
organized into primary follicles that support the formation of germinal centers following 
immunization with a T-cell–dependent antigen ( 237 ). Primary follicles appear organized 
around a network of follicular dendritic cells. These cells represent a lineage distinct 
from the dendritic cells in the T-cell–rich paracortex. They are adapted to presentation 
of antigens in a conformation suitable for B-cell recognition, bearing abundant 
complement receptors (both complement receptor 1 and complement receptor 2), and 
immunoglobulin Fc receptors (particularly Fc?RIIb) ( 238 , 239 ), and not expressing MHC 
class II proteins or T-cell co-stimulatory molecules. Follicular dendritic cells use their 
complement and Fc receptors to focus immune complexes of antigen and antibody-plus 
complement within the B-cell follicle in a fashion that supports the effective 
development of high-affinity, isotype-switched, and memory responses ( 238 , 240 , 241 , 242 

and 243 ). Unlike class II MHC–expressing interdigitating dendritic cells, which are 
derived from bone marrow precursors, follicular dendritic cells appear not to be of the 
hematopoietic lineage ( 238 ). Under normal conditions, they cannot be transferred from 
one animal to another by bone marrow transplantation, suggesting that they may be of 
stromal origin ( 244 ). Interestingly, under conditions of transplantation of bone marrow 
cells or fetal liver cells into newborn mice less than 1 day postpartum, there can be 
engraftment with allofollicular dendritic cells ( 241 ). While this finding does not define the 
cell lineage from which follicular dendritic cells derive, it does demonstrate that follicular 
dendritic cells can develop de novo from precursor cells that are present in both bone 
marrow and fetal liver. This provides an assay that should permit better definition of the 
lineage from which these important cells derive and the factors that control 
differentiation of these cells from their precursors. Primary follicles also contain 
macrophages that acquire the tingible body macrophage morphology after 
immunization, consistent with their having a role in the clearance of apoptotic cells as 
the B-cell immune response progresses ( 245 , 246 ). Additionally, B-cell follicles can 
contain a minority population of CD4 + T cells. These T cells appear to be 
antigen-specific cells recruited to contribute to the germinal center reaction in response 
to specific antigen ( 236 , 247 ). Morphologically and functionally, the B-cell zones of lymph 
nodes and other secondary lymphoid tissues can be subdivided into primary and 
secondary follicles. Primary follicles are quiescent, containing small, resting B cells that 
are distributed around a small cluster of loosely packed follicular dendritic cells, with few 
detectable T cells. Secondary follicles arise in response to immunization with a 
T-cell–dependent antigen ( Colorplate 1). The secondary follicle is more intensely 
cellular, with a robust cluster of densely packed follicular dendritic cells, scattered CD4 
+ T cells, activated B cells with enlarged cytoplasm, and tingible body macrophages. 
These reactive cells constitute the germinal center reaction and are usually surrounded 
by a ring of resting B cells similar in morphology to the primary follicle ( 237 ). Germinal 
centers usually appear within 4 to 5 days after immunization and persist for 10 to 20 
days ( 248 , 249 and 250 ). They reappear rapidly after a secondary immunization with the 
same antigen, but interestingly reach a smaller size with each successive antigen 



challenge ( 250 ). This suggests that a counter-regulatory activity may become 
increasingly prominent as the immune response matures. Analysis of the cells that 
comprise the germinal center demonstrates this as a site for clonal expansion of 
antigen-specific B cells ( 251 , 252 and 253 ), somatic mutation of their immunoglobulin 
heavy- and light-chain genes ( 254 ), selection of cells with the highest affinity for antigen 
( 254 , 255 , 256 and 257 ), and initiation of steps that lead B cells to differentiate either into 
plasma cells ( 256 , 257 ) or memory B cells ( 258 , 259 and 260 ). Cells constituting each of 
these germinal center subsets are located in specific compartments giving the germinal 
center its characteristic structural features. Rapidly proliferating B cells enter the 
germinal center from the T-cell zone where they have received T-cell help ( 253 ). Each 
germinal center represents an oligoclonal population, with on average one to three 
B-cell clones populating each center ( 249 , 252 , 261 ). The numbers of these proliferating 
B cells expand rapidly and acquire surface binding molecules for peanut agglutinin and 
the germinal center marker GL-7 ( 262 , 263 and 264 ). These rapidly expanding cells 
compress the surrounding nonreactive, uninvolved B cells into a band designated the 
mantle zone ( 265 ). After a brief period, the developing germinal center polarizes into a 
dark zone, proximal to the T-cell area, and a light zone, distal to the T-cell area. The 
dark zone contains rapidly proliferating, surface-immunoglobulin—negative-B cells de- 
signated centroblasts ( 266 ). Direct interactions between the centroblasts in the dark 
zone and germinal center follicular dendritic cells are limited to contacts with infrequent 
dendritic processes that infiltrate this zone. This may imply that surface immunoglobulin 
is necessary for maturing B cells to maintain substantial interactions with 
antigen-charged follicular dendritic cells. The light zone contains centrocytes, a 
population of nondividing B cells that re-express their surface immunoglobulin. The light 
zone also contains a dense network of follicular dendritic cells. The light zone 
centrocytes express surface immunoglobulin molecules that have undergone somatic 
mutation ( 252 , 267 , 268 ). There is dramatic centrocyte apoptosis within this area, 
consistent with this area serving as the site for clonal selection of the somatically 
mutated cells ( 269 , 270 ). Some studies suggest the interesting likelihood that germinal 
center B cells may cycle from the centrocyte population back to the dark zone in order 
to undergo additional rounds of somatic mutation, then to the light zone again for 
selection ( 271 , 272 ). Such recycling would explain the observation that within a single 
germinal center, clonal lines of B cells exist that appear to have accumulated multiple 
somatic mutations of their immunoglobulin genes, each of which appears to contribute 
independently to the acquisition of higher affinity for the immunizing antigen ( 252 , 253 , 
273 ). The numbers of primary and secondary B-cell follicles in a lymph node are 
dependent on whether the cells in the node have been recently challenged by a 
T-cell–dependent antigen ( 274 ). Lymph nodes from a naïve animal may have only a few 
primary follicles. In contrast, lymph nodes from a recently immunized animal are 
enlarged, with an expanded cortex containing numerous secondary follicles ( 275 ). This 
response is clearly induced by local factors, since lymph nodes that drain tissues distant 
from the site of immunization do not show this hyperplastic response. Interestingly, if 
the lymph node receives its stimulus in the form of a potent T-cell–independent antigen 
such as dextran sulfate, profound disorganization of the follicular structure ensues, 
including elimination of macrophages from the subcapsular sinus and diffuse 
proliferation of B cells throughout the cortex ( 276 ). Thus, the primary follicles that exist 
to facilitate interactions between B- and T-lymphocytes appear to depend for 



maintenance of their integrity on a balance of T-cell and B-cell responses. 

Mucosal-Associated Lymphoid Tissues

While the mucosal-associated lymphoid tissues (MALT) have structural features in 
common with lymph nodes, they manifest unique morphology and functions due to their 
role in focusing the immune response on a mucosal surface. Common functional 
characteristics of MALT include their support of the production of IgA-producing B cells 
and plasma cells as well as effector T cells adapted to support an IgA-specific response 
( 277 ). Unlike lymph nodes, which are usually located at some distance from the tissues 
they sample, MALT is generally located immediately below the epithelium of the 
mucosal tissue, frequently displacing the epithelium characteristic of the specific 
mucosal site. Because antigen entry into MALT is largely, if not entirely, directly across 
the mucosal surface, MALT manifests no afferent lymphatic structures. Taking the 
place of afferent lymphatics are specialized epithelial cells. These specialized epithelia 
are specifically adapted to the individual mucosal tissue in which they are found.

Structural Features of Peyer’s Patches Nodules on the serosal surface of the small 
intestine were first described by the Swiss physician and anatomist, Johannes Conrad 
Peyer (1653–1712) in 1677 in his treatise entitled Exercitatio anatomica—medica de 
glandulis intestinorum, earumque usu et affectionibus. Cui subjungitur anatome 

ventriculi galliinacei ( 278 ). Peyer initially thought these structures represented glands, 
and it was not until the advent of microscopes and “modern” histologic techniques that it 
became apparent that these were lymphoid structures ( Fig. 5). Although all mammals 
appear to have Peyer’s patches, they vary considerably in distribution in different 
species. For example, in humans, there are on average approximately 30 Peyer’s 
patches in the distal 200 cm of the ileum, with the majority in the distal 25 cm ( 279 , 280 ). 
In mice and rats, Peyer’s patches are scattered along the length of the entire small 
intestine and number between 12 and 20 ( 281 , 282 ). In contrast, in pigs, sheep, and 
cattle, there are two discrete forms of Peyer’s patches. Peyer’s patches with structure 
typical of that seen in other species are scattered along the length of the jejunum. In 
addition, a large continuous patch is seen in the terminal 50 to 100 cm of the ileum ( 283 

, 284 and 285 ). In spite of these differences in their number, size, and location, Peyer’s 
patches in all of these species share the following features. Except when they cluster in 
the terminal ileum, Peyer’s patches are located on the antimesenteric wall of the small 
intestine. They are covered on the luminal surface of the intestine by a specialized 
epithelial layer. These specialized epithelial cells are designated M cells because of 
their “microfold” luminal surface ( Fig. 5). M cells have intercellular tight junctions and a 
polarized phenotype marking them as typical epithelial cells ( 286 ); however, they also 
possess specialized features that render them well adapted for their immune function. 
They serve as antigen-uptake cells from the intestine and can transport particles 
ranging in size from that of soluble proteins up to intact bacteria ( 174 , 287 ). This occurs 
by processes using clathrin-mediated endocytosis ( 288 ), pinocytosis ( 289 ), and 
phagocytosis ( 290 ). The M cells do not express the thick glycocalyx that coats the brush 
border of normal enterocytes ( 288 ). Absence of the glycocalyx facilitates rapid contact 
between luminal contents and the apical plasma membrane of the M cell. The 
basolateral surface of the M cell has a concave morphology, forming an invagination or 



“pocket” that is filled with B cells, T cells, and dendritic cells ( 288 , 291 ). This invagination 
brings the basolateral surface of the M cell into close proximity with the apical, luminal 
surface, perhaps facilitating transcytosis of luminal particles across this cell layer. 
Recent studies have shown uptake of many different pathogenic microbes across M 
cells. HIV can traffic from the gut into the Peyer’s patch by M-cell transcytosis, and this 
transcytosis is receptor mediated ( 292 ). The development of an in vitro model for M-cell 
differentiation, in which co-culture of the intestinal epithelial cell line Caco-2 with mature 
B-lymphocytes results in transformation of the Caco-2 cells into cells with M-like 
morphology ( 293 ), now permits in vitro analysis of the transcytosis process, which 
should lead to rapid progress in understanding the biochemical processes underlying 
transepithelial transport. Such a model system has been used to demonstrate uptake of 
poliovirus by in vitro differentiated M cells ( 294 ). Specific antibodies augment pathogen 
uptake, and recent studies provide evidence for a novel IgA receptor on this cell type ( 
295 ). 

 
FIG. 5. Organization of the Peyer’s patch. Top panel: The Peyer’s patch is embedded 
in a region rich in small intestinal villi. The patch itself is overlaid by a dome of M cells 
that are adapted for transport of soluble and particulate antigens from the gut lumen 
into the lymphoid compartment of the patch. The lymphatic drainage of the Peyer’s 
patch is difficult to visualize. Efferent lymphatic vessels appear to arise at the serosal 
surface of the patch. Middle panel: Scanning electron micrograph (60 X magnification) 
of a murine Peyer’s patch showing the dome-like area of M-cell epithelium surrounded 
by small intestinal villi. The black bar represents 500 micrometers. Bottom panel: 
High-power scanning-electron-micrograph view (1200 X magnification) of the Peyer’s 
patch surface showing resident enteric microbes interacting with the M-cell apical 
surface. The black bar represents 5 micrometers. Middle and lower panels courtesy of 
R. Newberry (Washington University, St. Louis, MO) and R. Lorenz (University of 
Alabama at Birmingham, Birmingham, AL).

Like other secondary lymphoid tissues, Peyer’s patches contain discrete B-cell and 



T-cell zones. Viewed from the luminal surface, the Peyer’s patch is defined by a convex 
dome that is covered by M cells ( Fig. 5). Immediately under the dome are several 
B-cell follicles separated by narrow wedges of parafollicular T-cell zone. Similar to 
follicles in the lymph node, the Peyer’s patch B-cell follicles contain clusters of follicular 
dendritic cells, tingible body macrophages, and small numbers of CD4 + T cells. The 
parafollicular T-cell zones contain dendritic cells, macrophages, and supporting stromal 
elements as well as robust HEV that support the delivery of B cells and T cells to this 
organ. A major adhesion molecule on the HEV luminal surface that supports 
lymphocyte recruitment to the Peyer’s patch is MAdCAM-1 ( 219 , 220 ). In the absence of 
afferent lymphatics to this tissue, it is likely that immature dendritic cells also enter the 
Peyer’s patch via the HEV, although the adhesion molecules that govern this 
recruitment are not well defined. Although the Peyer’s patches do not have afferent 
lymphatics, they do have efferent lymphatics. These vessels emerge from lymphatic 
sinuses that arise on the serosal side of the patch and serve to carry mature 
lymphocytes, plasma cells, and antigen to the mesenteric lymph nodes and on to the 
thoracic duct for recirculation to other tissues ( 296 ). B-cell follicles in Peyer’s patches 
constitutively show features of secondary follicles, with most follicles showing activated 
B cells, occasional plasma cells, and staining with the germinal center-marker peanut 
agglutinin ( 263 ). This constitutive activity of Peyer’s patch follicles may be a 
consequence of the constant delivery of dietary antigens and microbes of the intestinal 
microflora to this tissue. Interestingly, 70% of the B cells in Peyer’s patch follicles 
express surface IgA, indicating that mechanisms controlling isotype switching to this Ig 
class are robustly active in this tissue. Switching to this isotype is probably determined 
by the secretory profile of Peyer’s patch dendritic cells; however, whether this dendritic 
cell phenotype indicates that these cells are the product of a unique lineage, or is the 
result of differentiation in response to regulatory factors produced locally in the gut is 
not known. While Peyer’s patches are a major site for the differentiation and maturation 
of IgA-producing B cells, they are not essential for the IgA response. Mice congenitally 
deficient in Peyer’s patches remain competent to produce substantial numbers of 
lamina-propria IgA-secreting B cells ( 297 ). This Peyer’s patch–independent production 
of mucosal IgA producing B cells is probably dependent on a coordinated immune 
response in the mesenteric lymph node that remains intact in these mice ( 297 ). 
Respiratory Tract–Associated Lymphoid Tissues Mucosal-associated lymphoid 
tissues are prominent in association with the epithelium of the respiratory tract. Like 
Peyer’s patches, specific characteristics of the respiratory tract–associated lymphoid 
tissues vary among mammalian species. Bronchial-associated lymphoid tissue (BALT) 
is prominent in rabbits ( 298 , 299 ) where it is located at bifurcations of large- and 
medium-sized airways. This tissue is, however, not detected in the lungs of mice ( 300 ), 
and is only transiently expressed during childhood in humans ( 301 ). The BALT of 
rabbits has structural features similar to Peyer’s patches in other species, with distinct 
B-cell follicles, follicular dendritic cells, and germinal centers, and intervening 
parafollicular T-cell zones. It is covered by a differentiated epithelium with morphologic 
features of M cells, although the extent to which these cells can import intact viruses 
and bacteria has not been defined. In humans, the major airway-associated lymphoid 
tissues are the tonsils and adenoids ( 302 , 303 ). These tissues constitute Waldeyer’s ring 
( 303 ). Located at the openings to both the respiratory and the gastrointestinal tracts, the 
tonsils and adenoids represent the first defense against invading organisms for both 
these organ systems. These tissues include all of the typical features of 



mucosal-associated secondary lymphoid tissues with B-cell follicles, parafollicular T-cell 
zones, an M-cell–like epithelium, HEV, and an efferent lymphatic drainage system. 
Although they contain substantial numbers of IgA-producing B cells, IgG-producing B 
cells represent the largest cell population. Adhesion molecule expression on HEV 
includes peripheral node addressin and ICAM-1 and ICAM-2, but not MAdCAM-1 ( 304 ). 
In mice, the nasopharyngeal lymphoid tissue (NALT) is thought to be the functional 
equivalent of Waldeyer’s ring. Comparisons of murine NALT to Peyer’s patches has 
shown similarly organized B- and T-cell zones with an overlying M-cell–containing 
epithelium ( 305 ); however, T cells represent a higher proportion of total cells in the 
NALT ( 306 , 307 ). Intranasal immunization using cholera-toxin–B subunit as an adjuvant 
resulted in the induction of a strong IgA response in NALT cells, with large numbers of 
IgA-secreting B cells and plasma cells ( 307 ). IgA-producing antigen-specific memory 
cells could be detected in NALT for at least 8 months after the initial immunization, 
underscoring the significance of this tissue as an immune inductive site in the 
respiratory tract. In summary, although there are structural and functional differences 
between different mucosal-associated lymphoid tissues, all of these secondary 
lymphoid tissues share the presence of B-cell follicles and adjacent T-cell zones; 
lymphatic drainage for dissemination of antigen-educated cells to other parts of the 
body; a specialized epithelium adapted to import a broad spectrum of antigens, 
including intact microbes, into the tissue; and regulatory cells that favor IgA and IgG 
humoral responses and immune memory. Because immune sensitization at these sites 
generally elicits strong IgA responses and enduring memory, considerable effort is now 
being applied to develop MALT-specific vaccination approaches. 

Spleen Structure and Function

The spleen is the largest single secondary lymphoid organ in mammals, containing up 
to 25% of the body’s mature lymphocytes ( 308 ). In humans, the spleen weighs 100 to 
150 g (a little over 0.2% of the total body weight). It is separated into two major 
anatomic and functional compartments, the red pulp and the white pulp based on their 
appearances in a freshly cut surface of the tissue. The red pulp consists of a reticular 
network that contains stromal cells, macrophages, natural killer cells ( 309 , 310 ), variable 
numbers of plasma cells ( 311 ), and a large collection of aged or damaged red blood 
cells. The white pulp constitutes the organized lymphoid compartment ( Colorplate 2). 
Like lymph nodes and mucosal-associated lymphoid tissues, the spleen white pulp 
contains organized B-cell follicles and T-cell zones adapted to supporting a regulated 
immune response. Unlike the lymph nodes and mucosal-associated lymphoid tissues, 
the spleen has only one way in. Both immune cells and antigens enter the spleen with 
the circulating blood via the splenic artery. In humans, the spleen receives 
approximately 5% of the total systemic blood flow ( 312 , 313 ).

The splenic artery branches within the tissue first to form trabecular arteries, and then 
central arterioles that penetrate each white pulp nodule. Surrounding each central 
arteriole is a T-cell–rich compartment designated the periarteriolar lymphoid sheath 
(PALS). This region is analogous to the paracortex of lymph nodes and contains, in 
addition to T cells, substantial numbers of interdigitating dendritic cells; however, the 
T-cell zone of the spleen contains no HEV structures. As the central arteriole courses 



through the PALS, it gives off smaller radial branches that ultimately empty into the 
marginal sinus. This sinus forms a vascular network around each white pulp nodule and 
defines a white pulp compartment, the marginal zone. The marginal zone contains a 
large collection of B-lymphocytes ( 314 ), including naïve, long-lived B cells, B-1 cells and 
memory B cells, a specialized layer of metalophilic macrophages ( 315 ), and a layer of 
marginal zone macrophages ( 316 ). The marginal sinus endothelium expresses on its 
surface MAdCAM-1 ( 317 ). By analogy to the MAdCAM-1–expressing HEV of the 
Peyer’s patch and mesenteric lymph nodes, it has been assumed that the marginal 
sinus represented the site where naïve lymphoid cells and blood borne antigens leave 
the blood circulation to enter the white or the red pulp. Venous sinusoids are prominent 
in the red pulp, and it has been assumed that blood exited the circulation at the 
marginal sinus, percolated through the red pulp, and returned to the circulation via 
these red pulp venous sinusoids. Entry of cells into the white pulp was thought to be the 
consequence of chemoattractive activities released from the white pulp to capture cells 
as the moved from the marginal sinus towards the red pulp sinusoids. This model 
defined the blood flow through the spleen as an open circulation ( 318 ). Recent studies 
by Grayson et al. ( 319 ) using real-time, intravital confocal microscopy of the mouse 
spleen to visualize blood flow directly demonstrates that blood enters each white pulp 
nodule via the central arteriole, moves to the marginal sinus, and then moves back 
towards the PALS before appearing in the large draining vessels in the red pulp. Neither 
fluorescently conjugated high-molecular-weight dextran nor fluorescently labeled 
erythrocytes were dumped from the marginal sinus into the red pulp. This suggests that 
the splenic circulation is closed, and that lymphocytes that leave the circulation do so at 
a position central to the marginal sinus. Whether this happens by the lymphocytes 
crossing a vascular endothelium remains to be determined. Studies by Steiniger et al. 
suggest that the perifollicular zone of the human spleen contains a blood-filled space 
without a vascular lining, and that this compartment is the likely site of lymphocyte 
migration out of the circulation and into the white pulp. If so, this suggests that adhesion 
molecules play little role in regulating cellular movement into the white pulp of the 
spleen, but rather that this movement is controlled by chemoattractive molecules that 
draw cells from this blood-filled space into the organized lymphoid compartment. 
Indeed, this observation is consistent with the findings of others that blocking a broad 
range of adhesion molecules with neutralizing monoclonal antibodies had little impact 
on cell entry into the white pulp ( 317 , 320 ).

Between the PALS and the marginal zone are primary (quiescent) and secondary 
(reactive) B-cell follicles. These follicles have structure similar to those present in lymph 
nodes and mucosal lymphoid tissues, with a central cluster of follicular dendritic cells, 
macrophages, and a large population of B cells containing a few interspersed T cells. In 
the reactive secondary follicles observed after immunization with T-cell–dependent 
antigens, the follicular macrophages take on the tingible-body morphology, consistent 
with the substantial cellular apoptosis that accompanies B-cell selection in the germinal 
center ( 265 , 321 ).

Signals Regulating Formation and Maintenance of Secondary Lymphoid Tissue 
Structure



The anatomic features of the secondary lymphoid tissues are well defined; however, the 
signals that lead to the establishment and maintenance of these organized structures 
are only beginning to be understood. The observation that the overall structure of the 
various secondary lymphoid tissues is highly conserved suggests that the organized 
structure of these tissues is critical for their function; however, the relationship between 
the organized tissue structure and ability to generate a safe and effective immune 
response also is only beginning to be tested ( 193 , 209 , 322 ). Analysis of mice carrying 
spontaneous and targeted mutations in a growing number of genes is providing an 
increasingly sophisticated understanding of key signals that support the normal 
development of the secondary lymphoid tissues ( 323 ). Similarly, evaluation of the quality 
of the immune response in mice with congenital alterations in their secondary lymphoid 
tissues is affording an opportunity to investigate the relationship between normal 
lymphoid organ structure and normal immune function.

Spontaneous Mouse Mutations Affecting Spleen Development Two spontaneous 
mouse mutations have been identified that manifest defects in spleen development. 
The first is the semidominant Dh (dominant hemimelia) mutation ( 324 ). Heterozygous 
Dh/+ mice have skeletal abnormalities (particularly of the tibia in the hind limb, ribs, and 
vertebrae), a constellation of visceral defects including a small digestive tract and 
urogenital system, and nearly completely penetrant agenesis of the spleen ( 325 , 326 ). 
Homozygous mutant embryos show the same spectrum of skeletal and visceral defects 
but are more severely affected and usually die shortly after birth ( 324 ). The Dh gene 
maps to chromosome 1 and is closely linked, but not allelic, to the mouse En-1 gene 
(mouse homolog of the Drosophila I>engrailed locus) ( 327 , 328 ). In studies to investigate 
whether Dh/+ or Dh/Dh cells can contribute to the cellularity of the spleen, Suto et al. ( 
325 ) formed chimeric embryo aggregates using morula cells from C3H/He and Dh/Dh or 
Dh/+ embryos. Cells derived from the Dh embryos were identified using a linked gene 
that encoded an allelic phenotypic marker. While most of the chimeric mice were 
asplenic, approximately 25% showed some splenic tissue. When spleen tissue was 
identified, it contained Dh cells and showed grossly normal histology ( 325 ). The 
absence of spleens in Dh/+ mice suggests that this defect is in a critical developmental 
decision point for formation of the spleen. But, the finding that cells carrying the Dh 
mutation are still able to localize within and contribute to the formation of the spleen in 
embryo chimeras demonstrates that Dh is not incompatible with spleen functions. 
Interestingly, Dh/+ mice show dramatically reduced numbers of mast cells in their 
popliteal lymph nodes compared to their wild-type littermates, suggesting the possibility 
either that mast cells may play a role in lymphoid organ development or that Dh 
contributes to mast-cell homing to lymphoid tissues ( 329 ). Deliberate targeted mutations 
that lead to congenital asplenia have identified additional loci that are critical for the 
normal development of this organ. Homozygous knockout of the Hox11 gene, which 
encodes a homeobox-like DNA-binding protein, resulted in congenital asplenia ( 330 , 331 

). Targeted null mutations of this gene were created in order to define its function in the 
context of its identification at the sites of the t(10;14) translocation breakpoint in human 
T-cell acute lymphoblastic leukemia ( 332 ). Thus, the observation of asplenia in 
association with Hox11 deficiency was a serendipitous one, arising from experiments 
performed for reasons unrelated to studies of lymphoid organ development. The 



phenotypic abnormalities in Hox11 -/- mice are focused on the spleen, with the only 
other detected alterations being an enlargement of the stomach and pancreas ( 333 ). 
Tracking of the expression of Hox11 in mouse embryos shows its expression early in 
several branchial arches and in motor neurons of several cranial nerves; however, 
deficiency of Hox11 resulted in no defect in these structures. This underscores the 
principle that expression of a gene in a developing tissue does not always indicate a 
critical role for the gene in that organ’s development. Importantly, however, beginning at 
embryonic day 11.5, Hox11 expression was dramatically induced at a discrete site in 
the abdomen within mesodermal tissues that eventually develops into the spleen ( 333 ). 
Analysis of Hox11 -/- embryos showed that at E11.5 spleen formation appears to begin 
normally, but that by E13.5 the developing splenic anlage has completely disappeared ( 
331 ). In at least one study, the involution of the spleen anlage was associated with rapid 
cellular apoptosis, suggesting that the Hox11 gene product is required, not to initiate 
spleen development, but rather to sustain the survival of developing splenocytes as the 
tissue matures. However, subsequent studies using aggregation chimeras showed that 
at E13, Hox11 -/- cells that initially were present in the developing spleen had moved out 
of the tissue and subsequently were excluded from the residual spleen anlage. Rather, 
they persisted as a disorganized cluster of cells between the stomach and the pancreas 
( 334 ). This latter study suggested that loss by apoptosis was a characteristic of only a 
portion of the Hox11-dependent cells. The localization of Hox11-expressing cells near 
the pancreas suggested a possible relationship between spleen development and the 
development of the pancreas. This potential relationship is consistent with the 
observation that transgenic overexpression of the “sonic hedgehog” gene selectively in 
the pancreas leads to failure of development of both the pancreas and the spleen ( 335 ). 
Asplenia has also been reported in mice homozygous for targeted mutations in Bapx1, 
the mouse homolog of Drosophila “bagpipes” ( 336 , 337 ). Bapx1 -/- embryos show no 
evidence of spleen tissue at E14.5, and no evidence of Hox11 expression at E12, 
indicating that Bapx1 acts early in spleen formation, probably upstream of Hox11. 
Targeting of the Wilms tumor-suppressor gene WT1 also results in asplenia, but without 
suppression of Hox11 expression, defining this as a signaling pathway discrete from the 
Hox11/Bapx1 pathway in spleen development ( 338 ). Lastly, obliteration of capsulin, the 
basic helix-loop-helix transcription factor gene, also results in failure of the spleen 
anlage to develop beyond what is present at E12.5 ( 339 ). Expression of Hox11 and 
Bapx1 was not observed in the capsulin-deficient splenic anlage, suggesting that 
expression of capsulin is a prerequisite for subsequent expression of Hox11 and Bapx1. 
Together, these findings suggest that there is a critical event in spleen development 
that occurs either concomitantly with or shortly after the initial specification of the 
splenic anlage at day E12-E12.5, which requires expression of multiple transcription 
factors to sustain proper cell interactions in the developing tissue. An additional 
spontaneous mouse mutation that has provided insight into lymphoid organ 
development is the aly/aly mutation (alymphoplasia). The impact of this mutation on 
thymus development was discussed earlier. This autosomal recessive single-gene 
mutation ( 103 ) leads to congenital absence of lymph nodes and Peyer’s patches, 
structural abnormalities in the spleen and thymus, and an immunodeficiency affecting 

the T-cell ( 340 /SUP>), B-cell ( 341 ), and NK–T-cell ( 106 ) compartments. Unlike the Dh, Hox11, and 

Bapx1 mutations, aly/aly does not cause total asplenia. Rather, it results in the development of a 

substantially cellular spleen in which the normal internal compartmentalization has been lost. Although 



white pulp nodules develop, there is a prominent failure to form normal lymphoid follicles, including failure 

to develop the follicular dendritic cell network, to define the marginal zone, to establish marginal sinus 

expression of MAdCAM-1, and to induce normal segregation of the B-cell and T-cell zones ( 342 , 343 ). 

Nonlymphoid tissues appeared generally normal in structure in aly/aly mice, although changes in 

mammary gland structure have been described ( 344 ), and dramatic infiltration of the epididymis and vas 

deferens by eosinophils and macrophages has been observed ( 345 ). Changes in distribution of 

intraepithelial lymphocytes in the small intestine have also been seen ( 346 ). Whether these latter changes 

are a consequence of chronic infection secondary to the immunodeficiency caused by aly or are in some 

other way secondary to the primary lymphoid organ abnormalities has not been defined. Using linkage 

analysis, Shinkura et al. ( 104 ) mapped the aly mutation to a 264-KB region of mouse chromosome 11. 

Using a reverse genetics approach, they determined that aly is a point mutation of the gene encoding the 

NF?B-inducing kinase (NIK) ( 104 ). NIK was discovered by virtue of its interaction with Traf2, a 

signal-transduction adaptor protein that interacts with TNF receptors I and II ( 347 ) and with the 

I?B-specific kinase a (IKKa) ( 348 ). The mutation in aly is located in the carboxy-terminal portion of the 

encoded protein, in a region predicted to be the subunit interaction domain that controls interactions of the 

NIK protein with IKKa, Traf 2, and Traf 5 ( 347 , 349 ). Thus, the aly allele is expected to retain kinase 

activity. Confirmation that NIK determines the aly phenotype came from subsequent studies by Yin et al. ( 

105 ) who generated an independent targeted mutation in the NIK gene (eliminating the anticipated 

promoter and the majority of the first exon sequences) ( 105 ). NIK -/- mice showed a lymphoid tissue 

phenotype indistinguishable from the aly/aly strain. Interestingly, NIK -/- cells showed normal 

NF?B-mediated DNA-binding activity after activation using TNF, IL-1, and the lymphotoxin-a/ß 

heterotrimer. Furthermore, ligation of the p55 or p75 TNF receptors in NIK -/- cells induced activation of 

gene transcription in an apparently normal fashion. Ligation of the lymphotoxin-ß receptor (LTßR), 

however, resulted in abnormal transcription suggesting that the major critical functions of NIK may be 

mediated through this pathway. 

The Role of Lymphotoxin in Lymphoid Organ Formation The observation that NIK -/- mice show 

abnormal signaling via the LTßR is consistent with the existence of an important relationship between NIK 

and the LTßR. The LTßR is a member of the TNF receptor family. The prototypic ligands of the TNF 

family, TNFa (hereinafter designated TNF) and lymphotoxin (LT, also originally designated TNFß) were 

first described as homotrimeric proteins ( Fig. 6). TNF is synthesized as a type II transmembrane protein 

with a long N-terminal intracellular domain ( 350 ). Release of TNF from the cell that synthesizes it is the 

result of proteolytic cleavage by the cellular metaloproteinase designated the TNF-a converting enzyme 

(TACE) ( 351 , 352 ). LT, in contrast, is synthesized with a signal peptide and is secreted from the cell via the 

typical vesicular transport pathway ( 353 ). Both TNF and LT exist in homotrimer forms in solution and bind 

with similar affinities to the two defined TNF cell-surface receptors (TNFR-I and TNFR-II) ( 354 ). LT also 

exists as a heterotrimer, with one copy of the originally defined LT protein (now designated LTa) 

associated with two copies of the lymphotoxin-ß (LTß) chain ( 355 , 356 ). The genes encoding TNF, LTa, 

and LTß are encoded together in a small gene cluster located within the MHC ( 357 , 358 ). Like TNF, LTß is 



a type II transmembrane protein, but unlike TNF, the LTß chain is not a substrate for TACE. Thus, the LTa 

1
ß 

2
 protein appears to act as a cell-associated signaling protein throughout its life span. The LTa 

1
ß 

2
 

heterotrimer (hereinafter referred to as membrane LT or mLT) has no measurable binding affinity for 

TNFR-I or TNFR-II. Rather, it activates the LTßR ( 359 ). Conversely, the homotrimer ligands, TNF and LTa 

3
, bind to TNFR-I and TNFR-II but have no measurable affinity for the LTßR. Whereas TNF is expressed 

at very high levels by activated mononuclear phagocytic cells, and can, following appropriate stimulation 

with inflammatory mediators, be expressed at lower levels on a broad variety of other cell types (ranging 

from endothelial cells to endocrine cells of the thyroid gland), mLT expression appears limited to activated 

CD4 + Th1 cells, CD8 + T cells, B cells, and NK cells. At the receptor level, expression of the TNF 

receptors TNFR-I and TNFR-II is nearly ubiquitous, whereas the LTßR is expressed with very limited 

tissue distribution, not on hematopoietic cell lineages, but rather on stromal cells within lymphoid tissues ( 

360 ). Thus, the TNF/LT system functions as two distinct pathways. The homotrimeric ligands (TNF and 

LTa 
3
) act through TNFR-I and TNFR-II to form the first pathway, and the mLT heterotrimer acts through 

the LTßR to form the second pathway. Gene-targeting experiments to discriminate the functions of LT and 

TNF have established that the mLT/LTßR pathway plays a critical role in the formation and maintenance 

of secondary lymphoid tissue structure ( 323 ). Initial studies targeting the LTa locus demonstrated that LTa 

deficiency resulted in a profound defect in formation of lymph nodes and complete absence of Peyer’s 

patches ( 361 , 362 ). Deficiency of lymph nodes was not absolute, with 5% to 10% of LTa -/- offspring 

retaining a small mesenteric lymph node ( 361 , 362 ). This suggests that the signals that induce mature 

lymph node formation are not identical for all nodes ( 363 ). The spleen, although it was present, showed 

grossly disturbed structure, with disturbances in essentially all aspects of normal spleen microarchitecture 

( 244 , 361 , 362 , 363 , 364 and 365 ). The polarized organization of the white pulp nodules was lost with failure 

to form segregated T-cell and B-cell zones. There was loss of other aspects of B-cell follicle organization, 

including loss of follicular dendritic cells and the ability to form a germinal center, absence of a detectable 

MAdCAM-1 + marginal sinus, absence of metalophilic macrophages, and loss of a defined marginal zone 

B-cell population ( 364 , 365 , 366 and 367 ). Interdigitating dendritic cells were also dramatically reduced ( 368 

). Similar findings were observed in LTß -/- and LTßR -/- mice, establishing that this phenotype defined a 

key role for the mLT/LTßR pathway in lymphoid organ development ( 369 , 370 and 371 ). Complementary 

studies using blockade of mLT/LTßR signaling by systemic administration of a neutralizing LTßR-IgFc 
?
 

fusion protein ( 372 , 373 ) or by bone marrow transplantation of wild-type mice with mLT-deficient marrow ( 

244 , 363 , 374 , 375 ) have demonstrated that some aspects of the mLT-dependent, organized lymphoid 

architecture are fixed, and some are plastic. Treatment with the LTßR-IgFc 
?
 fusion protein has been 

particularly informative because this reagent, by virtue of its Ig? chain domain, efficiently crosses the 

placenta after administration to a pregnant mouse, thereby neutralizing mLT action in the developing 

embryos. Studies using this fusion protein showed that the mLT-dependent signals that support the 

formation of lymph nodes are delivered during the second half of murine gestation ( 372 , 373 ), with more 

central lymph nodes (mesenteric, para-aortic) specified first, and more peripheral (axillary, popliteal) 

specified later. Signals for development of Peyer’s patches were given later still, near the last few days of 



mouse gestation and within the first day or two after birth. Development of Peyer’s patches could, for 

example, be arrested by the action of an LTßR-IgFc 
?
 transgene expressed under the control of a 

cytomegalovirus promoter that initiated expression only at the end of gestation ( 376 ). However, once the 

critical times for induction of the lymph nodes and Peyer’s patches had passed, no nodes or Peyer’s 

patches could form. Similarly, if mLT-expressing cells were removed from adult mice (either permanently 

by irradiation or temporarily by treatment with the LTßR-IgFc 
?
 fusion protein), the lymph node and Peyer’s 

patch tissues remain ( 374 ). This defines the development of lymph nodes and Peyer’s patches as fixed 

characteristics. Neutralization of mLT function in an adult animal, while it does not cause disappearance of 

lymph nodes or Peyer’s patches, does cause loss of B-cell follicle organization in these tissues and a 

more extensive effacement of white pulp structure in the spleen ( 377 ). Within a few days after 

administration of the LTßR-IgFc 
?
 fusion protein to an adult mouse, the follicular dendritic cell network 

disappears, MAdCAM-1 expression on the spleen marginal sinus endothelium is extinguished, and normal 

segregation of B-cell and T-cell zones is lost. Similarly, when an mLT-deficient mouse is reconstituted 

either by adoptive transfer of wild-type, mLT-producing splenocytes, or by transplantation with wild-type 

bone marrow ( 375 ), then a follicular dendritic cell network is induced, segregated B-cell and T-cell zones 

are formed, and the potential for antigen-dependent formation of germinal centers is restored. These 

observations define these aspects of lymphoid organ structure as plastic, dependent on ongoing mLT 

expression. Analysis of additional mutant mouse strains complemented by studies using adoptive transfer 

of selective cell populations have defined the nature of the cell lineage that provides the 

lymphotoxin-dependent signal for the plastic lymphotoxin-dependent structures. Of the mature 

hematopoietic lineages, CD4 + Th1 cells, CD8 + T cells, activated B cells, and activated NK cells can 

express detectable surface lymphotoxin ( 323 ). Analysis of mouse strains deficient in a/ß T cells or B cells 

has shown that B cells but not T cells are essential for the induction of the follicular dendritic cell network 

and for expression of MAdCAM-1 on the marginal sinus ( 378 , 379 ). Using adoptive transfer of B cells from 

either wild-type or LTa -/- donors into RAG-1 -/- recipients, it was shown that the B-cell signal for induction 

of the follicular dendritic cell network was mLT-dependent. This, therefore, defines a setting in which the B 

cell delivers a signal that supports the development of the lymphoid tissue structure that is itself required 

for the B cell to express its mature function. Subsequent studies have shown that the ability to deliver the 

mLT signal is acquired when the B cell enters the lymphoid tissue where it is stimulated by the locally 

produced chemokine CXCL13 (BLC) ( 380 ). Interestingly, while CXCL13 can be produced in modest 

amounts by currently uncharacterized lymphoid tissue stromal cells, it is robustly expressed by follicular 

dendritic cells themselves. This represents, therefore, a setting in which B cells provide an LT-dependent 

signal that induces and consolidates the follicular dendritic cell network. The follicular dendritic cells then 

produce CXCL13, which brings more B cells into the lymphoid organ and activates them for LT 

expression. In addition to directing the formation of the follicular dendritic cell network, B cells also provide 

both lymphotoxin-dependent and lymphotoxin-independent signals that lead to the recruitment of normal 

numbers of T cells to the spleen white pulp and normal segregation of the white pulp into discrete T zones 

containing interdigitating dendritic cells and B zones that are dendritic cell poor ( 381 ). 



Other TNF/TNFR Family Members in Development of Secondary Lymphoid Tissues Recent studies 

have demonstrated that there are additional members of the mLT/LTßR family. LIGHT (homologous to 

lymphotoxins, exhibits inducible expression, competes with HSV glycoprotein D for HVEM, a receptor 

expressed on T cells; also know as herpes simplex virus entry mediator-ligand, HVEM-L) ( 382 ) can 

interact with the LTßR as well as with the TNFR family members HVEM and DcR3 (Fas decoy receptor 3) 

( 383 , 384 ). Knockout of the LIGHT gene, however, does not lead to disordered lymphoid organ 

development on its own. Rather, LIGHT -/- mice manifest depressed T-cell co-stimulation ( 385 ). However, 

a higher fraction of mice deficient for both LIGHT and LTß show complete loss of mesenteric lymph nodes 

than do mice deficient in LTß alone, demonstrating cooperation between LIGHT and LTß for mesenteric 

lymph node formation. Most closely related of the TNF/TNFR family members to mLT and the LTßR are 

TNF and the two TNF receptors TNFR-I and TNFR-II. Deficiency of TNFR-II (p75) resulted in no 

recognized abnormality in lymphoid tissue development or organization ( 364 , 386 , 387 ). Deficiency of either 

TNF or TNFR-I, in contrast, resulted in mice with reduced numbers of Peyer’s patches and the Peyer’s 

patches that did form were small in size ( 388 , 389 ). Lymph nodes, on the other hand, were retained in 

apparently normal numbers and a normal-sized spleen was present. Deficiency of either TNF or TNFR-I 

(p55), however, resulted in abnormal architecture of the spleen and peripheral lymph nodes, with a 

prominent loss of clustered follicular dendritic cells ( 364 , 386 , 387 , 390 ). Using gene targeting to modify the 

TNF locus so as to remove the TACE cleavage site so that only a membrane-anchored form of the 

cytokine was produced, Ruuls et al. ( 391 ) demonstrated that this membrane form of TNF was sufficient to 

support normal secondary lymphoid tissue structures. Unlike mLT-deficient and LTßR -/- mice that 

appeared to manifest a true lack of follicular dendritic-cell localization, the lack of a follicular dendritic-cell 

network in TNF -/- mice was a manifestation of defective follicular dendritic-cell localization. In the absence 

of TNF signals through TNFR-I, spleen follicular dendritic cells were found scattered in the marginal zone 

area ( 392 ). These abnormally positioned follicular dendritic cells could, however, be rescued by systemic 

treatment of TNF -/- with an activating monoclonal anti–TNFR-I antibody ( 393 ). Induction of signaling 

through TNFR-I was accompanied by up-regulation of CXCL13 (BLC) and down-regulation of CCL19 

(ELC) and CCL21 (SLC), suggesting that normal clustering of follicular dendritic cells may be mediated by 

the action of specific chemokines. Perhaps to be expected, when mice that lack follicular dendritic cells 

completely (LTa -/- or LTßR -/- mice) were immunized with a T-cell–dependent antigen, there was a 

dramatic failure to develop high-affinity, somatically mutated antibody ( 371 , 375 , 394 ). Less expected was 

the finding that immunization of TNF -/- or TNFR-I -/- mice that retained follicular dendritic cells but in an 

unclustered configuration also manifested a failure of affinity maturation of the antibody response ( 387 , 395

 ). This suggests either that clustering of follicular dendritic cells is integral to their normal function, or that 

the TNFR-I–mediated signal activates key follicular dendritic-cell functions that support affinity maturation 

in addition to those activities that drive cell clustering. Other members of the TNF/TNFR family also 

contribute to the development of normal lymphoid organs. Mice deficient in either RANK 

(receptor-activating NF?B; also known as TRANCE-R) or its ligand osteoprotegrin ligand (OPGL) showed 

complete absence of peripheral lymph nodes, although the Peyer’s patches and spleen were retained ( 396



 , 397 ). Follicular dendritic cells appeared normal in number and distribution. These studies demonstrate 

that different signals control the formation of lymph nodes, Peyer’s patches, and spleen. 

Other Signals Controlling Formation of Secondary Lymphoid Tissues Not surprisingly, deficiency of a 

number of intracellular signal transduction molecules that participate in signaling by key TNFR family 

members also are essential for normal secondary lymphoid tissue development. As already discussed, 

deficiency of NIK leads to extensive defects in secondary lymphoid tissue development, including absence 

of lymph nodes, Peyer’s patches, and disorganized spleen ( 105 ). Targeting the genes encoding members 

of the NF?B/Rel family, including NF?B1, NF?B2, and Bcl-3 has led to defects of varying severity in 

Peyer’s patch formation and in establishment of the follicular dendritic cell network in other lymphoid 

organs ( 398 , 399 ). This probably is a consequence of the participation by these transcription factors in the 

genetic programs initiated by signaling through TNFR family members. Similarly, mice deficient in the TNF 

receptor–associated factor 6 (Traf-6) showed dense absence of mesenteric and peripheral lymph nodes ( 

400 ). Deficiency of the IL-2 receptor common gamma chain (?c -/-) ( 401 , 402 ) or of the signaling kinase 

JAK3 ( 403 , 404 and 405 ) also leads to loss of subsets of lymph nodes. Finally, targeted ablation of the gene 

encoding the retinoic acid receptor–related orphan receptor ? (ROR-?) interrupts development of 

peripheral and mesenteric lymph nodes and Peyer’s patches, while retaining development of spleen and 

nasal associated lymphoid tissue ( 406 , 407 and 408 ). The function of ROR? is not known. Its loss is 

associated with extinction of expression of the anti-apoptotic factor Bcl-xL in the thymus, leading to 

decreased survival of CD4 +CD8 + thymocytes. There was also loss of a population of bone 

marrow–derived cells that normally express ROR?, distinguished by its surface expression of CD45 and 

CD4, but not CD3 ( 406 ). These cells, as discussed below, represent a major cell population present at the 

sites of development of many secondary lymphoid tissues and may be important organizers of the 

developmental program for these tissues ( 409 ). Interruption of any signal crucial for the development, 

function, or survival of such an organizing cell population would also be expected to result in disordered 

lymphoid organ development. Additionally, any genetic lesion that prevents appropriate localization of a 

key inducing cell population within the developing lymphoid organs may also lead to failure of normal 

establishment of that organ. Such a mechanism may underlie the defect in lymph node formation 

observed in mice deficient either in the receptor for the B-lymphocyte chemokine (BLR1, also designated 

CXCR5) or for the B-lymphocyte chemokine itself (BLC, also designated CXCL13) ( 380 , 410 ). Null 

mutations of either the CXCL13 chemokine or its receptor (CXCR5) result in reduced numbers of Peyer’s 

patches and loss of selected populations of lymph nodes. Although major cellular targets of CXCL13 are 

the CXCR5 + B cells, CXCR5 is also expressed in the CD45 +CD4 +CD3 - cell population ( 411 , 412 ). 

Cell Lineages That Signal for Normal Secondary Lymphoid Organ Structure Analysis of the cells 

residing in early developing lymph nodes identified a distinctive population of CD4 + cells that appeared 

hematopoietic in origin (CD45 +), but not of the T-cell lineage (CD3 -, T-cell receptor -, Ig -) ( 411 ). These 

cells were found to express surface LTa/ß. They are thus excellent candidates to provide essential 

inductive signals for the formation of the lymphoid organs in which they are found. They also express the 

IL-7Ra chain and appear to require IL-7 signaling for their development ( 413 ). These cells are found in 



substantial numbers in developing embryonic lymph nodes ( 411 , 414 ), Peyer’s patches ( 413 , 415 , 416 ), and 

nasal-associated lymphoid tissue ( 417 ), consistent with their playing an important role in development of 

these tissues. Furthermore, many of the mutant mouse strains that demonstrate abnormal secondary 

lymphoid tissue development show dramatic reductions or complete absence of these cells. Specifically, 

mice deficient in LTa ( 409 ), TRANCE (OPGL, RANKL) ( 418 ), or ROR? ( 406 , 407 ) show dramatically 

reduced numbers of CD45 +CD4 +CD3 - cells in the mesenteric node rudiments that are present at birth, 

and at the sites where Peyer’s patches would be expected to form. Additional recently described 

gene-targeted mouse strains also show altered numbers of CD45 +CD4 +CD3 - cells in association with 

failure of secondary lymphoid tissue development. Id2 -/- mice show complete lack of lymph nodes and 

Peyer’s patches, but maintenance of normal spleen structure and spleen B-cell follicles ( 419 ). The failure 

of Peyer’s patch development in Id2 -/- mice was accompanied by complete absence of CD45 +CD4 +CD3 

-IL-7Ra + cells in the developing small intestine. Id2 is an inhibitor of basic helix-loop-helix transcription 

factors. It is expressed in CD45 +CD4 +CD3 -IL-7Ra + cells where it may play an essential role in their 

differentiation from more primitive hematopoietic precursors or in their ability to express the phenotype 

required for Peyer’s patch formation. Perhaps acting at an even more primitive level is the Ikaros gene, a 

member of the Kruppel family of zinc-finger DNA-binding proteins. Ikaros -/- mice lack all lymph nodes and 

Peyer’s patches as well as the CD45 +CD4 +CD3 - cell population ( 409 , 420 , 421 ). 

Normal Steps in Secondary Lymphoid Organ Development Elegant studies by Adachi et al. ( 415 ) 

have defined several landmarks in the normal development of mouse Peyer’s patches. Using 

whole-mount in situ hybridization, this group has identified the clustering of characteristic cell populations 

at sites of Peyer’s patch formation, defining three stages in Peyer’s patch development. Around embryonic 

day 15.5, clusters of cells that are VCAM-1 +ICAM-1 + are first seen on the antimesenteric surface of the 

developing small intestine. Whether these cells congregate in a stochastic fashion under the influence of 

natural signaling gradients within the tissue, or whether they are attracted by a currently unrecognized 

stromal element has not been defined. The VCAM-1 +ICAM-1 + cells have been designated Peyer’s patch 

organizing centers. Over the next 2 days, these organizing centers are infiltrated by a collection of CD4 

+CD3 -IL-7Ra + cells of hematopoietic lineage (thought to be identical or equivalent to the CD45 +CD4 

+CD3 - cells observed in developing lymph nodes). Interestingly, it has just been shown that the 

VCAM-1/ICAM-1–expressing cells that constitute the organizing center express the chemokines CXCL13 

(BLC) and CCL19 (ELC) ( 412 ). This may directly contribute to the recruitment of the mLT-expressing 

CXCR5 + CD45 +CD4 +CD3 - cell population. In the final stage beginning at E18.5, B- and T-lymphocytes 

begin to enter the tissue, accompanied by dendritic cells, and soon after birth by follicular dendritic cells. 

Interestingly, stages 1 and 2 of this process appeared to proceed normally in SCID mice, indicating that 

the initial steps of Peyer’s patch specification are independent of B- and T-lineage cells. In contrast, aly/aly 

mice (deficient in the function of the signaling protein NIK) manifested no detectable clustering of VCAM-1 

+ICAM-1 + cells, suggesting either that these cells themselves are dependent on NIK function for their 

normal development, or that cells that provide the signals for their aggregation in the wall of the developing 



gut are dependent on NIK. While the structures that define stages one to three of Peyer’s patch 

development appear robust and sufficient for Peyer’s patch organ development, they remain labile as 

evidenced by their apparently complete regression in mice treated with the neutralizing LTßR–IgFc? fusion 

protein during the first day after birth ( 372 , 373 ). Consequently, it may be appropriate to define a fourth 

stage of consolidation of Peyer’s patch structure that takes place in mice in an mLT-dependent fashion 

during the first 7 to 10 days after birth. After this consolidation, the Peyer’s patch structure is stable, even if 

mLT signals are removed. Lymph node organogenesis has also been divided into discrete steps based on 

many different kinds of studies ( 418 , 422 , 423 , 424 and 425 ). Stage 1 represents the initiation at E10.5 in 

mice of the formation of lymphatic vessels, marked by the formation of endothelial buds from developing 

veins. Stage 2 marks the development of lymphatic vessels by endothelial sprouting from the lymphatic 

buds. Both stages 1 and 2 are dependent on normal function of Prox-1 ( 213 ). Stage 3 represents the 

formation of the true lymph node anlagen, with mesenchymal connective tissue cells protruding into the 

lumen of the growing lymph sacs. These invaginations contain reticular cells, fibroblasts, leukocytes, and 

vascular loops. These loops eventually develop into the afferent and efferent blood supply of the lymph 

node, including the high endothelial venules. Stage 4 is marked by influx of hematopoietic lineage cells 

and the formation of the subcapsular sinus. Stage 5 is the result of immigration of increasing numbers of B 

and T cells, and the formation of normal cellular compartmentalization within the node. The colonization of 

the developing lymph node anlagen with CD45 +CD4 +CD3 - cells that are required for continued 

maturation of the node appears to occur during the latter half of stage 3. In the case of the developing 

lymph node, it is apparent that important localizing signals have been given to specify where the lymph 

node anlagen will emerge prior to the colonization with the CD45 +CD4 +CD3 - cells. This is consistent 

with the observation that treatment of developing LTa -/- embryos with an agonist monoclonal anti-LTßR 

antibody during mid-gestation to late gestation results in induction of morphologically normal lymph nodes 

at sites typical for normal lymph node formation ( 426 ). Again, as seen for Peyer’s patches, the early 

forming lymph node anlagen is fragile and requires lymphotoxin-dependent signals in order for a stable 

organ to form. Thus, the mesenteric lymph node anlage are easily detected in newborn LTa -/- or TRANCE 

-/- mice ( 418 ). However, in the absence of mLT or TRANCE signals, this mesenteric node remnant 

disappears over the first 2 weeks after birth. 

Lymphoid Organogenesis and Chronic Inflammation Experiments to investigate the role of different 

intercellular mediators in vivo by transgenic ectopic expression in mice have identified unanticipated 

potential of some of these molecules to induce formation of organized lymphoid structures. The first such 

experiment was performed by Kratz et al. ( 198 ) and Picarella et al. ( 427 ) involved expression of 

lymphotoxin-a under the rat insulin promoter. This ectopic expression of LTa induced modest islet cell 

inflammation that did not progress to frank diabetes. Apparently, because the rat insulin promoter used 

was leaky in mice, inflammatory infiltrates were also seen in the kidneys and skin. Detailed histologic 

evaluation of the inflammatory infiltrates demonstrated that they contained B cells, both CD4 + and CD8 + 

T cells, plasma cells, dendritic cells, follicular dendritic cells, and vessels with high endothelial venule 

morphology and PNAd staining ( 198 ). These inflammatory foci had structural features typical of organized 

lymphoid tissues. Furthermore, following systemic immunization with sheep erythrocytes, they showed 



evidence of germinal center reactions, and contained B cells producing antisheep erythrocyte, 

isotype-switched antibodies. Thus, chronic expression of LTa in the islets led to formation of apparently 

functional lymphoid follicular structures. This process of inflammation-induced formation of lymphoid 

follicles has been termed lymphoid neogenesis ( 198 ). The general importance of this phenomenon has 

been suggested by the finding of ectopic lymphoid nodules at sites of pathologic inflammation, including 

autoimmune thyroiditis ( 428 , 429 ), the salivary glands of patients with Sjogren’s syndrome ( 430 , 431 ), the 

thymus in patients with myasthenia gravis ( 432 , 433 ), the synovial membranes of patients with rheumatoid 

arthritis ( 434 , 435 , 436 , 437 and 438 ), the gastric mucosa in subjects with chronic Helicobacter pylori 

stomach infections ( 439 ), chronic hepatitis C infection ( 200 ), and chronic arthritis due to Borrelia 

burgdorferi ( 440 ). In many of these conditions, local production of potentially pathologic antibodies has 

been demonstrated in these follicles, and there is potential that suppressing this local response could 

result in substantial clinical benefit. Ectopic expression of other immunologic mediators has led to local 

formation of organized lymphoid structures. Expression of CXCL13 (BLC) under the control of the rat 

insulin promoter induced formation, in a lymphotoxin-dependent fashion, of organized lymphoid structures 

containing discrete B-cell and T-cell zones, high endothelial venules, follicular dendritic cells, stromal cells, 

and the chemokine CCL21 (SLC) ( 202 ). This indicated that the chemokine CXCL13 that normally serves 

to recruit B cells to sites of immune activation, but that also induces expression on their surface of the 

membrane lymphotoxin heterotrimer ( 380 ), is sufficient to initiate a series of events leading to formation of 

organized lymphoid tissue. Similarly, ectopic expression of CCL21 (SLC), again under the control of the rat 

insulin promoter, induced the formation of organized lymphoid nodules containing B cells, T cells, dendritic 

cells, and high endothelial venules ( 441 , 442 ). CXCL12 (SDF-1) and CCL19 (ELC) also could induce 

organized lymphoid tissue nodules, but these were smaller and included fewer T cells than the structures 

induced by CCL21 ( 442 ). Interestingly, the structures induced by CCL19 and CCL21 were ablated by 

treatment of the transgenic mice with the LTßR–IgFc? fusion protein, indicating that their development 

was dependent on expression of mLT. The relationship of these organized lymphoid structures to local 

expression of inflammatory cytokines and chemokines suggests that collections of interacting lymphoid 

cells may be a common feature of all chronic inflammatory processes. It also suggests the intriguing 

possibility that mammals have co-opted mechanisms used to elicit tissue inflammation for the purpose of 

inducing the development of lymphoid organs ( 443 ). Organized lymphoid tissue structures may be 

important in the expression of pathologic immunoglobulins at sites of chronic inflammation. This may be a 

central process in the expression of antibody-mediated autoimmune disorders ( 444 ). 

Lymphocyte Recruitment to Secondary Lymphoid Tissues

When naïve lymphocytes are released from the bone marrow and thymus, they must traffic to secondary 

lymphoid tissues to ready themselves for an encounter with antigen. In order for the secondary lymphoid 

tissues to remain charged with cells representing a broad repertoire of antigen specificities, it is essential 

that their cellular composition be constantly renewed. This requires potent mechanisms for recruitment of 

cells from the circulation. After an immune encounter in the secondary lymphoid tissues, the mature, 



antigen-experienced effector cells must leave the tissue and traffic to peripheral tissue sites where they 

can appropriately express their effector functions. In order for these effector cells to provide effective 

immune surveillance, they appear to be constantly on patrol, continuously circulating from one potential 

site of antigen encounter to another. It is likely that most mature effector and memory lymphocytes are in 

constant motion, moving from efferent lymphatic vessels to the blood circulation, into peripheral tissues for 

antigen surveillance, to afferent lymphatics, to lymph node, and back to efferent lymphatics ( 445 ). 

Although it is difficult to calculate for all subsets of mature lymphocytes, evidence suggests that at least 

some subsets of cells may make one or two circuits from blood to tissue and back every day ( 446 ). It is 

likely that specific subsets of cells demonstrate selective recirculation patterns, based on the functions to 

which they are specifically adapted.

Naïve cells freshly exported from the bone marrow and thymus have very limited potential for localization 

in peripheral tissues, even under conditions of tissue inflammation. Rather, these cells home preferentially 

to secondary lymphoid tissues ( 447 ) where they can interact efficiently with newly encountered antigens. 

These naïve cells appear to move continuously from one secondary lymphoid tissue to another until they 

either encounter their specific antigen or are damaged and die ( 62 , 63 , 448 ). There is evidence that most 

lymphocytes can demonstrate tissue-specific trafficking by virtue of their recognition of organ-specific 

adhesion molecules on specialized postcapillary venules in each target tissue ( 449 ). For example, naïve 

lymphocytes harvested from the Peyer’s patch largely recirculate to gut-associated lymphoid tissues by 

virtue of their expression of the integrin a4ß7 that interacts selectively with MAdCAM-1 expressed on the 

high endothelial venules of Peyer’s patches, mesenteric lymph node, and other gut-associated lymphoid 

tissues ( 447 , 449 ). Alternatively, naïve cells from peripheral lymph nodes use L-selectin interacting with 

sialylated oligosaccharides on peripheral node addressin (PNAd) expressed on the high endothelial 

venules of peripheral nodes ( 218 ).

Data from many investigators support a multistep model for lymphocyte recruitment ( 450 , 451 and 452 ). The 

general features of this model have been confirmed by a combination of intra- vital microscopy and in vitro

 analysis of adhesion under conditions of physiologic flow ( 453 , 454 and 455 ). For entry of an a4ß7 + 

L-selectin + naïve lymphocyte into the Peyer’s patch, for example, the first recognizable event is an 

L-selectin–dependent initial attachment of the lymphocyte to MAdCAM-1 on the Peyer’s patch high 

endothelial venule ( 455 ). This initial L-selectin–dependent contact proceeds to established rolling that 

depends on both L-selectin and a4ß7 interacting with MAdCAM-1 on the HEV. The requirement for 

interaction via both L-selectin and a4ß7 for rolling has been confirmed by gene-targeting experiments in 

which either L-selectin or the ß7 integrin chain have been deleted ( 456 , 457 ). Rolling lymphocytes then 

arrest by the combined action of the integrins a4ß7 and LFA-1 in a process that requires signaling via a 

G-protein coupled receptor on the lymphocyte surface. The requirement for this G-protein coupled 

receptor activation is shown by the ability of pertussis toxin treatment of the lymphocytes to prevent firm 

adhesion completely ( 458 ).



Similar studies have defined a multistep process of lymphocyte recruitment into peripheral lymph nodes. 

Here, interactions between L-selectin and peripheral node addressin are required for attachment and 

rolling ( 218 , 459 , 460 , 461 and 462 ). Firm adhesion depended on a pertussis toxin–sensitive G-protein 

coupled receptor and LFA-1 ( 462 , 463 , 464 and 465 ).

The ligands for the G-protein coupled receptors that regulate the conversion from rolling to firm adhesion 

were initially assumed to be locally produced chemokines. While this may be true in many cases, studies 

by Baekkevold et al. ( 233 ) have demonstrated that the chemokine CCL21 (SLC) can be carried from a 

peripheral site such as the subcutaneous connective tissue to the draining lymph node and be presented 

to circulating lymphocytes on the luminal surface of the HEV. This expands the repertoire of chemokines 

that may control lymph node recruitment well beyond the molecules synthesized locally in the vascular 

endothelial cells and their surrounding tissue cells. Again, using intravital microscopy and a collection of 

mice targeted for mutations in chemokine receptors or bearing natural mutations in chemokine genes, it is 

now possible to test the role of specific chemokines in cell recruitment to individual secondary lymphoid 

tissues. Cells have been analyzed from chimeric mice deficient in CXCR4 (the receptor for CXCL12 

(SDF-1) ( 20 , 466 ) and from CXCR5-deficient mice ( 410 ), as well as from the natural mutation PLT ( 

paucity of lymph node T cells; mutant in CCL19 and the lymphoid tissue isoform of CCL21) ( 467 , 468 ). 

Results have demonstrated that homing of B cells to both Peyer’s patches and peripheral lymph nodes is 

dependent on both SDF-1 signaling through CXCR4 and CCL21 signaling through CCR7 ( 469 ), with these 

chemokines mediating the transition of B cells from rolling to firm adhesions in the high endothelial 

venules. Furthermore, CXCL13 (BLC) acting through CXCR5 on the B cell contributes importantly to B-cell 

homing to Peyer’s patches ( 469 ).

SUMMARY

Proper functioning of the immune response depends on complex functions of several specific tissue 

compartments. The primary lymphoid tissues include the bone marrow and thymus and represent sites 

where naïve B- and T-lymphocytes are produced. The secondary lymphoid tissues provide sites where 

these naïve cells can efficiently encounter antigen and cooperate with each other in the generation of a 

T-cell–dependent immune response. Our developing understanding of the molecular signals that support 

the formation and maintenance of the secondary lymphoid tissues give us an appreciation that these 

tissues are more plastic than originally recognized. Signaling molecules that modulate the plastic features 

of secondary lymphoid tissue structure and that alter cellular localization within these tissues may 

represent promising targets for immunomodulatory drug development.

Color Plates



 
COLORPLATE 1. Architecture of a germinal center. This germinal center is within a splenic white pulp 

nodule. The center of the nodule is marked by the central arteriole. The germinal center is highlighted by a 

dashed line. Unactivated cells surround the germinal center constituting the mantle zone. The light zone of 

the germinal center represents rapidly proliferating, surface Ig- B cells, here stained brown with anti-B220 

antibody. The light zone of cells undergoing selection for affinity maturation lie within a dense reticulum of 

follicular dendritic cells here stained blue with anti-CR2 antibody.

 
COLORPLATE 2. Organization of the spleen white pulp. Top panel: Immunofluorescence stain of a white 

pulp unit in the mouse spleen. T cells (anti-CD4+anti-CD8, red) are localized around the central arteriole. 

B cells (anti-IgM, green) are localized in follicles around the T-cell area, and surrounded by a layer of 

metalophilic macrophages (labeled with monoclonal antibody MOMA-1, blue) and a more peripheral layer 

of marginal zone macrophages (labeled with monoclonal antibody ERTR-9, orange). The marginal sinus is 

located between the metalophilic macrophage and the marginal zone macrophage layers (not shown). 

From Martin and Kearney ( 314 ), with permission. Bottom panel: Structure of the marginal sinus in a thick 

(100 micrometer) frozen section of mice with targeted insertion of the Lac Z gene into the ephrin B2 locus 

( 470 ). In the spleen, ephrin B2 expression is high in the central arteriole, in radial branches of the central 

arteriole and in the marginal sinus. Lac Z is visualized by staining with FITC-labeled antidLac Z antibody. 

Note the transition from discrete arteriolar vessels to a network of flattened vessels at the transition to the 



marginal sinus plexus. Lower panel courtesy of C. Zindl (University of Alabama at Birmingham, 

Birmingham, AL).
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DISCOVERY AND DEFINITION



In the 1960s, several research groups demonstrated that a population of adherent cells 
was required for the induction of B- and T-cell responses in vitro and in vivo. Most 
immunologists believed at that time that macrophages were the critical “accessory” 
cells, on the basis of their adherent properties ( 1 ).

In 1973, during the course of observations of murine splenic cells that adhere to glass 
and plastic surfaces, Steinman and Cohn ( 2 ) noticed large stellate cells whose 
cytoplasm was arranged in pseudopods of varying length and form. These authors 
reported that these cells, named dendritic cells (DCs) because of their branch-like 
projections (from de?d?e??, tree), undergo characteristic movements, do not exhibit the 
endocytic capacities of macrophages, and adhere to glass. The function of DCs was 
elucidated 5 years later when it was reported that these cells were the most potent 
stimulators of the primary mixed leukocyte reaction in mice, which led to the suggestion 
that DCs instead of macrophages could be the accessory cells required in the 
generation of many immune responses ( 3 ). This hypothesis was amply demonstrated 
in the following years.

The dendritic family includes many members located throughout the body that share 
phenotypic and functional properties:

Dendritic morphology (at least at some stage) and low buoyant density
Elevated expression of major histocompatibility complex (MHC) molecules (class I 
and class II) and intermediate to high expression of co-stimulatory molecules
Motility
Specialization of function over time: that is, a shift from an antigen-capturing mode 
to a T-cell sensitizing mode

The hallmark of the DC family is the conversion of these cells from immature sentinels 
to mature immunostimulatory cells, a phenomenon called maturation.

Figure 1 illustrates the development of DCs in vivo at the precursor, immature, and 
mature stages. The right column corresponds to the induction of DC maturation by a 
“danger signal” (pathogen invasion), and their subsequent migration to lymphoid 
organs. The left column describes the movement of (presumably immature) DCs at the 
steady state. These pathways are described in the following chapters.



 
FIG. 1. Developmental stages of dendritic cells (DCs) in vivo. The generation of DC 
precursors in the bone marrow, the recruitment of immature DCs in peripheral tissues, 
and the migration of DCs into the lymphoid organs are illustrated. The maturation of 
DCs into potent antigen-presenting cells in case of infection or inflammation and their 
migration have been amply documented ( right), but there is also evidence that in the 
“steady state”—that is, in the absence of a “danger signal”—these immature DCs may 
migrate into the lymphoid organs while remaining at the immature stage ( left). The 
phenotype of the DC migrating in baseline conditions is still unclear. The movement of 
maturing DCs and the “constitutive” migration of immature DCs have been shown to 
depend on chemokine gradients.

DISTRIBUTION OF DENDRITIC CELLS IN VIVO: A MULTIMEMBER 
FAMILY

CD34 + hematopoietic stem cells differentiate into common myeloid progenitors (CMP) 
and common lymphoid progenitors (CLP) in the bone marrow ( Fig. 2). The CMP give 
rise to two types of immature DCs (CD11c +CD14 + and CD11c +CD14 - in humans, 
undefined in mice) that become interstitial DCs and Langerhans cells when homing to 
epithelia or other tissues, respectively. The CMP also give rise to two types of DC 
precursors, monocytes and plasmacytoid cells, which play a role in innate and adaptive 
immunity and undergo differentiation and maturation in the presence of cytokines or 
microbial products ( Fig. 2) ( 4 ). In contrast to monocytes, DCs can also arise from a 
CLP in vivo, as clearly demonstrated in the mouse ( 5 ). In particular, splenic DCs of 

CD8a + and CD8a - phenotypes can be generated from CMP or CLP in vivo. Although 
human DCs can be generated in vitro from lymphoid-committed precursors, the 
physiological differentiation from CLP in vivo is still a matter of speculation ( 6 ). There is 
some evidence that human plasmacytoid–derived DCs may be related to lymphoid 
lineage, inasmuch as they express messenger ribonucleic acid (mRNA) specific for 
lymphocytes as pre-Ta, immunoglobulin (Ig) ?–like 14.1, and Spi-B ( 7 ).



 
FIG. 2. Dendritic cell (DC) development and diversification in mice and humans. 
Common myeloid progenitors (CMP) and common lymphoid progenitors (CLP) are 
generated in the bone marrow. The CMP give rise to two types of immature DCs and 
two types of DC precursors: monocytes and plasmacytoid cells. Immature DCs migrate 
to epithelia or other tissues, where they become Langerhans cells or interstitial DCs, 
respectively. These tissue-resident DCs may further migrate at the immature or the 
mature state to lymphoid organs, where they may perform different functions. DC 
precursors are monocytes and plasmacytoid cells that may differentiate into mature 
DCs in the presence of indicated stimuli and play a role in innate and adaptive 
immunity.

The four main DC populations differ by their phenotype ( Table 1) and function (see the 
following sections).

 
TABLE 1. Dendritic cell lineages and their phenotypes in mouse and humans

Langerhans Cells

Cells with a dendritic structure were visualized in the skin by Paul Langerhans in 1868. 
They were described as cells displaying long processes and were considered to belong 



to the nervous system. The nature of these so-called Langerhans cells remained 
obscure until they were shown to be derived from bone marrow and to express class II 
MHC and were identified as the active cells in epidermis for presenting antigen to T 
cells ( 8 , 9 and 10 ). The relationship of these epidermal Langerhans cells to DCs was 
suggested by the observations that murine epidermal Langerhans cells mature into 
potent immunostimulatory DCs in vitro ( 11 ).

Ultrastructurally, Langerhans cells are characterized by a unique pentalamellar 
cytoplasmic organelle: the Birbeck granule. Valladeau et al. ( 12 ) identified a type II Ca 
2+-dependent lectin displaying mannose-binding specificity, exclusively expressed by 
Langerhans cells. This lectin was called langerin and is constitutively associated with 
Birbeck granules. Although the role of Birbeck granules remains enigmatic, they are 
attractive candidate receptors for nonconventional antigen routing in Langerhans cells. 
Because the lectin domain of langerin recognizes mannose, antigens bearing this 
sugar, which is common on microorganisms, may be internalized into Birbeck granules 
after their binding to langerin. In addition, Langerhans cells express E-cadherin, which 
permits, through homotypic interactions, the residence of Langerhans cells in 
epidermis.

Interstitial Dendritic Cells

DCs are found as immature cells in virtually all organs (except the brain) within the 
interstitial spaces that are drained by afferent lymphatic vessels. DCs have been 
isolated from the heart, kidney, dermis, liver, and other organs.

DCs are found in mucosal surfaces, such as those of the lung and intestine. In the lung, 
the network of airway DCs is particularly well developed to capture inhaled antigens ( 13 

). Its location above the basement membrane of the airway epithelium ensures 
accessibility to inhaled antigens. There is some evidence that these DCs are 
maintained in an immature state by an inhibitory mechanism that may involve 
macrophages ( 14 , 15 ). In the intestine, DCs from Peyer’s patches have been 
characterized and are known to contain three populations that differ by their phenotype 
and function ( 16 , 17 ).

In the mouse, all splenic DCs express similar amounts of CD11c, class II MHC, and 
co-stimulatory molecules CD80, CD86, and CD40, but they can be subdivided into three 
subtypes on the basis of their expression of CD4 and the CD8a homodimer: CD8a -CD4 
-, CD8a -CD4 +, and CD8a +CD4 - ( 18 ). The subsets also differ by their localization: the 
majority of DCs in the marginal zone are CD8a -, whereas most DCs in the T-cell areas 
express the CD8a homodimer. The three splenic DC subtypes seem to behave as 
rapidly turning-over products of three independent developmental lineages ( 19 ). The 
DC populations in lymph nodes appear to be even more complex. In addition to the 
three populations present in the spleen, two DC subtypes that may be dermal and 
epidermal derived DCs ( 20 ) have been described. The mouse thymus ( 18 ) has been 
shown to contain two DC types that differ at the level of CD8a expression.



The DCs localized in the T-cell areas of lymphoid organs are called interdigitating cells, 
because they extend numerous processes between the T cells.

Veiled Cells

Typical DCs are found in afferent lymphatic vessels and are called veiled cells because 
of their sheetlike appearance. Early studies underscored the crucial role of the afferent 
lymphatics during cell-mediated immunity: priming to skin transplants were shown to be 
blocked by lymphatic ablation ( 21 ). In contrast, efferent lymphatic vessels seem to lack 
DCs, which suggests that they do not leave the lymph nodes. Indeed, there is evidence 
that mature DCs undergo apoptosis in the lymphoid organ ( 22 ).

Dendritic Cell Precursors

Stem cells also give rise to two types of DC precursors: monocytes [also called 
pre-DC1s after their functional properties ( 23 )] and plasmacytoid cells (also named 
pre-DC2s), which do not have dendrites and do not display the phenotype and function 
of DCs but seem to serve as effector cells in antimicrobial innate immunity. Monocytes 
and plasmacytoid cells have the capacity to differentiate in culture into DCs. The 
monocyte- and plasmacytoid-derived DCs display distinct functional properties and, in 
particular, differentially regulate the development of T helper 1 and 2 (Th1 and Th2) 
cells in vitro (detailed later).

Monocyte-Derived Dendritic Cells

Human monocytes have been shown to differentiate into DCs in culture with 
granulocyte-macrophage colony-stimulating factor (GM-CSF) and interleukin (IL)–4 ( 24 

), as well as in an in vitro model of transendothelial migration that involves a layer of 
endothelial cells over a collagen matrix. Monocytes migrate across the endothelial 
barrier onto collagen matrix, mimicking entry of monocytes into tissues, and become 
tissue macrophages. Of note, some transmigrate back across the endothelial barrier, 
mimicking transit from tissues to lymph, and become DCs. The process is markedly 
enhanced if particulate material is phagocytosed in the collagen matrix ( 25 ). Murine 
monocytes have been shown to differentiate into DCs when cultured in the presence of 
GM-CSF and IL-4 ( 26 ). Furthermore, Randolph et al. investigated the differentiation 
and trafficking in vivo of inflammatory monocytes that phagocytosed subcutaneously 
injected fluorescent microspheres. They found that most of the monocytes became 
macrophages in the subcutaneous tissue but that 25% of latex + cells migrated to the 
T-cell area of draining lymph nodes, where they expressed DC-restricted markers and 
high levels of co-stimulatory molecules ( 27 ). The various pathways of differentiation of 
DCs from monocytes in vitro and in vivo are illustrated in Table 1.

Plasmacytoid-Derived Dendritic Cells



CD4 +CD11c - DC precursors (pre-DC2s) with plasmacytoid structures have been 
identified in human blood and are identical to natural interferon (IFN) a/ß–producing 
cells, which secrete high amounts of IFN-a/ß in response to viruses. These 
plasmacytoid cells give rise to DC2s in vitro in the presence of IL-3 or during viral 
infection. IFN-a/ß and tumor necrosis factor (TNF-) a produced by virus-activated 
pre-DC2s act as an autocrine survival factor and a DC differentiation factor, respectively 
( 28 ). These cells appear therefore to play a role in innate immune responses as IFN-a 
producers and in adaptive immune responses as antigen-presenting cells (APCs).

The equivalent murine type of type I IFN-producing cells (mIPCs) has been described 
only as recently as 2001 and consists of a population of immature DCs Ly6C/Gr-1 +, 
B220 +, CD11c lo, and CD4 + ( 29 , 30 ), showing a homogeneous plasmacytoid 
structure—that is, a round shape, a smooth surface, and an eccentric nucleus. Upon 
activation, these cells display a more irregular shape, up-regulate their 
immunostimulatory properties, and produce IFN-a, IL-12, or both, depending on the 
stimulus.

HALLMARKS OF CELLS FROM THE DENDRITIC FAMILY

Among the populations of APCs, which include DCs, B-lymphocytes, and macrophages, 
DCs display some unique properties aimed at sensitizing T-lymphocytes specific for 
dangerous antigens encountered earlier in periphery. Indeed, pathogens often invade 
peripheral tissues, whereas the immune response is initiated in lymphoid structures in 
which T- and B-lymphocytes reside ( 31 ). DCs appear to form a physical link between 
the periphery and the secondary lymphoid organs: they act as sentinels for “dangerous” 
antigens in the peripheral tissues and then migrate to the areas where T cells are 
located to transmit information about the nature of the pathogen and the infected 
tissues. To efficiently perform these different tasks, DCs have a specialization of 
function over time and location. During the process of maturation, often associated with 
their migration from the periphery to the lymphoid organs, DCs shift from an 
antigen-capturing mode to a T cell–sensitizing mode. The maturation process is 
induced by microbial products and inflammatory chemokines, thereby favoring the 
sensitization of T-lymphocytes specific for non–self-infectious antigens ( Fig. 3). The 
following sections review the properties of DCs that confer on them the capability to 
focus the adaptive immune response on pathogens, avoiding autoimmunity.



 
FIG. 3. The phenomenon of maturation. In the presence of inflammatory cytokines, 
microbial products or antigen-activated T-lymphocytes, dendritic cells undergo a 
phenomenon of maturation: that is, they shift from an antigen-capturing mode to a T 
cell–sensitizing mode. The phenotypic and functional changes are associated with their 
migration into the T-cell area of lymphoid organs.

Co-Stimulation and Adhesion

To recognize antigen, T cells need to establish contact with APCs by forming an 
immunological synapse, in which T-cell receptors (TCRs) and co-stimulatory molecules 
are congregated in a central area surrounded by a ring of adhesion molecules. The 
zone contains multiple copies of molecular couples, such as the TCR and peptide/MHC, 
leukocyte function–associated antigen 1 (LFA-1) and intercellular adhesion molecule 1 
(ICAM-1), CD2 and CD48, and CD28 and ligands ( Fig. 4).

 
FIG. 4. Molecules involved in the T-cell/dendritic cell synapse. The interaction between 
dendritic cells and T-lymphocytes involves several ligand/receptor pairs that include 
MHC molecules, adhesion and co-stimulatory molecules.

The B7 family has been shown to contain six members, which positively or negatively 
regulate the expansion or function of T cells, or both [for review, see Coyle and 
Gutierrez-Ramos ( 32 )]. The CD80 and CD86 molecules, the first CD28 ligands, have 
been shown to promote clonal expansion of resting T cells through CD28 and to inhibit 
T-cell expansion through interactions with CTLA-4. The biological role of CD80 may be 
to generate stable signaling complexes with CTLA-4 to terminate T-cell activation. The 
expression of CD80 and CD86 is strongly up-regulated during DC maturation ( 33 , 34 ). 
B7RP-1 has been shown to be expressed by human but not murine DCs. Its expression 



is down-regulated during activation, and its counterreceptor is inducible co-stimulator 
(ICOS). Evidence is emerging that B7RP-1 delivers a critical signal that favors Th2 
production. PD-L1 (or B7-H1) and PD-L2 interact with programmed death 1 (PD-1) on T 
cells and function similarly in their ability to oppose T-cell activation and attenuate 
cytokine production. The most newly discovered member, B7-H3, is expressed at high 
levels on immature DCs and seems to regulate IFN-? production by T cells.

Of note, the CD86 co-stimulatory molecule is not only abundant on DCs but also 
associates with antigen-presenting MHC products in stable patches on the DC surface. 
The polyvalent configuration may facilitate the activation of quiescent T cells ( 35 ).

Other molecules expressed by DCs seem to be involved in co-stimulation. CD24 
(heat-stable antigen, HSA) is a protein of 30- to 60-kD molecular mass with size 
heterogeneity resulting from variable cell type–specific glycosylation. HSA is expressed 
by freshly isolated Langerhans cells and, in contrast to CD80 and CD86, is 
down-regulated during maturation in culture. Data suggesting that HSA is required for 
activation of Th1 but not Th2 have been reported ( 36 ).

Several molecules belonging to the TNF superfamily appear to function as 
co-stimulatory molecules and include 4-1BB, OX40, and LIGHT ( 37 ).

Early studies indicated that DCs and T cells tend to form clusters in an 
antigen-independent manner ( 38 ). In addition to co-stimulatory molecules, adhesion 
molecules and their corresponding ligands—LFA-3/CD2 and LFA-1/ICAM-1, -2 or 
-3—are probably involved in these DC–T-cell interactions. Geijtenbeek et al. ( 39 ) 
developed an adhesion assay to address the role of ICAM-3 and identified a novel 
DC-specific adhesion receptor. They showed that both DCs and monocytes bind to 
fluorescent beads coated with ICAM-3-Fc. ICAM-3 binding by monocytes is mediated 
mainly by LFA-1, whereas binding of ICAM-3 by DCs is completely independent of 
LFA-1 but dependent on a novel molecule, DC-SIGN. DC-SIGN is a type II membrane 
protein with an external mannose-binding, C-type lectin domain. It was named 
DC-SIGN because it is a DC- specific, ICAM-3– grabbing nonintegrin. The interaction of 
DC-SIGN with ICAM-3 establishes the initial contact of the DC with the resting T cells, 
appears restricted to DCs, and is essential for T-cell activation. In addition, DC-SIGN 
has been shown to be a special kind of viral receptor, promoting binding and 
transmission of human immunodeficiency virus type I to T cells, rather than viral entry 
into the DCs ( 40 ).

The Process of Maturation

The relationship of Langerhans cells to DCs isolated from lymphoid organs was 
provided in 1985 by Schuler and Steinman ( 11 ). The authors showed that fresh 
Langerhans cells are weak stimulators of T-cell proliferation but undergo a progressive 
increase in stimulatory capacity in vitro. The development of enhanced stimulatory 
activity during culture was called maturation ( Fig. 3) and could not be ascribed only to 
an increase in the level of class II MHC molecules. The authors suggested that 
functioning DCs, present in lymphoid organs, may be derived from less mature 



precursors located in nonlymphoid tissues. By comparing the efficacy of fresh and 
cultured DCs to present a protein to T-cell clones, Romani et al. ( 41 ) showed that the 
capacity of DC populations to present proteins varies inversely with stimulating activity 
in the mixed leukocyte reaction (MLR). Freshly isolated Langerhans cells are very active 
in presenting proteins, whereas spleen DCs and cultured epidermal Langerhans cells 
present native protein weakly. These observations suggested that DCs in nonlymphoid 
tissues such as skin act as sentinels for presenting antigens in situ, whereas DCs in 
lymphoid organs have the capacity to sensitize naïve T cells.

Therefore, cells of the dendritic family have a specialization of function over time, as 
they shift from an antigen-capturing mode to a T cell–sensitizing mode during a process 
called maturation ( Fig. 3). DC maturation induces multiple alterations in the function 
and intracellular transport of class II MHC molecules, leading to the redistribution of 
class II MHC from intracellular compartments to the plasma membrane (see later 
discussion). Expression of ligands for the CTLA-4/CD28 molecules was shown to be 
up-regulated on epidermal Langerhans cells ( 34 ) and splenic DCs ( 33 , 42 ) during their 
functional maturation in vitro. The process of maturation also occurs in vivo: Systemic 
administration of endotoxin [lipopolysaccharide (LPS)] induces the migration of most 
splenic DCs from the marginal zone between the red and white pulp to the T-cell area in 
the white pulp ( 43 , 44 ). This movement parallels a maturation process, as assessed by 
down-regulation of processing capacity and up-regulation of immunostimulatory 
properties ( 44 ).

Maturation can be mediated by inflammatory cytokines (TNF-a, IL-1), T cells (through 
CD40/CD40L interaction), microbial constituents (LPS, CpG oligonucleotides), and 
stress (necrosis, transplantation). DC maturation has been shown to involve signaling 
cascades initiated by the Toll/interleukin-1 receptor homology domains of Toll-like 
receptor (TLR) family that can lead to activation of nuclear factor ?B (NF?B) and 
mitogen-activated protein kinase (MAPK). TLR4 is the mammalian homolog of 
Drosophila Toll, which is involved in dorsoventral patterning and in host defense against 
fungal infection. To date, more than 10 members have been reported to belong to the 
TLR family in mammals and seem involved in recognizing pathogen-associated 
molecular patterns [for review, see Kaisho and Akira ( 45 )]. Recent findings in myeloid 
differentiation factor 88 (MyD88)–knockout and Toll-like receptor (TLR)–knockout mice 
have shown that TLR4 activates two pathways: one that is MyD88 dependent and 
crucial for cytokine production and another that is MyD88 independent and induces 
phenotypic and functional maturation of DCs ( 45 ). In contrast, TLR9-mediated DC 
maturation and cytokine release are dependent on MyD88.

An interesting question is whether DCs stimulated through TLR ligands differentiate 
exclusively to “type 1” DCs, as suggested by LPS and CpG, and whether “type 2” DCs 
are less mature cells (see following discussion).

Antigen Uptake

At the immature stage, DCs exhibit potent endocytic activity. To sample their 
environment in peripheral tissues, they constitutively macropinocytose extracellular fluid 



and concentrate the macrosolutes in the endocytic compartment. The fluid volume 
taken up per hour by a single DC has been estimated to be 1,000 to 1,500 µm 3, a 
volume that is close to that of the cell itself ( 46 ). The large volume of fluid that is 
continuously taken up through macropinocytosis must be eliminated by the DCs to 
maintain their volume. Two mechanisms that may be involved in the volume regulatory 
system have been described: the amiloride-sensitive epithelial sodium channel that 
increases the transport of ions ( 46 ) and aquaporins that facilitate the flow of water in 
accordance with the salt gradient. Two members of the aquaporin family, aquaporins 3 
and 7, are highly expressed in immature DCs and are down-regulated upon maturation. 
Blocking aquaporins inhibits uptake and concentration of macrosolutes taken up by fluid 
phase endocytosis but does not affect receptor-mediated endocytosis through the 
mannose receptor, which suggests that aquaporins are essential elements of 
macropinocytosis by DCs ( 47 ).

In addition, DCs express various receptors mediating endocytosis and phagocytosis of 
antigens, pathogens, and dying cells: crystallized fragment (Fc) receptors for IgE and 
IgG, which internalize immune complexes receptors for heat shock proteins; receptors, 
such as CD36 and avb5, which bind and phagocytose apoptotic bodies; and C-type 
lectins, such as macrophage mannose receptor and DEC-205 ( 48 ), which contain 8 and 
10 contiguous C-type lectin domains, respectively ( 49 ). Whereas most receptors, 
including the macrophage mannose receptor, internalize and recycle through early 
endosomes, the DEC-205 cytosolic domain mediates a unique recycling pathway 
through late endosomes or lysosomes, rich in antigen-presenting class II MHC 
products, and greatly enhances antigen presentation relative to the mannose receptor 
tail ( 50 ).

The antigen uptake is down-modulated during the process of maturation ( 46 ). Most 
receptors are expressed at lower levels on mature DCs, except DEC-205 in the mouse, 
which is expressed at higher levels. In addition, endocytosis and macropinocytosis are 
down-regulated. Garrett et al. ( 51 ) found that endocytic down-regulation reflects a 
decrease in endocytic activity controlled by Rho family guanosine triphosphatase 
Cdc42. Blocking Cdc42 function in immature DCs abrogates endocytosis, whereas 
injection of active Cdc42 in mature DCs reactivates endocytosis ( 51 ), which suggests 
that the regulation of endocytosis during maturation is at least partly controlled by the 
levels of active Cdc42. Another report, however, demonstrates that the Rho-family 
guanosine triphosphatases Cdc42 and Rac are required for constitutive 
macropinocytosis by DCs but do not control its regulation ( 52 ).

Whether distinct DC subpopulations present distinct pathogens is still unclear. The 
differential expression of TCRs on the human DC subsets could form the basis of a 
selective response to different pathogens. TCRs are highly conserved from Drosophila 
to humans and recognize molecular patterns specific to microbial pathogens. The pDC1 
and pDC2 have been shown to express different sets of pattern-recognition receptors 
and show corresponding differences in reactivity to different microbial products. 
Monocytes (pDC1) express TLR1, TLR2, TLR4, TLR5, and TLR8 and respond to 
peptidoglycan, lipoteichoic acid, and LPS, whereas pDC2 express TLR7 and TLR9 and 
respond to CpG oligonucleotides. The CD11c interstitial DCs express TLR3 and are 



reactive to double-strand deoxyribonucleic acid (DNA) ( 53 ). In addition, C-type lectins 
appear differentially expressed on DCs, depending on the subset, activation state, and 
tissue localization ( 49 ).

In the mouse, Pulendran et al. ( 54 ) reported observations suggesting that LPS from 
different bacteria that signal through distinct TLR, may differentially activate DCs. In 
favor of this notion, CD8a - and CD8a + DCs have been shown to respond to distinct 
microbial stimuli ( 55 ).

Antigen Processing

Class II Major Histocompatibility Complex–Restricted Presentation Stimulation of 
naïve T- and B-lymphocytes is likely to occur in primary lymphoid organs, which are 
organized to favor cellular interactions. Because DCs are posted as sentinels in 
peripheral organs, an initial step of the immune response most probably requires the 
migration of DCs to the zone where lymphocytes reside. Of importance is that DCs 
have the unique capability to present antigens encountered earlier in periphery after 
they have migrated to lymphoid organs ( Fig. 5). This property, a form of “antigenic 
memory,” results from (a) a shift in class II MHC half-life in mature versus immature 
DCs, (b) the sequestration of class II MHC/peptide combinations intracellularly in 
immature DCs, and (c) a blockade of the peptide-loading step in immature DCs. Each 
of these is discussed as follows. 

 
FIG. 5. Antigen handling and class II major histocompatibility complex (MHC) 
expression in immature and mature dendritic cells (DCs). The maturation of DCs is 
associated with a redistribution of class II MHC molecules from intracellular 
compartments to the plasma membrane. In immature DCs ( left), class II MHC 
molecules are associated mainly with invariant chain and are sequestered intracellularly 
in lysosomes. Indeed, the activity of cathepsin S (which has a major role in the cleavage 
of the class II MHC–associated invariant chain) remains low, thereby slowing the 
processing of the invariant chain, which contains a lysosomal targeting signal in its 
cytoplasmic domain. Although the majority of new class II MHC molecules are targeted 
directly to endosomes and lysosomes upon exit from the trans-Golgi network, some 
class II MHC molecules also seem to reach lysosomes after endocytosis from the 
plasma membrane. Maturation ( right) has been shown to enhance the peptide loading 
of class II MHC molecules that have accumulated in lysosomes before maturation. The 
peptide/MHC combinations are then transported to the class II MHC vesicles and reach 



the cell surface as small clusters, partly associated with CD86 (not shown). In addition, 
the activity of cathepsin S is enhanced, allowing a greater fraction of new class II MHC 
molecules to avoid lysosomes and reach the cell surface after antigen loading in 
endosomes. Redrawn from Mellman and Steinman ( 217 ), with permission.

A Shift in Class II Half-Life in Mature versus Immature Dendritic Cells Class II MHC 
molecules of immature DCs are expressed at low levels at the plasma membrane but 
are abundant in endocytic compartments. In contrast, mature DCs express high levels 
of class II MHC loaded with peptides at the surface. The mechanisms that control class 
II MHC expression in DCs are still unclear, but they are known to involve the modulation 
of cathepsin S activity and the rate of endocytosis. According to the first model, 
cathepsin S activity is inhibited by the presence of protease inhibitor cystatin C in the 
class II MHC compartments of immature DCs, thereby preventing the full degradation of 
the invariant chain. The complexes formed by the class II MHC and partly degraded 
invariant chain would be transported to lysosomes and degraded. In mature DCs, 
cystatin C would be down-regulated, thereby enabling cathepsin S to fully degrade the 
invariant chain and class II MHC to bind antigenic peptides and shuttle to the cell 
surface. These findings suggest that the ratio of cystatin C to cathepsin S in developing 
DCs would determine the fate of newly synthesized class II MHC molecules ( 56 ). 
However, the similar regulation of class II MHC expression for cathepsin S–independent 
class II MHC allotypes and in cathepsin S–deficient mice ( 57 ) argues against this 
hypothesis. The second model suggests that class II MHC expression is regulated in 
murine ( 57 ) and human ( 58 ) DCs by controlling the rate of endocytosis and subsequent 
degradation of peptide-loaded class II MHCs. In immature DCs, class II MHC molecules 
are rapidly internalized and recycled, turning over with a half-life of about 10 hours, 
whereas in mature DCs, there is a rapid and transient boost of class II MHC synthesis, 
and the half-life of class II MHC molecules increases over 100 hours. Indeed, in 
immature DCs, biotinylated Fab fragments of an anti-DR antibody bound to surface 
class II molecules are rapidly internalized and recycled back to the cell surface, 
whereas the pool of recycling class II molecules progressively disappears after 
maturation ( 58 ). Thus, delivery of class II MHC/peptide combinations to the cell surface 
would proceed similarly in immature and mature DCs, but immature DCs would 
reendocytose and degrade the complexes much faster than the mature DCs. 
The Sequestration of Class II/Peptide Combinations Intracellularly in Immature 
Dendritic Cells There is evidence that immature DCs exhibit a phenotype in which 
most class II MHC molecules are intracellular and localized to lysosomes. Upon 
maturation, these cells progressively differentiate into cells in which intracellular class II 
MHC molecules are found in peripheral nonlysosomal vesicles and then into mature 
DCs that express almost all of their class II MHC molecules on the plasma membrane ( 
35 , 59 ). Of note, although early DCs do not present antigen immediately after uptake, 
they efficiently present previously internalized antigen after maturation. By delaying 
antigen presentation, DCs retain the memory of antigens encountered in the periphery. 
Blockade of the Peptide-Loading Step in Immature Dendritic Cells There is 
evidence that DCs also regulate the intracellular formation of immunogenic class II 
MCH/peptide combinations. Indeed, although a protein antigen has been shown to 
colocalize with class II MHC products in late endosomes and lysosomes, class II MHCs 
do not form unless the DCs are exposed to maturation agents. These observations 
suggest an arrest to antigen presentation at the peptide-loading step at the immature 



stage ( 60 ). Of importance is that the down-regulation of antigen processing may help 
avoid induction of autoimmune reactions. Indeed, by turning off endocytosis, a mature 
DC arriving in the lymph node with pathogenic peptides would be unable to pick up self 
antigens and would present only epitopes generated at sites of infection. Of note, 
adjacent DCs in the T-cell area in the steady state may present self antigens and 
contribute to peripheral tolerance (see later discussion). An unusual extracellular 
presentation pathway has been described in immature DCs. At the cell surface, these 
cells express empty or peptide-receptive class II MHC molecules, as well as H-2M or 
HLA-DM. Immature DCs may therefore use alternative pathways for loading of class II 
MHC molecules, in addition to the endosomal pathway ( 61 ). 
Class I Major Histocompatibility Complex–Restricted Presentation In most cells, 
class I MHC molecules associate exclusively with peptides derived from endogenous 
cytosolic proteins, such as virus-encoded proteins or tumor antigens. In contrast, 
peptides derived from internalized exogenous antigens associate not with class I MHC 
molecules but, instead, with class II MHC molecules. The class I MHC–restricted 
presentation of endogenous but not exogenous antigens should prevent cytotoxic T-cell 
(CTL) lysis of noninfected neighboring cells that have phagocytosed infected cells. The 
class I MHC–restricted presentation of antigens in DCs is similar to that seen in other 
cells, except for three features: 

1. There is a marked increase in class I MHC synthesis during maturation, and 
half-life is increased ( 62 ).

2. Several proteasome subunits characteristics of the immunoproteasome are 
induced during maturation ( 63 ).

3. DCs appear very efficient in presenting exogenous internalized antigens in the 
context of class I MHC molecules, a processed referred to as cross-presentation. 
Albert et al. ( 64 ) demonstrated that human DCs have the capability to efficiently 
present antigens derived from apoptotic, influenza-infected cells and to stimulate 
class I MHC–restricted CD8 + cytotoxic T-lymphocytes. Regnault et al. ( 65 ) 
showed that Fc? receptors induce the maturation of DCs and mediate efficient 
internalization of immune complexes. This process requires proteasomal 
degradation and is dependent on functional peptide transporters associated with 
antigen processing (TAP) 1 and 2. Glycoprotein 96–associated antigens can be 
cross-presented on class I MHC by DCs ( 66 ) as well as foreign proteins 
expressed by bacteria ( 62 ). There is evidence that internalized antigens may 
access the cytosol for processing by the proteasome and loading in the 
endoplasmic reticulum. DCs have developed a unique membrane transport 
pathway for the export of exogenous antigens from endocytic compartments to 
the cytosol. Endosome-to-cytosol transport is restricted to DCs and allows 
internalized antigens to gain access to the cytosolic antigen-processing machinery 
and to the conventional class I MHC antigen-presentation pathway ( 67 ).

Of importance is that the cross-presentation can lead to the generation of cytotoxic 
responses to viruses that do not infect DCs themselves. This pathway may also account 
for the in vivo phenomenon of cross-priming, whereby antigens derived from tumor cells 
or transplants are presented by host APCs. A potentially critical role of 
cross-presentation could be to allow DCs in the steady state to present self antigens on 



class I MHC and thereby to induce tolerance (see later discussion). This process would 
be essential to prevent the induction of autoimmunity when DCs capture dying infected 
cells ( 68 ). 

Migratory Properties

The trafficking events that bring together T cells, B-lymphocytes, and DCs involve 
chemokines, which are small basic proteins that engage seven transmembrane 
receptors on responsive cells and promote chemotaxis ( 69 ).

Chemokines and their receptors regulate the movement and interaction of APCs such 
as DCs and T cells. CC chemokine receptor (CCR) 2 has been shown to be required for 
Langerhans cell migration to the lymph nodes and is also an important determinant of 
splenic DC migration, especially in the localization of CD8a + cells (see later discussion) 
( 70 ). Two other chemokines have been suggested to serve a homing function in the 
T-cell compartment: the secondary lymphoid tissue chemokine (SLC)/6Ckine and the 
Epstein-Barr virus–induced molecule 1 ligand chemokine (ELC)/macrophage 
inflammatory protein (MIP)–3ß. SLC and ELC are structurally related chemokines, and 
both bind the receptor CCR7. Immature DCs express CCR6 and respond to MIP-3a, 
whereas maturing DCs down-regulate expression of CCR6, up-regulate expression of 
CCR7, and chemotactically respond to ELC/MIP-3ß ( 71 ). SLC appears to be needed 
for efficient passage of DCs from lymphatic vessels into the T-cell zone of lymph nodes 
( 72 ). Interaction of CXCR4 on DCs with stromal cell factor might also contribute to the 
localization of DCs into the T-cell area.

The tight regulation of chemokine receptors allows DCs to be recruited to inflammatory 
sites and to leave these sites after antigen capture to reach secondary lymphoid 
organs. Mature DCs have been shown to produce ELC/MIP-3ß, an observation that 
correlates with their unique capacity to organize the structure of T-cell areas within the 
lymph nodes by attracting antigen-carrying DCs as well as naïve T cells ( 73 ).

There is evidence that C-type lectin receptors regulate the migration of DCs ( 49 ). In 
particular, DC-SIGN appears to support tethering and rolling of DC-SIGN–positive cells 
on the vascular ligand ICAM-2 under shear flow, which suggests a potential role in 
emigration from blood ( 74 ).

Migration In Situ The capability of DCs to transport antigen has been illustrated in 
several models in situ. Larsen et al. ( 75 ) showed that, when mouse skin is transplanted, 
the DCs enlarge, express higher levels of class II MHC, and begin to migrate. Xia et al. 
( 76 ) showed that primary sensitization of naïve T cells after an airway challenge occurs 
predominantly within local lymph nodes and not in the lung or bronchial associated 
lymphoid tissues and that antigen presentation by DCs shifts from lung to lymph node 
during the response to inhaled antigen. Antigen transport from the airway mucosa to the 
thoracic lymph nodes was studied by intratracheal instillation of fluorescein 
isothiocyanate (FITC)–conjugated macromolecules (ovalbumin). After instillation, FITC 
+ cells with stellate structure were found in the T-cell area of thoracic lymph nodes. The 



FITC signal was detected only in migratory airway-derived lymph node DCs, which 
display a mature phenotype and present ovalbumin to TCR transgenic T cells specific 
for an ovalbumin peptide ( 77 ). In the intestine, Huang et al. ( 78 ) identified a DC subset 
that constitutively endocytoses and transports apoptotic epithelial cells to T-cell areas of 
mesenteric lymph nodes in vivo. 

Cytokine Release

Interleukin-12 In 1995, Macatonia et al. ( 79 ) demonstrated that murine splenic DCs 
produce IL-12 and direct the development of Th1 cells in vitro. Similar observations 
were reported by Koch et al. ( 80 ), who further showed that ligation of either CD40 or 
class II MHC molecules independently triggered IL-12 production in splenic DCs and 
that IL-12 production was down-regulated by IL-4 and IL-10. More recently, Biedermann 
et al. ( 81 ) found, however, that IL-4, when present during the initial activation of bone 
marrow-derived DCs, could instruct these cells to produce bioactive IL-12. Although 
previous in vitro studies had suggested that the macrophage was a major source of the 
IL-12 produced on microbial stimulation, DCs but not macrophages were shown to be 
the initial cells to synthesize IL-12 in the spleens of mice exposed in vivo to an extract of 

Toxoplasma gondii or to LPS ( 43 ). The major producers of IL-12 are CD8a + DCs in 
response to bacterial or intracellular parasite infection ( 43 , 84 ), whereas plasmacytoid 
DCs can produce IL-12 in response to various viruses, to CpG oligodeoxynucleotides, 
and in vivo to mouse cytomegalovirus (MCMV) ( 30 ). Iwasaki and Kelsall ( 16 , 17 ) 

demonstrated that CD11b -CD8a + Peyer’s patch DCs but not CD11b +CD8a - or double 
negative subset produce IL-12 p70 on stimulation in vitro. Although the CD8a + DC 
subset seems to have the greatest capacity for IL-12 production, different stimuli can 
change the balance. Escherichia coli LPS induces IL-12 p70 in the CD8a + DC subset, 
presumably through TLR4, whereas Porphyromonas gingivalis LPS does not. Both 
LPSs activate the two DC subsets to up-regulate co-stimulatory molecules and produce 
IL-6 and TNF-a ( 54 ). Of note, all three splenic populations respond with increased IL-12 
p70 production in vitro when IL-4 is present during stimulation, whereas only CD8a + 
DCs produce IL-12 in the absence of IL-4 ( 82 ) [for review, see Maldonado-López and 
Moser ( 83 )]. Both subsets have the capacity to produce IL-12 after in vivo priming with 

Toxoplasma extracts ( 84 ). CD8a - DCs from IL-10–deficient animals have an increased 
capacity to produce IL-12, in comparison with DCs from wild-type animals, which 
suggests that IL-12 release is tightly controlled in this subset ( 85 ). In humans, 
Langerhans cells, particularly after maturation, have been shown to release functional 
IL-12 heterodimer in vitro ( 86 ). Rissoan et al. ( 23 ) reported that CD40L activation 
up-regulates the expression of mRNA for IL-12 p40 in human monocyte-derived but not 
plasmacytoid-derived DCs in vitro. IL-12 exerts a powerful positive regulatory influence 
on the development of Th1 helper T-cell immune responses and is a potent inducer of 
IFN-? production and cytotoxic differentiation and function, which suggests that DCs 
could dictate the class selection of the subsequent adaptive response (see later 
discussion). The release of heterodimeric IL-12 p70, which is potentially harmful, 
appears tightly regulated in vivo. The production of IL-12 has been shown to depend on 
two signals: initial APC activation by a microbial stimulus and an amplifying signal 



through DC-T interaction ( 55 ). Negative regulatory mechanisms have been described: 
IL-10 has been shown to down-regulate the production of IL-12 by murine splenic DCs ( 
85 ); IL-12 production by DCs is rapid and intense but relatively short-lived ( 84 , 87 ). This 
paralysis of DC IL-12 production is likely to prevent infection-induced immunopathology 
( 84 ). IL-12 is a disulfide-like 70-kD heterodimer composed of 35-kD (p35) and 40-kD 
(p40) subunits, each of which is encoded by a distinct gene. Although the regulation of 
IL-12 expression may be largely focused on p40 in other cell types, one report 
demonstrated that the regulation of IL-12 p70 expression at the transcriptional level by 
Rel/NF?B is controlled through both the p35 and p40 genes in CD8a + DCs ( 88 ). 
Interferon-a In the mouse, a population of plasmacytoid cells has been shown to 
produce IFN-a when cultured with inactivated influenza virus. These cells were detected 
in low numbers in the spleen, bone marrow, thymus, lymph nodes, blood, lungs, and 
liver. In vivo activated CD8a +Ly6G/C +CD11b - DCs appear to be the major producers 
of IFN-a/ß during MCMV but not LCMV infection, and they probably derive from 
plasmacytoid CD11c +CD8a -Ly6G/C +CD11b - immature APCs ( 30 , 89 ). Interestingly, 
IFN-a/ß appear to regulate DC cytokine production by enhancing their own expression 
while inhibiting IL-12 synthesis during MCMV infection ( 89 ). Another report 
demonstrates that among the splenic DCs, only the CD4 -CD8 + DCs produced IFN-a in 
culture when stimulated by a combination of CpG and polyinosine:polycytidylic acid 
poly(I:C)( 82 ). The relationship between both IFN-a–producing populations requires 
further studies, especially because a proportion of plasmacytoid APCs has been shown 
to express CD8a ( 30 ). In humans, plasmacytoid-derived DCs release IFN-a during viral 
infection or inflammation ( 28 , 90 ). 
Interleukin-2 The analysis of genes that are differentially expressed upon maturation 
induced by exposure to gram-negative bacteria revealed that IL-2 mRNA was 
transiently up-regulated at early time (4 to 6 hours) points after bacterial encounter ( 91 ). 
The same authors showed that DC-derived IL-2 mediates T-cell activation, inasmuch as 
the ability of IL-2 -/- DCs to induce proliferation of allogeneic CD4 + and CD8 + T cells 
was severely impaired. The production of IL-2 by DCs may explain the unique ability of 
these cells to prime T-lymphocytes. In addition, DCs have been shown to produce IL-6 ( 
92 ), IL-10, and IFN-? ( 93 , 94 ). Mature DCs, predominantly of CD8a phenotype, appear 
to constitutively produce small amounts of IL-12, which induces the secretion of IFN-?, 
leading to up-regulation of IL-12 production. Liver-derived DC progenitors ( 95 ) and 
freshly isolated Peyer’s patch DCs ( 17 ) have the capacity to produce IL-10. 

DENDRITIC CELLS AND T-CELL–MEDIATED IMMUNITY

Immunostimulatory Properties In Vitro

The first evidence that DCs have a potent capacity to activate T cells was provided in 
1978 by Steinman and Witmer ( 3 ), who showed that these cells are at least 100 times 
more effective as mixed leukocyte reaction stimulators than are other splenic cells. 
Selective removal of DCs dramatically reduced stimulation of the primary mixed 
leukocyte reaction, whereas populations enriched in DCs were potent stimulators ( 96 ). 
DCs have been shown to activate both CD4 + and CD8 + T-lymphocytes in various 



models ( 97 , 98 and 99 ). Although DCs have the capacity to directly sensitize CD8 + T 
cells, differentiation of CD8 + T cells into killer cells requires help from CD4 + 
T-lymphocytes. The classical model suggests that T helper and T killer cells recognize 
their specific antigens simultaneously on the same APC and that cytokines (such as 
IL-2) produced by the activated T helper cells facilitate the differentiation of the killer 
cell. The three-cell interaction seems unlikely, inasmuch as all cell types are rare and 
migratory. According to an alternative theory, proposed by P. Matzinger and 
demonstrated by three independent groups ( 100 , 101 and 102 ), the interaction could occur 
in two steps: the helper cell can first engage and condition the DC, which then becomes 
empowered to stimulate a killer cell.

Adoptive Transfer

DCs were further shown to be powerful stimulators of immune responses in vivo after 
adoptive transfer. Injection of epidermal Langerhans cells ( 103 ) or splenic DCs ( 104 ), 
coupled to trinitrophenyl, was shown to activate effector T cells in mice, in contradiction 
to other coupled cells. In a model of rat kidney allograft, Lechler and Batchelor ( 105 ) 
found that injection of small numbers of donor strain DCs triggers an acute rejection 
response, which suggests that intrarenal DCs provide the major stimulus of a kidney 
allograft. The in vivo priming capacity of DCs has been documented in several CD4 + ( 
92 , 106 ) and CD8 + T-cell responses in rodents and in humans (see later section on 
tumor immunity). In addition, adoptive transfer of syngeneic DCs, pulsed 
extracorporeally with an antigen, induces a primary humoral response characterized by 
the secretion of IgG1 and IgG2a antibodies ( 107 ).

Whether the very same DCs that have captured antigen migrate to the T-cell areas in 
lymphoid organs and directly sensitize T-lymphocytes is still a matter of speculation. 
Direct priming by injected antigen-pulsed DCs has been suggested by studies showing 
that, in F1 recipient mice, parental DCs prime only T cells restricted to the MHC of the 
injected DCs ( 106 , 108 ). In addition, migratory DCs (which may be apoptotic) can be 
processed, distributing their peptides widely and efficiently to other DCs to form 
MHC/peptide combinations ( 109 ). Surprisingly, a protein from phagocytosed cells can 
be presented 1,000 to 10,000 times better than preprocessed peptide. DCs that have 
captured the antigen may also transfer their antigen through the release of 
antigen-bearing vesicles (exosomes) ( 110 ).

In favor of an indirect priming, Knight et al. ( 111 ) provided evidence for a transfer of 
antigen between DCs in the stimulation of primary T cell proliferation. Collectively, these 
observations suggest that different DCs may pick up the antigen and process or present 
it in the lymph nodes.

Dendritic Cells as Physiological Adjuvant

Several observations suggest that DCs play a major role in the initiation of immune 
responses in physiological situations in situ. DCs are the major cell type transporting the 



antigen in an immunogenic form for T cells. Rat intestinal DCs have been shown to 
acquire antigen administered orally, can stimulate sensitized T cells in vitro, and can 

prime popliteal lymph node CD4 + T cells in vivo after footpad injection ( 108 ). DCs but 
not B cells present antigenic complexes to class II MHC–restricted T cells after 
administration of protein in adjuvants ( 112 ). Pulmonary DCs are able to present a 
soluble antigen shortly after it is introduced into the airways ( 76 ). In spleens of mice 
injected with protein antigens, DCs are the main cell type that carries the protein in a 
form that is immunogenic for T cells ( 113 ). DCs have been shown to migrate rapidly out 
of mouse cardiac allografts into the recipient’s spleens, where they home to the 
peripheral white pulp and associate predominantly with CD4 + T lymphocytes. This 
movement probably represents the initiation of the graft rejection ( 114 ). The essential 
role of DCs in the activation of T cells in vivo has been demonstrated in a model of 
asthma. Lambrecht et al. ( 115 ) used conditional depletion of airway DCs by treatment of 
thymidine kinase–transgenic mice with the antiviral drug ganciclovir to deplete DCs 
during the second exposure to ovalbumin. The depletion of DCs before challenge with 
inhaled antigen results in a decrease in the number of bronchoalveolar CD4 and CD8 
T-lymphocytes and B-lymphocytes and prevents the Th2 cytokine–associated 
eosinophilic airway inflammation ( 115 ).

DCs are presented as nature’s adjuvant as they function to initiate immune responses 
in vivo. In line with this hypothesis, DCs are activated by endogenous signals received 
from cells that are stressed, virally infected, or killed necrotically ( 116 ).

T-Cell/Dendritic Cell Synapses

The concept of synapse proposes a central contact zone between APCs and T cells 
and is characterized by the large-scale segregation of cell surface molecules into 
concentric zones. Synapse formation has been shown to follow and depend on T-cell 
antigen receptor signaling and may fulfill several roles: It participates in sustained TCR 
signaling, facilitates co-stimulation, polarizes the T-cell secretory apparatus towards the 
APC, and may play a role in the late signaling. The zone contains multiple copies of 
molecular couples: the TCR and peptide/MHC molecules and the adhesion and 
co-stimulatory molecules ( Fig. 4).

Observations made in vitro have suggested that a large number of productive 
interactions (5,000 to 20,000) are needed for T-cell activation. According to the serial 
triggering model, proposed by Valitutti et al. ( 117 ), the threshold could be reached by 
serial engagement of a limited number of MHC molecules loaded by the cognate 
peptide on each APC ( 117 ). The immunological synapse appears dynamic, as, when 
offered another APC displaying ligands in greater quantities, T cells that have been 
activated by encounter with a first APC can form a new synapse within minutes ( 118 ). 
The time of commitment of naïve CD4 + cells varies from 6 hours (high antigen and 
co-stimulatory APCs) to more than 30 hours (low antigen or absence of co-stimulation). 
In contrast, primed CD4 + cells respond rapidly, within 0.5 to 2 hours. ( 119 ). Some 
results suggest that CD8 + T cells might achieve commitment more rapidly than CD4 + 



T cells ( 120 ). Indeed, naïve CTLs become committed after as little as 2 hours of 
exposure to APCs, and their subsequent division and differentiation can occur without 
the need for further antigenic stimulation, whether priming is in vitro or in vivo.

An elegant study explored the in vivo significance of the number of molecules engaged 
and the duration of engagement in transgenic mice expressing TCRs in a quantitatively 
and temporally controlled manner ( 121 ). Very few surface TCR molecules were found to 
be needed for T cells to respond to immunization in vivo (100 or less). These results 
would be compatible with models in which TCR:MHC/peptide combinations form on a 
one-to-one basis and persist for a long time, rather than forming serial engagements. 
Whether in vivo T-cell differentiation requires stimulation by a single DC or by 
continuously recruited DCs is still a matter of speculation.

Zell et al. ( 122 ) analyzed signaling events in individual CD4 T cells after antigen 
recognition in vivo. Phosphorylation of c-jun and p38 MAPK was detected within 
minutes in virtually all antigen-specific CD4 T cells in secondary lymphoid organs after 
injection of peptide antigen into the bloodstream. The rapidity of signaling correlates 
with the finding that about 60% to 70% of the naïve DO11.10 T cells are constantly 
interacting with class II + MHC CD11c + (presumably DCs) in the T-cell zones of 
lymphoid organs. Contrary to predictions from in vitro experiments, the rate and 
magnitude of c-jun phosphorylation appears independent of CD28 signals. Collectively, 
these observations highlight the efficiency of T cell sensitization under physiological 
conditions in vivo, in comparison with in vitro models.

Antigen-Independent Clustering

Studies have shown that DCs may signal T cells in the absence of exogenous antigen. 
In the mouse, Revy et al. ( 123 ) showed that, in the absence of antigen and even of 
MHC molecules, T-cell/DC synapses are formed and lead to several T-cell responses: a 
local increase in tyrosine phosphorylation, induction of small Ca 2+ currents, weak 
proliferation, and long-term survival. Kondo et al. ( 124 ) showed that DCs mediate a 
signal that correlates with increased in vitro survival of human T cells and results in 
antigen-independent cytokine gene expression. Thus, in the absence of antigen, DCs 
generated from peripheral blood monocytes by cytokine stimulation induced increased 
amounts of IL-12Rß2 chain and IFN-? mRNA, which suggests a new role for DCs in 
shaping the cytokine milieu.

These observations are reminiscent of earlier studies showing that mouse ( 124a) and 
rat ( 125 ) DCs could physically cluster with T cells in the absence of antigen.

Adjuvants

The induction of immune response in vivo is typically performed with antigens 
administered in external adjuvants. The presence of adjuvants has been shown to 
increase the level of antibodies and the duration of the immune response, to modify the 
Th1/Th2 balance, and to induce an anamnestic response. The mechanism by which 



adjuvants coinitiate an immune response is still poorly understood. Their role could be 
to provide a signal of “danger” that is necessary to turn on the immune system and 
could be detected by DCs ( 116 ). In favor of this hypothesis, it was shown that the 
adjuvant monophosphoryl lipid A provokes the migration and maturation of DCs in vivo ( 
126 ). LeBon et al. ( 127 ) demonstrated that type I interferons, the major ones of which 
are IFN-a and IFN-ß, potently enhance humoral immunity and can promote isotype 
switching by stimulating DCs in vivo. Adjuvants such as poly(I:C) or complete Freund’s 
adjuvant (containing heat-killed mycobacteria) may act through the induction of 
endogenous type I IFN production and the subsequent stimulation of DCs by type I IFN 
( 127 ).

Immune Escape

Viruses and parasites have developed various means to evade the immune response. 
MCMV infects and productively replicates in DCs and strongly impairs their endocytic 
and stimulatory capacities ( 128 ). Of note, infected DCs appear incapable of transducing 
the “danger” signals required to induce antiviral immune responses. DCs appear to be 
the major target of measles virus proteins, which is related to the profound defect in 
lymphocyte priming. The capacity of DCs to stimulate T cells was shown to be impaired 
after measles virus infection in vitro, and their production of IL-12 was down-regulated 
in vitro and in vivo ( 129 ). Schistosomes have been shown to inhibit Langerhans cell 
migration in vivo, probably through the production of prostaglandin D2 ( 130 ).

DENDRITIC CELLS AND THE POLARIZATION OF THE IMMUNE 
RESPONSE

There is evidence that the onset of an immune response may not be sufficient to 
eliminate all pathogens but that the character of the response (the Th1/Th2 balance) 
determines its efficiency. Of importance is that an inadequate immune response may 
even be deleterious and result in tissue damage, allergic reactions, or disease 
exacerbation. Th1 cells, by their production of IFN-? and lymphotoxin, are responsible 
for the eradication of intracellular pathogens, but they may also cause organ-specific 
autoimmune diseases if dysregulated. Th2 cells, by their production of IL-4 and IL-5, 
can activate mast cells and eosinophils and induce humoral immune responses, but 
they can also provoke atopy and allergic inflammation. The identification of the factors 
that affect T helper subset development is therefore a prerequisite for the development 
of effective vaccination strategies.

Role of Antigen-Presenting Cells

Several observations suggest that APCs may govern the development of T helper cell 
populations:

1. The development of Th1 versus Th2 cells seems to be determined early on, at the 
stage of antigen presentation. Indeed, T cell proliferation and up-regulation of 
mRNA for interferon-? in response to Swiss-type murine mammary tumor virus 



and IL-4 in response to haptenated protein has been shown to start on the third 
day after immunization ( 131 ).

2. Antigen-presenting-cells release cytokines (IL-12, IFN-?, IL-10), which play a 
central role in Th1/Th2 differentiation.

3. The strength of interaction mediated through the TCR and MHC/peptide 
combination or the dose of antigen appears to affect lineage commitment ( 132 ). 
The number of TCR molecules engaged has also been correlated with the 
outcome [for review, see Lanzavecchia et al. ( 133 )].

4. Membrane-bound co-stimulators, as CD80 or CD86, may influence Th 
development in vitro and in vivo.

In favor of this notion, it was shown that the nature of the cell presenting the antigen in 
vitro and in vivo ( 92 ) strongly influences the development of Th1 versus Th2 cells.

Polarizing Dendritic Cell–Derived Cytokines

IL-12 plays a major role in immunity to intracellular pathogens by governing the 
development of IFN-?–dependent host resistance [for review, see O’Garra ( 134 )]. IL-12 
receptor–deficient patients display severe mycobacterial and Salmonella infections, 
which indicates an essential role of IL-12 and type 1 cytokine pathway in resistance to 
infections by intracellular bacteria ( 135 ).

DCs appear to be the initial cells to synthesize IL-12 in the spleens of mice exposed to 
microbial stimulants. The production of IL-12 in mice exposed to an extract of T. gondii 
or to LPS occurs very rapidly, is independent of signals from T-lymphocytes, and is 
associated with DC redistribution to the T-cell areas, which suggests that DCs function 
simultaneously as APCs and as initiators of the Th1 response ( 43 ). It was subsequently 
shown that CD40 ligation induces a significant increase in IL-12 p35 and IL-12 p70 
heterodimer production ( 55 ). Thus, production of high levels of bioactive IL-12 appears 
to be dependent on two signals: a microbial priming signal and a T cell–derived signal.

There is strong evidence that the Th1-prone capacity of murine DCs is strictly 
dependent on its IL-12 production, although the role of IL-23 [a combination of p19 and 
the p40 subunit of IL-12 ( 136 )] and IL-18 ( 137 ) has not been clearly assessed in vivo. 
The crucial role of IL-12 in Th1 priming by DCs has been demonstrated by experiments 
with mice genetically deficient in IL-12 ( 138 ). In parallel with the loss of IL-12 production, 
human DCs appear to switch from a Th1- to a Th2-inducing mode ( 87 ). An important 
determinant of Th1 development in CD4 + T cells is STAT4 activation by IL-12 ( 139 ), 
although a STAT4-independent pathway has been reported. Among the transcription 
factors selectively expressed in Th1 cells, T-bet seems to play a crucial role, and its 
overexpression by retroviruses in T cells increases the frequency with which Th1 and 
Th2 cells that produce IFN-? develop ( 140 ).

There is no evidence so far that indicates that DCs produce a Th2-prone cytokine. In 
contrast to IL-12, IL-4 has been shown to skew the development of naïve T cells toward 



an IL-4–producing Th2 phenotype ( 141 ). Activated CD4 + T cells themselves may 
provide the IL-4 required for Th2 differentiation. The contribution of DCs to Th2 
development does not appear to require APC-derived IL-4, inasmuch as injection of 
DCs from wild-type or IL-4–deficient mice induces similar Th2-type responses in 
wild-type recipients ( 85 ). Also, in humans, activated plasmacytoid-derived DCs do not 
seem to produce detectable amounts of IL-4, and blocking IL-4 at the beginning of 
culture does not prevent generation of IL-4–producing cells ( 23 ). This view is, however, 
still controversial ( 142 , 143 ). The co-stimulatory molecule CD86 has been shown to be 
required for Th2 development in vitro and in vivo ( 92 , 144 ), whereas CD80 is a more 
neutral co-stimulatory molecule. Of note, CD28 signaling alone appears to induce the 
pro-Th2 transcription factor GATA-3 and the presence of IL-12 has been shown to 
repress Th2 development in vivo. Indeed, CD8a + DCs from IL-12–deficient mice prime 
for Th2, whereas the same subset from wild-type animals primes for Th1 ( 138 ). It is 
therefore conceivable that Th2 is a default pathway—that is, that type 2 T cells would 
develop spontaneously in the absence of IL-12. The hypothesis that Th2 is a default 
pathway suggests that IL-12 has a greater opportunity to drive naïve T cells to polarize 
to Th1 than Th2-prone stimuli such as IL-4. In favor of this notion, TCR ligation has 
been shown to transiently desensitize IL-4R by inhibiting STAT6 phosphorylation ( 145 ). 
The mechanism by which IL-12 would prevent Th2 priming is still unclear, but it involves 
inhibition of GATA-3 expression by IL-12 signaling through STAT4, indirect inhibition 
through IFN-? production, or both. The requirements for Th2 induction may therefore be 
less stringent and may require only priming and relief from Th1 induction.

Neutralization of IL-4 has been shown to prevent the differentiation of Th2 responses, 
and IL-4 acts as antagonist of Th1-induced inflammatory responses. However, it has 
been clearly demonstrated that, paradoxically, IL-4 may promote Th1 development and 
induce IL-12 production by DCs. These contradictory observations were resolved by a 
report showing that IL-4 has opposite effects on DC development versus T-cell 
differentiation. When present during the initial activation of DCs by infectious agents, 
IL-4 instructs DCs to produce IL-12 ( 146 , 147 and 148 ) and favor Th1 development, but 
when present later, during the period of T-cell priming, IL-4 includes Th2 differentiation ( 
81 ). These opposing effects correlate with resistance/sensitivity to Leishmania major in 

vivo ( 81 ).

Unlike murine T cells, human T cells respond to type I interferons by inducing Th1 
development. The basis of selective Th1 induction by IFN-a in human T cells appears to 
be a difference in IFN-a signaling between the mice and humans ( 149 ). In particular, 
IFN-a has been shown to activate STAT4 in human but not mouse T cells. Of note, it 
has been reported that the COOH-terminal region of human and murine STAT2, which 
acts as an adapter for STAT4, are widely divergent, because of the insertion of a 
minisatellite region in mouse exon 23 (which encodes this region).

Mechanisms of Dendritic Cell Polarization

Kalinski et al. ( 150 ) suggested that migrating DCs not only provide an antigen-specific 
signal 1 and a co-stimulatory signal 2 but also carry an additional signal 3, contributing 



to the initial commitment of naïve T helper cells into Th1 or Th2 subsets. This would 
allow the efficient induction of T helper cells with adequate cytokine profiles during early 
infections without requirement for a direct contact between antigen-specific T cells and 
the pathogens ( 150 ).

Reports in the literature are consistent with three models through which DCs may 
control T cell polarization: (a) subclasses of DCs; (b) the nature of the stimuli that 
activate DCs; and (c) the kinetics of DC activation.

Dendritic Cell Subclasses In the mouse, three in vivo studies have demonstrated that 
DC subsets differed in the cytokine profiles that they induce in T cells. In one study ( 151 

), TCR transgenic T cells from DO11.10/SCID mice were adoptively transferred into 
Balb/c recipients. CD11c +CD11b dull/- (mainly CD8a +) or CD11c +CD11b brightCD8a - 
cells were loaded with ovalbumin peptide in vitro and injected into the footpads of 
transferred animals. Both DC subpopulations induced antigen-specific proliferation in 
vivo and in vitro upon restimulation with the antigen. Assessment of cytokine production 

revealed that both subsets induced IFN-? and IL-2 production but that the CD11c 
+CD11b brightCD8a - subset induced much greater levels of IL-10 and IL-4 production. 
The differences in the cytokine profiles of T cells correlated with class-specific 
differences in the antibody profiles. In the second study ( 138 ), antigen-pulsed CD8a + 
and CD8a - DCs were injected into the footpads of syngeneic recipients. Administration 
of CD8a - DCs induced a Th2-type response, whereas injection of CD8a + DCs led to 
Th1 differentiation. Similar experiments with mice genetically deficient in IL-12 
underscored the crucial role of IL-12 in Th1 development by CD8a + DCs. In a third 
study, CD11b +CD8a - DCs from murine Peyer’s patch have been shown to prime naïve 
T cells to secrete high levels of IL-4 and IL-10 in vitro, whereas the CD11b -CD8a + and 
double negative subsets from the same tissue primed for IFN-? production. ( 16 ). In 
humans, monocyte-derived DCs were found to induce Th1 differentiation, whereas DCs 
derived from plasmacytoid cells favor Th2 development of allogeneic T cells ( 23 ). 
Subsequent work has demonstrated, however, that the T-cell stimulatory function of 
DC2s was regulated by the environment: Virus-induced plasmacytoid DC2s stimulate 
naïve T cells to produce IFN-? and IL-10, whereas IL-3 induced DC2s stimulate naïve T 
cells to produce Th2-type cytokines (IL-4, IL-5, and IL-10) ( 28 ). Cella et al. ( 90 ) 
reported that blood plasmacytoid DCs represent the principal source of type I interferon 
during inflammation and participate in antiviral Th1-type responses. There is evidence 
that DC subsets express distinct pattern-recognition and presentation receptors. Human 
monocyte-derived pre-DC1s express TLR2 and TLR4 and rapidly produce large 
amounts of proinflammatory cytokines such as TNF-a, IL-6, and IL-12 in response to 
TLR2 and TLR4 ligands such as glycoproteins from mycobacteria and gram-positive 
bacteria. In contrast, plasmacytoid-derived DCs express TLR7 and TLR9 and produce 
type 1 IFN in response to TLR9 ligand and bacterial DNA rich in unmethylated CpG 
motifs. 
Nature of the Stimuli Vieira et al. ( 152 ) showed that the Th1- and Th2-inducing 
function of human monocyte-derived DCs is not an intrinsic attribute but depends on 
environmental instruction. DCs that matured in the presence of IFN-? induce Th1 



responses, whereas DCs that matured in the presence of prostaglandin E 2 induce Th2 
responses. Similarly, the presence of IL-10 during maturation has been shown to lead 
to the development of DCs with Th2-driving function, whereas incubation of DC subsets 
with IFN-? favors the priming of Th1 cells to the detriment of Th2 cell development ( 85 , 
150 , 153 ). This provides evidence for the adaptation of DC function to the conditions that 
they encounter in the pathogen-invaded tissue. The antigen itself has been shown to 
regulate DC function. DCs have the capacity to discriminate between yeasts and 
hyphae of the fungus Candida albicans and release distinct cytokines ( 142 ). Using 
oligonucleotides microarrays, Huang et al. ( 154 ) measured gene expression profiles of 
DCs in response to E. coli, C. albicans, and influenza virus. The data show that a 
common set of 166 genes, as well as particular subsets of genes, is regulated by each 
pathogen, which demonstrates that DCs discriminate between diverse pathogens and 
elicit tailored pathogen-specific immune responses ( 154 ). 
Kinetics of Dendritic Cell Activation In addition to the nature of the maturation 
stimulus, the kinetics of activation may influence the capacity of DCs to induce different 
types of T-cell responses. Recent in vitro observations suggest that, indeed, DCs 
produce IL-12 during a narrow time window and afterwards become refractory to further 
stimulation. The exhaustion of cytokine production has been shown to affect the T-cell 
polarizing process: DCs taken at early times after induction of maturation (active DCs) 
prime strong Th1 responses, whereas the same cells taken at later times (“exhausted” 
DCs) preferentially prime Th2 and nonpolarized cells ( 87 ). These observations, 
although made in vitro, suggest a dynamic regulation of the generation of effector and 
memory cells during the immune response. Two subsets of memory T-lymphocytes with 
distinct homing potentials and effector functions have been described ( 155 ). Expression 
of CCR7, a chemokine receptor that controls homing to secondary lymphoid organs, 
divides memory T cells into CCR7 - effector memory cells, which migrate to inflamed 
tissues and display immediate effector function, and CCR7 + central memory cells, 
which home in the lymph nodes and lack immediate effector function. Both subsets may 
persist for years, and the central memory cells give rise to effector memory upon 
secondary stimulation. It has been proposed that the nature of DCs bearing antigen and 
co-stimulatory molecules, as well as the amount and duration of TCR triggering, 
determines whether effector memory or central memory cells are generated. A short 
TCR stimulation may expand nonpolarized T cells that home to lymph nodes and 
respond promptly to antigenic stimulation. In contrast, a prolonged stimulation in the 
presence of polarizing cytokines may drive differentiation of Th1 or Th2 effector cells 
that home to inflamed peripheral tissues. 

DENDRITIC CELLS AND T-CELL TOLERANCE

Central Tolerance

The normal development of T cells in the thymus requires both positive and negative 
selection. During positive selection, thymocytes mature only if their TCRs react with 
some specificity to host MHC and host peptides. Laufer et al. ( 156 ) used the keratin 
promoter to reexpress a class II MHC antigen in class II–negative mice and showed that 
autoimmunity develops in transgenic mice in which class II MHC products are 



expressed only by epithelial cells and not by bone marrow-derived APCs. Autoreactive 
cells that constitute up to 5% of the peripheral CD4 T cells were generated.

During negative selection, developing T cells reacting strongly to self-peptide/self MHC 
combinations are eliminated. Brocker et al. ( 157 ) demonstrated that thymic DCs are 
sufficient to mediate negative selection in vivo. Using a CD11c promoter, they targeted 
the expression of an MHC class II I-E transgene to DCs and showed that tolerance to 
I-E was induced. These observations demonstrate that thymocyte development is a 
sequential process: Positive selection occurs on thymic cortical epithelium 
independently of negative selection, which is mediated by thymic DCs.

Of note, a report demonstrates that the level of class I MHC protein is 10-fold higher on 
thymic DCs than on thymic epithelial cells and that an increase in the level of a 
particular cognate peptide/MHC ligand may be sufficient to result in negative rather than 
positive selection. This finding suggests a role for the quantitative differences in the 
level of MHC expression in thymic selection ( 158 ).

Peripheral Tolerance

Many proteins, however, may not have access to the thymus during development, and 
a significant proportion of self-reactive T cells have been shown to escape negative 
selection, which suggests that a mechanism must be able to silence autoreactive T 
cells in the periphery. Bouneaud et al. ( 159 ) studied a peptide-specific T-cell repertoire 
in the presence and absence of the deleting ligand. The authors used mice transgenic 
for the TCR-ß chain of an anti-HY T-cell clone and compared the preimmune repertoire 
reactive to the male-specific peptide in male and female animals. Interestingly, their 
results showed that a large proportion of CD8 + T cells specific for the male-specific 
peptide persist in male animals, as detected by MHC/peptide tetramer staining and 
functional assays. Of note, male T cells (specific to the male peptide) that escape clonal 
deletion do not react with the endogenous male peptide, as predicted by the 
observation that the threshold of antigenic stimulation is lower for negative selection 
that for activation of mature cells, but those cells are still capable of functional reactivity 
with self peptides when facing high doses of antigen.

There is evidence that, besides their immunostimulatory functions, DCs may also 
maintain and regulate T-cell tolerance in the periphery. This control function may be 
exerted by certain maturation stages, specialized subsets, or cells influenced by 
immunomodulatory agents such as IL-10.

Immature Dendritic Cells In the periphery, immature DCs are specialized for antigen 

capture but display weak stimulatory properties for naïve CD4 + and CD8 + T cells. 
Some results suggest that immature DCs retain antigen in endosomal compartments 
and do not display antigenic peptide/MHC combinations at levels detectable by 
microscopy until they receive a maturation stimulus. This would imply that immature 
DCs could not present peptides derived from self proteins. However, several 
observations ( 57 , 58 ) show that immature DCs express MHC/peptide combinations, 
albeit at low levels. On the basis of in vitro studies showing that TCR engagement in the 



absence of co-stimulation may lead to anergy of T-cell clones ( 160 ), it was postulated 
that immature DCs may induce a state of unresponsiveness in antigen-specific 
T-lymphocytes. This hypothesis would be in agreement with several observations: (a) 
Both immature and mature DCs are constantly acquiring peptide cargo, although 
immature DCs clearly display lower levels of antigen/MHC combinations; (b) immature 
DCs are in close contact with T-lymphocytes in lymphoid organs; and (c) immature DCs 
present self antigens ( 161 ). Hawiger et al. ( 162 ) examined the function of murine DCs in 
the steady state, using as antigen delivery system a monoclonal antibody to a 
DC-restricted endocytic receptor DEC-205. Targeting the antigen on DCs resulted in 
transient antigen-specific T-cell activation, followed by T-cell deletion and 
unresponsiveness. T cells initially activated by DCs in these conditions could not be 
reactivated when the mice were challenged with the same antigen in complete Freund’s 
adjuvant. In contrast, coinjection of the DC-targeted antigen and anti-CD40 agonistic 
antibody resulted in prolonged T-cell activation and immunity. These observations 
suggest that, in the steady state, the primary function of DCs may be to maintain 
peripheral tolerance. Consistently, an initial burst of CD8 + T-cell proliferation followed 
by deletion was observed when antigen was expressed as transgene in pancreatic ß 
cells, in kidney proximal tubular cells, and in the testes of male mice. The antigen was 
shown to be presented not by pancreatic ß cells but by bone marrow–derived APCs in 
the draining lymph nodes ( 163 ). Similar results were obtained by Morgan et al. ( 164 ), 
who further demonstrated a direct correlation between the amounts of antigen 
expressed in the periphery and the rate of tolerance of specific CD8 + T cells. Another 
study showed that administration of immature DCs may prolong cardiac allograft 
survival in nonimmunosuppressed recipients ( 165 ). Collectively, these observations 
support the hypothesis that activation of T cells in a noninflammatory environment, 
presumably by immature DCs, could be part of a normal mechanism of peripheral 
tolerance. In humans, Dhodapkar et al. ( 166 ) analyzed the immune response induced 
after injection of immature DCs pulsed with influenza matrix peptide and keyhole limpet 
hemocyanin (KLH) in two healthy subjects. A decline in matrix peptide–specific 
IFN-?–producing T cells was observed, whereas such cells were detected in both 
subjects before immunization as expected, because most adults have been exposed to 
the influenza virus. Of note, the decline in IFN-? production was associated with the 
appearance of IL-10–producing cells specific for the same antigen. KLH priming was 
much greater when mature DCs were used and KLH-specific, IFN-?-secreting cells 
were detected. In vitro studies ( 167 ) have shown that repetitive stimulation with 

immature human DCs induced nonproliferating, IL-10–producing CD4 + T cells. These 
T cells, in coculture experiments, have been shown to inhibit the antigen-driven 
proliferation of Th1 cells in a contact- and dose-dependent but antigen-nonspecific 
manner. 
The Existence of Specialized Subsets of Dendritic Cells The existence of these 
cells, which would display tolerogenic properties, is still a matter of speculation. Initial in 

vitro studies by Suss and Shortman ( 168 ) demonstrated that splenic CD8a - DCs 

induced a vigorous proliferative response in CD4 + T cells, whereas CD8a + DCs 
induced a lesser response that was associated with T-cell apoptosis. This programmed 
cell death was shown to be caused by interaction of Fas on T cells with FasL on CD8a +

 DCs. Similarly, CD8a + DCs regulated the response of naïve CD8 T cells by limiting 



their IL-2 production ( 169 ). These findings led to the appealing hypothesis that FasL + 
CD8a + DCs could be involved in the tolerance of peripheral T-lymphocytes, whereas 
the classical CD8a - DCs would induce immunity. This notion was consistent with the 
reduced phagocytic capacity of CD8a + DCs, their poor migratory properties ( 170 ), their 
localization in T-cell zones of lymphoid organs, and the high levels of self peptide/MHC 
combinations expressed by DCs in the T-cell areas ( 161 ). This hypothesis was in line 
with the tolerogenic properties of thymic DCs. The tolerogenic capacity of CD8a + DCs 
was demonstrated in vivo in one report, but the negative regulatory effect appears 
restricted to tumor/self peptide P815AB and was not observed with other antigens ( 171 ). 
The potential role of CD8a + DCs in peripheral tolerance was challenged by numerous 
reports showing that these DCs are the major producers of IL-12 and induce the 
development of IFN-?–producing T cells in vivo (see earlier discussion). 
Interleukin-10 IL-10 has been shown to suppress multiple activities of the immune 
response. The immunosuppressive properties of IL-10 on DCs are caused by a 
reduction in the up-regulation of expression of class II MHC, co-stimulatory, and 
adhesion molecules, as well as an inhibition of the production of inflammatory cytokines 
(IL-1, IL-6, TNF-a, and IL-12). Of note, IL-10 modulates the function of immature DCs 
but has little effect on mature DCs [for review, see Jonuleit et al. ( 172 )]. In the mouse, 
splenic DCs that have undergone maturation in vitro in the presence of IL-10 have an 
impaired capability to induce Th1-type response in vivo, leading to the development of 
Th2 cells only ( 153 ). Human DCs generated from peripheral progenitors and exposed to 
IL-10 for the last 2 days of culture were shown to induce a state of antigen-specific 
anergy in T cells ( 173 ). The tolerogenic properties of these IL-10–treated DCs correlate 
with a reduced expression of class II MHC molecules, CD58 and CD86 co-stimulatory 
molecules, and the DC-specific antigen CD83. The role of IL-10–producing DCs has 
been illustrated in the lung ( 174 ). Pulmonary DCs from mice exposed to respiratory 
antigen transiently produce IL-10 and induce antigen unresponsiveness in recipient 
mice. Although they are phenotypically mature, these DCs stimulate the development of 
CD4 + T regulatory cells that also produce high amounts of IL-10. Upon transfer, these 
pulmonary DCs induce antigen unresponsiveness in recipient mice. A number of CD4 + 
T-cell subpopulations capable of inhibiting the response of other T cells have been 
described and include naturally occurring CD4 +CD25 + T cells, which inhibit Th cells 
through cell contact; Tr1 cells, which secrete IL-10 and TGF-ß; and Th3 cells, which 
produce TGF-ß [for review, see Waldmann and Cobbold ( 175 ) and Maloy and Powrie ( 
176 )]. In accordance with tolerogenic properties of DCs, several reports suggest a major 
flux of tissue antigens through DCs migrating to the lymph nodes. Huang et al. ( 78 ) 
identified in rats a DC subset (OX41 -) that constitutively transports apoptotic bodies 
derived from the intestinal epithelium to T-cell areas of mesenteric lymph nodes in vivo. 

OX41 - DCs are weak APCs despite expressing high levels of B7 molecules and may 
play a role in inducing and maintaining self-tolerance. In addition, rat intestinal lymph 
contains another subset of OX41 + DCs that are strong APCs but may not reach the 
T-cell area in the absence of inflammation. Specific migratory DCs rapidly transport 
antigen from the airways to the thoracic lymph nodes in baseline conditions ( Fig. 6) ( 77 

). These observations suggest that DCs internalize potential self-antigens from tissues 
and from noninfectious environmental proteins. It is important to note that exposure of 



DCs to primary tissue cells or apoptotic cells do not induce their maturation ( 177 ). 
These observations led to the hypothesis ( 178 ) that immature DCs phagocytose tissue 
cells undergoing normal cell turnover by apoptosis, leading to unresponsiveness of 
self-reactive T cells in the draining lymph node. 

 
FIG. 6. Steady-state flux of DCs. After instillation of fluorescein isothiocyanate 

(FITC)–conjugated ovalbumin in the airway, FITC + cells with dendritic structure are 
detected in the T-cell area of thoracic lymph nodes. The FITC signal is detected in 
CD11c + class II high MHC cells representing migratory airway-derived lymph node DCs. 
Redrawn from Vermaelen et al. ( 77 ) by copyright permission of the Rockefeller 
University Press.

In addition to the induction of anergy/hyporesponsiveness in T-lymphocytes, APCs may 
regulate the Th1/Th2 balance. The study of autoimmune models suggests that mature 
DCs, expressing high levels of CD80 and CD86, may induce a shift toward Th2 
responses and may therefore be effective in preventing autoimmune diseases 
dominated by Th1 responses [for comment, see Morel and Feili-Hariri ( 179 )]. 

DENDRITIC CELLS AND B-CELL ACTIVATION

Several observations have underscored the role of DCs in the induction of humoral 
responses. Inaba et al. ( 180 , 181 ) demonstrated that DCs were required for the 
development of T cell–dependent antibody responses by murine and human 
lymphocytes in vitro. Injection of syngeneic DCs, which have been pulsed in vitro with 
soluble protein antigen, induced a strong antibody response in mice that were boosted 
with soluble antigen ( 107 ). Antigen-specific antibodies of isotypes similar to the 
immunoglobulin classes produced after immunization with the same antigen in 
complete Freund’s adjuvant were detected in treated animals. In particular, IgG1 and 
IgG2a antibodies were produced, which suggests that Th1 and Th2 cells are activated 
and a memory response was induced.

The classical view of DC function in antibody formation was that these cells activate 
CD4 + T helper cells, which in turn interact directly with B cells to provide help. 
However, more recent findings have suggested a role for direct DC–B cell interaction. 



CD40-activated DCs have been shown to enhance both the proliferation and IgM 
secretion of CD40-activated B-lymphocytes ( 182 ) and to switch naïve IgD + cells to 
become IgA secretors in the presence of IL-10 ( 183 ). Of note, it has been found that 
DCs themselves produce IL-2 ( 91 ), which may contribute to the ability of DCs to 
activate B cells, because exogenous IL-2 is required for the up-regulation of IgM 
secretion by resting naïve B cells cultured with CD40-activated DCs.

Furthermore, Grouard et al. ( 184 ) identified a population of DCs capable of stimulating T 
cells in germinal center. This population of germinal center DCs is distinct from the 
follicular DCs, which retain immune complexes and promote the activation and 
selection of high-affinity B cells. Germinal center DCs express CD11c and CD4 and 
represent 0.5% to 1% of all germinal center cells in human tonsils, spleen, and lymph 
nodes. Germinal center DCs display much stronger T-cell stimulatory function than do 
germinal center B cells and were found in close association with memory T cells in situ, 
which suggests that they may maintain the germinal center reaction by sustaining the 
activation state of germinal center memory T cells.

DENDRITIC CELLS AND NATURAL KILLER CELLS

In addition to their major role in the induction or adaptative immune responses, DCs 
appear to activate the innate arm of antitumor immunity; that is, natural killer (NK) and 
NK T effector cells.

NK cells participate in the innate response against transformed cells in vivo ( 185 ). 
Murine DCs have been shown to enhance proliferation, cytotoxicity properties, and 
IFN-? production by NK cells in vitro ( 186 ). Moreover, in mice with class I MHC–negative 
tumors, DCs promote NK-dependent antitumor effects in vivo. The activation depends 
on direct DC–NK cell contact and on secreted factors that include IL-12, IL-18, and 
possibly IL-15. In addition, IL-2 released by DCs ( 91 ) could play a role in the activation 
of NK functions by DCs.

Gerosa et al. (1987) analyzed the interaction between human peripheral blood NK cells 
and monocyte-derived DCs. Fresh NK cells were activated, and their cytolytic activity 
was strongly augmented by contact with mature DCs. Reciprocally, fresh NK cells 
culture with immature DCs strongly enhance DC maturation and IL-12 production ( 187 ).

Direct killing of DCs by NK cells has also been demonstrated. Murine bone 
marrow–derived DCs can be lysed by NK1.1 + cells in vitro ( 188 ), and mouse splenic 
DCs can be targeted in vitro by stimulated NK cells ( 189 ). Activated human NK cells and 
NK cell lines have been shown to lyse both autologous DCs derived from peripheral 
blood monocytes and Langerhans cells derived from CD34 + stem cells ( 190 ).

DENDRITIC CELLS AND NATURAL KILLER T CELLS



NK T cells are TCRa/ß + CD4 + or CD4 -CD8 - T cells that display distinctive phenotypic 
and functional properties ( 191 , 192 and 193 ). They can be distinguished from conventional 
T cells by their expression of the NK cell locus-encoded C-type lectin molecule NK1.1. 
Another hallmark of murine NK T cells is their restricted TCR repertoire: the great 
majority express an invariant TCR-a chain structure. Both mouse and human NK T cells 
rapidly secrete cytokines associated with both Th1 (IFN-?) and Th2 (IL-4) responses 
upon TCR engagement or stimulation with the synthetic CD1d ligand, the 
a-galactosylceramide. NK T cells are relevant in innate antitumor immunosurveillance. 
Studies have revealed that murine DCs at an immature stage were unable to induce NK 
T cells triggering because of an H-2 class I–mediated constitutive inhibitory pathway. Of 
note, mature DCs have been shown to overcome the inhibition through B7/CD28 
interaction, thereby promoting CD1d-dependent IFN-? production by NK T cells in vitro ( 
193a). The cytokine profiles of human NK T cells appear regulated by the type of DCs: 
addition of plasmacytoid DC2 enhances the development of neonatal NK T cells into 
IL-4 + IFN-? - NKT2 cells, whereas addition of monocyte-derived DC1 cells induces 
polarization toward IFN-?–producing NKT1 cells ( 194 ).

Collectively, these observations suggest that DCs are involved in the interaction 
between innate and adaptive immune responses. Innate immunity may control the 
development of adaptive immunity. The interactions of DCs with NK cells or NK T cells 
or both may result in release of antigens (as apoptotic or necrotic bodies) and 
production of cytokines (such as IFN-? or IL-4) that may direct the polarization of T 
helper cells.

DENDRITIC CELL–BASED IMMUNOTHERAPY FOR CANCER

The first experimental evidence that lack of immunogenicity could be caused by the 
tumor’s inability to activate the immune system rather than the absence of tumor 
antigens was provided by Boon and Kellerman in 1977 ( 195 ). This observation was 
confirmed in various tumor models and paved the way for a vaccination therapy of 
cancer.

As a complement to other less specific therapies, the immunotherapy may be highly 
beneficial to tumor patients because it would ideally induce an antigen-specific, 
widespread, long-term protection. DCs are currently under active clinical investigation, 
mostly for their immunostimulatory properties in cancer.

A large body of literature involves animal models showing that DCs loaded with 
tumor-associated antigens are able to induce a protective immune response, even to 
established tumors. In mice, successful protection against a B-cell lymphoma was 
achieved by immunization with idiotype-pulsed splenic DCs ( 196 ). Naïve mice injected 
with bone marrow–derived DCs pulsed with tumor-associated, class I–restricted 
peptides were protected against a subsequent lethal tumor challenge and against 
preestablished C3 sarcoma cells or 3LL lung carcinoma cells ( 197 ).



In addition, immunity has been induced against unidentified antigens by injecting DCs 
pulsed with tumor cell membranes, RNA from tumors, peptides eluted from class I MHC 
molecules, or DC/tumor cell hybrids. The fusion of DCs with tumor cells has been 
shown to generate hybrid cells that display the functional properties of DCs and present 
one or more tumor antigens. Administration of hybrid cells prevents the growth of 
preimplanted tumor cells in various models, induces long-lasting tumor resistance in 
vivo ( 198 , 199 and 200 ), and can reverse unresponsiveness to a tumor-associated antigen 
( 201 ). Another strategy is to expand DCs in vivo through administration of Fms-like 
tyrosine kinase 3 (FLT-3) ligand, which results in mobilization of DC precursors from the 
bone marrow and induction of antitumor immunity. FLT-3 ligand and CD40L synergize 
in the generation of immune response against two poorly immunogenic tumors, leading 
to complete rejection in a high proportion of mice and long-lasting protection ( 202 ).

Although animal studies provided the proof of principle for antigen-pulsed DC 
vaccination against cancer, this approach is still in an early stage in humans.

The use of DCs as adjuvants for immunotherapy of cancer has been possible because 
of the discovery that DCs might be generated from peripheral monocytes or CD34 bone 
marrow precursors, in the presence of certain cytokines such as GM-CSF, IL-4, and 
TNF-a ( 24 ).

DCs loaded with tumor antigens have been used in a number of trials in humans [for 
review, see Fong and Engelman ( 203 ) and Gunzer and Grabbe ( 204 )]. It was initially 
demonstrated that DCs can be used to vaccinate B-cell lymphoma patients with the 
induction of antigen-specific T cells, and clinical responses were achieved in two of four 
patients ( 205 ). DCs were further used to treat melanoma, prostate cancer, and bladder 
cancer [for review, see Nestle ( 206 )]. Nestle et al. ( 207 ) injected the DC preparation 
directly under ultrasound control in a normal inguinal lymph node ( 207 ). KLH was added 
as a CD4 helper antigen and immunological tracer molecule. DC vaccination induced 
delayed-type hypersensitivity reactivity toward KLH in all 16 patients and toward 
peptide-pulsed DCs in 11 patients. Objective clinical responses were obtained in five 
patients.

In another trial ( 208 ), injection of mature monocyte-derived DCs, pulsed with a MAGE-3 
peptide and a recall antigen, was shown to enhance circulating MAGE-3–specific 
cytotoxic effectors in patients with melanoma and to lead to regression of individual 
metastases in 6 of 11 patients. Antigen-specific immune response was induced after 
intradermal injection but decreased after intravenous injection ( 208 ).

In another study, Banchereau et al. ( 209 ) used DCs derived from CD34 + cells that 
consist of two phenotypically and functionally distinct populations: Langerhans cells and 
the interstitial/dermal DCs (similar to those derived from blood monocytes). Patients 
with metastatic melanoma received subcutaneous injections of CD34 
progenitor–derived autologous DCs, pulsed with peptides derived from four melanoma 
antigens, as well as control antigens (influenza matrix peptide and KLH). DCs induced 



an immune response to control antigens in most patients, who also responded to at 
least one melanoma antigen.

A critical aspect of immunotherapy is the identification of immunologic markers that will 
permit prediction of clinical efficacy. Interestingly, the development of T-cell response to 
multiple tumor antigens was associated with a favorable early clinical outcome ( 209 ). 
Four patients who had metastatic MAGE-3 + bladder cancer with measurable lesions 
were treated with autologous DCs prepared from peripheral blood mononuclear cells 
with one MAGE-3 epitope peptide; three showed significant reductions in the size of 
lymph node metastases, liver metastasis, or both ( 210 ). In one clinical trial, DCs 
expanded in patients after FLT-3 ligand treatment were used. These FLT-3 
ligand–mobilized DCs were loaded with altered peptide derived from carcinoembryonic 
antigen and injected intravenously into patients with recurrent or metastatic colon 
cancer or non–small-cell lung cancer. Clinical response was observed in 5 of 12 
patients and correlated with the expansion of CD8 + T cells that recognized both the 
native and altered epitopes and displayed cytotoxic function ( 211 ).

Fusions were generated with primary human breast carcinoma cells and autologous 
DCs ( 212 ) and with human ovarian carcinoma cells with autologous or allogeneic DCs ( 
213 ). The fusion cells retain the functional potency of DCs and activate CTL responses 
against autologous breast tumor cells in vitro.

Although promising, DC vaccination is in an early stage, and several parameters that 
may be critical for the immunological and clinical outcome need to be defined: the DC 
type, antigen loading, site of injection, DC dosage, and frequency of injections. Labeling 
studies with radioactive tracers have demonstrated significant differences in the 
distribution of DCs administered by different routes. Subcutaneous injection was shown 
to be ineffective in causing DC migration to regional lymphatic vessels, intravenous 
administration resulted in DC migration in the spleen, and intradermal administration led 
to regional transit in some patients ( 214 ). Another study ( 215 ) compared the efficacy of 
DC vaccines given by intravenous, intradermic, and intralymphatic routes. Patients with 
metastatic prostate cancer received two monthly injections of ex vivo–enriched DCs. 
The results indicated that DCs can prime CD4 T-cell responses when administered by 
any of the studied routes but that the cytokine profile differs with route of administration: 
intradermic and intralymphatic injections induce Th1 immunity, whereas intravenous 
administration is associated with higher frequency and titer of antigen-specific 
antibodies.

CONCLUSIONS

DCs perform several tasks with high efficiency. They present the antigenic sample at 
the time of danger through evolutionary conserved pattern-recognition systems and 
sensitize lymphocytes specific for these dangerous antigens. They also seem to play an 
active role in central and peripheral tolerance by silencing autoreactive T cells 
generated by the stochastic recombination of the T-cell variable pattern-recognition 
receptors. There is indeed evidence that DCs constitutively present self antigens and 
that tolerogenic DCs that directly or indirectly prevent the activation of T cells specific to 



self may exist.

The immune system is confronted with the difficult task of combining the detection of 
potential pathogens in the periphery with the ability of adequately instruct cells of the 
adaptative immune system often located in lymphoid organs distant from the infection 
site. In general, when distant cells of a multicellular organism must communicate with 
one another, they secrete chemicals (hormones) that travel in the bloodstream to reach 
their target cells (endocrine communication). The immune system has developed a 
unique form of cell–cell communication, implying the migration of DCs carrying the 
biological information gathered at the site of infection (signals 1, 2, and 3) to the 
lymphoid organ, where they establish immunological synapses with lymphoid cells, 
exchanging information through locally secreted (paracrine communication) or 
membrane-bound molecules. This unique form of cell communication (which may be 
referred to as motocrine communication), combines long-distance communication 
between the peripheries of the lymphoid organs, with the confidentiality and specificity 
of a short-range synapse.
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INTRODUCTION

Macrophages (Mf) represent a family of mononuclear leukocytes that are widely 
distributed throughout the body, within and outside lympho-hemopoietic organs. They 
vary considerably in life span and phenotype, depending on their origin and local 
microenvironment. Mature Mf are highly phagocytic, relatively long-lived cells, and 
adaptable in their biosynthetic responses to antigens and microbial stimuli. The 
functions of Mf within tissues are homeostatic, regulating the local and systemic milieu 
through diverse plasma membrane receptors and varied secretory products. They react 
to as well as generate signals that influence growth, differentiation, and death of other 
cells, recognizing and engulfing senescent and abnormal cells. These activities 
contribute substantially to recognition and defense functions against invading 
microorganisms, foreign particulates, and other immunogens. Innate immune functions 
of Mf complement their contributions to acquired humoral and cellular immunity, in 
which they regulate activation of T- and B-lymphocytes; this is achieved in part through 
their specialized derivatives, dendritic cells (DC) of myeloid origin. With or without DC, 
Mf process and present antigen, and produce chemokines and cytokines (e.g., IL-1, 
IL-6, IL-12, IL-18, TNFa, and IL-10), and phagocytose apoptotic and necrotic cells. 
Acting directly or under the influence of other immune cells, Mf capture extra- and 
intra-cellular pathogens, and eliminate invaders and deliver them to appropriate 
subcompartments of lymphoid organs. As key regulators of the specific as well as 
natural immune response, Mf boost as well as limit induction and effector mechanisms 
of the specific immune response by positive and negative feedback.



The properties and roles of DC are described in detail elsewhere in this volume. Here 
we focus on other members of the Mf lineage, consider their interrelationship and 
outline specialized properties that underlie their roles in the execution and regulation of 
immune responses. The following works deal with the history and broad aspects of Mf 
immunobiology: Metchnikoff ( 1 ), Karnovsky and Bolis ( 2 ), Tauber and Chernyak ( 3 ), 
Van Furth ( 4 ), Gordon ( 5 , 6 and 7 ), and Burke and Lewis ( 8 ).

SOME LANDMARKS IN THE STUDY OF MACROPHAGES

Our understanding of Mf developed in parallel with the growth of immunology as an 
experimental science. Metchnikoff, a comparative developmental zoologist, is widely 
credited for his recognition of phagocytosis as a fundamental host defense mechanism 
of primitive, as well as highly developed multicellular organisms ( 1 , 2 and 3 ). He clearly 
stated the link between capture of infectious microorganisms by the spleen and 
subsequent appearance of reactive substances (antibodies) in the blood, although 
mistakenly ascribing their production to the phagocytes themselves. The importance of 
systemic clearance of particles by Mf, especially Kupffer cells in liver and other 
endothelial cells, was memorialized in the term “reticulo-endothelial system” (RES). 
Although rejected by influential investigators in the field in favor of the term 
“mononuclear phagocyte system” (MPS), the understanding that sinus-lining Mf in liver 
and elsewhere share common properties with selected endothelial cells is worth 
preserving ( 4 ). Earlier studies by Florey and his students, including Gowans, 
established that circulating monocytes give rise to tissue Mf. Van Furth and colleagues 
investigated the life history of Mf by kinetic labeling methods; subsequently, the 
development of membrane antigen markers facilitated a more precise definition of 
specialized Mf subpopulations in tissues such as brain ( 9 ). The appearance and 
potential importance of Mf during development also became evident as a result of 
sensitive immunocytochemical methods. Morphologic and functional studies by 
Humphrey and many others drew attention to striking diversity among Mf-like cells in 
secondary lymphoid organs, especially within the marginal zone of the spleen, where 
complex particulates and polysaccharides are captured from the circulation ( 10 ).

The era of modern cell biology impinged on Mf studies following the studies of Cohn 
and Hirsch and colleagues ( 11 ). Their work touched on many aspects of cell structure 
and function, including phagocytosis (the zipper mechanism of Silverstein), fluid and 
receptor-mediated endocytosis, secretion, and antimicrobial resistance. Isolation and in 
vitro culture systems became available for cells from mouse and human, especially 
after the identification of specific growth and differentiation factors such as CSF-1 
(M-CSF) ( 12 ). It is perhaps fitting that the earliest known natural knockout (KO) 
affecting macrophages, a natural mutation in the op gene in the osteopetrotic mouse, 
should involve CSF-1 ( 13 ). Cell lines retaining some, but not all features of mature Mf, 
have been useful for many biochemical and cellular studies ( 5 ). Macrophages and 
dendritic cells can be readily derived from embryonic stem cells by growth in 
appropriate culture conditions.



The role of Mf as antigen-processing cells able to initiate adaptive immune responses 
had false trails—“immunogenic RNA” was thought to be involved at one time. It also 
encompassed early genetic strategies: Mf of mice selected for high anti-sheep 
erythrocyte antibody responses by Biozzi and colleagues displayed enhanced 
degradative properties; adherent cells from defined guinea pig strains were shown to 
play an important role in Ia (MHC) restricted anti-insulin responses. For many years, the 
antigen-presenting cell (APC) functions of adherent cells were highly controversial as 
promoted by Unanue, who concentrated on intracellular processing by Mf and 
Steinman, who discovered the specialized role of “dendritic cells” in antigen 
presentation to naïve T-lymphocytes. The importance of Mf as effector cells in immunity 
to intracellular pathogens such as Mycobacterium tuberculosis was recognized early by 
Lurie and Dannenberg. Mackaness made use of Listeria monocytogenes and BCG 
infection in experimental models and developed the concept of Mf activation as an 
antigen-dependent, but immunologically nonspecific, enhancement of antimicrobial 
resistance. The subsequent delineation of T-lymphocyte subsets and characterization 
of interferon gamma ( 14 ) as the major lymphokine involved in macrophage activation, 
including MHC II induction, merged with increasing knowledge of the role of reactive 
oxygen, and later, nitrogen metabolites as cytotoxic agents ( 15 ). The role of 
virus-infected Mf as MHC I–restricted targets for antigen-specific CD8 + killer cells was 
part of the initial characterization of this phenomenon by Zinkernagel and Doherty. 
D’Arcy Hart was an early investigator of the intracellular interactions between Mf and 
invaders of the vacuolar system, especially mycobacteria, which survive within Mf by 
evading host resistance mechanisms. Mouse breeding studies by several groups 
defined a common genetic locus involved in resistance to BCG, Leishmania, and 
Salmonella organisms. The host phenotype was shown to depend on expression in Mf 
and, many years later, the gene (termed N-ramp for natural resistance–associated 
membrane protein) was identified by positional cloning by Skamene, Gross, and their 
colleagues ( 16 ). Positional cloning by Beutler and associates led to the identification of 
the gene responsible for lipopolysaccharide (LPS) resistance in particular mouse 
strains. Together with studies by Hoffman and colleagues on the Toll pathway in 
Drosophila, this work resulted in an explosion of interest in the identification of Toll-like 
receptors (TLR) and their role in innate immunity to infection ( 17 ).

This brief survey concludes with the identification of Mf as key target cells for infection, 
dissemination, and persistence of HIV ( 18 ), and tropic for macrophages by virtue of 
their expression of CD4, chemokine co-receptors, and DC-SIGN, a C-type lectin also 
expressed by DC ( 19 ). Although Mf had been implicated by earlier workers such as 
Mims as important in antiviral resistance generally, their role in this regard was 
neglected before the emergence of HIV as a major pathogen.

Many molecules have been identified as important in Mf functions in immunity and 
serve as valuable markers to study their properties in mouse and human. These include 
Fc ( 20 ) and complement ( 21 ) receptors, important in opsonic phagocytosis; killing and 
immunoregulation; nonopsonic lectin receptors, such as the mannose receptor (MR) ( 22

 ) and ß glucan receptor (BGR) ( 23 ); and secretory products such as lysozyme ( 24 ), 
neutral proteinases, TNFa ( 25 ), chemokines, and many other cytokines. A range of 



membrane antigens (Ag) expressed by human and rodent mononuclear phagocytes 
has been characterized and reagents made available for further study of Mf in normal 
and diseased states ( 9 ). Recently, the role of DNA-binding transcription factors 
including members of the NF?B and Ets (PU.1) families has received increased 
attention in the study of differential gene expression by Mf ( 26 , 27 ). Gene inactivation 
has confirmed the important role of many of these molecules within the intact host, 
although little use has yet been made of cell-specific or conditional KO animals to 
uncover the role of Mf in immunologic processes. Naturally occurring inborn errors in 
man such as the leukocyte adhesion–deficiency syndrome and chronic granulomatous 
disease have contributed to the analysis of important leukocyte functions, including 
those of Mf, in host resistance to infection. Mutations to a monocyte-expressed gene 
(NOD2), initially thought to be involved in LPS signaling and NF?B activation, have 
been implicated in a subset of individuals with an enhanced susceptibility to Crohn’s 
disease ( 28 ). The validity of murine KO models for human genetic deficiencies has 
been confirmed for key molecules involved in Mf activation, such as IFN? and IL-12. 
Others will undoubtedly follow.

PROPERTIES OF MACROPHAGES AND THEIR RELATION TO 
IMMUNE FUNCTIONS

Overview

Mf participate in the production, mobilization, activation, and regulation of all immune 
effector cells. They interact reciprocally with other cells while their own properties are 
modified to perform specialized immunologic functions. As a result of cell-surface, auto- 
and paracrine interactions, Mf display marked heterogeneity in phenotype ( 9 , 29 ), a 
source of interest and considerable confusion to the investigator. Increasing knowledge 
of cellular and molecular properties of Mf bears strongly on our understanding of their 
role in the immune response. I review these briefly below, with emphasis on functional 
significance, and draw attention to unresolved and controversial issues.

Growth and Differentiation: Life History and Turnover

In contrast with T- and B-lymphocytes, monocytes from blood give rise to terminally 
differentiated Mf that cannot recirculate or re-initiate DNA replication except in a limited 
way; DC may represent specialized migratory derivatives of mononuclear cells. Unlike 
other myeloid granulocytic cells, Mf can be long-lived and retain the ability to synthesize 
RNA and protein to a marked extent, even when in a relatively quiescent state, as 
“resident” cells. These are distributed throughout the tissues of the body and constitute 
a possible alarm-response system, but also mediate poorly understood trophic 
functions. Following inflammatory and immune stimuli, many more monocytes can be 
recruited to local sites and give rise to “elicited” or “immunologically activated” Mf with 
altered surface, secretory, and cytotoxic properties. The origins of Mf from precursors 
are well known, from yolk sac (and possibly earlier para-aortic progenitors), migrating to 
fetal liver, and then spleen and bone marrow, before and after birth ( 30 ). In the fetus, 
mature Mf proliferate actively during tissue remodeling in developing organs. In the 
normal adult, tissue Mf do not self-renew extensively except in specialized 



microenvironments such as the lung or pituitary; after injury there can be considerable 
further replication at local sites of inflammation. Growth and differentiation are tightly 
regulated by specific growth factors (e.g., IL-3, CSF-1, GM-CSF, IL-4, IL-13) and 
inhibitors (e.g., IFN-a/ß, TGF ß, LIF) that vary considerably in their potency and 
selectivity. These processes are modulated by interactions with adjacent stromal and 
other cells—for example, through c-kit/ligand and Flt-3/ligand interactions. The growth 
response of the target cell to an extrinsic stimulus decreases progressively and 
markedly (from 10 8 or more to 10 0) during differentiation from stem cell to committed 
precursor to monoblast, monocyte, and Mf, yet even the most terminally differentiated 
Mf such as microglial cells can be “reactivated” to a limited extent by local stimuli ( 31 ). 
Elicited/activated Mf respond more vigorously than resident Mf to growth stimuli in vivo 
and in vitro, but the molecular basis for their enhanced proliferation is unknown.

Although the general picture of blood monocyte to tissue Mf differentiation has been 
clear for some time, as a result of parabiosis, adoptive transfer and 
irradiation-reconstitution experiments, there are still major unsolved issues. Are all 
“monocytes” equivalent or is there heterogeneity in the circulating mononuclear cell pool 
corresponding with the ultimate tissue localization of their progeny? Our present 
understanding of DC and osteoclast differentiation is compatible with a relatively simple 
model ( Fig. 1) in which major Mf populations in tissues can be characterized by 
selected Ag markers such as F4/80 (Emr1, a member of a new family of EGF-TM7 
molecules) ( 32 ) and macrosialin (CD68), a pan-Mf endosomal glycoprotein related to 
the lysosome-associated membrane protein (LAMP) family ( 33 ). The DC of myeloid 
origin can be viewed as products of Langerhans-type cells in nonlymphoid organs such 
as skin and airway epithelium, which undergo further differentiation and migrate to 
secondary lymphoid organs in response to an antigenic stimulus. Circulating precursors 
of DC and recirculating progeny are also normally present in the mononuclear fraction 
of blood in small numbers and may be already “marked” for distribution to peripheral 
sites as Langerhans cells. Monocytes that have crossed the endothelium may be 
induced to “reverse migrate” into circulation by selected stimuli in tissues ( 34 ).

 
FIG. 1. Differentiation of mononuclear phagocytes, based on antigen markers FA-11 
(macrosialin, murine CD68) and F4/80.



Circulating mononuclear precursors for osteoclasts are less defined and differentiate 
into mononucleate cells in bone and cartilage, where they fuse to form multinucleate 
bone-resorbing osteoclasts. Local stromal cells, growth factors such as CSF-1, steroids 
(vitamin D metabolites) and hormones (e.g., calcitonin for which osteoclasts express 
receptors), all contribute to local maturation. Recently, it has been found that 
osteoprotegerin, a naturally occurring secreted protein with homology to members of 
the TNF receptor family, interacts with TRANCE, a TNF-related protein, to regulate 
osteoclast differentiation and activation in vitro and in vivo.

Ag markers such as CD34 on progenitors and CD14 and CD16 on monocytes, and the 
use of multichannel FACS analysis make it possible to isolate leukocyte subpopulations 
and study their progeny and differential responses. The mononuclear fraction of blood 
may contain precursors of other tissue cells, including “fibrocytes,” thought to be 
hemopoietic yet able to synthesize matrix proteins such as collagen, and some 
endothelial cells. Perhaps the mysterious follicular dendritic cells (FDC), with mixed 
hemopoietic and mesenchymal properties, fall into this category.

The large-scale production of immature and mature DC-like cells from bulk monocytes 
in cytokine-supplemented culture systems (IL-4, GM-CSF, TNFa), has revolutionized 
the study of these specialized APC ( 35 ). Individually, the same cytokines give rise to 
Mf-like cells, and early during in vitro differentiation, the cellular phenotype is reversible. 
Later, when mature DC with high MHC II, APC function and other characteristic markers 
are formed, differentiation is irreversible. This process is independent of cell division, 
although earlier progenitors in bone marrow and G-CSF–mobilized blood mononuclear 
cells can be stimulated to multiply, as well as differentiate, in vitro. These examples of 
terminal differentiation observed with DC and osteoclasts may extend to other 
specialized, more obvious Mf-like cells. Mature Mf can be derived by growth and 
differentiation in steroid-supplemented media in Dexter-type long-term bone marrow 
cultures that contain stromal fibroblasts and hemopoietic elements. These Mf express 
adhesion molecules responsible for divalent cation–dependent cluster formation with 
erythroblasts (EbR) ( 36 ). This receptor, possibly related to V-CAM, cannot be induced 
on terminally differentiated peritoneal Mf if these are placed in the same culture system. 
This contrasts sharply with the ready adaptation of many tissue Mf to conventional cell 
culture conditions, when the cells often adopt a common, standard phenotype. 
Irreversible stages of Mf differentiation may therefore occur in specialized 
microenvironments in vitro or in vivo.

Little is known about determinants of Mf longevity and turnover. Growth factors such as 
CSF-1 enhance Mf survival and prevent induction of an apoptotic program. The 
expression of Fas-L and Fas on Mf has been less studied than on lymphocytes; they 
and other members of the TNF and its receptor family may play a major role in 
determining Mf survival, especially in induced populations, where cell turnover is 
markedly enhanced. Tissue Mf vary greatly in their life span, from days to months. 
Apart from inflammatory and microbial stimuli, local and systemic environmental factors 
such as salt loading and hormones, including oestrogen, are known to influence Mf 
turnover.



Tissue Distribution and Phenotypic Heterogeneity of Resident Macrophages in 
Lymphoid and Nonlymphoid Organs

The use of the F4/80 plasma membrane Ag made it possible to detect mature Mf in 
developing and adult murine tissues and define their anatomic relationship to other cells 
in endothelium, epithelium, and connective tissue, as well as the nervous system ( 9 , 37 

). Subsequently, other membrane Ag ( 38 )—macrosialin ( 33 ) and sialoadhesin (Sn) ( 39 , 
40 )—were identified as useful markers for Mf in situ ( Table 1). Mf subpopulations in 
different tissues display considerable heterogeneity in expressing these and selected 
receptor antigens (CR3 [ 41 ] and SR-A [ 42 ]), drawing attention to mechanisms of 
homing, emigration and local adaptation to particular microenvironments. From the 
viewpoint of immune responses, a few aspects deserve comment.

 
TABLE 1. Differentiation antigens used to study murine macrophage heterogeneity

Fetal Liver and Bone Marrow Mature Mf form an integral part of the hemopoietic 
microenvironment and play a key role in the production, differentiation, and destruction 
of all hemopoietic cells. The fetal liver is a major site of definitive erythropoiesis from 
midgestation. The bone marrow becomes active in the production of hemopoietic cells 
from shortly before birth and Mf are a prominent component of the hemopoietic stroma 
throughout adult life. Mature “stromal” Mf in fetal liver and adult bone marrow express 
nonphagocytic adhesion molecules such as Sn, an Ig-superfamily sialic acid–binding 
lectin ( 39 , 40 ) ( Table 1), and the EbR referred to above ( 36 ), which is also involved in 
adhesion of developing myeloid and possibly lymphoid cells ( Fig. 2). VLA-4 has been 
implicated as a ligand for EbR. Ligands for Sn include CD43 on developing 
granulocytes and on lymphocyte subpopulations. Sn clusters at sites of contact 
between stromal Mf and myeloid, but not erythroid cells. Chemokines are able to induce 
polarized expression of adhesion molecules such as ICAMs and CD43 in leukocytes, 
but the significance of altered ligand distribution for interactions between M f and bound 
hemopoietic cells is unknown. Adhesion of immature cells to stromal M f may play a role 
in regulating their intermediate stages of development before release into the blood 
stream, whereas fibroblasts in the stroma associate with earlier progenitors, as well as 
with Mf. Discarded nuclei of mammalian erythroid cells are rapidly engulfed by stromal 
Mf, but the receptors involved in their binding and phagocytosis are unknown. M f also 
phagocytose apoptotic hemopoietic cells generated in bone marrow, including large 



numbers of myeloid and B cells. We still know little about the plasma membrane 
molecules and cytokine signals operating within this complex milieu, but it is clear that 
stromal Mf constitute a neglected constituent within the hemopoietic microenvironment. 

 
FIG. 2. Associations of tissue macrophages with other haemopoietic cells to illustrate 
variations on a common theme.

Thymus Apart from their remarkable capacity to remove apoptotic thymocytes, the 
possible role of Mf in positive and negative selection of thymocytes has been almost 
totally overlooked; more attention has been given to local DC, which may share markers 
with lymphoid, rather than myeloid cells. Mature Mf with specialized properties are 
present in cortex and medulla. Clusters of viable thymocytes and M f can be isolated 
from the thymus of young animals by collagenase digestion and adherence to a 
substratum ( Fig. 2). The nonphagocytic adhesion receptors responsible for cluster 
formation are more highly expressed by thymic than other Mf, but their nature is 
unknown (N. Platt, remain unpublished from this laboratory). These M f also express 
MHC class II Ag and other receptors such as the class A scavenger receptor (SR-A) 
(see below), which contributes to phagocytosis of apoptotic thymocytes ( 43 ). Other 
markers such as the F4/80 Ag are poorly expressed in situ, but can be readily detected 
after cell isolation. A striking difference between thymic and several other tissue M f 
subpopulations is their independence of CSF-1; the CSF-1–deficient op/op mouse lacks 
osteoclasts and some Mf populations, including monocytes, peritoneal cells, and 
Kupffer cells, but contains normal numbers of thymic M f, as well as DC and selected Mf 
in other sites. Factors involved in constitutive recruitment of thymic Mf are unknown; 
following death of thymocytes induced by ionizing radiation or glucocorticoids, intensely 
phagocytic Mf appear in large numbers; it is not known what proportion arises locally 
and by recruitment. 
Spleen From the viewpoint of the Mf, the spleen is perhaps the most complex organ in 
the body. It contributes to hemopoiesis, which persists postnatally in some species or 
can be induced by increased demand, and to the turnover of all blood elements at the 



end of their natural life span. In addition, the spleen filters a substantial proportion of 
total cardiac output, captures particulate and other antigenic materials from the blood 
stream, and plays an important role in natural and acquired humoral and cellular 
immunity. The organ is rich in subpopulations of M f that differ in microanatomical 
localization, phenotype, life history, and functions ( Fig. 3). Mf are central to antigen 
capture, degradation, transport, and presentation to T- and B-lymphocytes, and 
contribute substantially to antimicrobial resistance. Since other hemopoietic and 
secondary lymphoid organs can replace many of these functions after maturation of the 
immune system, the unique properties of the spleen have been mainly recognized in 
the immature host and in immune responses to complex polysaccharides. Splenectomy 
in the adult renders the host susceptible to infection by pathogenic bacteria such as 
pneumococci that contain saccharide-rich capsular antigens; the marginal zone of the 
spleen in particular may play an essential role in this aspect of host resistance ( 10 ). 

 
FIG. 3. Microheterogeneity of macrophages in spleen, and resting and 
antigen-stimulated lymph nodes. (See text for markers.)

The properties of Mf in the unstimulated mature mouse spleen are very different 
according to their localization in red or white pulp, and the marginal zone. M f are 
intimately associated with the specialized vasculature. Species differences in splenic 
anatomy are well recognized, but Mf display broadly common features in man and 
rodent, where studied. Subpopulations of M f, DC, and cells with mixed phenotypes, 
have been characterized by in situ analysis with Ag markers, toxic liposome–depletion 
studies, various immunization and infection protocols, and, recently, cytokine and 
receptor-gene KO models in the mouse ( 44 ). The results raise questions about the 
dynamics and molecular basis of cell production, recruitment, differentiation, emigration, 
and death within each distinct splenic compartment. Cell isolation methods are still 
primitive in correlating in vitro properties with those of Mf subpopulations in vivo, and 
provide an important challenge for the future. Detailed aspects of splenic architecture, 
DC origin and function, and of T- and B-lymphocyte induction and differentiation, are 



described elsewhere in this volume. I shall highlight some features of M f in the normal 
and immunoreactive organ. 
Marginal Zone Macrophages The spleen marginal zone consists of a complex mixture 
of resident cells (reticular and other fibroblasts, endothelium), M f, DC, and lymphoid 
cells, including subpopulations of B-lymphocytes ( 10 ). It constitutes an important 
interface with the circulation, which delivers cells, particulates, or soluble molecules 
directly into the marginal sinus or via the red pulp. Resident Mf are present as 
specialized metallophilic cells in the inner marginal zone and other M f are found in the 
outer zone; the latter may be more phagocytic. Sn is very strongly expressed by the 
marginal metallophils, compared with only weak expression in red pulp, and its virtual 
absence in the white pulp. Sn + cells appear in this zone 2 to 4 weeks postnatally in the 
mouse as the white pulp forms. Liposomes containing clodronate, a cytotoxic drug, can 
be delivered systemically and deplete Sn + cells and other Mf; regeneration of different 
Mf subpopulations in spleen occurs at different times and this procedure has been used 
to correlate their reappearance with distinct immunologic functions. Marginal zone M f 
lack F4/80, but express the type 3 complement receptor (CR 3), which is absent on red 
pulp Mf. Marginal zone Mf express other phagocytic receptors, such as SR-A, which is 
more widely present on tissue Mf, as well as MARCO, a distinct collagenous scavenger 
receptor that is almost exclusively present on these Mf in the normal mouse. The 
structures and possible role of these pattern-recognition receptors in uptake of 
microbes will be discussed below. Recent studies have shown that a M f lectin, the MR, 
may be involved in transfer of mannosylated ligands to the site of an immune response 
in the white pulp ( 22 ). The MR contains a highly conserved cysteine-rich domain, not 
involved in mannosyl recognition, that reacts strongly with ligands on marginal 
metallophilic Mf ( 45 ), sulphated glycoforms of Sn and CD45 among others. This has 
been demonstrated with a chimeric probe of the cysteine-rich domain of the MR and 
human Fc (CR-Fc) and by immunochemical analysis of tissue sections and affinity 
chromatography of spleen ligands ( 46 ). After immunization this probe additionally labels 
undefined cells in the FDC network of germinal centers, as well as tingible body M f. It is 
possible that marginal zone Mf can be induced to migrate into white pulp as described 
after LPS injection; alternatively, they may shed complexes of soluble MR-glycoprotein 
ligand, for transfer to other CR-Fc + cells, which may be resident or newly recruited 
mononuclear cells. Finally, the marginal metallophilic Mf population depends on CSF-1 
for its appearance ( 44 ), and on members of the TNF receptor family, as shown with 
op/op and experimentally produced KO mice ( 47 ). 
White Pulp Macrophages The F4/80 Ag is strikingly absent on murine white pulp Mf 
which do express FA-11, (macrosialin), the murine homolog of CD68. Actively 
phagocytic Mf express this intracellular glycoprotein in abundance, compared with DC. 
After uptake of a foreign particle—for example, sheep erythrocytes, or an infectious 
agent (e.g., BCG, Plasmodium yoelii)—white pulp Mf become more prominent, although 
it is not known whether there is migration of cells into the white pulp or transfer of 
phagocytosed material and reactivation of previous resident Mf. Tingible body Mf 
appear to be involved in uptake and digestion of apoptotic B-lymphocytes. 
Red Pulp Macrophages Red pulp macrophages express F4/80 Ag and MR ( 48 ) 
strongly, and in the mouse include stromal-type M f involved in hemopoiesis. Extensive 
phagocytosis of senescent erythrocytes results in accumulation of bile pigments and 
ferritin. The role of various phagocytic receptors in clearance of host cells and 



pathogens by red pulp Mf requires further study. There is no evidence that Mf, other 
than interdigitating DC, associate directly with CD4 + T-lymphocytes in the normal 
spleen. Following infection by BCG, for example, or by other microorganisms such as 
Salmonella, there is massive recruitment and local production of M f, many of which 
associate with T-lymphocytes. Newly formed granulomata often appear first in the 
marginal zone (focal accumulations of activated Mf and activated T cells). As infections 
spread into the white and red pulp the granulomata become confluent and less 
localized, obscuring and/or disrupting the underlying architecture of the spleen. The 
possible role of activated Mf in T-cell apoptosis and clearance in spleen has not been 
defined. 
Lymph Nodes F4/80 Ag is relatively poorly expressed in lymph node, but many 

macrosialin (CD68) +cells are present ( Fig. 3). The subcapsular sinus is analogous to 
the marginal zone and contains strongly Sn + cells; this is the site where afferent lymph 
enters, containing antigen and migrating DC derived from Langerhans cells. The 
medulla contains Sn +, CD68 + Mf, which also express high levels of SR-A. As in the 
spleen marginal zone, subcapsular sinus Mf are strongly labeled by the CR-Fc probe. 
Following primary or secondary immunization, the staining pattern moves deeper into 
the cortex and eventually becomes concentrated in germinal centers. The kinetics of 
this process strongly suggest a transport process by Mf-related cells resembling antigen 
transport cells described previously. CR-Fc + cells can be isolated by digestion of lymph 
nodes and form clusters with CR-Fc - lymphocytes. Adoptive transfer has shown that 
FACS-isolated CR-Fc + cells resemble DC in their ability to home to T-cell areas and to 
present antigen to naïve T and B cells ( 49 ). Overall, there is considerable heterogeneity 
in the population of migratory APC involved in antigen capture, transport, and delivery 
to T and B cells, and it may turn out that specialized tissue M f as well as myeloid-type 
DC can migrate in response to immunologic stimuli, especially of a particulate nature. 
Peyer’s Patch While less studied, the Mf in Peyer’s patch resemble the CD68 + F4/80 - 
cells described in spleen and white pulp, and in other T-cell–rich areas. They are well 
placed to interact with gut-derived antigens and pathogens taken up via specialized 
epithelial M cells in the dome, and deliver antigens to afferent lymphatics, as myeloid 
DC. These cells are distinct from abundant F4/80 + cells in the lamina propria found all 
the way down the gastrointestinal tract and may play a role in the induction of mucosal 
immunity. 
Nonlymphoid Organs Regional F4/80 + and CD68 + Mf are well described in liver 
(Kupffer cells), dermis, in neuro-endocrine and reproductive organs, and in serosal 
cavities where they are able to react to systemic and local stimuli. In the lung, alveolar 
Mf are strongly CD68 + but only weakly F4/80 +, and are distinct from interstitial Mf and 
intra-epithelial DC ( 50 ). Additionally, resident Mf are found throughout connective tissue 
and within the interstitium of organs, including heart, kidney, and pancreas. These cells 
vary greatly depending on their local microenvironment; for example, in the central 
nervous system microglia within the neuropil differ strikingly from Mf in the meninges or 
choroid plexus. Perivascular Mf in the brain can be distinguished from resident microglia 
by their expression of endocytic receptors, such as the SR-A and MR, and of MHC I 
and II antigens. Microglia are highly ramified, terminally differentiated cells of monocytic 
origin and many Mf markers are down-regulated; their phenotype is influenced by the 
blood–brain barrier, normally absent in circumventricular organs, and disrupted by 



inflammatory stimuli. Microglia can be reactivated by local LPS and neurocytotoxins, 
and are then difficult to distinguish from newly recruited monocytes that acquire 
microglial features once they enter the parenchyma of the brain ( 51 ). Resting microglia 
are unusual among many tissue Mf in that they constitutively express high levels of CR3 
and respond to CR3 ligands, such as mAb, by induced DNA synthesis and apoptosis ( 
31 ). Natural ligands for CR3 in the central nervous system are not defined. 

Enhanced Recruitment of Monocytes by Inflammatory and Immune Stimuli: 
Activation In Vivo

In response to local tissue and vascular changes, partly induced by resident Mf during 
(re)activation by inflammatory and immunologic stimuli, monocytes are recruited from 
marrow pools and blood in increased numbers; they diapedese and differentiate into Mf 
with altered effector functions as they enter the tissues. These Mf are classified as 
“elicited” when cells are generated in the absence of ? interferon, and as 
“immunologically activated” after exposure to ? interferon. Enhanced recruitment can 
also involve that of other myeloid or lymphoid cells; selectivity of the cellular response 
depends on the nature of the evoking stimulus (immunogenic or not), the chemokines 
produced, and the receptors expressed by different leukocytes. Mf as well as other cells 
produce a range of different chemokines and express multiple-7 transmembrane, 
G-protein–coupled chemokine receptors. The chemokines can also act in the marrow 
compartment, especially if anchored to matrix and glycosaminoglycans, and may 
display other growth regulatory functions. Locally bound or soluble chemokines induce 
the surface expression and activity of adhesion molecules on circulating white cells, as 
well as directing their migration through and beyond endothelium. Feedback 
mechanisms from periphery to central stores and within the marrow stroma may 
depend on cytokines and growth factors such as MIP1a and GM-CSF, which inhibit or 
enhance monocyte production, respectively. The adhesion molecules involved in 
recruitment of monocytes, originally defined by studies in humans with inborn errors and 
by use of inhibitory antibodies in experimental animal models, overlap with those of 
PMN and lymphocytes and include L-selectin, ß 2 integrins, especially CR3, CD31, an 

Ig superfamily molecule, and CD99 ( 52 ). Additional monocyte adhesion molecules for 
activated endothelium include CD44, VCAM, ß 1 integrins, and newly described 
receptors. The mechanisms of constitutive entry of monocytes into developing and adult 
tissues, in the absence of an inflammatory stimulus, are unknown.

The migration and differentiation of newly recruited monocytes once they have left the 
circulation are poorly understood. They are able to enter all tissues, undergoing 
alterations in membrane molecules and secretory potential under the influence of 
cytokines and surface interactions with endothelial cells, leukocytes, and other local 
cells. Phenotypic changes mentioned below have been characterized by a range of in 
vitro and in vivo studies. Well-studied examples include murine peritoneal Mf, resident, 
elicited by thioglycollate broth or biogel polyacrylamide beads, and immunologically 
activated by BCG infection. The latter provides a useful model of granuloma formation 
in solid organs, but does not fully mimic the human counterpart associated with M. 
tuberculosis infection. Granuloma Mf vary in their turnover and immune effector 
functions and display considerable heterogeneity; lesions contain recently recruited 



monocytes, mature epithelioid Mf (described as secretory cells), and Langerhans giant 
cells. Interactions with T-lymphocytes, other myeloid cells, DC, and fibroblasts, as well 
as microorganisms, yield a dynamic assembly of cells as the granuloma evolves, heals, 
and resolves ( Fig. 2). Apoptosis and necrosis of Mf and other cells contribute to the 
balance of continued recruitment and local proliferation. The emigration of Mf rather 
than DC from sites of inflammation is less evident, although it has become clear that 
elicited Mf within the peritoneal cavity, for example, migrate actively to draining lymph 
nodes.

Gene KO models have confirmed the role of molecules previously implicated in 
recruitment, activation, and granuloma formation. These include the adhesion 
molecules listed above; their ligands such as ICAM 1; and key cytokines such as ? 
interferon, IL-12, and TNFa, as well as their receptors. Antimicrobial resistance and Mf 
cytotoxicity resulting from production of reactive oxygen and nitrogen metabolites, are 
now accessible to study in KO of the phagocyte oxidase and iNOS. Knockouts of 
membrane molecules of immunologic interest expressed by Mf and other cells include 
MHC class II and I, CD4 and CD40L, other accessory molecules such as B7-1 and 
B7-2, and the Mf-restricted, intracellular molecule N-ramp.

The use of KO and/or antibodies ( 53 ) or soluble receptors has brought insight into 
essential, nonredundant contributions of molecules that regulate Mf activation, 
immunopathology syndromes such as septic shock, and autoimmunity. Examples 
include myeloid antigens such as TREM-1, receptor–ligand pairs involving OX2 and 
suppressors of cytokine signaling (SOCS) proteins. TNFa is essential for host 
resistance to infection ( 54 ), and contributes to immunopathology. Highly effective 
anti-TNFa therapy for chronic inflammatory diseases such as rheumatoid arthritis ( 55 ) 
can result in reactivation of latent tuberculosis.

The potential for Th1- and Th2-type regulation of Mf demonstrated in vitro, and 
discussed below, can result in highly complex, often co-existent, heterogeneity of Mf 
phenotype in situ ( Fig. 4). While almost all granuloma Mf express lysozyme, only minor 
subpopulations express cytokines such as IL-1ß, IL-6, and TNFa. Pro- and 
anti-inflammatory cytokines, IL-12, IL-18, IL-10, and TGFß, produced by Mf themselves 
and other cells, modulate the phenotype of Mf in vivo.



 
FIG. 4. Macrophage activation. Role of microbial stimuli and cytokines.

Apart from the local interactions outlined, Mf regulate systemic host reactions to 
immune and infectious stimuli by producing circulating cytokines such as IL-6, and 
arachidonate- and other lipid-derived metabolites. These act on neural and endocrine 
centers, crossing the blood–brain barrier, or are generated locally by reactive microglia 
and Mf. Glucocorticosteroids are powerful immunomodulators and form part of a 
regulatory network that may involve Mf, through circulating mediators such as MIF 
(migration inhibition factor). Mf also contain potent enzymes involved in steroid 
biosynthesis and catabolism.

While the immunologic relevance of Mf-induced responses may seem evident, many 
aspects remain unclear. For example, do Mf actively destroy activated T-lymphocytes, 
thus contributing to regulation of immune responses and peripheral tolerance, or are Mf 
only passive removers of dying cells? Do Mf contribute to recruitment, differentiation, 
and death of DC at sites of inflammation before their migration to secondary lymphoid 
organs? Do adjuvant-stimulated Mf interact with B-lymphocytes, directing their migration 
into germinal centers? Are interactions of activated Mf with antibody and complement, 
through different Fc and complement receptors, implicated in fine-tuning humoral 
responses? Are activated Mf themselves cytocidal for infected host cells and to what 
extent do they in turn provide targets for attack by NK cells and CTL? Study of a range 
of experimental models and disease processes in vivo should yield new insights, as 
well as extending and confirming mechanisms already defined in vitro.

Phagocytic Recognition and Intracellular Infection

The initiation and localization of an immune response depend on recognition by Mf and 
other cells of particulate agents or soluble proteins that are foreign or modified self. 
Phagocytic and endocytic recognition by Mf and DC depends on opsonic (mainly 
antibody, complement) and nonopsonic pattern-recognition receptors that interact with 
a range of related ligands ( 56 , 57 and 58 ). Innate and acquired responses are thus 
interlinked. Different FcR are involved in uptake and destruction of targets as well as in 
negative regulation of effector functions. Complement receptors are also 
heterogeneous; CR3 interacts with C 3-derived ligands formed by activation of the 
classical, alternate, or lectin pathways, and mediate phagocytosis, cell migration, and 
cell activation. Other ligands include I-CAM. CR3 functions are modulated by 
fibronectin, via integrins, other adhesion molecules, and inflammatory stimuli. FcR 
ligation and cross-linking activates tyrosine kinases such as Syk that are essential for 



phagocytosis ( 58 ). CR3 signaling is less defined and may not trigger a respiratory burst 
or arachidonate release, unlike FcR, thus favoring pathogen entry. Antibody-mediated 
uptake targets an organism or soluble antigen to a different, degradative compartment, 
and usually results in its neutralization and destruction, although enhancement of 
infection can also occur in Mf. For example, flavivirus infection in the presence of 
specific antibody can result in the dengue hemorrhagic shock syndrome. Immune 
complexes, with or without complement, localize antigens to FDC and other FcR + CR +

 cells. Mf themselves are able to produce all components of the complement cascade in 
significant amounts at local sites, which may be less accessible to circulating proteins 
made by hepatocytes.

Nonopsonic receptors reacting directly with ligands on microorganisms include CR3, 
lectins, especially the MR ( 22 ) and ß glucan receptor ( 23 ), the scavenger receptors ( 59 ) 
SR-A and MARCO, and a newly defined family of TLR ( 17 ) ( Fig. 4, Table 2). MR are 
present on Mf, DC, and sinusoidal endothelium. They mediate phagocytosis and 
endocytosis, including macropinocytosis, and structurally resemble another multilectin, 
Dec 205, present on DC as well as tissue Mf and epithelial cells in thymus; 
carbohydrate recognition by the latter has not been demonstrated. The MR has eight 
C-type lectin domains, homologous to the mannose-binding protein (MBP), a circulating 
hepatocyte-derived acute-phase reactant. MBP contains a single lectin domain per 
polypeptide, which oligomerizes like other collectins to achieve multivalent interactions 
and activate complement via associated serine proteases. MR expression on Mf is 
selectively down- and up-regulated by IFN? and IL-4/13, respectively ( 60 ). The possible 
role of the cysteine-rich domain in transport of immunogenic glycopeptides within 
secondary lymphoid organs has been noted. The ß glucan receptor, previously reported 
as dectin 1, is related to C-type lectins, and is responsible for phagocytic recognition of 
nonopsonized zymosan and for Mf activation.

 
TABLE 2. Toll-like receptors and their ligands

The SR-A mediates endocytosis of modified proteins, such as acetylated lipoproteins, 
and selected polyanions, such as LPS and lipoteichoic acid. In addition, it can serve as 
an adhesion molecule ( 42 ), and contributes to phagocytic clearance of apoptotic 
thymocytes ( 43 ) and gram-negative as well as gram-positive bacteria ( 59 ). The newly 
described phosphatidylserine receptor has been implicated in the recognition of novel 



lipid ligands expressed on the surface of apoptotic cells ( 61 ). CD36 (thrombospondin 
receptor) ( 62 ), vitronectin receptors, and CD44 have also been implicated in the uptake 
of senescent PMN by Mf. A role for Mf SR-A in immune induction has not been 
demonstrated, but studies in SR-A KO mice have revealed an important inhibitory role 
in limiting TNFa production by immunologically activated Mf ( 63 ). Wild-type, 
BCG-primed mice produce granulomata rich in SR-A + Mf; SR-A KO mice restrict 
growth of this organism and form normal granulomata containing activated MHC II + Mf; 
upon additional challenge with LPS, the KO mice die approximately ten-fold more 
readily than wild-type animals. TNFa levels in the circulation rise markedly, because of 
unopposed triggering via CD14, a receptor for the LPS-binding protein, and contribute 
to septic shock, since blocking anti-TNF mAb protects these mice ( 64 ).

The family of TLR consists of homo- or hetero-dimeric transmembrane molecules 
related to the IL-1 receptor, which are involved in innate immunity to microbial 
constituents, and activation of Mf responses ( Table 2) ( 17 , 65 , 66 and 67 ). Downstream 
signaling depends on association with other soluble and membrane molecules, as well 
as with intracellular proteins. MyD88, for example, has been implicated in many, but not 
all TLR-induced signaling resulting in transcription factor regulation, cell activation, or 
apoptosis.

Naturally occurring microbial ligands for these nonopsonic receptors are still poorly 
defined; individual receptors mediate microbial binding and uptake of microorganisms, 
although each contributes only part of total binding. Particle uptake involves the 
cytoskeleton, bulk membrane flow, and remodeling, as well as multiple plasma 
membrane receptors ( 68 ). Phagosome formation and maturation resemble endocytic 
uptake, initiating Mf vesicle trafficking and recirculation, fusion with lysosomes, 
acidification, ion fluxes, and digestion. GTP-binding proteins and complex signaling 
cascades play an important role in these dynamic events. A key issue that needs to be 
resolved is how cell and receptor functions are modulated so that microbial 
phagocytosis or invasion induce inflammatory responses, unlike the uptake of apoptotic 
cells ( 69 ). The MHC II biosynthesis and subcellular localization and proteolytic 
processing of peptide antigens in vacuolar and cytosolic compartments of APC are 
discussed elsewhere in this volume. Cytokines, especially IL-4/13, IL-10, and IFN?, 
influence endocytosis via MR-dependent and MR-independent pathways, and 
selectively alter vesicle dynamics.

Pathogens vary in utilizing Mf plasma membrane molecules for entry and modify the 
composition of the resultant phagosome membrane. Mycobacteria, for example, employ 
a range of mechanisms to evade killing by Mf, including delayed maturation of 
phagosomes and inhibition of fusion with lysosomes and acidification. Listeria 
monocytogenes escape into the cytosol by disruption of the phagosome membrane, 
whereas Leishmania multiplies in phagolysosomes. Humoral (antibody, complement) 
and cellular (? interferon) mechanisms overcome parasitization of Mf by diversion to 
lysosomes, or induce killing via O/N-dependent and other mechanisms.

Clearance of proteinase–inhibitor complexes (e.g., by CD91) and of 
haptoglobin–hemoglobin complexes by the Mf receptor CD163 are essential 



homeostatic functions of tissue Mf, limiting potentially injurious extracellular molecules ( 
70 ).

Major unsolved questions remain concerning phagocytosis, intracellular infection, and 
immune responses. How do particulate antigens and microbial agents induce T-cell 
responses? What are the relative contributions to this process of Mf and DC, highly and 
minimally efficient phagocytes, respectively? What determines the balance between 
total antigen degradation and loading of MHC molecules? What interactions take place 
between intracellular pathogens and host Mf, especially in regard to nutritional 
requirements of the organism? What is the role of pathogen-derived secretory products 
in the vacuolar milieu, in recruitment of organelles such as endoplasmic reticulum and 
mitochondria and in effects on host cell biosynthesis? What are the intracellular killing 
mechanisms and how can organisms survive, or become latent, within Mf? Finally, what 
receptor-mediated signals induce the secretion of Mf molecules such as IL-12 that 
direct the resultant specific immune response?

Gene Expression and Secretion

Knowledge of Mf gene expression and protein synthesis is growing rapidly from the 
application of gene array and proteomic technologies ( 71 ). Following surface and 
endocytic stimulation, the mature Mf is able to secrete a very large range of high- and 
low-molecular-weight products. These include enzymes involved in antimicrobial 
resistance (lysozyme), neutral proteinases, and arachidonate metabolites that 
contribute to inflammation and tissue repair, cytokines such as IL-1 and TNFa that 
modulate the activities of other leukocytes and endothelium, and reactive oxygen and 
nitrogen intermediates implicated in host defense ( 72 ). Pro-inflammatory cytokines 
account for part of the effects of immune adjuvants in promoting, broadening, and 
sustaining humoral responses. The ability to release these products depends on the 
prior history of the Mf, whether resident, recruited, or activated (primed); its encounters 
with microbial wall products, including LPS; and exposure to cytokines and other 
immunomodulatory molecules in its immediate environment. Ligation of specific 
receptors induces various signaling pathways and is able to alter gene expression in the 
Mf selectively. Transcription factors such as the NF?B and PU.1 families contribute to 
Mf-restricted or activation-dependent changes in gene expression ( 27 ). Product 
expression depends further on translational regulation, post-translational modification 
such as proteolytic processing, and co-expression of inhibitors such as IL-10. mRNA 
turnover varies greatly for different products, due to the presence or absence of specific 
3' instability sequences. Many Mf products are labile and act close to the cell surface; 
overproduction results in tissue catabolism and systemic effects associated with 
widespread infection or chronic inflammation, often as a result of an immunologically 
driven disease process.

While most bioactivities have been defined in vitro, there is evidence that expression of 
Mf secretory activities may be quite different in situ; lysozyme production is 
characteristic of all Mf in culture, but is down-regulated on most resident cells in vivo 
and depends on induction by immune or phagocytic stimuli ( 24 ). 5' promoter sequences 
of human lysozyme ( 73 ) and CD68 ( 74 ) transgenes have been used to target tissue- 



and Mf-activation–specific expression of a reporter molecule in vivo. The promoters of 
these and other Mf-restricted molecules may, in due course, make it possible to direct 
Mf biosynthetic activities precisely to boost or inhibit immune responses.

Modulation of Macrophage Activation In Vitro

Our understanding of Mf activation derives from studies of induction of MHC II antigen, 
of effector functions such as proteinase, TNFa, ROI and RNI release, of expression of 
membrane receptors such as MR and of resistance to infectious agents, such as 
Mycobacteria, Listeria, Candida, and HIV. Generalizations can be made, but it must be 
remembered that organisms vary considerably in their ability to evade or survive 
Mf-restriction mechanisms, and interact with Mf in individual ways. Various inhibitory 
cell-surface molecules (e.g., killer inhibitory receptors) are known to regulate Mf 
activation through poorly defined interactions with other activating plasma-membrane 
receptors.

Fig. 4 illustrates various pathways of Mf activation that result from microbial, cellular, 
and cytokine interactions. Knowledge is based mainly on in vitro experiments, and in 
vivo challenge of selected animal models. Analysis of the actions of individual cytokines 
(IFN?, IL-10, IL-4/13) on defined Mf targets (murine peritoneal Mf and human 
monocyte-derived Mf) reveals three characteristic and distinctive in vitro phenotypes 
across a spectrum of activation. IFN? and its own production and amplification via IL-12 
or IL-18 play a central role in MHC II induction, enhanced antimicrobial resistance, and 
pro-inflammatory cytokine production, which are characteristic of Th1-type responses. 
Conversely, IL-10 suppresses markers of activation, while inducing selective expression 
of other Mf genes. A comparable link between Mf/APC and the induction of Th2-type 
responses has proved elusive to identify. IL4/IL-13 have closely overlapping functions 
and induce an alternative activation phenotype in Mf consistent with increased APC 
function and humoral responses ( 75 ). It is important to distinguish modulation of Mf 
immunologic properties by IL4/13 from marked deactivation and inhibition of 
pro-inflammatory and cytotoxic functions by IL-10. The interplay of cytokines derived 
from Mf themselves, from activated T- and B-lymphocytes, and from other cells (NK, 
endothelial cells) results in reciprocal positive or negative interactions and 
time-dependent changes in activating and inhibitory signals. Some predictions from in 
vitro studies can be extended to the intact host. For example, IFN? and IL-12 deficiency 
results in inability to restrict opportunistic organisms in murine models and in man, and 
iNOS is important for resistance to a range of infectious agents. IL-10 deficiency, on the 
other hand, results in overactive Th1-dependent inflammation (e.g., in the gut). IL-4 
deficiency by itself has little effect on Mf phenotype in vivo, since IL-13 mimics many of 
its actions. These cytokines share a common receptor subunit and it will be interesting 
to study further Mf from KO mice that lack the ability to respond to both IL-4 and IL-13.

The above analysis is oversimplified. Combinations of cytokines in vitro have different 
effects on Mf than the sum of the parts. For example, the combination of IL-4 and 
GM-CSF induces differentiation of human monocytes into immature DC, while each 
alone induces cells with distinctive Mf properties. Furthermore, a particular “Th2-type” 
cytokine such as IL-10 can display radically different effects on antimicrobial (iNOS 
dependent) killing, which is markedly suppressed, and anti-HIV activities of Mf, which 



are enhanced. While IFN? and IL-4 may have opposing actions on MR expression and 
phagocytosis of yeasts, in combination they synergize to markedly enhance uptake. 
Other combinations of cytokines, such as aß IFN and IFN?, can antagonize each other, 
presumably by competition for signaling pathways. Although extrapolations with 
predictive value can be made in some situations, a great deal remains to be learned 
about Mf behavior in complex immune environments in vivo.

CONCLUSIONS AND SOME REMAINING ISSUES

Mf influence and respond to all other cells involved in immunity during both afferent and 
efferent limbs. Many of the molecules that mediate particular functions are now defined, 
but their role within the Mf and in intercellular interactions is often poorly understood. Mf 
developed during the evolution of multicellular organisms before immunologically 
specific, clonotypic responses of B- and T-lymphocytes emerged. Mf themselves 
diversified in parallel with T-helper lymphocytes, generating DC as specialized APC for 
naïve T-lymphocytes, and yielding a range of effector cell phenotypes in response to 
diverse activated T cells, both CD4 + and CD8 +. Mf and their derivatives cluster with 
differentiating hemopoietic cells in fetal liver and bone marrow, developing thymocytes, 
naïve CD4 + T-lymphocytes and antigen during immune induction, and activated T cells 
and microbial pathogens in granuloma formation ( Fig. 2). In addition, they associate 
with antigen-stimulated B-lymphocytes during cell expansion, diversification, and 
apoptosis. A major challenge will be to define the role of specific and accessory surface 
molecules by which Mf discriminate between live and dying cells, and to uncover the 
intrinsic and extrinsic factors that control Mf activities within these diverse immune-cell 
interactions.

Our understanding of the multiple roles of Mf and DC in immunoregulation is also 
evolving, as we better appreciate their specializations and adaptations. The following 
central issues in the immunobiology of Mf remain obscure and interesting for further 
investigation:

Mf display broad functions in homeostasis, beyond host defense and immunity, which 
may be special instances of a more general role in preserving host integrity, 
comparable to that of the CNS and endocrine systems. Their dispersion, plasticity, and 
responsiveness raise obvious questions for the biologist. In particular, what are their 
roles in development and in trophic interactions within different organs?
The Mf lies at the heart of the classic immunologic question of recognition of altered or 
non-self, especially of particulates. What are the actual ligands recognized by the 
diverse range of plasma membrane receptors capable of direct discrimination and what 
determines whether uptake of a target is immunologically silent or productive? How can 
this information be harnessed to vaccine development?
Once activated, Mf change their ability to recognize and destroy targets, directly or in 
concert with antibody, complement and other less-defined opsonins. Can M f directly kill 
virus-infected and other immunologically activated cells? If so, do they use MHC 
matching, even in a limited way, and do they contribute to tolerance and, by implication, 
autoimmunity by failure to perform a suppressive function?
A special case in which Mf are present in large numbers at a site of “failure” to respond 
immunologically, is the feto-placental unit. CSF-1 is produced locally at high levels. 



Does this deactivate Mf or make them switch to perform a trophic role? Do tumors that 
are rich in Mf adopt a similar strategy? Catabolism of tryptophan by Mf enzymes has 
been put forward as another mechanism to prevent local destruction of an allogeneic 
fetus ( 75 ).
Although Mf express a large number of genes involved in household functions, and 
share expression of others with a limited range of cell types, they also express highly 
restricted molecules, responsible for unique functions. Can these be harnessed for 
Mf-specific gene targeting at selected microanatomic sites to deliver functionally precise 
signals at predetermined times? Techniques are becoming available for at least part of 
this fantasy, and should provide new insights into the multiple roles of the M f in 
immunity.
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INTRODUCTION

Host defense against microbial infection is mediated by a variety of mechanisms that 
fall into two categories: innate and adaptive (or acquired). The adaptive immune system 
is found only in jawed vertebrates and apparently developed as a result of the 
acquisition of the RAG genes by common ancestors of the vertebrate lineage ( 1 ). 
Accordingly, the adaptive immune system exists only in the context of vertebrate 



physiology and relies on the function of the RAG genes for somatic recombination of 
gene segments that encode antigen receptors. Clonal distribution and selection of 
antigen receptors from a randomly generated and highly diverse repertoire of 
specificities are the two unifying principles of the adaptive immune system. Innate 
immunity, on the other hand, is evolutionarily ancient and a universal form of host 
defense found in all multicellular organisms studied. Innate immunity is not a function of 
a single defined physiologic system; rather, it is a product of multiple and diverse 
defense mechanisms. Some of these mechanisms appeared early in evolution and are 
present in all studied species of plant and animal kingdoms. The other mechanisms are 
unique to different lineages of metazoans, demonstrating the significant diversity of 
molecular mechanisms and pathways involved in host defense.

INNATE IMMUNE RECOGNITION

Strategies of Innate Immune Recognition: “Microbial Non-self” and “Missing Self”

The innate immune system uses at least two distinct strategies of immune recognition: 
recognition of “microbial non-self” and recognition of “missing self.” The first strategy is 
based on the recognition of molecular structures that are unique to microorganisms and 
that are not produced by the host ( 2 , 3 ). Recognition of these microbial products 
directly leads to the activation of immune responses. The second strategy is based on 
the recognition of molecular structures expressed only on normal, uninfected cells of 
the host ( 4 ). These structures function as molecular “flags” of normal (i.e., healthy) self 
because they are not produced by microorganisms and their expression is lost on 
infected and transformed cells. These flags are recognized by inhibitory receptors (e.g., 
on natural killer [NK] cells), or by proteins that inhibit activation of innate immune 
effector mechanisms (e.g., factor H of complement). Recognition of missing self plays 
an important role in the function of NK cells and complement and is discussed in the 
context of NK and complement biology in Chapter 12 and Chapter 33, respectively.

Targets of Innate Immune Recognition

The strategy of innate immune recognition is based on the detection of conserved 
molecular structures produced by microbial pathogens, but not by the host organism ( 2 

). There are multiple differences between the metabolic pathways of prokaryotic and 
eukaryotic cells, as well as of protozoan pathogens and multicellular hosts. Some of the 
pathways that are unique to microbial metabolism have essential physiologic functions, 
and therefore are found in all microorganisms of a given class. The products of these 
metabolic pathways, as well as some individual gene products, are referred to as 
pathogen-associated molecular patterns (PAMPs) and represent targets of innate 
immune recognition. The receptors of the innate immune system that evolved to 
recognize PAMPs are called pattern-recognition receptors (PRRs) ( 2 , 5 ).

The best-known examples of PAMPs include lipopolysaccharide (LPS) of 
gram-negative bacteria; lipoteichoic acids (LTA) of gram-positive bacteria; 
peptidoglycan; lipoproteins generated by palmitylation of the N-terminal cysteines of 
many bacterial cell wall proteins; lipoarabinomannan of mycobacteria; double-stranded 



RNA (dsRNA), which is produced by most viruses during the infection cycle; and 
ß-glucans and mannans found in fungal cell walls. All these structures are produced by 
different classes of microbial pathogens, but importantly, not by the host organisms. 
Therefore, they function as “molecular signatures” of microbial metabolism, and their 
recognition by the innate immune system signals the presence of infection.

PAMPs derived from different species of pathogens may differ from one another in the 
details of their chemical structure, but they always share a common molecular pattern. 
For example, the lipid A region of LPS is highly conserved across a wide range of 
gram-negative bacteria and is responsible for the proinflammatory activity of LPS, 
whereas the core region and the O side chain can be variable even among closely 
related strains and are not recognized by the innate immune system.

Although different PAMPs are not structurally related to each other, they all share 
several features that reflect the evolutionary strategy of innate immune recognition ( 2 , 5 

). First, all PAMPs are produced by microbes, but not by the host organism. This is the 
basis of self/non-self discrimination, a key aspect of innate immune recognition that 
enables innate and adaptive immune responses to be mounted only against microbial 
cells and antigens. Second, PAMPs are invariant among pathogens of a given class. 
This allows a limited number of germline-encoded PRRs to detect any microbial 
infection. For example, recognition of the conserved lipid-A portion of LPS allows a 
single PRR to detect the presence of almost any gram-negative bacterial infection. 
Third, PAMPs often perform physiologic functions that are essential for microbial 
survival, which means that loss or mutational change of PAMPs would be lethal or at 
least highly disadvantageous for the microorganism. Therefore, microbial pathogens 
are limited in their ability to either mutate or lose expression of PAMPs in order to avoid 
recognition by the innate immune system.

It is important to note that while PAMPs are unique to microorganisms, they are not 
unique to pathogens. Indeed, all the known PAMPs are produced by both pathogenic 
and nonpathogenic (e.g., commensal) microorganisms. For example, LPS derived from 
commensal gram-negative bacteria is as potent in inducing host macrophages as LPS 
derived from pathogenic species of bacteria. This means that the receptors of the 
innate immune system cannot distinguish between pathogens and nonpathogenic 
microbes. This distinction, however, clearly has to be made by the innate immune 
system, because all multicellular organisms live in constant contact with commensal 
microflora. Failure to tolerate or ignore PAMPs derived from commensal microbes 
would have disastrous consequences to the host. The mechanisms that allow the 
innate immune system to distinguish between pathogens and commensals are not well 
understood. Presumably, anti-inflammatory cytokines (such as IL-10 and TGF-ß) and 
compartmentalization (confinement of the commensals to the apical side of the surface 
epithelia) play an important role in preventing the inappropriate triggering of innate 
immune responses.

THE RECEPTORS OF THE INNATE IMMUNE SYSTEM

The innate immune system detects infection using a variety of PRRs that recognize 
PAMPs and trigger various effector responses ( 6 ). Several classes of PRRs that 



evolved to perform these functions differ in expression profile, localization (cell surface, 
cytosolic, secreted into serum and tissue fluids), and function. All PRRs can be broadly 
categorized into three functional classes ( Fig. 1):

1. PRRs that signal the presence of infection. These can be expressed on the cell 
surface or intracellularly. In either case, recognition of PAMPs by these receptors 
leads to the activation of “pro-inflammatory” signaling pathways, typically NF?B, 
Jun N-terminal kinase (JNK), and p38 MAP kinase. Activation of these 
evolutionarily conserved signaling pathways by PRRs leads to the induction of 
numerous genes. There are three categories of gene products induced by PRRs: 
(a) proteins and peptides that have direct antimicrobial effector functions (e.g., 
antimicrobial peptides and lysozyme); (b) inflammatory cytokines and chemokines 
(e.g., TNF-a, Il-1, Il-8) that induce multiple physiologic reactions aimed at 
optimizing conditions to combat the infection); and (c) gene products that control 
activation of the adaptive immune response (e.g., MHC, CD80/CD86). The 
best-known receptors of this class are the family of Toll-like receptors (TLRs). 
Some intracellular PRRs also belong to this category ( Fig. 1A and Fig. 1B).

2. Phagocytic (or endocytic) PRRs ( Fig. 1C). These receptors are expressed on the 
surface of macrophages, neutrophils and dendritic cells. As the name implies, 
these PRRs recognize PAMPs on pathogen surfaces and mediate their uptake 
into the phagocytes. Phagocytosed microorganisms are delivered into lysosomal 
compartments where they are killed by several effector mechanisms available in 
phagocytes. In dendritic cells and macrophages, phagocytosis is followed by 
processing of pathogen-derived proteins and their presentation by MHC 
molecules for recognition by T cells. PRRs of this class include the macrophage 
mannose receptor (MR) and MARCO (macrophage receptor with collagenous 
structure).

3. Secreted PRRs ( Fig. 1D). PRRs of this class perform three types of functions: 
They activate complement, opsonize microbial cells to facilitate their 
phagocytosis, and, in the case of some PRRs, function as accessory proteins for 
PAMP recognition by transmembrane receptors, such as TLRs. Some PRRs are 
secreted by macrophages and epithelial cells into tissue fluids. Most, however, are 
secreted into the serum by the liver; many of these are acute-phase reactants, as 
their production is increased dramatically during the acute-phase response. 
Examples of secreted PRRs are the mannan-binding lectin (MBL) and 
peptidoglycan-recognition proteins (PGRPs).



 
FIG. 1. Functional classes of pattern recognition receptors. A: Signaling PRRs 
recognize pathogens and pathogen-derived products and initiate signaling pathways 
that induce inflammatory responses. In specialized professional antigen-presenting 
cells, PRR-triggered signaling pathways also induce the expression of accessory 
molecules necessary for the induction of adaptive immune responses. B: Intracellular 
PRRs. These receptors recognize intracellular pathogens and pathogen-derived 
products (e.g., viral dsRNA) and induce production of IFN-a/ß, which in turn induces an 
antiviral state in the infected cell as well as in neighboring cells. In some cases, 
recognition of an intracellular pathogen can induce apoptosis of the infected cell, thus 
preventing the pathogen from spreading to other cells of the host. C: Phagocytic PRRs 
bind to pathogens directly, without the aid of opsonins. Binding is followed by 
phagocytosis and delivery of pathogens or pathogen-derived products into lysosomal 
compartments. In specialized professional antigen-presenting cells, pathogen-derived 
proteins are degraded and presented on the cell surface on MHC molecules for 
recognition by T cells. D: Secreted PRRs, upon binding to pathogen cell walls, activate 
complement and function as opsonins. Both the classical and the lectin pathways of 
complement can be induced, depending on the PRR. Opsonization is followed by 
phagocytosis, which is mediated by a receptor expressed on phagocytes that binds to 
the PRR complexed with the pathogen.

Toll-like Receptors

The Toll-like receptors play a unique and essential role in innate immune recognition. 
TLRs comprise a family of type I transmembrane receptors that are characterized by 
leucine-rich repeats (LRRs) in the extracellular portion and an intracellular TIR (Toll/IL-1 
receptor) domain, which is homologous to the intracellular domain of IL-1 receptor 
family members ( 7 , 8 ). LRRs are found in many functionally distinct proteins where they 
appear to be involved in protein interactions and ligand recognition ( 9 ). The TIR domain 
is a conserved signaling module, found in a number of cytoplasmic proteins in animals 
and plants in addition to Tolls and IL-1 receptors. Interestingly, most, if not all, TIR 
domain-containing proteins in animals and plants are involved in host defense 



pathways.

There are at least ten TLRs in mammalian species ( 10 , 11 , 12 , 13 and 14 ), all of which 
appear to function as receptors of the innate immune system. TLRs differ from one 
another in their expression pattern, their ligand specificities, the signaling pathways they 
utilize, and the cellular responses they induce. Although not all TLR ligands are known 
at the moment, the ones that are known are PAMPs derived from all the major classes 
of pathogens—bacterial, viral, and protozoan ( Fig. 2). It is not yet known if any of the 
TLRs can recognize molecular products associated with multicellular parasites. The 
PAMPs that are known to signal through TLRs are structurally quite diverse, and, 
importantly, lack any common chemical features. The exact mechanism of PAMP 
recognition by TLRs is not yet known, but the available information suggests that TLRs 
directly recognize their ligands and therefore may function as bona fide PRRs ( 15 , 16 

and 17 ). It is interesting in this regard that at least some of the TLRs can recognize 
more than one ligand, and again, these ligands can be structurally unrelated to each 
other. Another important feature of TLR function is that at least some TLRs use 
accessory proteins for ligand recognition.

 
FIG. 2. Microbial products recognized by TLRs.

TLR4 Human TLR4 is expressed on many cell types, most predominantly in the cells of 
the immune system, including macrophages, dendritic cells, neutrophils, mast cells, and 
B cells ( 10 ). TLR4 is also expressed on various nonhematopoetic cell types, including 
endothelial cells, fibroblasts, surface epithelial cells, and muscle cells. TLR4 is the 
signal-transducing receptor for LPS. This was discovered by positional cloning of the 
Lps gene in the LPS-unresponsive C3H/HeJ mouse strain ( 18 , 19 ) and was confirmed 
in Tlr4 knockout mice ( 20 ). In C3H/HeJ mice, TLR4 fails to signal in response to LPS 
due to a point mutation in the TIR domain that results in the substitution of proline for 
histidine at position 712 ( 18 , 19 and 20 ). Analysis of C3H/HeJ mice and TLR4 knockout 
mice demonstrated that TLR4 is absolutely crucial for LPS recognition and 
responsiveness by macrophages, dendritic cells, and B cells. In vivo responses to LPS 
(such as endotoxic shock) are also completely abrogated in TLR4-deficient mice ( 20 ). 
The mechanism of LPS recognition by TLR4 is quite complex and requires several 
accessory proteins. LPS first binds to LBP (LPS-binding protein), a serum protein that 
binds LPS monomers and transfers them to CD14 ( 21 ). CD14 is a GPI-linked protein 
expressed on the surface of macrophages and some subpopulations of dendritic cells. 
CD14 also exists as a soluble protein in the serum. Both forms of CD14 bind LPS with 



high affinity ( 21 ). The mechanism of CD14 function is unknown, but appears to be 
important for LPS recognition, as demonstrated by the profound defect in LPS 
responsiveness in CD14-deficient mice ( 22 ). The ectodomain of TLR4 is associated 
with another accessory protein called MD-2. MD-2 is a small protein that lacks a 
transmembrane domain but is expressed on the cell surface in a complex with TLR4 ( 23

 ). The function of MD-2 is not known except that it is required for LPS recognition by 
TLR4 ( 24 ). Several experimental approaches have indicated that TLR4 and MD-2 make 
a direct contact with LPS ( 15 , 16 and 17 ), although much remains to be learned about 
the composition of the TLR4 complex and the mechanism of LPS recognition. The 
issue of LPS recognition is complicated even further by the discovery of another 
cell-surface receptor that appears to cooperate with TLR4 in LPS recognition in B cells. 
This protein, called RP105 ( 25 ), is expressed almost exclusively on B cells and has an 
ectodomain closely related to that of TLR4. Similar to TLR4, RP105 is associated 
through its ectodomain with an accessory protein called MD-1, which is a homolog of 
MD-2 ( 26 , 27 ). Unlike TLR4, however, RP105 lacks a TIR domain, and instead has a 
short cytoplasmic tail that contains the tyrosine phosphorylation motif, YXXI ( 25 ). 
Cross-linking of RP105 leads to B-cell proliferation and up-regulation of CD80/CD86 
co-stimulatory molecules, similar to the effect of LPS stimulation ( 27 ). RP105 is also 
known to induce activation of Src-family tyrosine kinases, including Lyn ( 28 ). Deletion of 
the RP105 gene results in reduced responsiveness of B cells to LPS stimulation, 
although the defect is not nearly as complete as the defect seen in TLR4-deficient B 
cells ( 29 ). Thus, RP105 appears to cooperate with TLR4 in LPS recognition in B cells, 
but the mechanism of this cooperation remains unknown. In addition to LPS, TLR4 is 
involved in recognition of several other ligands. Lipoteichoic acid (LTA), a component of 
gram-positive bacterial cell walls, was shown in one study to signal through TLR4 ( 30 ), 
although in another study LTA was demonstrated to signal through TLR2 ( 31 ). The 
reason for this discrepancy is not yet clear. It is likely that the LTA preparation used in 
one of the studies was contaminated with another TLR ligand. A heat-sensitive factor 
associated with the cell walls of Mycobacterium tuberculosis was also shown to signal 
through TLR4, but the chemical nature of the ligand is not yet known ( 32 ). TLR4, as 
well as TLR2, has also been implicated in recognition of the heat-shock protein 60 
(Hsp60) ( 33 , 34 ). Because these studies employed recombinant Hsp60 expressed in 
bacteria, it is difficult to rule out the possibility of contamination by some unknown 
bacterial product that signals through TLR4 and/or TLR2. Hsp60 is a molecular 
chaperone highly conserved from bacteria to humans. Host-derived Hsp60 is normally 
not available for recognition, but presumably can be released from cells dying by 
necrosis. Necrotic cells are known to induce inflammatory responses, which could be 
mediated in part by Hsp60, and these responses could be mediated by TLRs. However, 
the inflammatory response induced by necrotic cells may be primarily, if not exclusively, 
involved in wound healing and tissue remodeling, rather than in immune responses ( 35 

). TLR4 along with CD14 was also shown to mediate responsiveness to the fusion (F) 
protein of respiratory syncytial virus (RSV) ( 36 ). However, it is not clear yet whether 
TLR4 recognizes some feature of the F protein that is shared with other viral fusion 
proteins. In other words, it is not clear if TLR4 evolved to recognize the F protein, or if 
the F protein evolved to bind to TLR4 and trigger its activation because it provides some 
unknown benefit to RSV. 
TLR2, TLR1, and TLR6 TLR2 is involved in recognition of a surprisingly broad range of 



microbial products. These include peptidoglycan from gram-positive bacteria ( 30 , 31 ), 
bacterial lipoproteins ( 37 , 38 and 39 ), mycoplasma lipoprotein ( 39 , 40 ), mycobacterial 
lipoarabinomannan ( 32 , 41 ), a phenol-soluble modulin from Staphylococcus epidermidis

 ( 42 ), zymosan of yeast cell walls ( 43 ), and glycosylphosphotidylinositol from 
Trypanosoma cruzi ( 44 ). TLR2 was also shown to mediate recognition of two kinds of 
atypical LPS, one derived from Leptospira interrogans ( 45 ) and the other from 
Porphyromonas gingivitis ( 46 ). In addition, according to some studies, TLR2 is also 
responsible for the recognition of LTA ( 31 ) (see above). In terms of their structure, most 
of these ligands are completely distinct from each other. In fact, the only thing common 
to them is that they are all PAMPs. It is puzzling, then, how all these different microbial 
products can signal through the same receptor. Although the answer to this question is 
unknown at the moment, there are at least two factors that can help explain the broad 
range of ligands recognized by TLR2. One is the use of accessory proteins. Indeed, 
recognition of some TLR2 ligands (e.g., peptidoglycan) requires CD14 ( 21 ). It is quite 
possible that recognition of at least some other TLR2 ligands may be assisted by 
additional accessory proteins. Different accessory proteins could conceivably recognize 
structurally distinct PAMPs and then bind to and trigger TLR2. The second factor that 
contributes to the diversity of TLR2 ligands is the cooperation of TLR2 with other TLRs, 
in particular TLR1 and TLR6, such that the TLR2/TLR1 heterodimer recognizes one set 
of ligands, whereas the TLR2/TLR6 heterodimer recognizes a different set of ligands ( 
40 , 47 ). These observations were made using mice with targeted deletions in either the 
TLR2 or TLR6 genes: While both triacylated (tripalmitylated) bacterial lipopeptides and 
MALP-2 (mycoplasmal macrophage-activating lipopeptide 2kD) failed to signal in TLR2 
knockout cells, only MALP-2 (but not tripalmitylated bacterial lipopeptides) required 
TLR6 for cellular responsiveness ( 40 ). Therefore, TLR2 cooperates with TLR6 for the 
recognition of MALP-2, and with another TLR for the recognition of bacterial 
lipopeptides ( 40 ). In vitro studies, which showed that TLR2 can heterodimerize and 
signal cooperatively with TLR1 and TLR6 ( 47 ), are also consistent with these 
observations. Interestingly, the only relevant difference between the two ligands is that 
bacterial lipopeptides have a third palmityl chain attached to the amino group of their 
N-terminal cysteine, while MALP-2 does not. It is not yet known if any of the other TLRs 
can heterodimerize for ligand recognition and signaling, but in vitro studies suggest that 
at least TLR4 and TLR5 may function as homodimers ( 47 ). TLR2 is expressed 
constitutively on macrophages, dendritic cells, and B cells, and can be induced in some 
other cell types, including epithelial cells. TLR1 and TLR6, on the other hand, are 
expressed almost ubiquitously ( 48 ). In human dendritic cells, expression of TLR2 and 
TLR4 is restricted to monocyte-derived dendritic cells. Accordingly, this subtype of 
dendritic cells, but not plasmocytoid dendritic cells that do not express TLR2 and TLR4, 
respond to TLR2 and TLR4 ligands (LPS and peptidoglycan, respectively) by producing 
IL-12 ( 49 , 50 and 51 ). 
TLR3 TLR3 functions as a cell-surface receptor for dsRNA ( 52 ). dsRNA is a molecular 
pattern associated with viral infections, as most viruses produce dsRNA at some point 
of their infection cycle. dsRNA and its synthetic analog, poly(IC), have long been known 
to activate inflammatory responses. As discussed in the next sections, dsRNA is 
recognized by at least two intracellular recognition systems that mediate antiviral 
responses in infected cells. Protein kinase R (PKR), in particular, has been 



characterized extensively as an intracellular receptor for dsRNA ( 53 ). However, mice 
and cells deficient in PKR can still respond to dsRNA and poly(IC), suggesting that 
another receptor may mediate these responses ( 54 ). This receptor appears to be TLR3, 
as TLR3 can mediate responses to poly(IC), and TLR3 knockout mice and cells are 
deficient in their responsiveness to poly(IC) and viral dsRNA ( 52 ). These findings 
strongly suggest that TLR3 is involved in viral recognition, although the contribution of 
TLR3 to antiviral immunity remains to be demonstrated. TLR3 is expressed on dendritic 
cells, macrophages, and surface epithelial cells, including intestinal epithelium. 
Interestingly, expression of TLR3 in human dendritic cells is restricted to plasmocytoid 
dendritic cells ( 49 , 50 and 51 ). This subtype of dendritic cells produces large amounts of 
type I interferons in response to dsRNA, further implicating TLR3 in antiviral defense. 
TLR5 TLR5 is the receptor for flagellin, the protein that polymerizes to form bacterial 
flagella ( 55 ). An interesting aspect of this TLR ligand is that, unlike most other PAMPs, 
flagellin does not undergo any posttranslational modifications that would distinguish it 
from cellular proteins. However, flagellin is extremely conserved at its amino- and 
carboxyl-termini, which presumably explains why it was selected as a ligand for innate 
immune recognition. TLR5 is expressed on epithelial cells as well as on macrophages 
and dendritic cells. Interestingly, expression of TLR5 on intestinal epithelium is 
polarized such that TLR5 is expressed only on the basolateral side of the cell ( 56 ). It is 
likely that other TLRs that are expressed on surface epithelium are also expressed 
exclusively on the basolateral surface. Since pathogenic but not commensal microbes 
cross the epithelial barrier, confining TLRs to the basolateral side would enable the host 
to recognize and be activated by pathogenic but not commensal microbes. 
TLR9 DNA that contains unmethylated CpG dinucleotides has long been known for its 
immunostimulatory properties ( 57 , 58 ). Oligonucleotides that contain unmethylated CpG 
motifs strongly induce B-cell proliferation and cytokine production by dendritic cells and 
murine macrophages ( 57 , 58 ). Permutation of a single nucleotide or methylation of the 
CpG motif results in a complete loss of activity ( 57 , 58 ). The stimulatory property of CpG 
DNA is due to its ability to trigger TLR9 ( 59 ). TLR9 knockout mice are completely 
unresponsive to CpG DNA, demonstrating that all the known effects of CpG DNA are 
mediated by this TLR ( 59 ). CpG DNA is an unusual PAMP. Cytosine methylation exists 
in mammalian but not bacterial cells, and most (but not all) CpG in the mammalian 
genome is methylated. Therefore, unmethylated CpG DNA may signal the presence of 
microbial infection. Unmethylated CpG motifs, however, are not strictly restricted to 
bacteria. Moreover, it is hard to envision how bacterial DNA can become accessible for 
recognition during infection. DNA can be released from dying cells, or from 
phagocytosed cells. Interestingly in this regard, signaling by CpG DNA requires its 
internalization into late endosomal/lysosomal compartments ( 58 , 60 ). Viral DNA may 
also be available in these compartments, and it is possible that TLR9 is involved in viral 
recognition as well. Optimal responsiveness to CpG DNA by mouse versus human cells 
requires a slightly different sequence motif flanking the CpG dinucleotide ( 57 ). 
Interestingly, the CpG motifs that preferentially stimulate mouse cells also induce a 
much stronger activation of transfected mouse TLR9, and correspondingly, the CpG 
motif that elicits optimal responsiveness in human cells preferentially activates 
transfected human TLR9. This observation suggests that TLR9 itself can distinguish 
between the two CpG motifs, and therefore that it presumably recognizes CpG DNA 
directly ( 61 ). Expression of TLR9 in humans is restricted to B cells and plasmocytoid 



dendritic cells. In the mouse, TLR9 is also expressed in macrophages. Expression of 
TLR9 in type I interferon producing plasmocytoid dendritic cells ( 49 , 50 and 51 ) further 
suggests that TLR9 may be involved in antiviral host defense. The precise physiologic 
function of TLR9 in innate immunity remains to be elucidated using TLR9-deficient 
mice. 
TLR Signaling Pathways Activation of TLRs by microbial products leads to the 
induction of numerous genes that function in inflammatory and immune responses. 
These include inflammatory cytokines, (e.g., TNF-a, IL-1, IL-6 and IL-12), chemokines 
(e.g., the neutrophil chemoattractant IL-8), antimicrobial effector molecules (e.g., 
inducible nitric oxide synthase and antimicrobial peptides), and MHC and co-stimulatory 
molecules ( 7 , 8 , 10 ). Stimulation of TLRs activates the NF?B pathway as well as three 
MAP kinase-signaling pathways, JNK, p38, and ERK ( 7 , 8 , 10 ). The functions of several 
components of the TLR signaling pathways have been elucidated through biochemical 
and/or gene knockout approaches. These complications include the adaptor proteins 
MyD88 and Tollip, the serine/threonine protein kinase IRAK (IL-1 receptor–associated 
kinase), the ubiquitin ligase TRAF6 (TNF receptor–associated factor 6), the MAP kinase 
kinase kinase (MAP3K) TAK1, and the I?B kinases IKKa and IKKß. All these 
components function in both TLR and IL-1 receptor–signaling pathways ( 7 , 8 ) ( Fig. 3). 

 
FIG. 3. TLR signaling pathways. All mammalian TLRs signal through the adaptor 
protein MyD88, the protein kinase IRAK, and the ubiquitin E3 ligase TRAF6. Activation 
of TRAF6 leads to the induction of NF?B and MAP kinase signaling via the protein 
kinase TAK-1. TLR4, in addition to engaging a MyD88-dependent pathway, also 
activates a second adaptor protein, TIRAP. The MyD88-independent signaling pathway 
downstream of TLR4 also activates NF?B and MAP kinases JNK and p38, although 
most of the components of this pathway are currently unknown.

Ligation of TLRs induces receptor dimerization (or higher-order oligomerization) and/or 
a conformational change that triggers downstream signaling events. Activated TLRs 
recruit the adaptor proteins MyD88 and Tollip ( 62 , 63 , 64 and 65 ). MyD88 consists of an 
N-terminal death domain and a C-terminal TIR domain. The TIR domain of MyD88 
interacts with the TIR domain of the TLRs, while the death domain interacts with the 
death domain of IRAK ( 62 , 63 , 64 and 65 ). MyD88 therefore functions to recruit IRAK to 
activated receptors, and, as demonstrated by gene-targeting studies, has a crucial role 
in signaling downstream of the IL-1R and TLRs ( 66 , 67 ). Tollip is also associated with 
IRAK and has been shown to recruit IRAK to the receptor complex; how its function 
differs from that of MyD88 is therefore not yet clear ( 65 ). Notably, Tollip lacks a TIR 



domain, but has a C2 domain, which in other proteins mediates binding to membrane 
lipids. In addition to IRAK, two closely related kinases, IRAK2 and IRAKM, have also 
been identified and reported to function in the TLR and IL-1R signaling pathways ( 63 , 68

 ). The existence of multiple IRAKs, at least some of which may have similar or 
redundant functions, may explain why mice deficient in IRAK1 (unlike those lacking 
MyD88) have only a mild defect in TLR signaling ( 69 ). Recruitment of IRAK to the 
receptors results in IRAK autophosphorylation and dissociation from the receptor 
complex. Once IRAK is phosphorylated, it interacts with and activates TRAF6 ( 70 , 71 ). 
TRAF6 is a member of the TRAF family of RING-finger E3 ubiquitin ligases ( 72 ). Other 
members of the TRAF family mediate signal transduction by receptors of the TNF 
receptor superfamily ( 73 ). Activation of TRAF6 is thought to be triggered by 
oligomerization induced by interaction with phosphorylated IRAK. Once activated, 
TRAF6 functions in concert with the noncanonical E2 ubiquitin–conjugating enzymes, 
Ubc13 and Uev1A, to conjugate polyubiquitin chains onto itself (and perhaps other as 
yet unidentified targets) ( 72 ). Unlike the polyubiquitin chains that target substrates for 
degradation by the 26S proteasome, which are linked through K48 of ubiquitin, TRAF6 
catalyzes conjugation of noncanonical K63-linked polyubiquitin chains ( 72 ). In in vitro 
reconstitution systems, this ubiquitination event is necessary and sufficient for 
subsequent activation of the IKK complex by the kinase TAK1 ( 74 ). As TAK1 does not 
seem to be a target of ubiquitination, how autoubiqutination of TRAF6 activates TAK1 is 
not yet clear. Nevertheless, TRAF6-activated TAK1 phosphorylates IKKß, which leads 
to activation of the NF?B pathway (see below) ( 74 ). In addition, TRAF6-activated TAK1 
also phosphorylates the MAP kinase kinase MKK6, which in turn phosphorylates the 
MAPK JNK. Therefore, activation of TAK1 by a TRAF6-catalyzed ubiquitination reaction 
leads to activation of both the NF?B and AP-1 pathways ( 74 ). In addition to TAK1, other 
kinases (such as the MAP3K NIK) reportedly can also activate the IKK complex in in 
vitro systems. Gene-targeting studies, however, do not support a crucial role for these 
kinases in TLR- (or IL-1R-) mediated IKK activation; it remains to be seen whether 
TAK1-deficient mice will have a defect in this regard. The NF?B family of transcription 
factors plays a crucial role in innate immunity. In flies as well as mammals, most 
inducible host defense genes are critically regulated, at least in part, by the NF?B 
pathway ( 75 , 76 ). NF?B is usually composed of a heterodimer of two Rel/NF?B family 
transactivators (most commonly p50 and p65) bound to an inhibitory subunit called I?B 
(inhibitor of ?B). In unstimulated cells, I?B masks the nuclear localization signal on 
NF?B and thus blocks its nuclear translocation. Upon stimulation by TLR ligands and 
IL-1 (as well as other signals), I?B is rapidly phosphorylated and degraded by the 26S 
proteasome. Freed of its cytosolic anchor, NF?B can then translocate to the nucleus, 
where it turns on expression of target genes ( 75 , 76 ). Phosphorylation-dependent 
degradation of I?B, a pivotal checkpoint in activating NF?B, is controlled by the IKK (I?B 
kinase) complex ( 77 ). The IKK complex consists of two kinases, IKK-a and IKK-ß and a 
third noncatalytic subunit, IKK-?. Mutagenesis studies have established serines 32 and 
36 of I?B as the targets of IKK-ß phosphorylation ( 77 ). Phosphorylation at these sites 
enables recognition of I?B by the F-box/WD protein, ß-TrCP, the receptor subunit of a 
multisubunit SCF ubiquitin ligase complex that subsequently ubiquitinates I?B, thereby 
targeting I?B for degradation ( 75 , 76 ). While all TLRs (as well as the IL-1R) can induce 
the signaling pathway described above, it is clear that some, if not all of them, must also 
activate additional pathways. The first evidence of differential signaling by TLRs came 



with an analysis of cells derived from MyD88-deficient mice. MyD88-deficient 
macrophages failed to produce any inflammatory cytokines in response to LPS 
stimulation, but surprisingly retained the ability to activate NF?B and MAP kinases ( 67 ). 
As TLR4 is required for all cellular responses to LPS, these observations suggested the 
existence of a MyD88-independent pathway that can induce NF?B and MAP kinases. 
Intriguingly, some TLRs do not elicit any cellular responses in the absence of MyD88. 
TLR ligands can therefore be divided into two categories with respect to the signaling 
pathways they induce: CpG and MALP-2 (which signal through TLR9 and TLR2, 
respectively) require MyD88 for all responses analyzed ( 39 , 78 ), while LPS and poly(IC) 
(which signal through TLR4 and TLR3, respectively) require MyD88 for cytokine 
production but can activate NF?B and MAP kinases in the absence of MyD88 ( 52 , 67 ). 
Moreover, TLR3 and TLR4 can induce DC maturation through a MyD88-independent 
pathway ( 52 , 79 ). IL-1R also has an absolute requirement for MyD88 to signal ( 66 ). 
Therefore, TLR2, TLR9, and the IL-1R appear to signal only through the 
MyD88-dependent pathway, while TLR4 and TLR3 can signal as well through a 
MyD88-independent pathway. A novel TIR domain-containing protein that might trigger 
the MyD88-independent pathway downstream of TLR4 is TIRAP (for TIR 
domain–containing adaptor protein, also known as Mal, for MyD88-like adaptor) ( 80 , 81 

). This adaptor, which contains a C-terminal TIR domain, was implicated in 
MyD88-independent signaling because a dominant negative form of TIRAP inhibits 
TLR4- but not TLR9- nor IL-1R-induced NF?B activation ( 80 ) ( Fig. 3). Another protein 
that may also have a role in triggering MyD88-independent responses is the 
interferon-regulated kinase, PKR (also discussed below). PKR is activated by LPS, 
poly(IC), and CpG in wild-type macrophages, and by LPS and poly(IC) but not by CpG 
in their MyD88-deficient counterparts ( 80 ). PKR associates with TIRAP, suggesting that 
TIRAP may regulate activation of PKR in the MyD88-independent pathway downstream 
of TLR4 ( 80 ). Targets of the MyD88-independent signaling pathway have been 
identified by a subtractive hybridization study comparing wild-type and MyD88-deficient 
macrophages stimulated with the TLR4 ligand LPS ( 82 ). These genes encode the 
chemokine IP-10, and the interferon-induced genes GARG16 and IRG1. The TLR2 
ligand MALP-2, which induces IL-12 and TNF-a as do ligands for other TLRs, does not 
induce IP-10 expression ( 82 ). IP-10 is therefore an example of a gene that is 
up-regulated by a subset of TLRs. Identification of other such genes and responses 
regulated differentially by different TLRs will be important in understanding how 
TLR-mediated recognition is translated into appropriate immune responses. 

Phagocytic Receptors

Scavenger Receptors Scavenger receptors (SRs) are cell-surface glycoproteins that 
are defined by their ability to bind to modified low-density lipoprotein (LDL) ( 83 ). There 
are six classes of structurally unrelated SRs ( 84 ). The class A SRs include the 
macrophage SR (SR-A), the founding member of the SR family, and MARCO 
(macrophage receptor with collagenous structure). Both SR-A and MARCO are type II 
transmembrane glycoproteins that contain a collagenous region and a so-called 
scavenger receptor cysteine-rich (SRCR) domain. The SR-A isoforms generated by 
alternative splicing are referred to as SR-AI and SR-AII. SR-AII is the shorter isoform 
that lacks the C-terminal SRCR domain. Both SR-A and MARCO are homotrimeric 



proteins. SR-A also contains an a-helical—coiled coil region that is absent in MARCO. 
SR-A is expressed in most macrophage subtypes, as well as in endothelial cells. This 
receptor has an unusually broad ligand specificity and has been reported to bind, in 
addition to oxidized and acetylated LDL, a variety of microbial ligands, including 
gram-negative and gram-positive bacteria, LPS, LTA, and poly(IC) ( 83 ). Interestingly, 
SR-AI and SR-AII have almost identical ligand-binding specificities, suggesting that the 
SRCR domain is not required for ligand binding. Indeed, binding of the polyanionic 
ligands has been shown to be mediated by the collagenous domain ( 83 ). The role of 
SR-A in host defense is demonstrated by the increased susceptibility of SR-A–deficient 
mice to Listeria monocytogenes, herpes simplex virus, and malaria infection ( 85 ). 
SR-A–deficient mice are also more susceptible to endotoxic shock than wild-type mice, 
suggesting that SR-A may be involved in the clearance of LPS from the circulation ( 86 ). 
MARCO is expressed predominantly in the macrophages of the marginal zone of the 
spleen, but its expression can be induced in other macrophage subsets by LPS and 
inflammatory cytokines ( 87 , 88 ). MARCO binds gram-positive and gram-negative 
bacteria but not yeast zymosan ( 87 , 88 ), and mediates phagocytosis of bound bacteria ( 
88 , 89 ). Unlike SR-A, MARCO binds its ligands through the SRCR domain ( 90 ). A 
definitive demonstration of the role of MARCO in host defense will have to await the 
generation of MARCO-deficient mice. 
Macrophage Mannose Receptor The macrophage mannose receptor (MR) is a 
175-kD type I transmembrane protein expressed primarily in macrophages ( 91 ). The 
MR contains cysteine-rich and fibronectin–type 2 domains at the N-terminus followed by 
eight carbohydrate recognition domains (CRD) of the C-type lectin family ( 91 , 92 ). 
Individual CRDs of the MR appear to have different carbohydrate specificities with 
CRD4 being primarily responsible for mannose specificity ( 93 ). Although the MR has 
been implicated in the recognition of microbial carbohydrates, it can also recognize 
oligo-mannoses found in host-derived, high-mannose asparagine-linked carbohydrates. 
Indeed, in addition to microbial ligands, the MR has been shown to endocytose several 
host-derived, high-mannose glycoproteins ( 94 ). Although the MR appears to be a 
multiligand receptor and may have several physiologic roles, the main function of MR is 
thought to be in phagocytosis of microorganisms ( 91 , 94 ). Indeed, the MR has been 
implicated in the phagocytosis of a variety of pathogens. Many of these studies are 
based on the inhibition of MR-mediated phagocytosis by soluble carbohydrate ligands, 
such as mannan. As microorganisms contain multiple carbohydrate ligands that 
presumably engage several receptors on the host cell, some of these analyses are 
inconclusive and will need to be confirmed using MR-deficient macrophages. A 
combination of inhibition and transfection studies demonstrated that MR is involved in 
phagocytosis of bacterial ( M. tuberculosis, Pseudomonas aeruginosa, Klebsiella 
pneumoniae), fungal ( Saccharomyces cerevisiae, Candida albicans) and protozoan 
pathogens ( Pneumocystis carinii) ( 91 , 94 ). Upon recognition of microbial ligands, the 
MR presumably delivers them to the late endosome/lysosome. Thus, the MR was 
shown to deliver mycobacterial lipoglycan lipoarabinomannan (LAM) into the late 
endosomal compartment where LAM binds to CD1b for subsequent presentation to T 
cells ( 95 ). While the MR clearly can mediate phagocytosis of microorganisms, the 
outcome of MR-mediated phagocytosis is not well defined and appears to depend on 
several factors, including the activation and differentiation status of the macrophage. At 
least some carbohydrate structures recognized by the MR on microorganisms (e.g., 



a-linked branched oligo-mannoses) are similar to mammalian high-mannose 
oligosaccharides. However, these structures may be present as a particulate ligand (in 
the context of a microbial cell), or as a soluble ligand (in host glycoproteins). As the 
mechanism of uptake differs for particulate and soluble ligands, the effect of MR ligation 
may be distinct depending on the origin of the carbohydrate that is bound. The most 
important factor influencing the outcome of MR ligation by microbial versus host-derived 
ligand, however, is the co-ligation of the microbial cell by other cell-surface receptors, in 
particular the TLRs. Some of the results implicating the MR in inducing cytokine 
production may be due to the co-engagement of TLRs by complex microbial structures, 
such as yeast cell walls. The MR is structurally related to DEC205, a member of the 
C-type lectin family expressed preferentially on dendritic cells ( 96 ). Although the binding 
of DEC205 to microbial cell walls has not yet been demonstrated, this protein is very 
likely to function as a PRR, given the high degree of similarity between the CRD domain 
structures of the MR and DEC205. Moreover, DEC205 has been shown to direct bound 
material into antigen-processing compartments in dendritic cells ( 96 ), supporting the 
notion that it may function as a phagocytic PRR. 
ß-Glucan Receptor Dectin-1 is a type II transmembrane receptor that contains one 
CRD at the C-terminal portion of the protein and an ITAM motif in the N-terminal, 
cytoplasmic region ( 97 ). The CRD of dectin-1 belongs to the C-type lectin-like subfamily 
of the CTL domain. Unlike the classical CTL domain, the C-type lectin-like domain lacks 
amino acid residues required for calcium binding and therefore binds its ligands in a 
calcium-independent manner. Dectin-1 was first identified as a dendritic cell-specific 
lectin, but was later found to be expressed on macrophages as well ( 98 ). An 
expression-cloning approach led to the identification of dectin-1 as a ß-glucan receptor ( 
98 ). Dectin-1 is specific for ß-1,3–linked and ß-1,6–linked glucans, which are PAMPs 
found in fungal and other microbial cell walls. The signaling capabilities of dectin-1 are 
not yet established, but the presence of the ITAM motif suggests that this receptor may 
signal through Src-family tyrosine kinases. Dectin-1 binds and phagocytoses 
ß-glucan–rich zymosan and therefore functions as a phagocytic PRR on macrophages 
and dendritic cells ( 98 ). 

Secreted Pattern-Recognition Molecules

Secreted pattern-recognition receptors (or pattern-recognition molecules, PRMs), 
similar to PRRs expressed on the cell surface, are specific to microbial PAMPs, but 
their physiologic roles in host defense are different. The two main functions of secreted 
PRMs are activation of complement and opsonization of microbial cells for 
phagocytosis. In addition, some secreted PRMs have direct bactericidal effects on 
bound bacteria.

Soluble PRMs are produced and secreted into the circulation mainly by the liver 
(primarily by hepatocytes), and to a lesser degree by several other cell types, including 
phagocytes. The serum concentration of these PRMs increases dramatically during the 
acute-phase response, a systemic inflammatory response induced by inflammatory 
cytokines such as IL-6, IL-1, and TNF-a. Secreted PRMs therefore are sometimes 
referred to as acute-phase proteins.



Depending on their domain composition secreted PRMs fall into four major structural 
classes: collectins, pentraxins, lipid transferases and peptidoglycan recognition proteins 
(PGRPs). The function of each of these classes will be discussed next.

Collectins Collectins comprise a group of structurally related PRMs characterized by 
the presence of a carbohydrate recognition domain of the C-type lectin family at the 
C-terminus, and a collagenous domain at the N-terminus ( 99 ). The CRD domains of the 
collectins are engaged in ligand recognition, whereas the collagenous portions are 
responsible for the effector functions, such as activation of the complement cascade. All 
collectins form multimers in solution, which permits higher avidity interactions with their 
cognate ligands ( 100 ). Multimerization is also responsible for orienting the CRD 
domains such that they match the spatial arrangement of their carbohydrate ligands on 
the microbial surface, thereby allowing the collectins to distinguish microbial 
carbohydrates from mannose residues on self-glycoproteins ( 101 ). Mannose binding 
lectin (MBL) is the best-characterized member of the collectin family. MBL binds to 
terminal mannose and fucose residues in a calcium-dependent manner and has been 
reported to recognize a broad range of pathogens, including gram-positive ( 
Staphylococcus aureus, Streptococcus pneumonia) and gram-negative ( P. aeruginosa, 
K. pneumonia, Escherichia coli, Salmonella enteritidus ) bacteria; mycobacteria ( M. 
tuberculosis); yeast ( Cryptococcus neoformans, C. albicans, S. cerevisiae ); viruses 
(influenza A, HSV, HIV); and protozoan pathogens ( T. cruzi, P. carinii) ( 102 ). The main 
function of MBL is to activate the lectin pathway of complement. MBL is associated with 
two serine proteases, MASP-1 and MASP-2 (MBL-associated serine proteases). Upon 
binding to microbial cells, MBL induces a conformational change in the associated 
MASPs that leads to MASP activation, similar to the activation of C1r and C1s by 
antibody-bound C1q. Activated MASPs then cleave C2 and C4 complement 
components, thus initiating the complement cascade. In addition to the triggering of the 
lectin pathway of complement, MBL can function as an opsonin. MBL bound to 
pathogen cell walls promotes phagocytosis by interacting with C1qRp, a receptor for 
C1q and MBL expressed on phagocytes ( 102 ). Surfactant proteins A and D (SP-A and 
SP-D) are collectins expressed in the lung and secreted by airway epithelial cells into 
the alveolar fluid. Both SP-A and SP-D interact with a variety of pathogens, including 
gram-positive and gram-negative bacteria, fungi, and several viruses ( 103 ). Similar to 
MBL, SP-A and SP-D recognize terminal mannose, fucose and N-acetyl glucosamine 
residues expressed on microbial surfaces. SP-A and SP-D proteins function as 
opsonins and bind to several macrophage receptors that mediate the phagocytosis of 
the bound microorganism ( 100 ). SP-A, similar to MBL and C1q, binds C1qRp expressed 
on macrophages. SP-D binds to Gp340 (also known as hensin), a receptor expressed 
in macrophages and epithelial cells ( 103 ). It is not yet clear if Gp340 plays any role in 
phagocytosis ( 103 ). SP-A–deficient mice show increased susceptibility to infection with 
a number of bacterial, fungal and viral pathogens, for example, Group B streptococci, 
S. aureus, P. aeroginosa, K. pneumoniae, P. carinii,  and respiratory syncytial virus 
(RSV) ( 103 ). SP-D–deficient mice are also compromised in their resistance to several 
pathogens; however, this defect is difficult to interpret because deletion of SP-D leads 
to abnormalities of alveolar macrophages and surfactant homeostasis ( 103 ). 
C-Reactive Protein and Serum Amyloid A C-reactive protein (CRP) and serum 



amyloid A (SAM) are two structurally related proteins that belong to the pentraxin family 
( 104 ). Both CRP and SAP are acute-phase proteins that bind to bacterial surfaces, in 
part through recognition of phosphorylcholine ( 105 ). These PRRs function as opsonins 
and can activate the classical pathway of complement by binding to and activating C1q 
( 104 , 106 ). 
LBP and BPI LPS-binding protein (LBP) and bactericidal permeability increasing 
protein (BPI) are members of a lipid transferase family that also includes cholesteryl 
ester transfer protein (CETP) and phospholipid transfer protein (PLTP). All four proteins 
are related to each other in primary structure, which suggests a common origin; 
however, unlike LBP and BPI, CETP and PLTP do not play any role in host defense, 
but rather function as lipid carriers in the serum. Both LBP and BPI are components of 
the acute-phase response, although BPI can also be produced by activated 
phagocytes. Given that BPI functions as a bactericidal protein, it will be discussed later, 
along with other effector mechanisms of innate immunity. LBP functions as a transfer 
protein for LPS and various host-derived lipids. In this sense, LBP is not a true 
pattern-recognition receptor. However, LBP does play a role in LPS recognition by 
monomerizing LPS from aggregates or micelles and transferring it onto CD14, the 
high-affinity LPS receptor ( 21 , 107 ). LBP can also function as an opsonin—LBP bound 
to LPS or gram-negative bacteria was shown to bind to CD14 expressed on the 
macrophage plasma membrane ( 107 ). This binding can subsequently lead to 
endocytosis of the bound bacteria and/or LPS. The physiologic significance and 
mechanism of LBP-mediated phagocytosis are currently unknown. The function of LBP 
in LPS recognition may be redundant as LBP-deficient mice exhibit normal 
responsiveness to LPS injection in vivo ( 21 ). 
PGRPs PGRPs comprise a family of recently discovered PRRs that function as 
receptors for peptidoglycan in evolutionarily distant organisms, including insects and 
mammals ( 108 , 109 and 110 ). All PGRPs contain a highly conserved 
peptidoglycan-binding domain. Some PGRPs have putative transmembrane regions 
and presumably function as cell surface receptors, whereas other PGRPs are secreted 
proteins ( 109 , 110 ). There are four known PGRPs in humans, but more are likely to 
exist. Human PGRPs are differentially expressed, with one gene predominantly 
expressed in the liver, one in neutrophils, and one in the esophagus ( 110 ). The function 
of mammalian PGRPs is unknown, but one mammalian PGRP was shown to inhibit 
bacterial growth, suggesting that at least some PGRPs may function as bactericidal 
effector molecules ( 111 ). Surprisingly, one PGRP that has been analyzed so far 
inhibited phagocytosis of gram-positive bacteria by macrophages ( 111 ). This PGRP also 
blocked peptidoglycan-induced cytokine production and oxidative burst in 
macrophages. These effects were presumably due to competition for peptidoglycan 
binding between PGRP and PGN-binding cell-surface receptors such as TLR2. Since 
PGRPs were shown to trigger a serine protease cascade in insects in response to 
bacterial infection, it is likely that at least some mammalian PGRPs may have a similar 
role—for example, in inducing the complement cascade—to the way in which the lectin 
pathway is activated by MBL upon microbial recognition ( 21 , 107 ). 

Intracellular Recognition Systems

Although most of the initial recognition of microbial infection occurs outside the host 



cell, many pathogens, and in particular viruses, gain access to intracellular 
compartments such as the cytosol. Several intracellular recognition systems have 
evolved to detect pathogens in the cytosol of infected cells. In addition to the typical 
outcomes of innate immune recognition—induction of microbicidal effector mechanisms 
and production of cytokines that activate effector cells—intracellular immune recognition 
often leads to apoptosis of the infected cell. This is true for both innate and adaptive 
immune systems (compare NK and CD8 T-cell functions). Apoptosis of the infected cell 
can be cell autonomous, or it can be triggered by specialized effectors, the NK cells.

The two best-characterized intracellular recognition systems are the protein kinase R 
(PKR) and oligoadenylate synthase (OAS) systems, both of which play a role in antiviral 
host defense. The NOD family of intracellular signaling proteins resembles the proteins 
that trigger host defense reactions in plants and is likely to function in innate immune 
recognition and/or signaling, although its precise function remains to be elucidated.

PKR PKR is a serine/threonine protein kinase that contains three double-stranded RNA 
(dsRNA) binding domains at the N-terminal part of the protein and a C-terminal kinase 
domain. PKR can be activated by dsRNA and thus functions as an intracellular sensor 
of viral infection, as dsRNA of the length that is sufficient to activate PKR is produced 
by many viruses, but not by host cells. PKR is expressed ubiquitously, and its 
expression can be further induced by interferons. Activation of PKR by viral dsRNA has 
several consequences. First, it leads to the induction of inflammatory signaling 
pathways, such as NF?B, MAP kinases, STATs, and IRFs ( 112 ). Activation of these 
pathways leads to the production of inflammatory cytokines and type I interferons. 
Interferons a/ß, in turn, activate NK cells and induce antiviral genes in neighboring cells 
that are likely to get infected by the same virus. Second, activated PKR phosphorylates 
the translation initiation factor eIF-2a on Ser 51, which results in a block of cellular and 
viral protein synthesis ( 53 ). Finally, activation of PKR leads to the induction of apoptosis 
in infected cells, thus preventing the further spread of the virus ( Fig. 4). 

 
FIG. 4. Recognition of viral infection by PKR. PKR is activated upon binding to viral 
dsRNA. Activated PKR phosphorylates the translation initiation factor eIF2a, which 
results in an inhibition of translation. This block of cellular and viral protein synthesis 
limits viral replication and can lead to apoptosis of the infected cell. In addition, 



activation of PKR leads to the induction of NF?B and MAP kinase signaling pathways 
that turn on the expression of IFN-a/ß genes.

2'-5'-Oligoadenylate Synthase and RNaseL 2'-5'-Oligoadenylate synthases (OAS) are 
a family of IFN-inducible enzymes that synthesize an unusual polymer—2'5' 
oligoadenylate ( 113 , 114 ). Activation of OAS requires dsRNA and therefore is triggered 
by viral infection. 2'5' Oligoadenylate produced by activated OAS then induces 
dimerization and activation of a dormant endonuclease, RNaseL. Once activated, 
RNaseL degrades viral and cellular RNA, including ribosomal RNA, which leads to a 
block of mRNA translation and to apoptosis ( 113 , 114 ) ( Fig. 5). There are at least three 
genes encoding OAS proteins, and one of them can induce apoptosis through an 
additional pathway—by binding the antiapoptotic proteins Bcl2 and BclX L via the 
C-terminal BH3 domain of the OAS. Sequestration of Bcl2 and BclX L then results in 
apoptosis of virally infected cells. Interestingly, the dsRNA-binding specificity of OAS 
evolved independently of that of PKR, as the dsRNA-binding domains in OAS and PKR 
are not related to each other. The importance of the OAS/RNaseL system in antiviral 
defense is demonstrated by the increased susceptibility of RNaseL-deficient mice to 
ECMV infection ( 114 ). 

 
FIG. 5. Recognition of viral infection by oligoadenylate synthase (OAS). OAS is 
activated by viral dsRNA and generates 2',5'-oligoadenylate, which functions as a 
second messenger to activate a dormant ribonuclease, RNaseL. Once activated by 
2'5'-oligoadenylate, RNaseL degrades cellular and viral RNA, which results in an 
inhibition of viral replication. Activated RNase L can also trigger pathways that lead to 
apoptosis of the infected cell. Some OAS proteins can induce apoptosis more directly 
by additional pathways that involve the sequestration of the antiapoptotic members of 
the Bc1 2 family.

The NOD Family The NOD family of intracellular proteins is characterized by a 
nucleotide-binding domain (NBD) followed by a leucine-rich repeat (LRR) region ( 115 , 
116 , 117 and 118 ). In addition, some members of the family contain one or two CARD 
(caspase activation and recruitment domain) domains at the N-terminus, while others 
have a pyrin domain, a domain structurally related to the CARD domain ( 119 ). Although 
the function of NOD proteins is not known, there are three reasons to believe that these 



proteins play important roles in the innate immune system. First, NODs are structurally 
similar to a family of resistance gene products that confer protection against 
phytopathogens in plants. Second, some NOD proteins, including NOD1, NOD2, and 
NOD10—all of which contain CARD domains—activate NF?B and MAP-kinase 
signaling pathways ( 115 , 116 , 117 and 118 ), which are the same pathways activated by 
proinflammatory stimuli such as PAMPs. Finally, three proteins of the NOD family have 
been implicated in the pathogenesis of several inflammatory diseases—Crohn’s 
disease (NOD2) ( 120 , 121 ), Mediterranean fever (pyrin) ( 122 ), and cold fever (cryopyrin) ( 
123 ). In plants, the products of R genes interact with pathogens and induce the 
hypersensitive response (HR), the plant equivalent of the inflammatory response in 
animals ( 124 ). The LRR region is thought to function in ligand recognition, the NBD 
domain in oligomerization, and the N-terminal domain in inducing downstream signaling 
events ( 124 ). The N-terminal CARD domains of several mammalian NOD proteins 
interact with and activate the serine/threonine protein kinase RIP2, which in turn 
induces the NF?B and MAP-kinase signaling pathways ( 115 , 116 and 117 ). The signals 
that activate NODs and the outcomes of this activation are presently unknown. It is 
widely speculated, however, that similar to the plant R-gene products, NOD proteins 
may function as intracellular receptors for pathogens. 

THE CELLS OF THE INNATE IMMUNE SYSTEM

Unlike antigen receptors of the adaptive immune system, which are expressed 
exclusively on lymphocytes, the receptors of the innate immune system are expressed 
on many cell types. In fact, some of these receptors, most notably the intracellular 
receptors involved in the detection of viral infections, are expressed in almost every cell 
type. In this sense, innate host defense is not a function of a few specialized cell types. 
However, several cell types do have specialized functions related to innate immunity, 
although some of these cell types have other functions unrelated to immunity as well. 
Among these cells are macrophages, neutrophils, NK cells, mast cells, basophils, 
eosinophils, and surface epithelial cells. These cells are specialized to function at 
different stages of infection and to deal with different types of pathogens.

Macrophages

Macrophages have the most central and essential functions in the innate immune 
system, and have multiple roles in host defense. Mature, resident macrophages 
differentiate from circulating monocytes and occupy peripheral tissues and organs 
where they are most likely to encounter pathogens during the early stages of infection. 
Upon encounter with infectious agents, macrophages can employ a broad array of 
antimicrobial effector mechanisms, including phagocytosis of the pathogen and the 
induction of microbicidal effector systems, such as reactive oxygen and nitrogen 
intermediates and antimicrobial proteins and peptides. In addition, interaction of 
macrophages with pathogens leads to the induction of a plethora of inflammatory 
mediators, such as TNF-a, IL-1, and IL-6, and chemokines, such as KC-1 (and IL-8 in 
humans). TNF-a and IL-1 induce a local inflammatory response, and at higher 
concentrations, these cytokines (along with IL-6) induce the acute-phase response by 
triggering the expression of acute-phase genes in the liver. IL-8, a neutrophil 



chemoattractant produced by resident macrophages, recruits neutrophils to the site of 
infection. Production of antimicrobial effector genes, cytokines, and chemokines is 
mediated primarily by TLRs, whereas phagocytosis is mediated by multiple phagocytic 
PRRs. Many of the effector functions of macrophages are strongly augmented by 
IFN-?, which comes from either NK cells or Th1 cells. IFN-? also induces the 
antigen-presenting functions of macrophages by turning on the expression of a battery 
of genes involved in antigen processing and presentation.

In addition to their roles in host defense, macrophages have multiple “housekeeping 
functions,” the most appreciated of which is their function as the body’s scavengers. 
Macrophages phagocytose apoptotic cells, cell debris, oxidized lipoproteins, and other 
by-products of the normal physiology of multicellular organisms. Kuppfer cells (liver 
macrophages) remove from circulation senescent cells and desialated glycoproteins 
through phagocytosis mediated by asialoglycoprotein receptors ( 101 ). Similarly, 
macrophages located in the red pulp of the spleen phagocytose and remove from 
circulation senescent erythrocytes. Thus, in addition to the recognition of microbial 
non-self by PRRs, macrophages are equipped with a separate set of receptors for the 
recognition of “altered self” (desialated self-glycoproteins and phosphotidylserine 
exposed on apoptotic cells) and missing self (e.g., the lack of expression of CD47 on 
senescent erythrocytes) ( 125 , 126 and 127 ).

It is important to note that, unlike the phagocytosis of pathogens, which is mediated by 
PRRs and is followed by the induction of inflammatory mediators, phagocytosis of 
apoptotic and senescent cells is immunologically “silent” in that it does not lead to the 
induction of inflammatory responses. In fact, recognition and phagocytosis of apoptotic 
cells result in the production of the anti-inflammatory cytokine TGF-ß ( 128 ). This 
phagocytosis pathway is mediated by the recently characterized macrophage receptor 
specific for phosphatidylserine ( 129 ). Thus, functionally distinct receptors expressed on 
macrophages determine the functional outcome of phagocytosis mediated by these 
versatile cells.

Neutrophils

Neutrophils are short-lived cells (average life span is about 24 to 48 hours) equipped 
with numerous antimicrobial effector mechanisms. Unlike resident macrophages, mast 
cells, and immature dendritic cells, neutrophils do not reside in peripheral tissues prior 
to infection. Rather, neutrophils are recruited from the circulation to the site of infection 
by cytokines and chemokines produced by resident macrophages and mast cells that 
have encountered pathogens. Recruited neutrophils accumulate at the site of infection 
and phagocytose and kill pathogens using several microbicidal mechanisms. In addition 
to reactive oxygen and nitrogen intermediates, neutrophils employ a number of 
antimicrobial proteins and peptides that are stored in neutrophil granules. Neutrophils 
contain several types of granules, including primary (or azurophil) granules, and 
secondary (or specific) granules that are specialized for the storage and secretion of 
antimicrobial products. Neutrophils are capable of both extracellular and intracellular 
killing of microorganisms, depending on the type of granules used. The content of 
primary granules is predominantly secreted into the extracellular space, whereas 
antimicrobial peptides of the secondary granules are predominantly released into the 



phagolysosome for the intracellular killing of pathogens.

Mast Cells

Although mast cells are best known as effectors of allergic responses, they are also an 
important component of innate immunity. Mature mast cells reside in connective and 
mucosal tissues where they encounter and phagocytose infecting microorganisms and 
produce inflammatory mediators that play an important role in leukocyte recruitment ( 
130 , 131 and 132 ). The role of mast cells in innate host defense has been addressed using 
Kit w/Kit w-v mice, which carry an inactivating mutation in the c-kit gene and are 
essentially mast cell-deficient. Experiments carried out in these mice demonstrated that 
mast cells play an essential role in antibacterial defense in a model of acute septic 
peritonitis ( 133 , 134 ). Moreover, the protective role of mast cells is mediated mainly by 
the rapid production of TNF-a and leucotriene B4, which in turn are responsible for 
neutrophil recruitment to the site of infection ( 131 , 133 , 134 ). The dramatic effect of mast 
cell deficiency revealed in the acute septic peritonitis experiments performed on Kit 
w/Kit w-v mice reflects the unique ability of mast cells to store preformed TNF-a that can 
be quickly secreted upon interaction with pathogens ( 135 ). Mast cells also produce lipid 
mediators of inflammation and a vast array of cytokines, including the “type II cytokines” 
IL-4, IL-5, and IL-13 ( 131 , 132 ).

Eosinophils

Mature eosinophils are found mainly in tissues, primarily in the respiratory, intestinal, 
and genitourinary tracts. Eosinophils, similar to mast cells, are rich in granules and 
produce a variety of cytokines and lipid mediators. In addition, eosinophil granules 
contain several cationic effector proteins that have potent toxic effects against parasitic 
worms ( 136 ). Unlike neutrophils and macrophages, eosinophils are poor phagocytes, 
and consequently release the content of their granules into the extracellular space. The 
production of various cationic antiparasitic proteins (which include major basic protein, 
eosinophil cationic protein, and eosiniphil-derived neurotoxic protein), as well as the fact 
that eosinophilia is induced in several model parasitic infections, implicate this cell type 
as an effector involved in host defense against parasite infections.

Dendritic Cells

Immature dendritic cells reside in peripheral tissues and are highly active in 
macropinocytosis and receptor-mediated endocytosis ( 137 ). DCs express a number of 
PRRs, including phagocytic receptors and TLRs. DCs are best known for their role in 
the initiation of adaptive immune responses, but these cells can also contribute to direct 
antimicrobial responses as well ( 137 ). Thus, stimulation of DCs with microbial products 
leads to the induction of several antimicrobial effector responses, such as nitric oxide 
production. The role of DCs in the initiation of the adaptive immune responses is 
discussed later in this chapter. The biology of DCs is described in more detail in 
Chapter 15.



Surface Epithelium

The epithelial cells that line the mucosal surfaces of the intestinal, respiratory, and 
genitourinary tracts provide an important physical barrier that separates the host from 
the environment. Mucins, which are highly glycosylated glycoproteins expressed on the 
surface of these cells, help to prevent pathogen attachment and invasion. In addition to 
providing physical separation of the host from the microbial environment, surface 
epithelial cells produce antimicrobial effectors, such as ß-defensins and lysozyme, and 
secrete a number of cytokines and chemokines that contribute to the local inflammatory 
response and to the recruitment of leukocytes to the site of pathogen entry ( 138 ).

THE EFFECTOR MECHANISMS OF THE INNATE IMMUNE SYSTEM

The innate immune system possesses a wide variety of antimicrobial effector 
mechanisms that differ in inducibility, site of expression, mechanism of action, and 
activity against different pathogen classes. The major categories of antimicrobial 
effectors are as follows:

1. Enzymes that hydrolyze components of microbial cell walls (lysozyme, chitinases, 
phospholipase A2)

2. Antimicrobial proteins and peptides that disrupt the integrity of microbial cell walls 
(BPI, defensins, cathelicidins, complement, eosinophil cationic protein)

3. Microbicidal serine proteases (serprocidins)
4. Proteins that sequester iron and zinc (lactoferrin, NRAMP, calprotectin)
5. Enzymes that generate toxic oxygen and nitrogen derivatives (phagocyte oxidase, 

nitric oxide synthase, myeloperoxidase)

The major sites of expression of antimicrobial effectors are granulocytes (especially 
neutrophils), macrophages, and surface epithelium. It is worth pointing out that the 
antimicrobial activities of most of these effectors were demonstrated in vitro; physiologic 
roles in in vivo host defense have only been demonstrated for a few of these gene 
products.

Lysozyme

Lysozyme (also known as muramidase) and its antimicrobial properties were first 
described by Alexander Fleming in 1921. Lysozyme is a 14-kD enzyme that degrades 
the peptidoglycan of some gram-positive bacteria by cleaving the ß 1,4-glycosidic 
linkage between N-acetylmuramic acid and N-acetylglucosamine. Disruption of the 
peptidoglycan layer leads to the osmotic lysis of the bacteria. Some gram-positive 
pathogens with highly cross-linked peptidoglycans are resistant to the action of 
lysozyme, and gram-negative bacteria as well are generally protected from lysozyme by 
their outer membrane. Lysozyme is highly concentrated in secretions such as tears and 
saliva. In humans, there is a single lysozyme gene that is expressed in neutrophils and 
macrophages. In the mouse there are two lysozymes: lysozyme M, which is expressed 
in macrophages, and lysozyme P, which is expressed by Paneth cells of the small 



intestine.

Chitinases

Chitinases comprise a family of enzymes that degrade chitin, a structural 
polysaccharide that forms the cell wall of fungi and the exoskeleton of insects. 
Chitinases are secreted by activated macrophages and presumably play a role in 
antifungal defense, although direct evidence for this function is lacking ( 139 ). Several 
members of the chitinase family are enzymatically inactive due to amino acid 
substitutions in their catalytic sites. Some of them are expressed in human neutrophils, 
but their physiologic role is not known.

Phospholipase A2

Phospholipase A2 (PLA2) belongs to a family of disulfide-rich enzymes that share 
similar structures and catalytic mechanisms, but differ in substrate preferences and 
disulfide arrangements. Group II PLA2 is a 14-kD enzyme that hydrolyses the ester 
bonds at the 2-acyl position in the phospholipids of bacterial membranes. PLA2 is found 
in primary granules of neutrophils (and therefore is secreted upon degranulation), 
Paneth cells, and epithelial secretions (e.g., in tear fluid), and is produced by the liver 
as an acute-phase protein. The bactericidal activity of PLA2 is strongly potentiated by 
other antimicrobial products of neutrophils and by complement ( 141 ). PLA2 is 
particularly efficient against gram-positive bacteria ( 142 ). Killing of gram-negative 
bacteria is potentiated by antimicrobial effectors that disrupt the outer membrane, such 
as BPI. The important role of PLA2 in innate host defense is demonstrated by the 
finding that PLA2-deficient mice are more susceptible to infection with S. aureus than 
their wild-type controls ( 143 , 144 ).

BPI

Bactericidal permeability-increasing protein (BPI) is a cationic 55-kD protein that has 
several effector activities against gram-negative bacteria, but is inactive against 
gram-positive bacteria ( 145 ). BPI is structurally related to the acute-phase reactant LBP 
and, similar to LBP, BPI binds to the conserved lipid-A portion of LPS. BPI exerts its 
bactericidal activity by disrupting the integrity of the outer and inner membranes of 
gram-negative bacteria, thereby increasing their permeability and susceptibility to the 
action of other antimicrobial proteins such as PLA2. BPI can also function as an 
opsonin by binding to gram-negative bacteria and facilitating their uptake by neutrophils. 
Unlike LBP, which functions by potentiating LPS recognition by CD14/TLR4, BPI 
neutralizes free LPS and inhibits LPS signaling ( 145 ).

BPI is expressed predominantly in neutrophils, where it is found in large quantities in 
the primary granules and is secreted into inflammatory fluids upon neutrophil activation 
( 145 ).



Defensins

Defensins are small (3 to 4 kD) cationic peptides with a broad spectrum of antimicrobial 
activities. Defensins are active against gram-positive and gram-negative bacteria, fungi, 
parasites, and some enveloped viruses ( 136 , 146 ). Defensins kill microorganisms by 
forming multimeric voltage–dependent pores in their membranes. The selective toxicity 
of defensins toward microbial cells can be explained in part by the differences in 
phospholipid composition between microbial and mammalian cell membranes and by 
the presence of cholesterol in mammalian but not bacterial membranes ( 147 ).

Defensins are characterized by a common structural feature—a hydrophobic ß sheet 
stabilized by three disulfide bonds. Depending on the pattern of disulfide bond 
formation between the six conserved cysteines, vertebrate defensins fall into two 
classes—a-defensins and ß-defensins ( 136 , 146 , 147 ). The a-defensins are generally 
presynthesized and stored in granules of neutrophils (in humans but not in mice) and 
Paneth cells of the small intestine. The ß-defensins, in contrast, are produced by 
epithelial cells and in most cases are not stored in cytoplasmic granules ( 136 , 146 , 147 ). 
The secretion of ß-defensins is controlled primarily at the level of gene transcription and 
is inducible by microbial products (through TLRs) and by inflammatory cytokines ( 136 , 
146 , 147 ).

Like all known antimicrobial peptides, defensins are synthesized as inactive precursors 
that contain a prodomain (which includes a leader sequence) and an acidic region that 
neutralizes and inactivates the cationic mature peptide. Processing of defensins results 
in the generation of active peptides. In neutrophils, active (processed) defensins are 
stored in the granules, whereas the epithelial defensins are secreted as propeptides 
and are processed in the lumen of the crypt ( 136 , 146 , 147 ). For mouse a-defensins the 
lumenal processing enzyme has been shown to be the matrix metalloprotease 
matrilysin ( 148 ). Matrilysin-deficient mice do not contain active a-defensins in their 
intestinal crypts and consequently are susceptible to intestinal infection ( 148 ).

Cathelicidins

Cathelicidins comprise a family of antimicrobial peptides that contain a onserved 
N-terminal prodomain called cathelin, and a C-terminal peptide that becomes active 
after cleavage from the cathelin domain. The C-terminal peptide is highly divergent 
between different cathelicidins within and between mammalian species ( 149 , 150 ). In the 
single human member of the cathelicidin family, the C-terminal peptide is 37 amino 
acids long and lacks cysteines but can form an amphipathic a helix that allows it to 
interact with microbial membranes. Cathelicidins are active against gram-positive and 
gram-negative bacteria and fungi and can act synergistically with other antimicrobial 
proteins ( 149 , 150 ). Cathelicidins are produced in neutrophils and stored as inactive 
proproteins in the secondary granules. Activation of cathelicidins occurs when the 
neutrophil protease elastase cleaves off the cathelin domain. Interestingly, elastase is 
stored in the primary granules of neutrophils and gains access to cathelicidin precursors 



only when the primary and secondary granules fuse with the phagosomes of activated 
neutrophils ( 136 , 149 ).

Serprocedins

Serprocedins comprise a family of 25- to 35-kD cationic serine proteases with 
antimicrobial activity and include neutrophil elastase, proteinase 3, cathepsin G, and 
azurocidin/CAP37 ( 136 , 151 ). Unlike other members of the family, azurocidin/CAP37 is 
catalytically inactive. Serprocedins are localized in the primary granules of neutrophils 
and are structurally related to the granzymes of NK cells and CD8 T cells. Serprocedins 
exert their antimicrobial activity either by direct perturbation of microbial membranes, or 
by proteolysis ( 136 , 151 ). Neutrophil elastase, as discussed above, converts cathelicidin 
precursors into active bactericidal peptides. Mice deficient for neutrophil elastase are 
more susceptible to gram-negative and fungal infections ( 152 ).

Lactoferrin, NRAMP, and Calprotectin

The antimicrobial activities of lactoferrin, NRAMP, and calprotectin are due to their 
ability to sequester iron and zinc, which are essential for microbial metabolism and 
replication.

Lactoferrin is an 80-kD iron-chelating protein of the trasferrin family that contains two 
iron-binding sites. Lactoferrin is found in the secondary granules of neutrophils, in 
epithelial secretions such as breast milk, in the intestinal epithelium of infants, and in 
airway fluids. Lactoferrin has two mechanisms of antimicrobial activity: bacteriostatic 
and microbicidal. The bacteriostatic effect is due to iron sequestration ( 153 ). Pathogens 
depend on iron provided by the host and iron deprivation is an efficient strategy to block 
microbial metabolism, as iron is critically required for both oxidative and anaerobic 
pathways of ATP generation. In addition, lactoferrin can be processed by limited 
proteolysis to yield a cationic microbicidal peptide called lactoferricin ( 154 ). The 
bactericidal effect of lactoferricin is not dependent on iron sequestration and is thought 
to be due to a perturbation of microbial membranes ( 154 ).

NRAMP (natural resistance–associated macrophage protein) is a 65-kD integral 
membrane protein that functions as an ion pump in the phagocytic vacuoles of 
macrophages and neutrophils ( 155 ). NRAMP is thought to function by pumping out iron 
from phagocytic vacuoles that harbor mycobacteria and other such bacteria that can 
persist in these vacuoles. Indeed, the gene encoding NRAMP is mutated in mouse 
strains that are highly susceptible to mycobacterial infections ( 155 ). NRAMP is inducible 
by IFN-?.

Calprotectin, a member of the S-100 family of calcium-binding proteins, is composed of 
8- and 14-kD subunits and is found in large amounts in the cytoplasm of neutrophils. 
The antimicrobial activity of this protein resides in its histidine-rich regions, which 
chelate and sequester zinc ions ( 156 ).



Phagocyte Oxidase, Myeloperoxidase, and Nitric Oxide Synthase

Phagocytes (granulocytes and macrophages) are equipped with an enzymatic 
machinery that generates highly toxic reactive oxygen and nitrogen intermediates that 
have potent antimicrobial activities ( 157 ). The induction of these antimicrobial effector 
responses is tightly regulated and is triggered upon interaction of phagocytes with 
pathogens ( 157 , 158 ).

Phagocyte oxidase (also known as NADPH oxidase) is responsible for the 
mitochondria-independent respiratory burst induced in phagocytes during the 
phagocytosis of microorganisms. NADPH oxidase is a multicomponent enzymatic 
complex that consists of three cytosolic subunits (p40 phox, p47 phox, and p67 phox) and 
a membrane-associated flavocytochrome complex (p22 phox and p91 phox). Assembly 
of the subunits into a functional NADPH complex is induced by phagocyte activation 
through a Rac GTPase–dependent pathway. Once the complex is assembled, it 
produces superoxide anions (a primary product) and hydrogen peroxide (a secondary 
product), which are released into phagocytic vacuoles or outside the cell where they 
exert their direct and potent microbicidal effect. Mice deficient for various components 
of the NADPH complex are susceptible to multiple microbial infections ( 157 , 158 ).

Superoxide and hydrogen peroxide, in addition to their own antimicrobial activity, can 
also be used as substrates for another neutrophil enzyme called myeloperoxidase ( 157 , 
158 ). Myeloperoxidase is stored in the primary granules of neutrophils and is also 
expressed in monocytes. Using the products of the NADPH oxidase as substrates, 
myeloperoxidase generates hypochlorous acid and chloramines as well as other 
reactive oxygen intermediates, all of which have potent microbicidal activities. 
Myeloperoxidase-deficient mice are highly susceptible to infection with Candida 
albicans ( 157 , 158 ).

Inducible nitric oxide synthase (iNOS) is expressed in neutrophils and macrophages 
and generates large amounts of nitric oxide (NO). NO is toxic to bacteria, although the 
exact mechanism(s) of its toxicity is not yet known ( 159 ). iNOS is inducible by IFN-? and 
TLR ligands such as LPS (in mouse but not in human macrophages) ( 159 ). The role of 
iNOS and NO in the innate immune resistance to infection has been demonstrated in 
mice deficient for this enzyme. iNOS knockout mice are more susceptible than their 
wild-type counterparts to infection with multiple bacterial, viral, and protozoan 
pathogens ( 158 , 159 ). Interestingly, mice deficient for both NADPH oxidase and iNOS 
are severely immunocompromised and are highly susceptible not only to infection with 
pathogens, but also to commensal microorganisms ( 160 ).

The Antiviral Effector Mechanisms of the Innate Immune System

NK cells, which play a major role in the innate antiviral host defense, are discussed in 
depth in Chapter 12. Therefore, the discussion here is focused on cell-autonomous 
effector mechanisms that appear to be unique to antiviral defense. These mechanisms 



include the induction of apoptosis in virally infected cells and the inhibition of the viral 
life cycle by IFN-a/ß-inducible gene products. Apoptosis of infected cells is an efficient 
way to prevent viral spread and can be induced either by cell-autonomous mechanisms 
(e.g., through PKR and OAS pathways, as discussed earlier in this chapter), or with the 
help of NK or CD8 T cells.

The best-characterized IFN-inducible gene products with intrinsic antiviral activity are 
members of the Mx protein family ( 161 ). The Mx protein and the closely related GBP 
(guanylate-binding protein) are members of the dynamin family of GTPases. The 
antiviral function of Mx proteins was discovered by the demonstration that the mouse 
Mx-1 gene confers resistance to influenza virus infection in A2G mice, whereas most 
other mouse strains carry a defective allele of Mx-1 and consequently are highly 
susceptible to influenza infection ( 161 ). Mx-1 appears to block transcription of the viral 
genome by inhibiting the influenza-virus polymerase complex ( 162 , 163 and 164 ). The 
second mouse Mx protein, Mx-2, is also mutated in most inbred strains of mice, except 
in the feral mouse strains NJL and SPR. In these mice, IFN-inducible Mx-2 protein 
confers resistance to VSV infection. Unlike the Mx-1 protein, which functions in the 
nucleus, the Mx-2 protein is cytoplasmic ( 165 ).

In human cells, there are two IFN-inducible Mx proteins, Mx-A and Mx-B. Mx-A is a 
cytoplasmic protein that inhibits replication of several viruses, including influenza, 
measles virus and VSV. Transgenic expression of the Mx-A protein in mice deficient for 
the IFN-a receptor protects these mice from lethal viral infections and demonstrates that 
Mx-A has intrinsic antiviral activity independently of other IFN-inducible genes ( 162 , 166 ).

GBP proteins are structurally related to Mx proteins, and likewise are inducible by 
IFN-a/ß and confer resistance to some viral infections ( 167 ).

Not all the mechanisms of the antiviral function of Mx and GBP are known. Cytoplasmic 
Mx and GBP proteins may interfere with viral infection by blocking viral assembly, as 
suggested by the similarity of these proteins to other members of the dynamin family 
that play a role in vesicular trafficking and fusion.

CONTROL OF ADAPTIVE IMMUNITY BY THE INNATE IMMUNE 
SYSTEM

In addition to directly activating antimicrobial effector responses, innate immune 
recognition leads to the induction of three types of signals that control the activation of 
adaptive immunity ( 2 ). First, recognition of microbial infection leads to the induction of a 
local inflammatory response, which is mediated primarily through TLRs expressed on 
resident macrophages and endothelial cells. Second, recognition of PAMPs by TLRs 
and other PRRs expressed on dendritic cells induces dendritic cell maturation and an 
increase in the cell-surface expression of MHC class II and co-stimulatory molecules 
(CD80 and CD86) ( Fig. 6). Finally, innate immune recognition triggers the induction of 
effector cytokines that critically control the type of effector responses mounted by the 



adaptive immune system.

 
FIG. 6. Innate immune recognition and control of adaptive immune responses. 
Recognition of pathogens or PAMPs by PRRs expressed on dendritic cells leads to 
dendritic cell maturation and activation of naïve T cells. Phagocytic PRRs internalize 
pathogens into antigen-processing compartments, where pathogen-derived proteins are 
processed into antigenic peptides that are subsequently presented by MHC class II 
molecules on the cell surface. Therefore, expression of MHC-II/peptide complexes, 
induction of co-stimulatory molecules (CD80/CD86) and production of inflammatory 
cytokines (e.g., IL-12) are all induced by TLRs upon stimulation by microbial ligands. 
TLR-induced IL-12 directs T-cell differentiation into Th1 effector cells. The receptors 
involved in the recognition and initiation of Th2 responses are currently unknown.

Innate immune recognition is required for the activation of adaptive immune responses 
in part because the innate immune system can determine the origin of the antigen ( 2 , 3 , 
5 ). Adaptive immune recognition relies on two types of antigen receptors—the T-cell 
receptor (TCR) and the B-cell receptor (BCR). The specificities of these receptors are 
generated by random processes such as gene rearrangement, and therefore are not 
predetermined to recognize pathogen-derived antigens. Both T and B cells undergo a 
process of negative selection that deletes lymphocytes specific for certain self-antigens. 
However, central tolerance does not eliminate all self-reactive lymphocytes. Those 
autoreactive lymphocytes that do mature and reach the peripheral lymphoid 
compartments are normally kept in an inactive state due to peripheral tolerance. The 
basis of peripheral tolerance lies in the dependence of T-lymphocytes on two signals for 
activation: One signal is the antigen itself and the other is the co-stimulatory molecules 
of the B7 family (CD80/CD86). According to a theory proposed by Janeway ( 2 , 3 ), 
PRRs of the innate immune system control the expression of co-stimulatory molecules 



on antigen-presenting cells, and therefore make the activation of the adaptive immune 
responses dependent on the recognition of microbial infection by the innate immune 
system.

TLRs play a particularly important role in the control of adaptive immune responses. 
The specificity of TLRs to PAMPs allows them to distinguish self from non-self and to 
signal the presence of infection. Recognition of microbial products by TLRs expressed 
on DCs induces DC maturation ( 7 , 8 ). Immature DCs are located in peripheral tissues 
where they are likely to encounter invading pathogens ( 137 ). Interaction of DCs with 
pathogens leads to the activation of TLRs and the phagocytosis of pathogens by 
phagocytic PRRs, such as DEC205 and the mannose receptor. Once activated through 
TLRs, DCs begin to express high levels of MHC class II and co-stimulatory molecules, 
and migrate to the T-cell zone in the draining lymph nodes where they present 
pathogen-derived antigens to T-lymphocytes ( 7 , 8 , 137 ). In addition, TLRs induce 
expression by DCs of cytokines, including IL-12, which control T-cell differentiation into 
Th1 effector cells ( 168 ).

The role of TLRs in the control of adaptive immune responses has been demonstrated 
using MyD88 knockout mice. These mice have a profound defect in T-cell proliferation, 
IFN-? production, and the generation of antigen-specific IgG2a responses to model 
antigens administered in complete Freund’s adjuvant (CFA) ( 169 ). These results 
demonstrate the crucial role of Toll-mediated recognition in the initiation of Th1 immune 
responses. Th2 responses, on the other hand, are not diminished under the same 
experimental conditions, suggesting that the Toll pathway may only be required for Th1 
but not Th2 adaptive immune responses ( 169 ). It is likely therefore, that Th2 responses 
are controlled by some other PRRs that perhaps recognize molecular patterns 
associated with “type 2” pathogens, such as helminthes. Additionally, that 
MyD88-deficient mice suffer a complete block of Th1 responses to antigen 
administered with CFA demonstrates that CFA and other similar adjuvants function by 
triggering TLRs on antigen-presenting cells.

CONCLUSIONS

Innate immunity is an evolutionarily ancient and universal system of host defense. 
Innate immunity is a function of multiple cell types, receptors, signaling systems, and 
effector mechanisms. Innate immune recognition is directed at conserved molecular 
patterns unique to microorganisms, which allows the innate immune system to 
distinguish self from microbial non-self. Recognition of infectious microorganisms by the 
innate immune system leads to the induction of antimicrobial effector mechanisms and 
thus provides the first line of host defense. In addition, the innate immune system plays 
an essential role in the initiation of adaptive immune responses and in the control of the 
effector responses of the adaptive immune system.
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INTRODUCTION

All living organisms have the capacity to defend themselves against invasion by 
pathogens. The number of mechanisms that have evolved for immune protection is 
remarkable and we are headed toward at least a chronicling of most of the molecules 
used for defense in some vertebrates and invertebrates; obviously a gestalt 
understanding of the interplay of these molecules and mechanisms will occupy us for 
the rest of our natural lives. Furthermore, there will certainly be novel mechanisms that 
we never anticipated: For example, the recently discovered phenomenon by which the 
genome adaptively “responds” to foreign nucleic acid (RNA silencing) was a surprise to 
most comparative immunologists (R1).

Innate defense mechanisms are found in all living things, while adaptive immunity 
grounded on somatically generated immunoglobulin (Ig), T-cell receptors (TCR), and 
the major histocompatibility complex (MHC) is only present in jawed vertebrates ( Fig. 1 
and Fig. 2). Because of clonal selection, positive and negative selection in the thymus, 



MHC-regulated initiation of all adaptive responses, and so on, the major elements of the 
adaptive immune system are locked in a co-evolving Ig-TCR-MHC unit. This system 
was superimposed onto an innate system inherited from primitive invertebrates, from 
which some innate molecules were co-opted for the initial phase of the adaptive 
response and others for effector mechanisms at the completion of adaptive responses. 
In jawed vertebrates (gnathostomes), we observe fine-tuning or adaptations (or 
degeneration) in each taxon and generally not a regular progression from fish to 
mammals as is seen, for example, in evolution of the telencephalon (forebrain) in the 
nervous system or in heart specialization. Given that all basic adaptive immune system 
features are present in cartilaginous fish and none were lost, we see only variation on 
the theme (differential usage) rather than progressive installation of new elements ( Fig. 
2 displays the vertebrate tree). As we shall see, there are only a few cases of 
increasing complexity in the adaptive system superimposed on the vertebrate 
phylogenetic tree, but many examples of contractions/expansions of existing gene 
families; thus, on average “more (or less) of the same” rather than “more and more new 
features” is the rule. We watch a bush growing from a short stem rather than a tall tree, 
and thus deducing the primitive traits is not easy. The quality of immune responses, 
however, is not the same between cold-blooded and warm-blooded vertebrates or even 
among all mammalian species.

 
FIG. 1. Immune system elements throughout the animal kingdom.

 



FIG. 2. The vertebrate phylogenetic tree. The size of the shaded areas indicates the 
number of extant species.

Figure 1 displays the extant animal phyla ranging from the single-celled protozoa to the 
advanced protostome and deuterostome lineages. It is often suggested or assumed 
that molecules or mechanisms found in living protostomes, like the well-studied 
Drosophila, are ancestral to similar molecules/mechanisms in mouse and human. While 
this may be true in some cases, one should instead recognize that Drosophila and 
mouse/human have taken just as long (over 600 million years) to evolve from a 
common ancestral triploblastic coelomate (an animal with three germ layers and a 
mesoderm-lined body cavity, features shared by protostomes and deuterostomes), and 
clearly Drosophila is not our ancestor; that is, the manner by which flies and 
mouse/human utilize certain families of defense molecules may be quite different and 
both may be nothing like the common ancestor. Thus, knowing how model 
invertebrates and vertebrates perform certain immune tasks is always an important first 
step, but we only understand what is primordial or derived when we have examined 
similar immune mechanisms/molecules in species from a range of animal phyla. We 
touch upon all defense molecule families listed in Fig. 1 and emphasize which ones 
have been conserved evolutionarily (clearly the minority), and those that have evolved 
rapidly.

In previous editions of Fundamental Immunology, we began our analysis with immune 
responses of the invertebrates, concentrating on allorecognition phenomena, most of 
which are still undefined at the molecular level. (We ask readers to refer to an earlier 
edition for a detailed discussion of the subject.) In this edition, we begin with the 
elements of the adaptive immune system, found only in the jawed vertebrates, then 
review the burgeoning (and surprisingly young) field of innate immunity in animals and 
plants, and conclude with speculations on origins of adaptive immunity. As predicted 
over 10 years ago by Zasloff ( 2 ), it is informative from both intellectual and applied 
viewpoints to understand how all living things defend themselves; few would argue 
against the premise that studies of Drosophila humoral immunity has fueled great 
interest in innate immunity, both for its own sake and in the way it regulates adaptive 
immunity (R3). In this edition we also have expanded the section on MHC population 
genetics/polymorphism to complement the comparative, structural features. *

COMPONENTS OF ADAPTIVE IMMUNE SYSTEM

T-Cell Receptors

Ig, TCR, and MHC class I and class II are all composed of immunoglobulin superfamily 
(Igsf) domains ( Fig. 3). The membrane-proximal domains of each Ig/TCR/MHC chain 
are Igsf C1-set domains, a type thus far restricted to the jawed vertebrates (see below). 
The N-terminal domains of Ig and TCR proteins are V-set domains encoded by genes 
generated via rearrangement of two or three gene segments during ontogeny ( Fig. 4, 
Fig. 5 and Fig. 6). The membrane-distal domains of MHC are a special case (see 
below). In all vertebrates studied to date, TCR are membrane bound and never 



secreted, while almost all Ig proteins have transmembrane and secreted forms.

 
FIG. 3. Different types of immunoglobulin superfamily domains. The sheets are 
composed of ABDE and C(C'C'')FG in all domains. The CDR of V domains are shown 
in black. Note that dimers of V and C domains interact through different sheets. 
Modified from Du Pasquier ( 7 ), with permission.

 
FIG. 4. Alignment of TCR a- and ß-chain constant domains. Note the absence of the 
“solvent-exposed region” in all nonmammalian vertebrates and the low degree of 
identity among the sequences.

 
FIG. 5. Immunoglobulin heavy-chain isotypes in the jawed vertebrates. Note that based 
on amino acid sequences there are no detectable hinge regions in the majority of 



nonmammalian vertebrate isotypes ( 18 ), despite the “Y” shape shown in the figures. 
Note also that IqM is predominantly multimeric in all vertebrate groups except 
cartilaginious fish, in which it is found in multimeric and monomeric forms.

 
FIG. 6. Immunoglobulin gene organization in the various vertebrates. FR, framework; 
7mer and 9mer, heptamer and nonamer; TM, transmembrane segment.

a/ß Constant Domains Genes encoding the two types of TCR, a/ß (which accounts for 
all known MHC-restricted regulatory and effector functions) and ?/d (which recognizes 
antigens in an Ig-like manner and may play immunoregulatory roles during certain 
infections), existed in the earliest jawed vertebrates (R4,R5). cDNA sequences from 
species in the oldest vertebrate class (cartilaginous fish) revealed genes homologous to 
all four mammalian TCR chains ( 6 ). Although many Igsf members exist in the 
invertebrates ( Fig. 1), thus far no Ig/TCR sequences (i.e., Igsf genes generated by 
somatic rearrangements) have been isolated from jawless vertebrates or invertebrates, 
a theme that will be repeated throughout the chapter. While TCR genes have been 
cloned from representatives of most vertebrate classes, few biochemical data are 
available, except in birds where a/ß and ?/d TCR have been identified with monoclonal 
antibodies (mAbs). In amphibians, the Xenopus a/ß TCR was co-immunoprecipitated 
with cross-reactive antibodies raised against human CD3e chains (see below). A 
comparison of all TCR a- and ß-chain C regions is presented in Fig. 4. a chains from 
diverse vertebrates are poorly conserved and the structure of the Ca Igsf domain itself 
is problematic: Only strands A, B, C, E, and F can be identified, although strands E and 
F are shorter than those of mammals and strand D is absent ( 7 ). The lack of 
conservation in this extracellular domain as well as deletions found in bird and teleost 
fish TCR (especially in the connecting peptide) suggest that the co-receptor may be 
structurally distinct from mammalian CD3 complex components. Even within a class the 
sequence divergence is great: Catfish Ca has only 44% and 29% amino acid identity to 
trout and pufferfish Ca, respectively. Pre-Ta, which associates with TCR ß chains 
during thymocyte development, has been identified only in mammals (R7). Interestingly, 
the pre–Ta gene is near to MHC in mouse/human, and phylogenetic studies should be 
performed to determine whether this linkage group is ancient (see below). The 
transmembrane (TM) region and cytoplasmic tail of Ca are the most conserved parts of 



the molecules. Ca and Cß TM segments in all species have the so-called CART motif, 
in which conserved amino acids form an interacting surface with the CD3 complex (R8). 
Besides CART, the opposite TM face with residues Ile-Lys-Leu may be conserved for 
interactions with other CD3 components. The cytoplasmic region is remarkably 
conserved among teleosts, birds, and mammals. TCR ß genes have been sequenced 
in four species of cartilaginous and bony fish and two species of amphibians (axolotl 
and Xenopus). In addition to the typical Igsf domain features, there are several 
conserved regions among vertebrate TCRß chains, especially at positions 81 to 86, 
which might be involved in TCR dimerization. There are also remarkable differences: 
The solvent-exposed segment 98 to 120 in mammals is absent in all nonmammalian 
vertebrates. This loop has recently been shown in mouse TCR to be important in 
negative selection events in the thymus (R9); perhaps the absence of this region in 
nonmammalian vertebrates results in subtle differences in tolerance induction as 
compared to mouse/human. The number of Cß genes varies in different species: 
Horned shark has more TCR Cß genes than the skate, but its genome size is largest of 
any elasmobranch thus far studied. Unlike all other vertebrates, the axolotl has four Cß 
genes as well as four DJCß clusters that rearrange to the same collection of Vß. Only 
one Cß gene has been detected in chicken and in Xenopus laevis, even though it is a 
pseudotetraploid species (see below). Like Ca, Cß sequences are not well conserved in 
evolution; for example, the X. laevis Cß gene does not cross-hybridize with X. tropicalis 
genomic DNA, and catfish Cß has only 41% to 42% identity with other teleost Cß and 
26% identity with horned shark Cß. Two different catfish Cß cDNA sequences were 
identified, suggesting the existence of either two loci or allotypes, as is found in 
mammals. Indeed, very recently Kamper and McKinney ( 10 ) showed that the 
damselfish Cß is encoded by two polymorphic genes, and this feature seems to extend 
to other teleosts. As the polymorphic sites are believed to interact with the associated 
CD3-signaling molecules, the authors suggested that signals might be transduced to T 
cells in different ways depending on the particular expressed Cß allele. 
a/ß Variable Domains Because T-cell recognition is MHC restricted, TCR V regions 
may have been evolutionary selected for different properties as compared to Ig; indeed, 
TCR V regions are much less similar to each other than are Ig V regions. Furthermore, 
TCR Vs, unlike IgV H, have conserved CDR3 lengths, suggesting that there is a 

restricted size for recognition of MHC-peptide complexes ( 11 ). Four Va families were 
identified among only six skate cDNA clones, and six Va families were identified in trout 
and three in channel catfish. In the axolotl, five Va and at least 14 Ja segments were 
identified and 32 different trout Ja have been sequenced. Thus, a loci in all vertebrates 
examined have many J segments, and consistent with the mammalian paradigm, the 
absence of D and the large numbers of J segments favors the potential for receptor 
editing during thymic positive selection (R4). A large number of Vß gene families are 
another evolutionarily conserved feature. At least seven TCR Vß families were isolated 
from horned sharks; four to six in skate; at least four in trout (one with limited amino 
acid–sequence similarity to the human Vß 20 family), and 19 in Xenopus. In axolotls, 
Vß are classified into nine categories each with 75% or more nucleotide identity; since 
only 35 genes were cloned there are probably more families, and several are related to 
mammalian Vß genes (human Vß13 and Vß20). N regions were present in ˜40% and 
73% of V-D-J junctions in 2.5-month-old larvae and 10- to 25-month-old animals, 
respectively. In axolotl, ˜30% of the ß chains cDNAs were defectively rearranged. Many 
of the axolotl TCRß CDR3 are the same in animals of different origins (see discussion 



below). Little is known about the architecture of the TCR loci besides what has been 
inferred above (R4,R5). Recent identification of the Fugu a/d locus suggests an 
organization similar to mouse/human, but with more rearrangement by inversion ( 12 ). 
(Interestingly, it is similar to the Ig L-chain loci in teleosts, as discussed below.) Based 
on Southern blot analyses, each catfish locus appears to be arranged in a translocon 
(as opposed to multicluster) organization with multiple V elements and a single or few 
copies of C-region DNA. Pulsed-field gel analysis suggested that the horned shark a 
and d TCR loci are closely linked ( 6 ). The D segment GGGACAGGGG (Dß of 
mammals and chicken) is encountered in all vertebrate classes, alone or in conjunction 
with other Dß. These segments usually encode glycines, suggesting a selection for 
flexibility in TCR CDR3 ( 11 ). There are 10 trout Jß and at least 11 in Xenopus. 
?/d TCR cDNA sequences from the skate have significant identity with prototypic 
mammalian ? and d TCR genes with extensive V-region diversity, putative D segments 
in d, and varying degrees of junctional diversity. In amphibians, axolotl Cd TM regions 
shows most conservation to mammalian TCRß. Some of the six Va can associate with 
Cd and no specific Vd has been detected, strongly suggesting that like mammals, the 
axolotl d locus lies within the a locus ( 13 ). Two Jd were found, but interestingly no D to 
date. Vd diversity was diminished in thymectomized animals and TCR d chains are 
expressed by cells in lymphoid organs, skin, and intestine. Chicken ?/d T cells were 
identified long ago (R4,14). Expression is found in thymus, spleen, and a ?/d T-cell line, 
but not in B cells or a/ß T-cell lines. Three V subfamilies, three J gene segments, and 
one C gene were identified at the TCR ? locus. All V? subfamilies participate in 
rearrangement during the first wave of thymocyte development, and the ? repertoire 
diversifies from embryonic day 10 onwards with random V-J recombination, nuclease 
activity, and P- and N-nucleotide addition. Chicken TCRd genes were deleted on both 
alleles in some a/ß T-cell lines, suggesting that, like in mammals the d locus is located 
between Va and Ca. Va and Vd gene segments rearrange to one, both, or neither of 
the two Dd segments and either of the two Jd segments. Mouse and human ?/d TCR 
repertoires are much less diverse than that of a/ß. In ruminants and chickens (so-called 
“GALT species”—see below) the two repertoires are quite diverse and there seems to 
be ligand-mediated selection of ?/d cells during ontogeny. In sheep, where ?/d TCR 
diversity is thymus dependent and follows a developmentally regulated progression, no 
invariant ?/d TCRs are found. The degree of ?/d expression is correlated with the 
evolution of the TCR V families in warm-blooded vertebrates. Indeed, 
mammals/chickens can be classified into “?/d low” (humans and mice, in which ?/d T 
cells constitute limited portion of the T-cell population) and “?/d high” (chicken, sheep, 
cattle, and rabbits, in which such ?/d cells comprise up to 60% of T cells). TCR V genes 
form subgroups in phylogenetic analyses, and humans and mice have representative 
loci in most subgroups whereas the other species appear to have lost some ( 15 ). Thus, 
?/d-low species have a high degree of TCR-V gene diversity, while ?/d-high species 
have limited diversity. Interestingly, this pattern is similar to that found for IgV H genes 
(see below). 
CD3 Complex CD3 chains (?, d, e), which associate noncovalently with both types of 
TCR, are each composed of single extracellular C2-set Igsf domains and they 
transduce signals via ITAM motifs in their cytoplasmic tails (R7,R8,R9). CD3 genes or 
proteins have been isolated from birds, amphibians, and teleost fish. In Xenopus, one 
CD3 gene is encoded by five exons, a structure resembling the mammalian CD3 d gene 
rather than the seven-exon CD3 ? gene. As there was no evidence for a ?-like related 



gene, the one clone probably represents an ancestral form of mammalian CD3 d and ? 
genes. Similarly, a chicken cDNA clone encoding a CD3 chain was difficult to assign to 
d or ?, and phylogenetic analysis suggests that this gene is also derived from an 
ancestral form. Motifs in the CD3 e cytoplasmic domain important for signal 
transduction in mammals are highly conserved in chickens and flounder, and all CD3 
chains analyzed to date have conserved features (R8,16). As an example of this 
conservation, immunohistology of Xenopus tissues with an antiserum raised to the 
cytoplasmic part of the human CD3e-chain stained T cells and perhaps NK cells, 
confirmed by double-staining with a CD8-specific mAb. The antiserum 
immunoprecipitated a putative Xenopus TCR/CD3 complex since an associated 75-kDa 
a/ß heterodimer was reduced into two chains of predicted size. Two CD3-like proteins 
that comigrated at approximately 19 kDa were noncovalently associated with the TCR 
heterodimer; removal of N-linked glycans yielded CD3 proteins of 19 kDa and 16.5 kDa, 
probably the Xenopus CD3e and CD3?/d proteins, respectively. These properties of the 
Xenopus TCR/CD3 complex support a stepwise evolutionary model of the CD3 protein 
family ( 17 ). 

Immunoglobulins

A typical Ig molecule is composed of four polypeptide chains (two heavy [H] and two 
light [L]) joined into a macromolecular complex via several disulfide bonds. Each chain 
is composed of a linear combination of Igsf domains, much like the TCR ( Fig. 5) (see 
Chapter 3), and almost all molecules studied to date can be expressed in secreted or 
transmembrane forms.

Ig Heavy-Chain Isotypes No Ig-like molecule has been isolated from hagfish or 
lampreys, despite the capacity of these animals to make humoral “responses” to 
antigens (see below). Like all other building blocks of the adaptive immune system, Ig is 
present in all jawed vertebrates ( Fig. 1 and Fig. 5). Sequences of IgH-chain C-region 
genes, however, are not well conserved in evolution and insertions and deletions in loop 
segments occur more often in C than in V domains. As a consequence, relationships 
among non-µ isotypes (and even µ isotypes among divergent taxa) are difficult to 
establish (R18). Despite these obstacles, recent work has allowed us to infer a working 
evolutionary tree among all of the isotypes ( Fig. 5). Cartilaginous fish have evolved 
“dead-end” isotypes that seem specific only to this vertebrate class, while evolutionary 
relationships can be detected for most of the unique isotypes in nonmammalian 
vertebrates and mouse/human. 
IgM The secretory µ H chain is found in all vertebrates and consists of one V and four 
C1 domains, and is heavily glycosylated. H chains associate with each other and with L 
chains through disulfide bridges in most species, and IgM subunits form pentamers or 
hexamers in all vertebrate classes except teleost fish where tetramers are clearly found 
(R19). The µ C H4 domain is most evolutionarily conserved, especially in its C-terminal 
region. There are several µ-specific residues in each of the four C H domains among 
vertebrates (see Chapter 3) suggesting a continuous line of evolution, which is 
supported by phylogenetic analyses (R18). Like TCR TM regions described above, µ 
TM regions are also well conserved among sharks, mammals, and amphibians, but the 
process by which the Ig TM mRNA is assembled varies in different species. In all 
vertebrate classes except teleosts, the µ TM region is encoded by separate exons that 



are spliced to a site on µ mRNA located ˜30 bp from the end of the C H4-encoding 
exon. In contrast, splicing of teleost fish µ mRNA takes place at the end of C H3 exon 
(R20). In holostean fish (gar and sturgeon), cryptic splice donor sites are found in the C 

H4 sequence that could lead to conventional splicing, but in the bowfin there is another 
cryptic splice donor site in C H3. Some modifications apparently related to the particular 
environment were noticed in the Antarctic fish Trematomus bernacchii. There are two 
remarkable insertions, one at the V H–C H1 boundary and another at the C H2–C H3 
boundary; the latter insertion results in a very long CH2–CH3 hinge region. These 
unusual features (also unique glycosylation sites) may permit flexibility of this IgM at 
very low temperatures ( 21 ). 
IgM 1gj Nurse shark Ginglymostoma cirratum expresses an IgM subclass in neonates ( 
22 ) ( Fig. 5). The V H gene underwent V-D-J rearrangement in germ cells 
(“germline-joined” or “gj”; see below). Expression of H 1gj is detected in primary and 
secondary lymphoid tissues early in life, but in adults only in the primary lymphoid 
tissue, the epigonal organ (see below). H 1gj associates covalently with L chains and is 
most similar in sequence to IgM H chains, but like mammalian IgG, it has three rather 
than the typical four IgM constant domains ( Fig. 5); deletion of the ancestral IgM 
second domain thus defines both IgG and IgM 1gj. Because sharks are in the oldest 
vertebrate class known to possess antibodies, unique or specialized antibodies 
expressed early in ontogeny in sharks and other vertebrates were likely present at the 
inception of the adaptive immune system. IgM 1gj may aid in removal of catabolic 

products as was proposed by Grabar ( 23 ) in theorizing on the original function of 
antibodies. 
IgNAR A dimer found in the serum of nurse sharks and so far restricted to cartilaginous 
fish, IgNAR (Ig new antigen receptor) is composed of two H chains, each containing a V 
domain generated by rearrangement and five constant C1 domains ( Fig. 5). IgNAR 
was originally found in sera, but TM forms exist as cDNA and cell-surface staining is 
detected with specific mAbs (24,R25). The single V resembles a fraction of camel/llama 
(camelid) IgG that binds to antigen in a monovalent fashion with a single V region ( 26 ). 
In phylogenetic trees, NAR V domains cluster with TCR and L-chain V domains rather 
with that V H. A molecule with similar characteristics has also been reported in ratfish, 
although it was independently derived from IgM like the camelid molecule emerged 
from bona fide IgG ( 26 , 27 ). IgNAR V-region genes accumulate a high frequency of 
somatic mutations (see below). 
IgR/IgNARC/IgW/IgX Originally discovered as a second Ig class in the skate Raja 
kenojei named IgR, this non-µ isotype was later cloned from another skate species and 
designated IgX (R18,R25). (Do not confuse with Xenopus IgX; see discussion below.) 
The IgX H-chain C region consists of two Ig domains and an unusual cysteine-rich 
C-terminal segment ( Fig. 5). Later, cDNAs encoding long forms of IgX were detected in 
sandbar shark (called IgW) and nurse sharks (called IgNARC because of the C-domain 
similarities to IgNAR). These long forms are composed of an amino-terminal V domain 
followed by six C1-type constant domains and a C-terminal tail typical of secreted IgM 
and IgA. The two amino-terminal C domains are orthologous to skate IgX and the last 
four domains are homologous to IgNAR ( 28 ). The long form was subsequently found in 
skates and the short form in sharks, suggesting that all elasmobranchs have both forms 



of IgW, presumably generated via alternative splicing ( Fig. 5). H chains predicted from 
cDNA sequences are likely to associate with L chains, a characteristic that was verified 
biochemically. In skate, the V and C segments are in a cluster-type organization like 
IgM, and Southern blotting also suggests a cluster organization for shark IgW ( Fig. 6). 
Like the teleost TM form of IgM, IgW TM segments are alternatively spliced onto the 
CH4-domain mRNA, thus encoding an H chain of the same size as the typical 
vertebrate IgM TM form. 
IgD Homologues Previously found only in primates and rodents, IgD was thought to be 
a recently evolved Ig. However, a novel Ig first discovered in channel catfish and later in 
other teleosts (salmonids and gadids) is homologous, in part, to d H chains (R18,29) ( 
Fig. 5). Like mammalian d genes, the teleost gene is immediately downstream of the µ 
gene. The TM form of the mature protein is “chimeric,” containing a V domain, C H1 of 
µ, and seven C domains encoded by the d homolog. In catfish, two different genes 
encode the secretory and TM forms of the molecule, a phenomenon unique to 
vertebrate Ig genes (note that a complete cDNA of secretory IgD has not been identified 
yet). The IgD TM form is co-expressed with µ in some but not all B cells. Larger but 
apparently less flexible than mouse/human IgD (no hinge region in fish IgD), fish and 
mammalian IgD may not be analogous. Phylogenetic trees indicate a relationship 
between teleost and mammalian IgD primarily because of the similarity between fish d5 
and human d2 domains (the corresponding domain in mouse IgD was deleted). The 
teleost d1 and d6 sequences are most similar to domains of other non-IgM isotypes, 
including those of cartilaginous fish. Specific differences in cod IgD such as deletion of 
some d domains, a tandem duplication, and translocations of part of the locus, 
developed after divergence of the catfish and salmon lineages (R18). 
Other Isotypes Related to IgG, IgE, IgA, and the Switch Other isotypes consist of 
four C domains in nonmammalian vertebrates, including Xenopus IgY and IgX, non-µ 
isotypes of Rana, IgY of axolotl, and IgA and IgY of birds ( Fig. 5) (R18). In Xenopus, 
IgY is thymus dependent; IgM and IgX are not, although thymectomy impacts specific 
IgM antibody production (i.e., antigen-specific IgM can be produced but there is neither 
an increase in affinity after immunization nor elicitation of plaque-forming cells). IgM and 
IgX plasma cells are abundant in the gut, while IgY is expressed primarily in spleen ( 30 

). Axolotl IgM is present in the serum early during development, and represents the bulk 
of specific antibody synthesis after antigenic challenge. In contrast to Xenopus IgY, the 
axolotl ortholog appears late in development and is relatively insensitive to 
immunization. From 1 to 7 months post-hatching, axolotl IgY is present in the gut 
epithelium associated with a secretory component. IgY progressively disappears from 
the gut and is undetectable in the serum of 9-month-old animals. Thus, axolotl IgY, like 
Xenopus IgX, may be analogous to mammalian IgA ( 31 ). Xenopus IgX and IgY are not 
homologous to any mammalian non-µ Ig isotype and are most similar to IgM. The TM 
and cytoplasmic domains of Xenopus TM IgY, however, share residues with avian IgY 
and mammalian IgG and IgE, suggesting that mammalian/avian isotypes share a 
common ancestry with amphibian IgY ( 32 ). This similarity is especially interesting since 
a recent mouse study suggested that the IgG cytoplasmic tail is the central molecular 
element promoting rapid memory responses ( 33 ). Although cartilaginous and teleost 
fish have multiple Ig isotypes, the class switch appears first in evolution in amphibians 
(R18,34). The Xenopus switch µ (Sµ) region (5 kb) ( Fig. 6) contains 23 repeats 
approximately 150 bp long, consisting of shorter internal repeats and palindromes, such 
as AGCT (like in mammals). In IgX-expressing cells, the µ gene has been deleted and 



Sµ and S? are joined. Both S boxes are AT-rich (not G-rich as in mammals), but S? is 
not homologous to Sµ and contains TGCA palindromes. Recombination usually occurs 
at microsites where single-stranded DNA folding programs predict a transition from a 
stem to a loop structure. This structural feature, also conserved in mammalian switch 
junctions, implicates such microsites for targeting of the recombination breakpoint. 
Thus, the capacity of S regions to recombine is regulated by DNA secondary structure 
rather than base composition, with the repetitive occurrence of palindromes being most 
essential; this hypothesis was confirmed recently in elegant transfection experiments in 
mammals ( 35 ). A single gene can encode different Ig forms, such as for duck IgY, 
cartilaginous fish IgW, and camel IgG loci ( Fig. 5). It has been suggested that the avian 
IgY short and long forms could be the functional equivalents of both IgE and IgG, 
respectively ( 36 ); the same may be true of the cartilaginous fish IgW short and long 
forms with two and six C domains, respectively ( Fig. 5). 
V H Regions A rearranged V H gene consists of a leader (encoded by a split exon) 

followed by four framework regions and three CDRs ( Fig. 6). Canonical V H CDR1 
nucleotide sequences are conserved in all jawed vertebrates, perhaps as targets for 
somatic hypermutation ( 37 ). A major germline difference is the lack of conserved 
octamers and TATA box in the 5' region of shark Vs ( Fig. 6). In all species, functional V 
genes are assembled by rearrangement and joining of germline V, D, and J elements. 
Cartilaginous fish H chains are encoded by large numbers of clusters (>100 in horned 
shark) ( 4 , 38 ). For IgNAR there are only four V regions/haploid genome and only a few 
IgW V genes are detected in nurse sharks (but a large number in skates) (R25). In 
teleosts, seven V H families have been characterized in the catfish, each containing up 
to seven to ten genes (most with open reading frames), and in the trout, 11 V H families 
were identified. Xenopus has at least 11 V families, three of which (V H1-3) contain 20 to 
30 members and ˜10% to 30% pseudogenes; the other families are smaller (1 to 8 
genes), so the total number of functional V H elements is ˜90 to 100. Reptiles have very 
large pools of V H segments: The turtle Pseudemys scripta has four families, with ˜700 
V H/haploid genome (10% to 20% pseudogenes), and at least 125 genes homologous 
to the mouse V H S107 gene were detected in another turtle species, Chelydra 

serpentine ( 39 ). Importantly, the V H complexity does not seem to limit diversity of the 
antibody repertoire in any ectothermic vertebrate studied to date. There are actually 
fewer functional human V H (44 functional, 79 pseudogenes that fall into seven families) 
than in many ectotherms. Dynamic reorganization of the H-chain V regions seems to 
have occurred at least eight times between 133 and 10 million years ago (R40). 
Perhaps species that utilize somatic mutation/selection “optimally” rely less on germline 
diversity and therefore fewer functional genes are required. Only ˜10% of Xenopus V H 
are pseudogenes in the three families (V H1-3) that have been exhaustively studied; 
thus, Xenopus with fewer lymphocytes has a greater number of functional V H genes 
than humans. 
D Segments D segments are always present in one of the two loci encoding an Ig/TCR 
heterodimer (IgH and TCR ß,d), and it is not known what pressure maintains this 
asymmetry (R5). Cartilaginous fish have one or two D genes/H-chain cluster and there 
are only minor variations among the clusters ( Fig. 6). In teleosts, amphibians, and 
reptiles where the organization of the H-chain locus is similar to humans, the number of 



Ds deduced from cDNAs ranges from 10 to 16. Two germline D segments have been 
identified in Xenopus, and their recombination signal sequences (RSS) follow the rules 
defined in mammals. In birds, there are 15 very similar D H. There seem to be several 
reasons why D segments have been preserved throughout evolution. Incorporation of D 
segments augments CDR3 diversity and size, obviously directly influencing the 
combining site. Three different Ds contribute to IgNAR CDR3, and besides generating 
great diversity, CDR3 length and amino acid composition fulfill special tertiary structure 
requirements: D-encoded cysteine residues bond with cysteine(s) in the body of the V 
domain, thereby stabilizing a loop involved in the antigen binding of this unusual 
monomeric receptor (R25). A similar situation has been reached by convergence in the 
monomeric variant of camel IgG (R25,26). Anther potential function for Ds is in the 
rearrangement itself. As mentioned, in Ig or TCR heterodimers only one chain has 
D-encoded regions, and if D were maintained solely to promote diversity, it is likely that 
both chains of one receptor would have acquired Ds in some species. The receptor 
chain locus containing D segments rearranges first in two of the three antigen-receptor 
types (IgH and TCRß), suggesting that a molecular constraint is linked to the 
rearrangement mechanism. In fact, after V-D-J rearrangement further rearrangement is 
difficult, since all Ds are deleted and remaining unrearranged V and J segments have 
incompatible RSS spacers. Thus, after rearrangement, IgH and TCRß loci are “locked” 
in pre–B/pre–T cells, followed by a proliferative phase prior to rearrangement of the IgL 
or TCRa locus in immature lymphocyte progeny. In summary, D may have been 
selected to generate diversity in the various receptors by allowing N-region addition at 
the joins, and this may have been the driving force for D evolution if a monomeric 
receptor like NAR was primordial. If the original antigen receptor was a dimer, then the 
selective pressure for evolving a D was perhaps to “lock the locus,” or to promote 
haplotype exclusion (R41). 
J Segments J segments encode the G strand (FR 4) of an Igsf domain, which contains 
a highly conserved diglycine bulge that is vital for the structure of the dimeric receptor ( 
Fig. 3 and Fig. 7) (see below). In cartilaginous fish there is one J segment in each gene 
cluster and it thus promotes diversity only through junctional diversity achieved during 
rearrangement. In teleosts, for example, channel catfish, nine J H segments are tightly 
clustered within 2.2 kb. Strong sequence homologies, as well as unified length of repeat 
sequences, indicate that segments J H3 to J H7 arose by unequal crossing over ( 42 ). 
Each J H segment is potentially functional and CDR3 junctional diversity is prominent in 
cDNA clones. The characteristic structure and organization of J H segments in higher 
vertebrates thus evolved early in vertebrate phylogeny. In Xenopus, depending on the 
species there are eight or nine J H segments (one pseudogene). Some J H spacers 
contain pseudo nonamers that allow direct joining to V segments. In the turtle 
Pseudemys, at least 16 J H were found, each with unique RSS. Birds have only one J H. 



 
FIG. 7. Evolution of variable domains. The shaded areas indicate regions of high 
conservation among members of all domains or of only one type (rearranging or 
nonrearranging). Modified from Du Pasquier ( 7 ), with permission. H hum: IgM human; 
hfrb: shark TCR?; kappa: human LK; BG: chicken MHC-linked; Buty: butrophilin; Ama: 
amalgam; HS1C7: NKD30; A33: CTX member chr.1; CTX: cortical thymocyte Xenopus; 
ZFCTX: zebrafish CTX homologue; CTXciona: Ciona CTX homologue; FREP: 
fibrinogen-related protein biomphalaria; Geodia: V/I set domain with tyrosine kinase; 
RAGE: receptor for advanced glycosylation end product.

V H Evolution Diversity of the immune repertoire depends on the variety of V segments 
inherited in the germline and on the further diversification by rearrangement (CDR3 
only) and somatic hypermutation (all CDR). Early in life the repertoire depends chiefly 
on the inheritable genes as one finds little N-region diversity and somatic mutation (for 
exceptions, see below). A central question is how antibody-germline V genes diversify 
CDR during evolution while they are subject to homogenizing forces operating in most 
multigene families. Perhaps environmental antigens have played a major role in 
shaping the germline repertoire, and have selected some V H/V L germline sequences 
used by neonates. V H families arose prior to the mammalian radiation and have been 
conserved for hundreds of millions of years (R40). Conserved regions defining families 
are found on solvent-exposed faces of the V H, at some distance from the 
antibody-combining site. Phylogenetic analyses show clustering of V H into groups A, B, 
C, D, and E ( Fig. 8). Almost all cartilaginous fish V H belong to the monophyletic group 
E; bony-fish V H genes cluster into all groups (one group [D] unique only to them). By 
contrast, group C includes bony fish sequences as well as V H from all other classes 
except cartilaginous fish. Another phylogenetic analysis classifies mammalian V H 
genes in three “clans” (I, II, and III) that have coexisted in the genome for more than 
400 million years ( 43 ). Only in cartilaginous fish does it appear that V H-gene families 
have been subjected to concerted evolution that homogenized member genes (except 
for the IgM 1gj V region described above) ( 22 ). It has been debated whether Ig V genes 
could be under direct positive selection or not because these genes hypermutate 
somatically. However, several features (e.g., codon bias) and discovery of high 
replacement/silent ratios in germline gene CDR codons indeed argue for positive 
selection during evolution. 



 
FIG. 8. Phylogenetic tree of 56 VH and two VL (outgroup) sequences. The number on 
each interior branch is the confidence probability. Modified from Ota et al. ( 40 ), with 
permission.

In summary, much of the V H germline repertoire has been conserved over extremely 
long periods of vertebrate evolution. The birds and some mammalian species that rely 
on gut-associated lymphoid tissue (GALT) to generate Ig diversity, are exceptions with 
a reduced germline repertoire (at least expressed repertoire), but as will be seen below, 
gene conversion and somatic hypermutation compensate for this situation in formation 
of the primary repertoire. Even in the cartilaginous fish where there is a single V H 
family, there is nevertheless heterogeneity in CDR1 and CDR2 sequences that must 
boost diversity in the expressed repertoire (R44). 
Ig Light Chains L chains can be classified phylogenetically not only by their sequence 
similarity, but also by the orientation of their V and J RSS, which differ for mammalian ? 
and ?. There is much debate regarding the affiliations of L chains in various vertebrates, 
but as sequences have accumulated, a picture starts to emerge ( Fig. 6). Contrary to 
what was believed, the ? and ? L chains emerged early in vertebrate evolution, probably 
in an ancestor of the cartilaginous fish (R18,R25). Elasmobranchs have three L-chain 
isotypes (type I, II, and III), and the combined data suggest that they are present in all 
elasmobranchs ( 45 ). Type I seems to be the ancestral group and resembles the 
unusual Xenopus s L chain (see below). Type II L chains are arguably more like ? of 
birds, Xenopus, and mammals, and have been cloned from sharks and skates. The 
type III is clearly ?-like, at least in the V region (and RSS orientation). As mentioned, the 
?-? dichotomy therefore arose at the origins of adaptive immunity, and intermediates 
explaining L-chain history are lacking. These relationships to L chains of higher 
vertebrates are noted for the cartilaginous fish V domains, as the C domains form their 
own elasmobranch supercluster; this suggests that there were (are) different selection 
pressures on the V and C domains that resulted in their independent evolution. 
Different elasmobranch species express the L-chain isotypes preferentially, for 
example, type III in nurse sharks, type I in horned sharks, and type II in sandbar sharks. 
This pattern of expression may be due to expansions/contractions of the different 
isotype genes in various elasmobranch lineages (R46). Multiple L-chain isotypes 
(molecular weight, 22 to 26 kDa) are also found in teleosts. In some species, mAbs 



were produced that distinguish L-chain classes, such as the F and G L chains of the 
catfish. CodL1, catfish F and G, trout type L1, and the sturgeon (chondrostean) L 
chains appear to be ? homologs, and a second trout isotype (L2) seems most related to 
the cartilaginous fish type I and Xenopus s (R18,R46). MAb studies suggested the 
existence of three Xenopus L-chain isotypes of 25, 27, and 29 kDa with heterogeneous 
2D gel patterns and preferential association of some L-chain isotypes with IgY H chains. 
Indeed, three Xenopus L-chain genes have been isolated: ? (?-like), s, and ? (R46). 
Only one C gene is present in the ? locus, and it encodes the most abundant L chain. 
The V and J RSS are of the ? type and the five identified J segments are nearly 
identical. The locus is deleted, like mammalian ?, when the other isotype genes are 
rearranged. Southern hybridizations with genomic DNA from different animals showed 
V L sequences to be both diverse and polymorphic. The third X. laevis L-chain isotype 
predicted from biochemical studies is related to mammalian ? genes and consists of six 
distinct V L families. In the s locus, the J segment has an unusual replacement of the 
diglycine bulge by two serines. The Rana major L-chain type has an unusual intrachain 
disulfide bridge that seemingly precludes covalent association of its H and L chains. 
Two L-chain types were identified in reptiles. Chickens and turkeys only express one L 
chain (?) with a single functional V and J gene ( Fig. 6), and the manner by which 
diversity is generated is likely responsible for this unusual evolutionarily derived 
arrangement (see below). Nonproductive rearrangements are not detected on the 
unexpressed L-chain allele, and thus there is a strong pressure to generate functional 
joints (see below). Such a system probably rendered a second (or third) L-chain locus 
superfluous (R18). Within mammals (marsupial Monodelphis domestica), the V? 
repertoire is comprised of at least three diverse families related to distinct placental 
families, suggesting the divergence of these genes before the separation of 
metatherians and eutherians more than 100 million years ago (R47). Opossum ?JC 
sequences are phylogenetically clustered, as if these gene duplications were recent and 
the complexity of the ? locus seems greater than that found at the H-chain locus. Thus, 
all vertebrate groups except the birds have two or three L-chain isotypes, but we are still 
at a loss to understand the significance of possessing multiple isotypes since there is 
scant evidence that L chains have any effector functions (R46). It has been suggested 
that different isotypes may provide distinct CDR conformations in association with H 
chains, or there may be L-chain/H-chain preferences that provide some advantage that 
is not obvious (R18,45). 
J Chain The joining (J) chain is a small polypeptide, expressed by mucosal and 
glandular plasma cells, which regulates polymer formation of IgA and IgM. J-chain 
incorporation into dimeric IgA and pentameric IgM endows these antibodies with the 
ability to be transported across epithelial cell barriers ( 48 ). J chain facilitates creation of 
the binding site for poly Ig receptor (spIgR, secretory component (SC) in the Ig 
polymers), not only by regulating the polymeric structure but apparently also by 
interacting directly with the receptor. Therefore, both the J chain and the pIgR/SC are 
key proteins in secretory immunity. Mouse IgM is synthesized as hexamers in the 
absence of J chain and as pentamers in its presence. Since some Xenopus EM studies 
suggested the existence of Ig hexamers, it was of interest to examine J-chain 
conservation over evolutionary time. J-chain cDNAs have been reported in the 
amphibians Rana and Xenopus ( 49 ), and in chickens (55% to 71% sequence identity to 
mammalian J chains). The existence of Xenopus J chain suggests that, unlike mouse 
IgM, Xenopus IgM forms hexamers with J chain; alternatively the previous EM studies 



identified IgX as the hexameric isotype (the ? chain has a stop codon before the Cys of 
C H4 domain and thus cannot make a covalent attachment to J chain). The highest level 
of J-chain expression was detected in frog and bird intestine, correlating well with a role 
for J chain in mucosal immunity (although obviously not for IgX secretion). There was a 
claim for J chain’s presence in many protostomic invertebrates since a homolog was 
cloned in earthworms ( 50 ), but no J-chain sequences have appeared in the invertebrate 
databases (e.g., Caenorhabditis elegans, Drosophila ). 
Gene Organization 
Chondrichthyan Germline-Joined Genes In all vertebrate species, functional Ig 
genes are assembled by rearranging DNA segments scattered on the chromosome. 
However, in cartilaginous fish some V genes are the products of V(D)J rearrangement 
in eggs/sperm (R51). Are germline-rearranged genes relics of archaic genes before the 
“RAG transposon” invasion (see below), or are they the result of rearrangements in 
germ cells? Type I L-chain genes are all germline joined in skates but split in horned 
sharks, and the piecemeal germline joins (e.g., V-D, V-D-D, V-D-D-J) found in many 
horned shark H-chain gene clusters strongly suggest that the germline joining is a 
derived feature (R5,38). Definitive proof came from a study of a germline-joined nurse 
shark type III L-chain gene, shown by phylogenetic analysis to have been joined within 
the last 10 million years ( 52 ). When there is a mixture of joined and conventional genes, 
the split genes are expressed in adults, while the joined genes are expressed at 
significant levels only early in ontogeny. When all of the genes in a particular family are 
joined (e.g., skate type I L-chain genes and type II L chains in all elasmobranchs), they 
continue to be expressed into adult life at high levels. In mammals what may appear 
like germline-rearranged V genes are in most cases processed pseudogenes (e.g., 
pseudo V? on chromosome 22 in human or in mouse). However, it is possible that the 
surrogate L-chain gene VpreB is the product of a germline-joining event in the line 
leading to mammals ( 52 ). 
Organization of Rearranging Genes As mentioned, shark IgH-chain genes are 
structured into perhaps hundreds of clusters, each consisting of V, D, J, and C 
elements; all evidence from studies in horned shark, nurse shark, skate, and sandbar 
shark (and holocephalan ratfish) suggests that V, D, and J genes rearrange only within 
one cluster ( 5 , 25 , 38 ). While there is extensive N-region diversity and sometimes usage 
of two D segments (three Ds in IgNAR), and there are V H subfamilies having 
substantial CDR1/2 heterogeneity (R44), diversity of the primary repertoire is lower than 
in other vertebrates since there is no rearrangement between clusters. Little is known 
about control of Ig expression in cartilaginous fish, but the presence of a TCR-like 
promoter instead of conserved octamer in V H gene promoters is worth study. The 
special constitution of the shark H- and L-chain loci suggests an exclusion mechanism 
similar to that of mouse TCR ? loci, also in clusters. Recent evidence suggests that only 
one V H transcript is expressed in each lymphocyte, consistent with isotypic exclusion, 
despite the many clusters. Bony fish (teleosts and chondrosteans like the sturgeon), 
frogs, reptiles, and mammals have very similar architectures of their H-chain locus—the 
so-called translocon configuration (R18) ( Fig. 6). As described above, multiple families 
of V H genes, each consisting of many apparently functional elements (1 to 30 per 
family), are separated from a smaller number of genomic D and J elements. The 
possibility of combinatorial rearrangement enables more diversification than is possible 
with the cartilaginous fish clusters for a given number of segments. In birds the 



organization is similar but all V genes except those most 3' to the D elements are 
pseudogenes (see below). L-chain gene organization is more variable. In 
elasmobranchs, the organization is the same (i.e., in clusters) as the H-chain locus 
without the D segments. The prototypic horned shark, type I L chain has a cluster 
organization in which V, J, and C segments are closely linked. In bony fish, L-chain 
genes have the shark cluster-type organization, but in the majority of their clusters V 
and J gene segments rearrange by inversion (R18,53,54), in contrast to cartilaginous 
fish ( Fig. 6). Interestingly, sturgeon L-chain genes are in the translocon configuration, 
arguing that the cluster organizations in bony and cartilaginous fish L-chain genes arose 
independently. In Xenopus there are multiple V?(?) presumably derived from one 
family, 5J, and a single C-gene segment. In cartilaginous fish and birds, there has been 
co-evolution of Ig gene architecture for H and L loci, but the teleosts have shown that 
this is not a rule. 

Major Histocompatibility Complex

T cells distinguish self from non-self through the presentation of small peptides bound 
to MHC class I and class II molecules, that is, MHC restriction. The genetic restriction of 
T-cell–APC collaboration, processing of antigen by professional APCs, and T-cell 
education in the thymus described in mice hold true for most vertebrate classes (R55). 
No MHC-regulated T-cell responses have been documented in cartilaginous fish, but 
the identification of polymorphic class I and II and rearranging TCR genes (see above) 
strongly suggest that functional analyses will reveal MHC restriction of adaptive 
responses. Similarly, urodele amphibians are notorious for their poor immune 
responses (see below), and biochemical and recent molecular evidence suggests that 
class II polymorphism is low in the axolotl. In addition, like the cod, axolotls have very 
high numbers of expressed class I loci, which might play into their dismal adaptive 
immunity.

Class I/II Structure The three-dimensional organizations of class I and class II are 
remarkably similar (R56) (alignment in Fig. 9), although recent evidence from crystal 
structures of class I/II suggests that minor differences in the a1 helix force TCR to dock 
either diagonally (class I) or orthogonally (class II or class I) onto the peptide-binding 
region (PBR) (R57). The two membrane-distal domains of both molecules form a PBR 
composed of two antiparallel a helices resting on a floor of eight ß strands, and the two 
membrane-proximal domains are Igsf C1. Although sequence identity among class I 
and class II genes in vertebrates is low (like most other immune genes), the four 
extracellular domain organization and other conserved features are likely to be found in 
the ancestral class I/II gene ( Fig. 9). An intrachain disulfide bridge exists within the 
class I PBR a2 and class IIß1 domains, but not the class I/II PBR a1 domains, and 
phylogenetic trees show that these respective domains are most similar ( 58 , 59 ). Bony 
fish class II a1 domains, like class II DMa molecules that are as old as the bona fide 
class II genes (see Fig. 12) do have a disulfide bridge. The exon/intron structure of 
class I and class II extracellular domains is also well conserved, but some teleosts have 
acquired an intron in the exon encoding the Igsf ß2 domain. Other conserved features 
of class I genes ( Fig. 9) include a glycosylation site on the loop between the a1 and a2 
domains (shared with class II ß chains), a Tyr and one to three Ser in the cytoplasmic 
regions that can be phosphorylated in mammals, as well as several stabilizing ionic 



bonds. Class II with its two TM regions differs from class I with only one; conserved 
residues in the class II a and ß TM/cytoplasmic regions facilitate dimerization ( Fig. 9). 
In summary, because sequence similarity is very low among MHC genes in different 
taxa, these conserved features are important for function and maintenance of structure. 

 
FIG. 9. Amino acid residues conserved in classical class I and class II molecules in all 
vertebrates. Displayed are sequences of HLA-A2 and DR1 for which crystal structures 
exist for the extracellular domains ( 210 , 211 ). Bold residues indicate that they are found 
in the majority of classical class I/II sequences from members of all vertebrate classes 
(or all but one class). Residues above the alignments for class I PBR a-1 and a-2 (Y-7, 
Y-59, Y/R-84, T-123, K-146, W-147, Y-171; note that Y-84 is invariant in mammals but 
is R in all other vertebrates) and below the alignments in class II PBR a-1 and b-1 
(Fa-53, Sa-55, Na-62, Na-69, Wb-61, Hb-78, Nb-82) are invariant residues that bind to 
main-chain atoms of acquired peptides. For the Igsf C1 domains, residues above the 
alignment are conserved in all C1-set domains ( 212 ) and are found in at least four 
sequences. Double-underlined residues are conserved glycosylation sites. Strands (S) 
and helices (H) for the PBR and strands (S) for the Igsf domains are displayed (see Fig. 
15). See Kaufman et al. ( 56 ).

 



FIG. 12. Phylogenetic tree of class II beta (B) from various species and DM molecules 
of chickens, humans, and mice. Note that DM branches off near the root of the tree, 
suggesting that it arose early in the evolution of the adaptive immune system.

 
FIG. 15. Evolution of the Toll/TLR pathways in flies and vertebrates. (Only mammals 
have been analyzed thus far.)

ß2m was the second Igsf molecule (C1 type) ever to be identified, originally found at 
high levels in the urine of patients with kidney disease. It associates with most class I 
molecules (see below). Besides mammals, ß2m genes have been cloned from several 
teleost fish and two avian species. The ß2m gene is outside the MHC and is a 
single-copy gene in all species except cod and trout, in which it has undergone multiple 
duplications, such as in Shum et al. ( 60 ). 
Classical and Nonclassical Class I and Class II Class Ia (classical) and class Ib 
(nonclassical) genes are found in all of the major groups of jawed vertebrates (R61). 
Class Ia genes are defined by their ubiquitous expression, their presence in the MHC 
proper, and by high polymorphism ( 56 ). In addition, class Ia proteins almost always 
have eight conserved residues at both ends of the PBR that interact with main-chain 
atoms of bound peptides and constrain their size to eight or nine residues ( Fig. 9); this 
feature often distinguishes class Ia from class Ib (see below). Thus, tight binding of 
peptides, a likely source of conformational changes in class I allowing transport through 
the ER and cell-surface expression, is an evolutionarily conserved trait. The class Ia/Ib 
distinction holds in most taxa: One to three polymorphic class Ia genes are expressed 
ubiquitously in most species while other minimally polymorphic or monomorphic class Ib 
genes can be expressed in a tissue-specific fashion. The class Ib genes can be split 
into two major groups: one set that is most related to the class Ia genes within a taxon ( 
Fig. 10) and thus recently derived, and one group that is ancient and emerged near the 
origin of the adaptive immune system (R61). In the first set are class Ib genes found in 
chicken (Rfpy) and Xenopus (XNC) in gene clusters on the same chromosome as the 
MHC proper but far enough away to segregate independently from MHC ( 62 , 63 ). One 
Xenopus class Ib gene is expressed specifically in the lung and thus likely has a 
specialized function, and chicken Rfpy is associated with resistance to pathogens. 
Thus, class Ib genes that arise in each taxon seem to have true class I–like functions, 
but perhaps have become specialized (sometimes the distinction between class Ia and 
class Ib is blurry; see below). The second set of older class Ib genes that predates 



divergence of taxa can have very different functions (R61). For example, the neonatal 
Fc receptor (FCRN or FCGRT) is involved in binding and transport of IgG molecules 
across epithelia as well as protecting them from degradation, and zinc a2 glycoprotein 
(AZGP1) is believed to function in zinc transport. Furthermore, molecules have recently 
been discovered in mouse/human that are composed only of a PBR without Igsf 
domains; these unusual class I molecules do not bind peptides but rather are important 
for regulation of NK- and T-cell function during infection. The paradigm for these SOS 
responses is the MIC class Ib molecule, which does have an Igsf domain but clearly 
does not bind peptides (R64). Some teleost class Ib genes that fall outside the major 
cluster of fish class I genes may fit into this category (R65). Finally, molecules like CD1 
bind nonpeptidic antigens for presentation to innate-like NK T cells. The phylogenetic 
analysis predicts that CD1 and FcRN are old class I genes, which may be present today 
in all vertebrates; the age revealed by the phylogenetic tree also correlates well with the 
hypothesis that ancient duplication events predating the emergence of jawed 
vertebrates resulted in the appearance of CD1, FcRN, and MHC-linked class I genes ( 
Fig. 11). Was the original function of class I linked to antigen presentation (peptidic or 
otherwise), induction of an SOS response, or to housekeeping functions? Currently we 
do not have the answer since class Ia and class Ib molecules are just as ancient. The 
discovery of class I–like genes in animals derived from ancestors predating adaptive 
immunity (if such genes exist) will help resolve this question. 

 
FIG. 10. Phylogenetic tree of classical and nonclassical class I molecules from all 
vertebrates. The nonclassical proteins are underlined and bolded. Note that there are 
two types of nonclassical class I: one type recently derived within a taxon, and another 
type that is ancient, emerging at about the same time class I split from class II.



 
FIG. 11. Gene duplication model of MHC evolution. The MHC paralogous regions 
identified by Kasahara et al. ( 88 ) are displayed, with some of the genes found in the 
syntenic groups that are described in the text. For a more detailed view of these 
regions, see Flajnik and Kasahara ( 55 ). Modified from Flajnik and Kasahara ( 55 ), with 
permission.

Class II molecules also have nearly invariant residues that bind to main-chain atoms of 
peptides, but these are in the center of the groove ( Fig. 9). Thus, tight binding to 
main-chain peptide atoms occurs in the center of the class II PBR, and peptides are 
free to protrude from both ends (R56). The only nonclassical class II molecules so far 
identified are the previously mentioned DM molecules that lack these residues. DM 
molecules so far have been cloned only from mammalian and avian species, but they 
are likely to be present in all species with canonical class II molecules ( Fig. 12). 
Polymorphism of MHC Genes High levels of polymorphism and genetic diversity are 
characteristic of most classical MHC genes. MHC variation among taxa has been 
classically derived via mutation, gene conversion, and recombination. However, it is the 
retention of ancient allelic lineages through selection that accounts for the high levels of 
diversity observed within species (R66). The repertoire of antigens recognized by MHC 
alleles is determined by the amino acids in the PBR, such that different MHC alleles 
recognize different sets of peptide derivatives. Although even minor alterations of the 
anchor residues in the PBR can drastically change the peptide-binding capacity of an 
MHC molecule, in general, MHC alleles that differ by only a few amino acids can 
overlap considerably in their peptide-binding repertoires while highly divergent alleles 
bind unique sets of peptides (R67,R68). The differential binding capacities of MHC 
alleles form the basis of two models of balancing selection proposed to account for the 
extreme diversity observed at MHC. Overdominance, or heterozygote advantage, 
assumes that heterozygous individuals are capable of binding a wider array of 
pathogenic peptides than homozygous individuals; hence they should be selectively 
favored ( 69 ). Alternately, negative frequency-dependent selection is based on the 
premise that a co-evolutionary arms race between host MHC and pathogens exists, 
resulting in the development of escape mechanisms by pathogens to common MHC 
alleles and according an advantage to rare alleles. Although numerous individual 
studies exist providing support for one or the other of these selective mechanisms, from 
a population genetics standpoint, they give very similar theoretical results and are 
difficult to distinguish ( 70 ). Studies of MHC gene population dynamics generally support 
the influence of balancing (diversifying) selection maintaining diversity of MHC genes, 
although deviations from theoretical expectations exist. At the molecular level, 
pathogen-driven selection should operate primarily on the codons of the PBR that 
determine the peptide-binding repertoire. For almost all classical MHC class I and II 
genes studied to date, excesses in nonsynonymous mutation of the PBR codons are 



observed ( 69 , 71 ). Within populations, both types of balancing selection should result in 
the evening of allele frequencies relative to neutral distributions, because rare alleles 
are increased in frequency by their presence in heterozygous individuals. Allele 
frequencies more even than expected under neutrality have been shown in a variety of 
species and populations. However, in many species the evening of allele frequencies 
does not lead to the maintenance of equal frequencies, indicating that not all 
heterozygotes have equal fitness and/or allele frequencies are influenced by additional 
selective forces or genetic drift ( 72 ). Balancing selection may also affect the distribution 
of genetic variability at MHC loci among populations ( 73 ). Theoretical models show that 
balancing selection should counteract the effects of genetic drift driving the 
differentiation among populations. Immigrant alleles will be selected for as a result of 
their exclusive occurrence in heterozygous individuals; hence, higher effective migration 
rates are expected for loci under balancing selection. This leads to a reduction, relative 
to neutral variation, in genetic divergence among proximate populations experiencing 
similar selective regimes. For the few studies with comparable population data for 
neutral loci and MHC loci, this expectation is not generally supported. Some studies 
show similar levels and patterns of differentiation among proximate populations, 
suggesting a greater role of drift relative to selection maintaining the observed variation 
at MHC. Many of the recent studies on teleosts fish show higher levels of 
interpopulation differentiation at MHC loci than at neutral microsatellite loci, and in some 
cases, different patterns of differentiation at MHC loci ( 71 ). Two recent studies suggest 
that heterogeneity in the levels of balancing selection exists among MHC loci and 
among populations at a single MHC locus ( 71 , 74 ). In humans, intensities of selection 
for HLA-B are 2.5 to 4 times the levels observed for HLA-A, while levels of selection 
among populations vary by as much as half an order of magnitude ( 74 ). Moreover, the 
levels of selection among populations among loci are not consistent. Similarly, selection 
intensities at HLA-DRB1 are generally higher than those observed at HLA-DQA1, but 
variation among populations for both loci is relatively low. Variation in selection 
intensities at MHC loci also exists among salmonid populations ( 71 ). Examination of 
MHC class II–allele frequencies in sockeye salmon populations indicated that balancing 
selection had led to an overall evening of allele frequencies in some populations and an 
evening of frequencies of allelic lineages in an even greater number of populations. The 
study indicated that in certain geographic regions divergent allele advantage, whereby 
heterozygotes containing highly differentiated alleles are selectively favored, led to 
balancing selection. However, some populations that possessed high levels of variation 
at neutral loci were depauperate of MHC variation, reflecting a lack of selection or 
directional selection at the MHC locus. Near fixation of different allelic lineages among 
MHC-depauperate populations that were connected by gene flow to each other and to 
populations rich in MHC allelic diversity was observed. This suggested that spatial 
and/or temporal variability in pathogen-driven directional selection as well as 
heterozygotes with unequal fitness levels can contribute to the maintenance and 
distribution of MHC variation. 
Disease Associations Due to the crucial role of MHC genes in immunity, it is often 
assumed that selection maintaining MHC diversity is pathogen-driven. Direct evidence 
of increased fitness of heterozygous individuals under pathogen challenge has been 
documented in only two studies. The first showed that maximum HLA heterozygosity of 
class I loci delays the onset of AIDS in patients infected with HIV, while the second 
documented a lowered response to hepatitis B vaccine in homozygous versus 



heterozygous individuals. Indirect evidence of pathogen-driven selection is also 
somewhat limited and is usually in the form of MHC haplotype associations with 
susceptibility or resistance to specific pathogens. Examples of disease associations 
documented in humans include malaria, HIV, tuberculosis, hepatitis B, leprosy, and 
Epstein-Barr virus; in mice, Streptococcus pyogenes, Plasmodium chabauidi,  and 
Trichuris muris; and in chickens, Marek’s disease, Rouse sarcoma virus, fowl cholera, 
Staphylococcus aureas, and Eimeria tenella (R75). Most associations are weakened by 
their limitation to specific populations or ethnic groups, suggesting the additional 
influence of background genes. The overall difficulty in documenting disease 
associations may be a consequence of very weak selective forces exerted by individual 
pathogens due to the overall redundancy both in the MHC (most mammalian species 
express multiple polymorphic MHC class I and class II genes) and in the numbers of 
peptide epitopes produced by pathogens for MHC recognition. The strongest 
associations of MHC haplotypes with infectious disease resistance tend to be with small 
viral pathogens with limited numbers of epitopes, and a greater strength and number of 
disease associations are found in chickens that contain a “minimal essential MHC” 
(single dominantly expressed class I and II genes) (R76). These observations suggest 
that MHC redundancies make it difficult for individual pathogens to escape recognition 
and confer a strong selective force on MHC diversity. In addition, most of the selection 
documented from single pathogens is directional, that is, certain haplotypes are 
associated with susceptibility or resistance, and therefore selection is not diversity 
generating. Under these circumstances, the generation of MHC diversity through 
pathogen-driven selection requires cumulative effects of selection exerted by multiple 
pathogens, each responsible for small haplotype-specific differences in survival and/or 
reproduction (R77). 
Mating Preferences Balancing selection on MHC genes may also be influenced by 
reproductive mechanisms, such as maternal–fetal compatibility and mate choice. 
Studies on humans have shown decreased survival of homozygous fetuses, lower 
fertility in couples sharing HLA-DR alleles, and a correlation in couples between 
unexplained recurrent abortions and the sharing of MHC antigens. In mice, survival of 
homozygous fetuses is negatively influenced by the viral infection status of the pregnant 
female. Also in mice, the “Bruce effect,” whereby up to 90% of pregnant females block 
implantation when exposed to an unfamiliar male or his odor, is strongest when new 
males are from different MHC congenic strains from the parental male than when they 
are from the same strain. These findings suggest that in viviparous species, abortional 
selection can contribute to the maintenance of MHC diversity. Substantial evidence of 
MHC-based disassortative mating exists in mice. Early studies on congenic mice that 
differed only in their MHC genes showed that males and females choose mates that are 
dissimilar to their familial MHC haplotypes, a finding that was later confirmed in studies 
on semi-wild mice and humans. The mechanism of MHC-based mate recognition lies in 
the lymphatic system, where MHC haplotype–specific odors are emitted. Mice for which 
the hematopoietic system is destroyed and replaced with cells of an MHC dissimilar 
congenic donor acquire the MHC distinctive odor of the donor. Direct evidence that 
MHC haplotypes contribute to odor came from a recent study by Montag et al. ( 78 ), 
where they measured, using a novel device termed the “e-nose,” differences in odors of 
urine and serum between mice differing only in their MHC genes. There are a number 
of hypotheses to explain how MHC genes affect odor, the most plausible of which may 
be one proposed by Penn and Potts (R79), which suggests that commensal microflora 
in microbe-harboring glands volatize metabolites of peptides carried by MHC molecules. 



Hence, individual odor is determined by unique sets of peptides recognized by the PBR 
of MHC alleles. In addition, MHC molecules may influence odor by controlling the 
commensal microbial flora within the glands, as originally proposed by Howard and 
supported by a recent study comparing the bacterial cellular fatty acid profiles of fecal 
microfloras in mice differing only in their MHC genes ( 80 ). By selectively choosing 
mates with different MHCs, disassortative mating can generate diversity not only of 
MHC genes, but could potentially promote genome-wide diversity. Whether MHC-based 
mate recognition evolved to avoid inbreeding, in a manner similar to the plant 
histocompatibility genes or the tunicate S locus genes (see below), or to produce MHC 
heterozygous offspring that are more resistant to multiple pathogens, or both, is 
currently under much debate (74,R79). Certainly, the finding in both mice and humans 
that mating preferences are based on familial rather than self-MHC haplotypes 
suggests the role of MHC in inbreeding avoidance. However, familial imprinting would 
be limited to social species with prolonged parental care. Alternately, a recent study in 
mice ( 81 ) and two recent studies in fish ( 82 , 83 ) demonstrated a preference for partners 
that maximized the complexity of progeny MHC genotypes, but did not necessarily 
maximize genome-wide diversity. In the threespine stickleback, a species in which MHC 
class II is polygenic, with variable numbers of loci present in individual haplotypes, mate 
choice by female sticklebacks was based on the number of alleles over all loci carried 
by the males ( 82 ). Females did not necessarily avoid males with similar MHC 
haplotypes or choose males with the maximum number of alleles, but chose mates that 
would input an apparently “optimal” level of MHC diversity to the offspring. Thus, 
females possessing high numbers of alleles may be less selective in mate choice than 
females with low numbers of class II alleles. In salmon, which contain only a single 
MHC class II gene, and in mice, females apparently maximized the complexity of MHC 
in their offspring by choosing males with the most functionally divergent MHC alleles ( 81

 , 83 ). This finding supports the suggestion that balancing selection based on divergent 
allele advantage governs the level of MHC allelic diversity in many sockeye salmon ( 71 ) 
and human ( 68 ) populations. 
Selection on Locus Complexity Diversifying selection on MHC genes is not likely 
controlled by any one factor alone, but is gained through a combination of selective 
forces, including pathogen-driven selection, mate choice, maternal–fetal interactions, 
and possibly other as yet undefined mechanisms. Perhaps the strength and contribution 
of each of these forces varies among species and over time and space within species. 
Certainly, although MHC diversity is generally high relative to other coding loci in all of 
the vertebrate species studied to date, variation in the absolute amount of diversity 
exists both among species and among populations. Species vary not only in the 
number of expressed MHC genes, but also in the numbers and divergence of alleles 
found within genes. For instance, salmon are likely capable of binding a wide repertoire 
of peptides by the maintenance of highly divergent allelic lineages, with up to 40% 
divergence in PBR-encoding exons, possibly gained by convergence of multiple ancient 
loci into a single ubiquitously expressed classical class I locus. Alternately, many 
neoteleost species, such as cod, pufferfish, and cichlids, maintain diversity through the 
presence of multiple MHC class I and II genes ( 84 ). As with the recurring theme of this 
chapter, there is no progression of MHC gene complexity among classes of organisms. 
And although selection favors MHC diversity, there appears to be an optimal level of 
diversity tolerated, possibly controlled by the potential of negative selection on T cells 
producing holes in the T-cell repertoire into which pathogens can escape recognition 



(R85). In fact, most species contain only one to three classical class I and class II MHC 
genes, which vary among them in levels of diversity and expression. In polyploid 
species of Xenopus ranging from 2n to 12n, the number of expressed class I and class 
II genes is kept stable through diploidization (one class Ia gene and two or three class II 
genes/haploid genome), while most other genes are maintained for ten of millions of 
years ( 86 ). The silencing of MHC genes is neither immediate nor compulsory for 
survival because laboratory-bred polyploids express multiple MHCs, and presumably 
reflects the pressure to limit expression of polymorphic class Ia/class II. Furthermore, in 
species that carry greater numbers of expressed genes, the number of encoded genes 
present in individuals is limited through haplotype variation. Exceptions to this “rule” 
might be found in the cod where up to 42 recently duplicated MHC genes were isolated 
from the cDNA of an individual fish ( 84 ), or in the axolotl (R87), which also has a very 
large number of MHC-linked expressed class I genes. However, even in these 
examples, many genes may be in the process of degeneration from class Ia to class Ib 
genes, as measured by the conservation of PBR codons. 
MHC Gene Organization Because class I and class II proteins are structurally similar, 
it is no surprise that their genes are linked, a primordial trait subsequently lost only in 
bony fish. But why are structurally unrelated class I–processing genes, including the 
immune proteasome components LMP2 and LMP7 and the TAP genes, also found in 
the MHC ( Fig. 13)? There are two possible scenarios: primordial linkage of ancestral 
processing and presenting genes in the MHC or later recruitment of either the 
processing/presenting genes into a primordial MHC. Based on the presence of similar 
clusters of MHC genes on paralogous chromosomal regions in humans and mice, 
Kasahara et al. ( 88 ) proposed that ancestors of class I, class II, proteasome, 
transporter, and class III genes were already linked before the emergence of the 
adaptive immune system ( Fig. 11) (see below). Genome-wide duplications around the 
time of the origin of vertebrates, as proposed by Ohno ( 89 ), may have provided the raw 
material from which the immune system genes were assembled (see discussion below). 
As for all other adaptive immune genes described so far, neither class I/II nor immune 
proteasome/TAP have been isolated from hagfish nor lampreys, and all of these genes 
as well as CD1 and FcRN could have emerged as a consequence of the duplications. 
Because class I genes are found on two or three of the clusters ( Fig. 11), class I–like 
molecules may have predated class II in evolution. Indeed, NK-like recognition of a 
class I molecule encoded in an ancestral linkage group may have been at the origin of 
the adaptive immune system (We discuss this topic further in the last section.) 



 
FIG. 13. MHC gene evolution. White indicates that the gene is found in at least one 
other species besides human; black designates a gene with known or inferred immune 
function; asterisk designates an old gene found on at least two paralogous regions in 
humans or at least one other species besides human; pound sign indicates a 
species-specific characteristic; large box indicates at least two genes in that region; 
double slash indicates linkage far away on the same chromosome; space between lines
 indicates that the genes are on different linkage groups. The teleost MHC is a 
composite of the zebrafish, Fugu, medakafish maps. Modified from Flajnik and 
Kasahara ( 55 ), with permission.

In birds, bony fish, and amphibians, unlike mammals, the LMP and TAP genes are 
closely linked to class I genes, not to class II, in a true “class I region” ( Fig. 13). This 
result is most striking in bony fish ( Fugu, zebrafish, medaka, trout) because class 
I/LMP/TAP/TAPBP and class II are found on different chromosomes (R90). The class III 
region, historically defined by the innate immune genes such as factor B and C4 are 
also present in the Xenopus and elasmobranch MHC, showing that association of class 
I/II with such genes is ancient. If Kasahara’s interpretation is correct—that is, MHC 
syntenic groups found on different mammalian chromosomes resulted from ancient 
block duplications—it is expected that the physical association of ancestral class I, II, 
and III genes predated the emergence of jawed vertebrates, and such syntenies in 
ectothermic vertebrates are not surprising. Indeed, linkage studies in nonvertebrates 
Amphioxus and sea urchin do support an ancient linkage of class I, II, and III genes ( 91 

) (see below). Taken together, the data suggest that lack of synteny of class I, class II, 
and class III genes in teleosts is a derived characteristic. Independent assortment of 
class I and class II may allow these genes to evolve at different rates: In trout, class Ia 
alleles form ancient, slowly evolving lineages, whereas class II genes evolve at similar 
rates as mammalian MHC alleles ( 92 ). The chicken MHC, the B complex, is on a 
microchromosome, and intron sizes and intergenic distances are both quite small so 
that the entire complex is only 92 kb as compared to over 4,000 kb in humans ( 93 ) ( 
Fig. 13). Class Ia (BF), class IIß (BL and DM), and TAP genes are in the MHC, but 
there is no evidence for immune proteasome genes, and almost all class III genes have 
been deleted except for C4. Although most class III genes will likely be found on other 



chromosomes, LMP2/7 seems to be absent from the genome; indeed, peptides bound 
to chicken class I molecules sometimes have C-terminal glutamic acid or aspartic acid, 
which are rare after proteolysis by mammalian proteasomes containing LMP2 and 
LMP7. To explain the correlation of diseases with particular haplotypes, Kaufman et al. 
(R76) proposed that the chicken has a minimal essential MHC composed of only those 
genes absolutely required to remain in the complex (see above). In summary, in all 
nonmammalian species studied, classical class I genes map closely to the TAP and 
LMP genes, suggesting that the processing, transport, and presenting genes were in an 
original “class I region” (R55). The tight linkage of the functionally, but not structurally, 
related genes strongly suggests that such genes co-evolve within particular MHC 
haplotypes. Although teleosts underwent an explosive adaptive radiation 100 million 
years ago, there are deep lineages of class Ia genes in many species, also found for 
Xenopus and cartilaginous fish class Ia genes. In mammals, the class I region is not 
closely linked to LMP/TAP and is very unstable, with rapid duplications/deletions 
expected in a multigene complex; the same class I instability extends to the 
non-MHC–linked class Ib genes in Xenopus species. It will be interesting to determine 
whether the neoteleost species that have high numbers of class I genes are linked to 
the processing/transport genes, or are in another region of the genome as in sharks, 
frogs, and chickens. 
Class I/II Expression In Xenopus species, immunocompetent larvae express high 
levels of class II on APCs such as B cells, but express only very low levels of class Ia 
molecules on hematopoietic cells until metamorphosis (R94). Expression of the immune 
proteasome element LMP7 and all identified class Ib isotypes is also very low. Larval 
skin and gut, organs with epithelia in contact with the environment, appear to coexpress 
class I (transcripts) and class II. Such expression may provide immune protection 
during larval life; perhaps expression of class Ia is limited to organs that undergo 
massive destruction and remodeling at metamorphosis. Class II molecules also change 
their distribution after metamorphosis and are highly expressed by unstimulated T cells. 
Axolotl class II molecules are also regulated differentially during ontogeny, expressed in 
young animals on B cells and then expanding to all hematopoietic cells, including 
erythrocytes, later in life. Changes in MHC expression are not correlated with cryptic 
metamorphosis in axolotls, but class II expression by erythrocytes is correlated to the 
switch from larval to adult globins ( 95 ). Unlike Xenopus, class I transcripts isolated so 
far are expressed early in ontogeny, from hatching onward. Carp class I and class II 
transcripts are detected in embryos 1 day after fertilization and reach a plateau at day 
14. However, the suspected class Ia protein does not appear until week 13, whereas 
ß2m can be detected several weeks earlier. It was suggested that another class I 
molecule is expressed during early development of the carp hematopoietic system, 
perhaps one of the unusual nonclassical molecules that groups outside the teleost 
cluster (R65) ( Fig. 10). 

Lymphoid Tissues and Cells of Jawed Vertebrates

In addition to the molecules and functions characteristic of adaptive immunity, primary 
(lymphocyte-generating) and secondary (immune response-generating) lymphoid 
tissues also define the specific immune system (R96,R97). The thymus is present in all 
jawed vertebrates, but not in the jawless fish, further solidifying the lack of (at least) 
conventional T cells outside the gnathostomes. All animals have hematopoietic 



cell-generating tissues, and outside of the so-called GALT species ( 15 ), B cells develop 
in such bone marrow equivalents in all jawed vertebrates. With the advent of clonal 
selection, the accumulation and segregation of T and B cells in specialized organs for 
antigen presentation became necessary and indeed the spleen as such an organ is 
found in all jawed vertebrates, but not in agnathans or invertebrates.

Cartilaginous Fish Like all other major adaptive immune system components, 
cartilaginous fish are the first in evolution to possess a thymus originating from 
pharyngeal pouches ( Fig. 14). As in mammals, it has a distinct cortex/medulla 
structure, and terminal deoxyribonucleotidyl transferase [TdT] expression was detected 
in thymocytes with cross-reactive antisera ( 98 ) and more recently by northern blotting ( 
22 ). GALT is also important in elasmobranchs, but lymphoid tissue in the spiral valve 
(intestine) does not have typical secondary lymphoid tissue structure; the spleen is the 
only tissue with compartmentalization of cells into discrete T-cell and B-cell zones. The 
Leydig and epigonal organs (associated with the gonads) are lymphopoietic and 
erythropoietic, producing mainly granulocytes and lymphocytes and there is high RAG 
expression in these tissues (see below). Lymphocytes form nodules in the epigonal 
organ, likely to be indicative of differentiative events. Macrophage–lymphocyte clusters 
in dogfish brain may be established only after specific stimulation, perhaps preventing 
foreign materials from entering the parenchyme. 

 
FIG. 14. Evolution of lymphoid tissues in all vertebrate classes.

During dogfish development, the liver is the first tissue to contain Ig + cells at 2 months, 
followed by the interstitial kidney at 3 months. The thymus, spleen, and Leydig organ 
appear at 4 months, and the epigonal and GALT are the last tissues to differentiate ( 99 

). The hematopoietic/lymphoid nature of the kidney and thymus disappears after 
hatching, whereas the other lymphomyeloid tissues persist through adult life. At 
hatching when embryos are exposed to waterborne antigens, structural development of 
the lymphomyeloid tissues is well advanced. In the nurse shark, neonatal spleen white 
pulp consists entirely of class II–negative B cells; by 5 months after birth, T-cell zones 
containing class II dendritic-like cells appear adjacent to the B-cell zones. Both the 
B-cell and T-cell zones are vascularized, and no detectable marginal zone separates 
red pulp from white pulp. 
Bony Fish The teleost thymus gland originates from the pharyngeal pouches and can 
be uni-, bi-, or tri-lobed, depending on the species. It is the first organ to become 
lymphoid, and its structure may differ from species to species. The cortex/medulla 



architecture is not as precise in other vertebrate species, but the duality of the 
compartment is apparent, at least in trout and the sea bass (R97). The spleen contains 
the basic elements seen in other vertebrates—blood vessels, red pulp, and white 
pulp—but the distinction between red and white pulp is less obvious (the white pulp 
being poorly developed). In spleen the ellipsoids, which are actually terminal capillaries, 
have a thin endothelial layer surrounded by fibrous reticulum and an accumulation of 
cells, mainly macrophages. Lymphocyte accumulations are often seen in their vicinity, 
especially during immune responses, which have been suggested to be primitive 
germinal centers, but they are not homologous. Red pulp is rich in melanomacrophage 
centers, which are groups of pigment-containing cells at bifurcations of large blood 
vessels that may regulate immune responses. The other main lymphoid organ is head 
kidney, believed to function as mammalian bone marrow ( 100 ). Lymphocyte 
heterogeneity resembling that of mammals exists in the trout. Thymus cells respond 
exclusively to T mitogens (e.g., ConA), head kidney lymphocytes respond exclusively to 
B mitogens (LPS), and spleen cells respond to both. PBL can be activated in MLR in 
the trout, carp, and catfish. In sea bass, functional T cells monitored with mAbs appear 
among thymocytes 30 days after hatching. Similar cells appear on day 45 in the gut 
mucosa, spleen, and kidneys. B cells are detected by day 80. Thymectomy of young 
mouth breeders ( Tilapia) impairs allograft and antibody responses. During immune 
responses, plaque-forming cells are detected in the thymus, similar to studies in 
mammals after intrathymic immunization. Antibody-forming cells can be found in the 
spleen or head kidney of many species. Only T cells (surface Ig -) respond in MLR, 
whereas T cells, B cells, and macrophages stimulate responses, which suggests that all 
lymphocytes express MHC class II molecules and display other features required for 
T-cell activation. In addition, some mAbs react with a distinct mucosal T-cell population 
and could identify the homolog of ?/d T cells, abundant in various mammalian epithelia. 
For antibody production in vitro to thymus-dependent hapten-carrier immunogens, 
macrophages (or some APC), T cells, and B cells are necessary, whereas for 
thymus-independent antigens, only macrophages (APC) and B cells are required. 
These experiments provide the strongest evidence for T cells, B cells, and accessory 
cells in this vertebrate class. 
Amphibians In anurans the thymus develops from the dorsal epithelium of the visceral 
pouches (the number of the pouches involved varies with species) and is the first tissue 
to become lymphopoietic. It is colonized from days 6 or 7 onward by precursors derived 
from lateral plate and ventral mesoderm through the head mesenchyme. Precursors 
proliferate in situ as the epithelium begins to express MHC class II molecules but not 
classical class I molecules. By day 8, thymic cortex/medulla architecture resembles that 
of other vertebrates. Amphibians possess a spleen with red and white pulp, GALT with 
no organized secondary lymphoid tissue, and many nodules (but no lymph nodes), with 
lymphopoietic activity in the kidney, liver, mesentery, and gills. The general morphology 
of lymphoid organs varies greatly according to species and changes with the season. In 
Xenopus splenic white pulp is delineated by a boundary layer, and the central arteriole 
of the white pulp follicle terminates in the red pulp perifollicular area, a T-dependent 
zone. As described above for fish, anuran spleens lack true germinal centers. In Bufo 
calamita, colloidal carbon particles injected via the lymph sac are trapped by free 
macrophages in the red pulp, which then move through the marginal zone to the white 
pulp. Giant, ramified, nonphagocytic cells found in both white and red pulp have been 
proposed to be dendritic cells. Xenopus bone marrow does not appear to be a major 



lymphoid organ from histologic observation, but high RAG expression in this tissue 
suggests lymphopoietic activity. The maintenance of RAG expression throughout adult 
life suggests that lymphocytes are continually produced. Thymectomy decreases or 
abolishes allograft rejection capacity, MLR and PHA responsiveness, IgY antibody 
synthesis, and all antibody responses that increase in affinity to classic 
thymus-dependent antigens (R101). MLR reactivity matures before the ability to mount 
IgY responses in primary responses. Thymectomy at age 7 days delays allograft 
rejection and abrogates specific IgY responses, whereas later in life it only abrogates 
antibody responses. Thymectomy performed later greatly affects the pool of peripheral 
T cells, as monitored with mAbs specific for XTLA.1, CD5, and CD8. Early thymectomy 
results in the complete absence of T cells, but lymphocytes with T-cell markers, 
perhaps corresponding to NK T cells, can still be detected. In Xenopus, thymocytes 
induce weak GVH reactions, whereas splenic T cells are good helpers and strong GVH 
inducers. The thymus contains some IgM-producing B cells and memory cells poised to 
switch to IgY synthesis, and in vitro responses are down-regulated by naïve thymus 
cells. Nitrosomethylurea (NMU) eliminates T cells and thereby abrogates alloreactivity, 
but rejection of xenografts is not abolished and thus may be controlled by 
thymus-independent mechanisms. Xenopus B cells respond in vitro to low doses of 
LPS not by proliferation, but rather by Ig synthesis, and also respond to PMA. Old 
reports of B-cell proliferation can be attributed to contaminants in LPS preparations. NK 
cells were detected in Xenopus by in vitro 51Cr assays. Splenocyte effectors from early 
thymectomized frogs spontaneously lyse allogeneic thymus tumor cell lines that lack 
MHC antigen expression (R101,102). This activity is increased after the injection of 
tumor cells or after treating the splenocytes in vitro with mitogens, suggesting 
lymphokine activation of the killers. Spontaneous killers also were identified in Rana 
species. Few lineage-restricted surface glycoproteins have been characterized in 
amphibians. Nevertheless, the following homologs have been identified by mAbs and, 
in some cases, gene isolation: CD5, CD8, CD45, XTLA.1, and CTX. Urodele embryos 
initially produce five pairs of thymic buds, the first two of which disappear. This results in 
a three-lobe thymus in Ambystoma, but in Pleurodeles and Triturus it forms one lobe. 
No cortex or medulla can be distinguished, and the thymus generally resembles the 
cortex of a mammalian/anuran thymus (R97). There are at least three types of stromal 
epithelial cells. There is no lymphopoietic activity in axolotl bone marrow, and 
hematopoeisis takes place in the spleen and in the peripheral layer of the liver ( Fig. 
14). The spleen is not clearly divided into white and red pulp. Axolotl 
lymphocytesproliferate in vitro with diverse mitogenic agents. In larval or adult axolotls, 
a population of B cells is specifically stimulated by LPS and can synthesize and secrete 
both IgM and IgY. T-cell responses to mitogens or allogeneic determinants are allegedly 
poor, but adult (older than 10 months) splenocytes and thymocytes respond well to 
PHA when the medium is supplemented with 0.25% bovine serum albumin, rather than 
1% fetal bovine serum. T cells are activated in these experiments, as shown by cell 
depletion with mAbs in vitro, and in vivo by thymectomy. Axolotl lymphocytes, like 
mammalian lymphocytes, proliferate in vitro when stimulated by staphylococcal 
enterotoxins A and B (SEA and SEB superantigens). 
Reptiles In all reptiles studied, the thymic cortex and medulla are clearly separated. 
The spleen has well-defined white and red pulp regions, but T- and B-cell zones have 
not been delineated with precision. In Chrysemys scripta, white pulp is composed of two 
lymphoid compartments: Lymphoid tissue surrounds both central arterioles and thick 



layers of reticular tissue called ellipsoids (R97). Even after paratyphoid vaccine 
injection, splenic germinal centers are not formed, as in fish and amphibians. Splenic 
red pulp is composed of a system of venous sinuses and cords. In Python reticulatus, 
dendritic cells involved in immune complex trapping have been identified and may be 
related to mammalian follicular dendritic cells. GALT develops later than spleen during 
development and it appears to be a secondary lymphoid organ (but does not seem to 
contain the equivalent of the bursa of Fabricius). Lymph node–like structures, especially 
in snakes ( Elaphe) and lizards ( Gehyra) have been reported. Reptiles, the 
evolutionary precursors of both birds and mammals, are a pivotal group, but 
unfortunately the functional heterogeneity of reptile lymphocytes is poorly documented. 
There seems to be T/B-cell heterogeneity because an antithymocyte antiserum altered 
some T-cell–dependent functions in the viviparous lizard Chalcides ocellatus. 
Embryonic thymocytes responded in MLR at all stages, but ConA responsiveness 
increased gradually during successive stages and declined at birth. In the alligator ( 
Alligator mississippiensis), like in mammals after glass-wool filtration, nonadherent PBL 
responded to PHA and not to LPS, whereas adherent cells were stimulated by LPS. 
Birds The thymus, which develops in chickens from the third and fourth pharyngeal 
pouches, consists of two sets of seven lobes each with definitive cortex/medulla. The 
thymus becomes lymphoid around day 11 of incubation. Splenic architecture is less 
differentiated than in mammals. It is not lymphopoietic during embryogenesis, as 
RAG-positive cells are found mainly in yolk sac and blood. Birds are the first vertebrate 
group where follicular germinal centers and T-dependent areas comprising the 
periarteriolar lymphatic sheath (PALS) are encountered. Plasma cells are located in the 
red pulp. ?/d TCR + T-lymphocytes are chiefly concentrated in sinusoids, whereas a/ß T 
cells fill the PALS. Lymph nodes seem to be present in water and shore birds but not in 
chickens and related birds. The bursa of Fabricius is a primary lymphoid organ unique 
to birds in which B cells are produced ( 103 ). It arises at day 5 of development and 
involutes 4 weeks later (see B-cell differentiation). T–B heterogeneity is obviously well 
defined in birds (indeed, the “B” in B-cell stands for bursa.) The effects of 
thymectomy—T- and B-cell collaboration and generation of MHC-restricted helper and 
killer cells—are very similar to mammals, the other class of warm-blooded vertebrates. 
In summary, the organization of the lymphoid tissues is perhaps the only element of the 
immune system that shows increasing complexity that can be superimposed on the 
vertebrate phylogenetic tree. The absence of primary and secondary lymphoid tissues 
(thymus and spleen) is correlated with the absence of a rearranging receptor family in 
jawless vertebrates. While all jawed vertebrates have a true secondary lymphoid tissue 
(spleen), ectotherms lack lymph nodes and organized GALT. In addition, while 
ectotherms clearly have B-cell zones resembling follicles, germinal centers with follicular 
dendritic cells are not formed after immunization, and clearly this was a major advance 
in the evolution of the vertebrate immune system (see below). 

Rearrangement and Diversification of TCR and Ig Genes During Lymphocyte 
Differentiation

All vertebrate species rearrange their antigen-receptor genes (except the case 
mentioned above for some cartilaginous-fish germline-joined genes). Besides 
rearrangement, with combinatorial joining of gene segments and imprecision of the 
joins, there are two other sources of diversity to generate the repertoires: the TdT 



enzyme that modifies boundaries of rearranging gene segments, and somatic 
mutations, found exclusively in B cells usually introduced during immune responses. 
However, progression of rearrangement during B- and T-cell development and 
diversification follow different rules in different vertebrates (R5,15). It is conceivable that 
species hatching early with just a few lymphocytes are under pressures to develop a 
rapid response and may not use the same mechanisms as species protected by the 
mother’s uterine environment. It is also possible that immune systems of species with 
small progenies are under stronger pressures than species that have many offspring, 
and this might be reflected in the manner that diversity is generated. Studies of B- and 
T-cell differentiation have been performed in many vertebrates. RAG and TdT genes 
have been cloned in representatives of many classes, probes that allow us to follow 
lymphocyte generation. Reagents have become available that permit an accurate 
monitoring of T-cell appearance in the lymphoid organs of ectotherms (cross-reactive 
anti-CD3 sera or TCR probes), as well as mAbs and gene probes specific for Ig H/L 
chains that allow examination of B cells. As a rule, the thymus is the first organ to 
become lymphoid during development. Another emerging rule is that development of 
the thymus-dependent MHC-restricted T-cell repertoire is similar in all species, and this 
is reflected in the evolution of TCR gene organization described above. In contrast 
(R4,R5), B-cell repertoire generation differs drastically among different species, even 
within the same class of vertebrates (R40,R104).

Cartilaginous Fish In the skate Raja eglanteria, Ig and TCR expression is sharply 
up-regulated relatively late in development (8 weeks). At this age, TCR and TdT 
expression is limited to the thymus; later, TCR gene expression appears in peripheral 
sites in hatchlings and adults. IgM expression is first detected in the spleen of young 
skates but IgX is expressed first in gonad, liver, Leydig organ, and thymus ( 105 ). In 
adults, Leydig organ and spleen are sites of the highest IgM and IgX expression. In 
nurse sharks, 19S IgM appears in the serum before 7S IgM and IgNAR, and this profile 
is reflected in the lack of IgNAR + cells in the spleen until 2 months after birth. RAG and 
TdT expression in the thymus and epigonal organ of the nurse shark suggests that 
lymphopoiesis is ongoing in adult life ( 22 ). In contrast to most other vertebrates, 
N-region diversity is detected in skate and nurse shark IgM and IgNAR CDR3 from the 
earliest stages analyzed, suggesting that a full-blown diverse repertoire is important for 
young elasmobranchs ( 105 ). As mentioned above, a subset of Ig genes is 
prerearranged in the germline of chondrichthyans, and many of those germline-joined 
genes are transcribed in the embryo and hatchling, but not in the adult. This pattern fits 
with the expression of the nurse shark IgM 1gj with its germline-joined V region ( 22 ), and 
suggests that some germline-joined genes “take advantage” of their early transcriptional 
edge and thus some clusters can be selected for specialized tasks in early 
development. With the hundreds of gene clusters, it is not known how “clusteric 
exclusion” is achieved at the molecular level (and why the germline-joined gene 
expression is extinguished in adult life), but as mentioned above preliminary 
experiments suggest that only one H-chain cluster is expressed in each lymphocyte. 
The architecture of cartilaginous fish Ig loci allows greatest diversity only in CDR3 since 
the CDR2 and CDR1 are always encoded in the germline and V segments do not 
combine with (D),J segments from other clusters. Yet the number of possible CDR3 is 
essentially limitless and the number of germline clusters is also high (and usually three 
rearrangement events take place since two D segments are in each cluster). Thus, as 



described previously the potential diversity is greater than the number of lymphocytes. 
Bony Fish In the sea bass Dicentrarchus labrax, a mAb detects differentiating T cells 
(perhaps pre-T cells) as well as mature T cells as evidenced by the presence of TCR 
mRNA in the sorted populations ( 106 ). Cells seem to migrate from surrounding 
mesenchyme and subsequently mature in the thymus, like in all vertebrates studied so 
far. T cells appear earlier in ontogeny (between 5 and 12 days after hatching) than 
cytoplasmic Ig + pre–B cells, which are detected only at 52 days post-hatching. Adult 
levels of T and B cells are reached between 137 and 145 days after hatching, quite a 
long time compared to young amphibians. In all teleosts examined, the thymus is the 
primary organ for T-lymphocyte generation and head kidney the primary organ for B-cell 
development. RAG1 of the trout Oncorhynchus mykiss differs from mammalian RAG1 
genes by the presence of an intron of 666 bp. Compared with other RAG1 sequences, 
trout RAG1 has a minimum of 78% similarity for the complete sequence and 89% 
similarity in the conserved region (aa 417 to 1042). RAG1 transcripts are detected 
chiefly in thymus, pronephros, mesonephros, spleen, and intestine starting at day 20 
after fertilization (R96). Trout TdT is highly expressed within the thymus and to a lesser 
extent in the pronephros beginning at 20 days post-fertilization, which correlates with 
the appearance of theses two tissues ( 100 ). Because the H-chain cluster is in the 
translocon configuration and there are many V H families, it is assumed that diversity is 
generated in the mouse/human mode. However, a study of L-chain diversity could be 
interesting since the genes are encoded in clusters with many loci that rearrange by 
inversion; thus, this system might allow for high levels of receptor editing. 
Amphibians Amphibians show major differences in the timing of rearrangement and in 
usage of TdT. Whereas precursor lymphocytes in axolotls start to rearrange at 6 weeks 
(3 weeks later than teleosts) until ˜1 year later, in the anuran Xenopus RAG expression 
is detected at hatching on day 2 after fertilization. In 6-week-old axolotl larvae, RAG1 
mRNAs were first detected in the thymus until its involution after 12 months of age 
(R107). The first appearance of RAG1 gene products is well correlated with the 
appearance of the rearranged T-cell and B-cell receptor mRNAs, 40 to 60 days after 
fertilization. RAG1 transcripts were present in the spleen and liver of young larvae, but 
neither in the liver after 4.5 months nor in the spleen after 8 months. Other investigators 
reported RAG1 transcription as early as the neurula stages of development, and in 
addition to the thymus expression was detected in spleen, brain, and eyes of adults. 
About 40% of TCRß V-D-J junctions in 2.5-month-old Ambystoma larvae have N 
nucleotides, compared to about 73% in 10- to 25-month-old animals. These V-D-J 
junctions had ˜30% defective rearrangements at all stages of development, which could 
be due to the slow rate of cell division in the axolotl lymphoid organs, and the large 
genome in this urodele ( 108 ). As mentioned above, many axolotl CDRß3 sequences, 
deduced from in frame V-D-J rearrangements, are the same in animals of different 
origins. In contrast, in Xenopus rearrangement starts on day 5 after fertilization for the V 

H locus, and within 9 days all V H families are used. V H1 rearranges first, followed by V 

H3; by day 9 or 10 V H 2, 6, 9, and 10 begin being rearranged, and then V H 5, 7, 8, and 
11 on day 13. For VL, the ? locus is the first to rearrange on day 7 (2 days after V H), a 
situation similar to that found in mammals. During this early phase, B cells are present 
in the liver, where their number increases to ˜500 cells. Later in larval life, 
rearrangement stops and then resumes at metamorphosis as suggested by the low 
incidence of pre–B cells and by the re-expression of RAG during the second 



histogenesis of the lymphoid system. RAG is expressed in adult bone marrow, as 
examined by northern blotting and by isolation of DNA excision circles, landmarks of 
ongoing rearrangements. T cells show a similar type of RAG expression/cell renewal 
during ontogeny as the B cells, and the larval and adult Vß T-cell repertoires differ 
significantly. Even early in development, tadpoles express a highly variable TCR ß 
repertoire despite the small number of lymphocytes present at these early stages 
(8,000 to 10,000 splenic T cells); little redundancy in TCR cDNA recovered from young 
larvae implies that clone sizes must be extremely small, unlike the axolotl situation 
described above. In Xenopus no lymphoid organ except the thymus is detectable until 
day 12 when the spleen appears and with it the ability to respond to antigen. For B cells 
until this time no selection occurs as suggested by the random ratio of 
productive/nonproductive V-D-J rearrangements (2:1). After day 12 this ratio becomes 
1:1; that is, the rearrangements have been selected. cDNA sequences on day 10 to 12 
(when the number of B cells increases from 80 to 500) are not redundant as if each 
sequence was represented by one cell (R107). RAG expression together with the 
detection of DNA rearrangement circles in the bone marrow suggests that 
rearrangement is ongoing throughout life and is not restricted to an early period like in 
birds. Tadpole rearrangements are characterized by a lack of N-region diversity, like in 
mammals but not axolotls or shark/skate (see above), and thus very short CDR3. 
During ontogeny, TdT appears at significant levels in thymus of tadpoles at 
metamorphic climax but little expression is detected at earlier stages, which correlates 
well with the paucity of N-region addition in larval IgH-chain sequences ( 107 , 109 ). 
Studies of the ontogeny of the Xenopus immune system have revealed a less efficient 
tadpole immune response (skin graft rejection and Ig heterogeneity and affinity); the 
absence of TdT expression during tadpole life fits well with the findings of lower larval Ig 
(and TCR) diversity (see below). 
Birds During the embryonic period, chicken stem cells found in yolk sac and blood 
rearrange their IgH and Ig light (L)V genes simultaneously over a very restricted period 
of time, and very few cells colonize each bursal follicle (about 10 4 follicles). Three 
weeks after hatching, these cells have differentiated in the bursa and then seed the 
secondary lymphoid tissues after which time B cells are no longer be generated from 
multipotent stem cells; thus, only ˜2 × 10 4 productive Ig rearrangements occur in the 
life of the chicken ( 110 ). When an antiserum to chicken IgM is administered in ovo to 
block this early bursal immigration, there are no stem cells arising later in development 
that can colonize the bursa, and these chickens lack B cells for their entire lives ( 111 ). 
Although the general Ig locus architecture is similar to that of frogs and mammals, only 
one rearrangement is possible as there is only one functional V L or V H on each allele. 
Diversity is created during bursal ontogeny by a hyperconversion mechanism in which a 
pool of pseudogenes (25 ?L and approximately 80 ?H) ( Fig. 6) act as donors and the 
unique rearranged gene acts as an acceptor ( Fig. 4) during a proliferative phase in 
bursal follicles ( 112 , 113 ). For H chains, the situation is more complex as there are 
multiple D elements. During ontogeny selection of productive rearrangements parallels 
the selection of a single D reading frame, suggesting that the many D segments favor 
D-D joins to provide junctions that are diversified by gene conversion; the 
hyperconversion mechanism can also modify Ds because most donor pseudogenes are 
fused V-D segments. The gene conversion process requires the enzyme 
activation-induced deaminase (AID), which is also required for somatic hypermutation 
and class switch ( 114 ). Since diversification by gene conversion occurs after Ig 



rearrangement and cellular entry into bursal follicles, and there is only a single germline 
V H and V L expressed on all developing B cells, it was tempting to implicate a bursal 
ligand binding to cell-surface IgM to initiate and sustain cellular proliferation and gene 
conversion. However, surface expression of IgM devoid of V regions permitted the 
typical B-cell developmental progression, demonstrating that such receptor–ligand 
interactions are not required ( 115 ). Thus, currently we know little of how cells enter the 
bursa, which signals induce them to proliferate/convert, and how cells arrest their 
development and seed the periphery. 
Mammals Perhaps surprisingly, mechanisms leading to the generation of repertoire 
diversity vary among mammalian species (15,R40,R104). At the rabbit H locus, as in 
the chicken, a single V H is expressed in most peripheral B cells. During development B 
cells that have rearranged this particular V in the bone marrow (and other sites) migrate 
to the appendix where this rearranged gene is diversified by gene conversion using 
upstream donor V segments ( 116 ). In ruminants, the ileal Peyer’s patches (IPP) are the 
bursa-like primary B-cell-generating tissue ( 117 ). Although bursa, appendix, and sheep 
IPPs show morphologic similarities, the mechanisms generating diversity are different: 
conversion in the chicken and hypermutation in sheep, and both in the rabbit. As data 
accumulate, categories can be made depending upon the mode of B-cell development: 
Rabbits, cattle, swine and chickens, unlike fish, amphibians, reptiles and 
primates/rodents, use a single V H family, of which only a few members (sometimes 
only one) are functional. This so-called “GALT group” uses gene conversion or 
hypermutation in hindgut follicles early in life (rather than bone marrow throughout life) 
to diversify their antibody repertoire. The “GALT group” also appears to lack IgD; thus 
IgD might serve some purpose in repertoire development in some groups of mammals 
and not in others (R118). It would be interesting to study the generation of diversity in 
teleost fish, where an IgD homolog has been found (see above), yet in which the gene 
organization is of the translocon type with many V H families. In conclusion, the 
potential repertoire of Ig- and TCR-combining sites is enormous in all jawed vertebrates. 
The potential antigen-receptor repertoire in all species for both T and B cells is far 
greater than could ever be expressed in an animal because of cell number limitations. 
Not all species or all gene families use combinatorial joining for repertoire building, but 
all species assemble V, (D), and J gene segments to generate their functional Ig genes 
during B-cell ontogeny, and the imprecision of this assembly creates great somatic 
diversity. Thus, from this survey in various species one could not predict that there 
would be major differences in immune responses in representatives of different 
vertebrate classes, and yet in the next section we shall see that mouse/human antibody 
responses are superior to those in many taxa. 

Adaptive Immune Responses

The quality of T-cell and B-cell responses depends on the heterogeneity and the 
diversity of the antigen-receptor repertoires and on the ability to select cells in 
secondary lymphoid tissues. As described, because of the indefinite and huge number 
of potential Ig/TCR V region sequences, potential diversity exceeds the number of 
available lymphocytes. Yet, while potential repertoires are diverse in all vertebrate 
classes, and polymorphic MHC class I and II and TCR genes have been isolated from 
all classes, antibody diversity in nonmammalian vertebrates is low. The expressed 



repertoire has been studied by indirect methods based on structural studies, affinity 
measurements during the maturation of the immune response, enumeration of 
antigen-binding Igs by isoelectrofocusing (IEF), and idiotypic analysis. Sequences of Ig 
and TCR genes expressed over the course of a response help to estimate diversity at 
another level, allowing studies of V genes diversified by gene conversion and/or 
somatic mutation during a response in a precise way. In the following survey we 
describe studies of specific antibody synthesis, T-cell responsiveness (T–B 
collaboration, MHC restriction). NK and NK–T cells will be considered in this section as 
well. Because of space limitations, we focus on ectothermic vertebrates and to a certain 
extent on birds.

Agnatha Hagfish and lampreys were reported to mount humoral responses to sheep 
red blood cells (SRBC), keyhole limpet hemocyanin (KLH), bacteriophage, Brucella, 
and human RBC. For antigroup A streptococcal antigens, hagfish “antibodies” 
recognize predominantly rhamnose, while mammals recognize N-acetylglucosamine. 
These “antibodies” were actually the complement component C3 ( 119 ). The alternative 
complement pathway was known in cyclostomes from earlier studies (see below), and 
now most investigators believe that hagfish/lamprey have no rearranging Ig/TCR genes. 
They do, however, possess cells resembling lymphocytes and plasma cells, but the 
quest for RAG or VC1 gene segments has been a failure. The report of specific memory 
in allograft rejection is difficult to reconcile with absence of the rearranging machinery 
and the possibility to generate specific lymphocyte clones, but it is possible that some 
sort of adaptive immunity exists in these animals ( 120 ). 
Cartilaginous Fish Natural antibodies binding many antigens have been detected at 
surprisingly high levels in chondrichthyans and in some teleosts (R121). After 
immunization (for instance, with 2-furyloxazolone- Brucella, or p-azobenzenearsonate), 
the horned shark mounts a low-affinity 19S IgM antibody response, which varies little 
among individuals and does not increase in affinity after prolonged immunization 
(R25,122). Variation of L chains isolated from individuals is limited, with the major 
bands having identical isoelectric points. Nurse sharks immunized to heat-killed 
streptococcal A–variant vaccine produced antibodies that among six outbred individuals 
had very different L-chain gel electrophoresis patterns. However, L-chain diversity does 
not increase with time after immunization. The relative homogeneity and large number 
of V genes hindered somatic mutation studies until a single unique reference horned 
shark IgM V H gene was found ( 123 ). Mutations in this gene were slightly more frequent 
than those in Xenopus (see below). Mutation rates could not be calculated and no 
correlation with an immune response was attempted. The mutations were 
predominantly found at GC bases and the frequency was rather low. Nevertheless, this 
work proved that somatic mutation preceded diversity obtained by combinatorial 
association of gene segments in evolution. In contrast to mutations in the IgM V H 
genes, unusual patterns of somatic mutation were detected in nurse shark type II 
germline-joined L chains. Half of the mutations (338 of 631) occur in tandem without the 
GC bias seen in Xenopus or shark H-chain V genes ( 124 ). Tandem mutations and point 
mutations take place simultaneously and are unlikely to be generated by gene 
conversion since there are no repeated patterns or potential donor genes. The 
germline-joined L-chain genes can only diversify through somatic hypermutation, 
perhaps like the hypothetical prototype V region gene prior to RAG-mediated 
rearrangement; that is, somatic hypermutation may have preceded gene rearrangement 



as the primordial somatic diversification mechanism (see below). The small number of 
IgNAR genes made it possible to analyze somatic mutation, but as in all shark mutation 
studies, random cDNAs were examined ( 24 , 125 ). The mutation frequency is about 10 
times that of Xenopus and horned shark IgM, and even higher than in most studies in 
mammals. It is difficult to establish a pattern for the mutations due to their high 
frequency and because they are often contiguous, like in the L-chain gene study 
described above; however, mutations were not targeted to GC bases and analysis of 
synonymous sites suggested that the mechanism is similar to human/mouse. Mutations 
appeared to be under positive selection in IgNAR secretory but not TM clones, strongly 
suggesting that mutations do not generate the primary repertoire like in sheep but arise 
only after antigenic stimulation ( 125 ). The role of T cells in shark immune responses has 
not been studied in detail. No thymectomy experiments have been performed and T 
cells have not been monitored during an immune response. Shark MLR and graft 
rejection have been attempted—MLR with little success (probably for technical reasons) 
and grafts with the demonstration of a chronic type of rejection for which the genetics 
has not been analyzed. However, from the MHC and TCR studies it is clear that all of 
the molecular components are available for proper antigen presentation in sharks and 
skates, and recent studies of splenic architecture suggestive of T-cell zones containing 
class II + dendritic cells argue for a prominent T-cell regulatory role in adaptive 
immunity. 
Bony Fish There are high levels of low-affinity natural antibody (up to 11% of total Ig) to 
nitrophenylacetate (NP) in some bony fish (R121). Natural antibodies in catfish have 
been correlated with resistance to virus infection or furonculosis. As a rule and like in 
cartilaginous fish, little affinity maturation has been detected in fish although some 
changes in fine specificities were noticed in the trout with a sensitive ELISA-based test ( 
126 ). B-cell and Ig heterogeneity was demonstrated in carp using mAbs, and 
DNP-specific antibody-secreting cells were identified with the ELISPOT assay in 
pronephros and spleen cell suspensions after immunization. The number of IEF 
antigen-specific bands per individual is small (up to 23), and there is little variation from 
one outbred individual to another. In sea bass, extremely low variability was reported in 
CDR1, and no variability in CDR2 or CDR3 in DNP-specific L chains, suggesting 
expression of dominant monospecific antibodies. The mild increase in trout antibody 
affinity (similar to that found in Xenopus) is attributed to selection of either minor 
preexisting B-cell populations or somatic mutants ( 126 ). In partially inbred self-fertilized 
or gynogenetic trout, variability of specific responses is even more restricted. Affinity 
measured by equilibrium dialysis was of the order of 2.0 × 10 -6 M for TNP-specific 
antibodies. The percentage of L chains of the catfish “F” and “G” types can vary greatly 
in the course of a response (2 weeks vs. 3 months). A large literature deals with 
vaccination attempts in teleost fish, due to their economic importance. The availability of 
catfish B-cell, macrophage, and T-cell lines have been instrumental in analyses of 
antibody production (R127). There are puzzling differences in responses from different 
teleost groups, much like differences between urodeles and anurans (amphibians). 
Cod, for example, do not respond well to specific antigen and have very high levels of 
“natural antibodies.” Like the cartilaginous fish, isolation of TCR genes and the 
existence of a polymorphic class I and class II molecules suggest that antigen 
presentation is operative teleosts, but unlike sharks functional experiments examining 
mammalian-like T–APC interactions have been performed. TCR mRNAs are selectively 
expressed, and specific TCR rearrangements have been detected in catfish clonal cell 



lines that produce factor(s) with leukocyte growth-promoting activity (R127). 
Modifications of the trout T-cell repertoire during an acute viral infection have also been 
followed. In nonintentionally immunized trout, adaptation of the spectratyping technique 
for TCRß CDR3 length revealed a polyclonal naïve T-cell repertoire ( 128 ). After an 
acute infection with viral hemorrhagic septicemia virus (VHSV), CDR3 size profiles were 
skewed for several Vß/Jß combinations, corresponding to T-cell clonal expansions. 
Both “public” and “private” T-cell expansions were detected in the infected, genetically 
identical individuals. The “public” response resulted in expansion of Vß4/Jß1–positive T 
cells that appeared first in the primary response and were boosted during the 
secondary response. Thus, like B cells, careful investigations reveal much more 
heterogeneity in T-cell responses than previously theorized. We have seen that species 
living in extreme cold develop (adaptive?) structural differences in their Igs. At the level 
of global immune response temperature exerts a great influence in ectothermic 
vertebrates in general, low temperature generally being immunosuppressive. Lowering 
the water temperature from 23°C to 11°C over a 24-hour period suppresses both B- and 
T-cell functions of catfish for 3 to 5 weeks as assessed by in vitro responses ( 129 ). 
Virgin T cells are most sensitive to this cold-induced suppression, a property shared 
with mammals when tested appropriately. Fish have developed ways to adapt to the 
lack of fluidity of their B-cell membranes by altering the composition of fatty acid by 
using more oleic acid at low temperatures. After appropriate in vivo acclimation, catfish 
T cells are better able to cap cell-surface molecules at low assay temperatures than are 
B cells, suggesting that capping is not the low temperature–sensitive step involved in 
T-cell immunosuppression in catfish. Evidence that fish possess cytotoxic cells was 
derived from allograft rejections and graft versus host reaction (GVR) studies. In vitro 
studies have now shown that leukocytes from immunized fish specifically kill a variety of 
target cells (allogeneic erythrocytes and lymphocytes, hapten-coupled autologous 
cells); fish cytotoxic T-lymphocyte (CTL) of the aß (and perhaps ?d) lineages as well as 
NK cells were found. Naïve catfish leukocytes spontaneously kill allogeneic cells and 
virally infected autologous cells without sensitization, and allogeneic cytotoxic 
responses were greatly enhanced by in vitro alloantigen stimulation ( 130 ). Cloned 
cytotoxic cells contain granules and likely induce apoptosis in sensitive targets via a 
putative perforin/granzyme or by Fas/FasL–like interactions. An Fc receptor for IgM 
(FcµR) was detected on some catfish NK-like cells that appears to “arm” these cells 
with surface IgM. All catfish cytotoxic cell lines express a signal-transduction molecule 
with homology to the Fc? chain of mammals. This chain with an ITAM motif is an 
accessory molecule for the activating receptor NKP46 on mammalian NK cells. 
Importantly, these cytotoxic cells do not express a marker for catfish nonspecific 
cytotoxic cells (NCC). NCC have been found in other fish species, including trout, carp, 
damselfish, and tilapia, and they spontaneously kill a variety of xenogeneic targets, 
including certain fish parasites and traditional mammalian NK cell targets. Unlike 
mammalian NK cells, NCCs are small agranular lymphocytes found in lymphoid tissues 
(pronephros and spleen), but rarely in blood. Recently, the gene for catfish NCCRP-1 
was sequenced, and found to be a novel type III membrane protein with no sequence 
homology to any known mammalian leukocyte receptor (R131). 
Amphibians Differences in immune system features between urodele (axolotl) and 
anuran ( Xenopus) amphibians, already discussed for MHC and Ig complexity, are also 
seen in immune responses. Rarely is such divergence seen within one vertebrate class 
(although the two groups diverged over 250 million years ago!). Urodeles express a 



very restricted antibody repertoire in response to specific antigen that peaks at 40 days 
post-immunization, and is entirely of the IgM class, even though the serum also 
contains IgY ( 132 ). They do not respond well to thymus-dependent antigens, which may 
be due to lack of T-cell help, yet their expressed TCR diversity looks normal (R4). 
Perhaps the huge number of expressed class I molecules (like that seen in the cod) is a 
hindrance. A population of axolotl B cells proliferates specifically in response to LPS 
and also secretes both IgM and IgY. Moreover, a distinct lymphocyte subpopulation 
proliferates significantly in response to the T-cell mitogens Con A. T cells from young 
axolotls (before 10 months) do not have this functional ability. As mentioned above, 
axolotl T cells also can be stimulated with to SEA/SEB known from mammalian studies 
to be superantigens. Anuran larvae can respond specifically (with only 10 6 
lymphocytes) to many antigens, with a modest affinity maturation of the IgM anti-DNP 
response. In adults the number of different anti-DNP antibodies does not exceed 40, 
versus 500 in mammals ( 133 ). In secondary responses, the peak of the response is 
about ten-fold higher and is reached in 2 weeks; there are no major changes in affinity 
over this initial rise. Anti–DNP Abs, or even nonimmune Ig pools, yield easily 
interpretable sequences for the first 16 N-terminal residues of both H- and L-chain V 
regions. However, this simple view was challenged when a great heterogeneity of cDNA 
sequences could be detected in animals after immunization. Isogenic Xenopus produce 
homogenous antibodies to DNP, xenogenic RBC, or phosphorylcholine with identical or 
similar IEF spectrotypes and idiotypes, while outbred individuals differ. Both IEF 
spectrotypes and idiotypes are inheritable, which suggests that diversity is a reflection 
of the germline repertoire without a major contribution from somatic mutations. Thus, 
somatic mutations were followed during the course of an antigen-specific immune 
response at the peak of the modest affinity maturation in larvae and adults ( 134 ). The V 

H genes, like their mammalian homologs, contain sequence motifs (A/G G C/T A/T) 
reported to target hypermutation. Of the 32 members of the V H1 family involved in the 
anti-DNP response, expression of only five was detected, indicating that immunization 
was being monitored. Few mutations were detected (average: 1.6 mutations per gene; 
range: 1 to 5), and there was not a strong preference for mutations in CDR1 and CDR2 
and virtually none in CDR3. Like in the shark IgM study noted above (but not IgNAR or 
type II L chains), the mutations were targeted to GC bases, and such a pattern has 
been suggested to be the first phase of the somatic hypermutation phase in 
mouse/human (R135); perhaps Xenopus has lost the second phase of the process that 
results in an evening of mutation frequency for all bases. While the mutation frequency 
was lower than in mammalian B cells, the rates were only four- to seven-fold less in 
Xenopus. Thus, there is no shortage of variants, and the reasons for the low 
heterogeneity and poor affinity maturation may be due to less-than-optimal selection of 
the mutants. Indeed, because of a relatively low ratio of replacement to silent mutations 
in the CDRs, it was argued that there is no effective mechanism for selecting mutants, 
which in turn might be related to the absence of germinal centers in Xenopus. In 
summary, the data from hypermutation, cDNA heterogeneity, and spectrotype 
ominance suggests that in the absence of refined modes of selection in late-developing 
clones, B cells producing somatic mutants may be out-competed by antibodies 
generated earlier in the response. Essential T-cell functions in anurans were shown with 
in vitro assays for T–B collaboration and MHC restriction, demonstrating the similarity of 
the role of MHC in Xenopus and mammals. Regulatory T cells have been shown 



indirectly in hematopoeitic/thymic chimeras for control of CTL generation and in 
antibody responses (R136). Ig synthesis can be enhanced following thymectomy in 
axolotl or Xenopus, again implying a role for thymic-dependent regulatory cells. As 
described previously, the class switch first occurs in amphibians, and thymectomy early 
in life totally prevents IgY, but not IgX synthesis; thus, T cells are absolutely required for 
the switch and also for high-affinity IgM responses. Switching can also be induced in 
tadpoles, although one must hyperimmunize animals for this response, due to a paucity 
of T cells in larvae. The switch is also very much temperature-dependent, and as 
described above for channel catfish, ectotherm T cells are quite temperature sensitive. 
Recently, similar to studies in mammals, the chaperone gp96 has been shown to 
shuttle peptides into target cells to make such cells targets for MHC-restricted CTL 
lysis. Immunization of frogs with gp96 from a thymic tumor results in the elicitation of 
CTL that display antitumor activity. Heroic experiments with gp96 vaccination have also 
shown that CTL activity against minor histocompatibility antigens is MHC restricted ( 137 

). As mentioned above, NK cells have been characterized in Xenopus with mAbs that 
recognize non–B/T cells (R101,102). Those cells kill MHC class I–negative target tumor 
cells but not class I + lymphocytes, and after thymectomy these cells are enriched in the 
spleen. More recently, CD8 + cells expressing TCR were isolated with the same mAb, 
suggesting the existence of amphibian NK-T cells. Expression of the mAb epitope on 
cells is induced by PMA/ionomycin, and is also detected in CTL when MHC-dependent 
cytotoxicity is reduced. 
Reptiles Lack of an increase in affinity and homogeneity of IEF spectrotypes suggest 
low antibody heterogeneity in reptiles. In the turtle Pseudemys scripta a number of 
genomic VH sequences, representing possibly four families, were isolated, as was a 
genomic Cµ, all shown to be encoded at a single locus. In Northern hybridizations, the 
Cµ4 probe detected two transcripts; of the four VH groups, only one was expressed, 
and multiple bands indicated the presence of at least two non-µ transcripts. Among 32 
unique V-D-J rearrangements from one animal, there were 22 sequence variants in FR 
4, suggesting either a large number of J segments or somatic modification ( 39 ). The 
latter interpretation is supported by point mutations found in framework 3 and CDR3. 
For T cells there are no data on T-effector function, but studies on the behavior of T-cell 
populations change due to seasonal and hormonal variations. Thymocytes from the 
turtle Mauremys caspica proliferate in response to PHA and ConA, and can kill tumor 
target cells by both ADCC-mediated and NK-mediated cytotoxicity. Proliferative 
responses to PHA and Con A were higher for both sexes in spring and for females in 
winter than in the other seasons. 
Birds and Mammals Sequence data and L-chains patterns on 2-D gel electrophoresis 
showed less antibody heterogeneity in chicken than in mouse. The poor increase in 
affinity of chicken anti-DNP and antifluorescein antibodies again indicates lower 
heterogeneity. Few changes occur after immunization, even if one waits 1 year after 
several injections. Perhaps similar to the trout study described above, a restricted 
population of high-affinity antibodies was found only after immunization in Freund’s 
complete adjuvant. Hyperconversion and somatic mutation in Ig genes have been found 
in splenic germinal center B cells after immunization ( 138 ). The relatively poor affinity 
maturation of the chicken response may be due to a balance between gene conversion 
and somatic mutation. Indeed, modifications of V genes with large segments of DNA is 
not an optimal strategy for fine-tuning antibody responses. In the rabbit there is also 
conversion/mutation by B cells in germinal centers after immunization. Within mammals 



large variations are found in marsupials with no obvious secondary response, to mouse 
with 1,000-fold increases in affinity, but the basis for the relatively poor responses has 
not been established. In conclusion, although all vertebrates have a very large potential 
for generating diverse antibodies after immunization, only some mammals studied to 
date make the most of this potential. Perhaps pressures on the immune system of 
cold-blooded vertebrates have been less intense due to a stronger innate immunity and 
architecture of their lymphoid system is not optimal for selecting somatic mutants, or the 
great rises in affinity detected in antihapten responses are not physiologically relevant. 
An immune system using somatic diversification at its “best” is well adapted to species 
where the value of single individuals is important (i.e., species with small progenies). 
Has that been the condition for the creation and selection of somatic rearrangement 
and of the optimal usage of somatic mutations? If this explanation provides a rationale 
for the utilization of somatic mechanisms in generating a repertoire and improving it, it 
does not tell us why it works so well in certain species and not in others. Perhaps the 
key is the organization of secondary lymphoid organs. Likely a combination of 
factors—for example, endothermy, secondary lymphoid tissues, mutation versus 
conversion, the hypermutation mechanism itself, rates of proliferation (pathogen and 
lymphocyte), and so on—are at work in the regulation of antibody responses. 

Cytokines and Chemokines

Many cytokines/chemokines and their receptors, like most molecules of the immune 
system, evolve rapidly. It has not been easy to isolate their genes and proteins by 
degenerate PCR/cross-hybridization/cross-reactive antibodies, although with the rapid 
analyses of ESTs and genes from sequencing projects in many species this situation is 
rapidly changing. The largest number of cytokine genes has been isolated from birds 
(mainly chickens) and teleosts (especially rainbow trout and flounder, but also carp and 
sea bass), with amphibians and reptiles trailing far behind. A comprehensive list of 
teleost (R139) and chicken (R140) cytokines identified to date has recently been 
published; here we provide the highlights, especially when some functional analyses 
have been performed.

Inflammatory Cytokines IL-1, IL-8, and TNF IL-1, IL-6, TNFa, and IL-8 are the 
prototypic cytokines associated with inflammatory responses, which are defined by 
induction of vasodilation and vascular permeability, and up-regulation of innate immune 
system molecules that have direct functions or that co-stimulate/attract T and B cells. 
Some of these activities can be assayed in supernatants from LPS-stimulated 
phagocytes by determining whether thymocytes are stimulated to proliferate when one 
also adds suboptimal concentrations of T-cell mitogens. It is perhaps reasonable to 
imagine that such cytokines, which act both at a distance as well as in a cognate 
fashion, might be found in the invertebrates. Indeed, IL-1–like activities have been 
described for echinoderm coelomocytes (either IL-1–like production by such cells, or 
the ability of the cells to respond to mammalian IL-1), but unfortunately no molecular 
data revealing the structures of the active invertebrate cytokine/cytokine receptor have 
been reported (R141). A molecule from earthworms capable of activating the 
prophenoloxidase defense pathway cross-reacted with a mAb directed to mammalian 
TNFa. However, this molecule had no homology to TNFa upon sequencing, but its 
activity is nonetheless quite interesting ( 142 ). Thus, we still await identification of 



invertebrate cytokines related to those in jawed vertebrates, which will likely come from 
the sequencing projects in prochordates and echinoderms. Furthermore, only one 
cyto(chemo)kine, with homology to IL-8, has been identified in agnathans (lamprey). 
IL-1 activity, as measured by the thymocyte co-stimulation assay, has been detected in 
teleosts, amphibians, and chickens, and it has been cloned from several teleost species 
(e.g., rainbow trout and flounder). IL-1ß up-regulation has been detected after treatment 
of macrophages with LPS, consistent with its inflammatory function in mammals. In 
addition, injection of gram-negative bacteria into trout induced IL-1ß expression in many 
tissues. Identity with the mammalian IL-1ß gene ranges from 32% to 40% (identity 
between mammalian IL-1a and IL-1ß is about 25%). The first cytokine gene, IL-1ß, from 
a cartilaginous fish recently was identified, and it shares all of the properties expected 
from studies in teleosts ( 143 ). TNFa homologs have also been cloned from trout and 
flounder (but surprisingly not yet from birds), and its expression in leukocytes is 
up-regulated within 4 hours after treatment with LPS, IL-1ß, and PMA. Both chicken 
IL-1ß and the IL-1R were identified and have been expressed as recombinant proteins. 
The IL-1R homology to mammalian orthologs is quite high (61% identity) but the highest 
similarity is found in the cytoplasmic domains. In addition, there are four blocks of high 
similarity to the cytoplasmic tail of Toll/TLR proteins, and IL-1R and TLR use similar 
signal transduction cascades (see below). IL-8 has been identified in the jawless 
lamprey ( 144 ) and in various gnathostomes such as trout, flounder, and perhaps 
chicken; a chicken CXC chemokine called K60 clusters with IL-8 in phylogenetic trees, 
and is up-regulated in macrophages stimulated with LPS, IL-1ß, and IFN. Interestingly, 
Marek’s disease virus expresses an IL-8 homolog (v-IL-8), which may be involved in 
inducing immune deviation. 
Interleukin 2 Co-stimulation assays of thymocytes, as described for IL-1, and 
perpetuation of T-cell lines with stimulated T-cell supernatants are performed to detect 
IL-2 or T-cell growth factor activities. Unlike IL-1, IL-2–like factors generally stimulate 
cells only from the same species, and it is a “cognate” cytokine, meant for release only 
between closely opposed cells. From teleost fish to mammals, stimulated T-cell 
supernatants co-stimulate thymocyte proliferation or can maintain the growth of T-cell 
blasts (R140,145). The chicken IL-2 protein is only 24% identical to human IL-2 and 
only 70% identical to a near cousin, the turkey. Initially, it was difficult to determine 
whether the bird molecule was actually IL-2, its relative IL-15, or perhaps a precursor 
that predated their divergence. However, recent EST analysis suggests that both 
chicken genes exist. A candidate IL-2R in chicken was identified by a mAb recognizing 
a 50-kDa molecule only on stimulated T cells (thus and IL-2Ra homolog). This mAb 
blocks co-stimulation by IL-2–like molecules in chicken T-cell supernatants and also 
reduces the capacity of T-cell blasts to absorb IL-2–like activity from supernatants. It 
has yet to be determined whether candidate cDNA clones for IL-2Ra encode the 
molecule recognized by the mAb. Common ? chain (?C) is the signaling subunit of the 
IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21 receptors; absence of this chain in mammals 
leads to major defects in lymphocyte development (“boy in the bubble”). A ?C homolog 
was cloned in rainbow trout with unusually high identity (44% to 46%) to mouse/human 
genes ( 146 ). IL-1ß, but not LPS, up-regulated the trout gene in macrophage cultures 
and a fibroblast cell line. Identification of this protein subunit should allow isolation of 
several fish cytokine receptors. In summary, similar phenomena described in mammals 
for IL-2 and IL-2R expression seem to exist in all jawed vertebrates. Future studies will 
lead not only to an understanding of IL-2 evolution at the structural level, but also 
insight into the seasonal changes in T-cell stimulation in reptiles, the differential 



capacity of larval and adult amphibian T cells to produce or respond to T-cell growth 
factors, and hyperstimulation of T cells in the mutant obese chicken strain. 
Interferons Type I IFN is expressed in leukocytes (IFN-a) and virus-infected fibroblasts 
(IFN-ß) and induces inhibition of viral replication in neighboring cells, as well as 
molecules of the innate immune system such as iNOS and IRF-1. In contrast, type II 
IFN (IFN-? or immune IFN) is synthesized by activated T cells, activates macrophages, 
and up-regulates class I, class II, immune proteasome subunits, and TAP, and a large 
number of other genes (R55). IFN has not been detected in the invertebrates, and in 
general cellular immunity in the invertebrates has lagged behind the explosion of data 
on humoral immunity (see below). However, an IFN consensus response element 
(GAAANN) is found in the promoter of the antibacterial diptericin gene in Drosophila; 
this sequence binds to a 45-kDa protein that cross-reacts with an antiserum specific for 
mouse IFN regulatory factor I (IRF1), which seems to be specifically expressed in 
immune tissues such as fat bodies and leukocytes ( 147 ). Antiviral activity is detected in 
supernatants from virally infected fish fibroblasts, epithelial cell lines, and leukocytes. All 
of the biochemical properties of mammalian type I IFN (e.g., acid stable, temperature 
resistant) are present in these fish supernatants, and the putative IFN reduces viral 
cytopathic effects in homologous cell lines infected with virus, but no cDNA or genomic 
clones have been identified yet. In vivo passive transfer of serum from virally infected 
fish protects naïve fish from acute viral pathogenesis (R148). Similar activities have 
been detected in tortoises. In chickens there are up to ten closely related, intronless 
type I–IFN genes ( 140 ). Sequence identity to human type I IFN ranges from 25% to 
80% with the apparent functional gene having highest similarity. Type II IFN, like IL-2, 
has been difficult to isolate from lower vertebrates. In trout, a macrophage-activating 
factor (MAF) was identified in ConA-stimulated purified T cells. It induces macrophage 
phagocytosis, spreading, respiratory burst, and nitric oxide production. Chicken type II 
IFN, as a T-cell product with potent macrophage activation properties, has been cloned. 
Whether MAF is identical to type II IFN is unclear, but it is very likely since an antiserum 
raised to recombinant IFN blocks macrophage activation. The gene is 35% identical to 
human type II IFN and only 15% identical to chicken type I IFN. Recombinant chicken 
IFN stimulates nitric oxide production and class II expression by macrophages. 
Transforming Growth Factor ß TGF forms a large family with pleiotropic effects in 
many developmental systems. For the immune system, TGFß isoforms are best known 
for their capacity to suppress adaptive immune responses across species barriers, 
although they can also stimulate lymphocytes under certain conditions ( 149 ). TGF-ß 
inhibits macrophage activation in trout and growth of T-cell lines in Xenopus species. 
Trout TGF-ß, most similar to mammalian TGF-ß1 and TGF-ß5 (62% to 66% identity), is 
expressed in lymphoid tissues and brain, but not in the liver. Two forms of TGF-ß were 
isolated in Xenopus species, both of which act on embryonic ectoderm to induce 
mesoderm. Recombinant Xenopus TGF-ß, like the mammalian form, also can inhibit 
IL-2–like dependent growth of splenic lymphoblasts. Four TGFß isoforms were isolated 
from chickens, but no functional work has been done with their products. However, 
recombinant human TGF-ß1 inhibits chicken T-cell proliferation (also in trout) and 
seemingly supports the maturation of suppressor cells. The isolation of nonmammalian 
cytokines and cytokine receptor genes has lagged behind molecular characterization of 
antigen receptors and MHC. Nevertheless, cytokine assay systems in many species 
and certain disease states, especially in fish and birds, suggest that the majority of vital 
mammalian cytokines and chemokines will be found in other vertebrates, and soon we 



will know the structures of all cytokine/chemokine genes in several ectothermic 
vertebrates. Teleost fish have led the way in analyses of innate responses to viruses, 
and the general pathways from cell-surface receptor to targets of transcriptional 
up-regulation will most likely be understood quite soon. We think it will be quite 
interesting to uncover which cytokines are ancestral to the major branches described 
here, once genome projects have revealed cytokine families in prochordates and 
echinoderms; indeed, will molecules related to the pro-inflammatory cytokines and type 
I interferons be most ancient as anticipated? Furthermore, with the explosion of 
knowledge concerning chemokines and their receptors, and their roles not only in 
immune responses but also in lymphoid organ formation, we anxiously await their 
identification in deuterostomes from ancestors predating the jawed vertebrates. Since 
chemokine receptors are members of the ancient family of seven transmembrane 
G-protein coupled receptors, it will be exciting to unravel their phylogenetic relationships 
to such molecules in animals without adaptive immunity. 

Evolution of Hematopoiesis

Antigen-receptor genes rearrange and are expressed in the lymphoid lineage. What is 
the origin of pathways leading to the emergence of lymphocytes and are they 
conserved? In vertebrates the lymphocyte development is characterized by 
ventrolateral mesoderm induction, hematopoietic stem-cell specification, and cell 
lineage differentiation. Some of the key regulatory steps in this process have been 
uncovered by studies in mouse, chicken, zebrafish, and Xenopus. Evolutionary 
conservation of several pathways in vertebrates and invertebrates point to fundamental 
roles of various transcription factors such as FlK-1, Lmo-2, SCl, GATA, FOG (friend of 
GATA), molecules with the runt domain, PEBP2aA/CBFA1, Ets/Erg, AML, Ikaros, and 
so on in the control of hematopoiesis (R150). Indeed, homologs of transcription factors 
involved in vertebrate hematopoiesis even have been discovered in protostomes such 
as Drosophila and C. elegans. For instance a cDNA encoding the homolog of 
mammalian PEBP2a was discovered in C. elegans where no functional data are 
available (PEBP2aA/CBFA1 and PEBP2aB/CBFA2 function in vertebrate osteogenesis 
and hematopoiesis). The C. elegans PEBP2a homolog contains a region that is highly 
homologous to Drosophila runt and lozenge (Lz) and to members of the same family in 
vertebrates (see below). The hematopoietic functions of several transcription factor 
homologs have been investigated in Drosophila and some conservation in the genetics 
and principles of blood cell development have been discovered, despite the huge 
physiologic and phylogenetic differences between fly and vertebrate blood cells ( 151 ). In 
some cases, the conservation extends to the cascade of events leading to the 
generation of a certain cell type; for example, the two primary classes of hematopoietic 
cells in Drosophila are plasmatocytes/macrophages and crystal cells, and both can be 
involved in the immune responses of the animals. The Drosophila GATA protein Srp 
(Serpent) is required for the expression of both Lz and Gcm (glial cells missing), 
themselves required later to specify crystal cells (Gcm) or plasmatocytes and 
macrophages (Lz). Given the similarities of Srp and Lz to mammalian GATA and AML1, 
there seems to be conservation of the pathway ( 152 ). In addition, there appears to be 
two waves of hematopoiesis in flies, much like during embryogenesis in vertebrates: 
Embryonic hematopoiesis takes place in head mesoderm, whereas larval and then 
adult hematopoiesis occurs in the larval lymph gland, perhaps the analog of mammalian 



bone marrow. In addition, embryonic crystal cells do not persist to late larval stages. 
These observations suggest that, as in the vertebrate system, a second wave of 
hematopoiesis produces Drosophila larval and adult hemocytes. Thus, conservation of 
the pathway resulting in the macrophage/granulocyte lineages is visible in protostomes, 
as are some innate immune mechanisms expressed in these cells (see below). In 
deuterostomes—for example, the sea urchin Strongylocentrotus purpuratus—several 
transcription factors have been cloned although few functional studies have been 
performed. In addition, a sea urchin runt domain–containing protein has been detected 
and is expressed in coelomocytes where it is up-regulated upon bacterial challenge 
(also urchin NF?B), and a GATA factor equally related to GATA1 and GATA3 was 
cloned and shown to be expressed in coelomocytes (R153).

In summary, transcription factors of the family PAX 2/5/8, GATA 1,2,3, Ets/Erg, and runt 
domain–containing factors have been cloned in several invertebrates. One plausible 
model to explain the genesis of true lymphocytes in vertebrates is that closely related 
members of transcription factor families are the result of relatively late divergence in 
lineage pathways followed by specialization of duplicated genes. These duplications 
could be those that apparently occurred during the history of chordates (see MHC 
Origins section below). Within deuterostomes, the generation of true GATA 2 and 3 
probably occurred after echinoderms diverged from the chordate branch and the GATA, 
Ets, EBF, Pax5-dependent pathways of T/B–cell differentiation are thus specific to 
vertebrates (R150). Studies in prochordates and cyclostomes should now reveal when 
the duplications took place. It is already known that lampreys express a member of the 
purine box 1 (PU.1)/spleen focus-forming virus integration–B (Spi-B) gene family that is 
critically and specifically involved in jawed vertebrate lymphocyte differentiation ( 154 ). 
Expression has been detected in the gut, which may be related to the fundamental 
nature of “GALT” as a lymphoid cell-producing organ. In jawed vertebrates, the 
possibility of screening for lineage-specific mutations and the availability of transgenics 
in teleost fish ( Danio rerio) and amphibians ( Xenopus) should help in understanding 
lineage-specific gene expression, as well as provide information on the evolution of 
lymphocyte lineage-determination pathways.

In vertebrates, the generation of T-, B-, and NK-lymphocyte lineages from pluripotent 
hematopoietic stem cells depends on the early and tissue-specific expression of Ikaros 
(and related loci), which by means of alternative splicing produces a variety of zinc 
finger DNA–binding transcription factors. The orthologs of Ikaros, Aiolos, Helios, and 
Eos have been identified in the chondrichthyan Raja eglanteria where two of the four 
Ikaros family members are expressed in their specialized hematopoietic tissues 
(epigonal and Leydig organs; see discussion above) like in mammals ( 155 ). An 
Ikaros-related gene has been identified in the lamprey Petromyzon marinus, in which 
neither Ig nor TCRs have been identified. In teleost fish and amphibians Ikaros cDNA 
from trout and Xenopus show roughly 75% amino acid conservation with mammalian 
Ikaros. In mice and humans, Ikaros produces six alternatively spliced isoforms, but in 
trout there are two additional novel splice variants expressed early in ontogeny. In trout 
and zebrafish, as in mammals, Ikaros is a single-copy gene, but in X. laevis, Ikaros has 
been duplicated, most likely a result of polyploidization. The conservation of Ikaros 
structure and expression reinforces its role as a master switch of hematopoiesis (R156).



RAG and TdT: Lymphocyte Markers Most models propose that the generation of 
somatically rearranging receptors occurred abruptly in evolution via the generation of 
the RAG machinery made of two lymphocyte-specific proteins, RAG1 and RAG2 (see 
below). Unique to gnathostomes, RAG genes have so far been isolated in all classes of 
jawed vertebrates excluding reptiles, and have been quite conserved. In every case 
examined, RAG1 and RAG2 genes are closely linked and in opposite transcriptional 
orientation. Some regions of RAG1 and RAG2 are similar to bacterial recombinases or 
to molecules involved in DNA repair (e.g., RAD16), or the regulation of gene expression 
(such as Rpt-1r). Similarities to prokaryotic proteins and the gene structure suggest that 
vertebrates acquired the RAG machinery by horizontal transfer and transposition from 
bacteria; thus, unlike the transcription factors described above, RAG-related genes are 
unlikely to be found in any invertebrate (R156). Indeed, RAG genetic organization has 
some transposon characteristics: The RSS are reminiscent of sequences involved in 
targeting excision of transposons (see below). Another source of somatic 
antigen-receptor diversity shared by all gnathostomes characterized to date is a unique 
DNA polymerase, terminal deoxynucleotidyl transferase (TdT), which diversifies CDR3 
during Ig and TCR gene rearrangement through the addition of nucleotides in a 
template-independent fashion. Furthermore, as detailed above, its expression serves as 
an unambiguous developmental marker for the sites of lymphopoiesis. TdT has been 
highly conserved in both sequence (>70% aa similarity, >50 aa identity) and overall 
structure during vertebrate evolution. An amino-acid alignment of all known TdT 
sequences reveals that some, but not all, structural motifs believed to be critical for TdT 
activity are particularly well conserved in chicken, mouse, human, cattle, and trout ( 100 ). 
TdT protein alignments, and the crystal structure for rat ß-polymerase, support the 
hypothesis that both evolved from a common ancestral DNA repair gene. In addition, 
four protein kinase C–phosphorylation sites are conserved, and hence may be involved 
in TdT regulation. Thus, unlike RAG, TdT has evolved by gradual evolution from a 
polymerase family and was recruited for immune system function. 

EVOLUTION OF INNATE IMMUNITY

Of the over 1 million described species of animals ( Fig. 1) ˜95% are invertebrates 
representing 33 phyla, some with one species (Placozoa, Cycliophora) and others with 
over 1 million (Arthropoda). Since they have major differences in body plans, 
development, size, habitat, and so on, wildly different types of immune systems in 
diverse species should be expected. Early studies of invertebrate immunology reached 
no consensus of how immunity should be examined, but because vertebrate immunity 
was often defined through transplantation reactions, attempts to reveal specific memory 
by allograft rejection as detailed below was often used. After (mostly failed) attempts to 
demonstrate memory of such responses in the invertebrates, and after extensive 
molecular studies, a consensus was reached that an invertebrate adaptive immune 
system involving somatic generation of antigen receptors and their clonal expression 
was highly unlikely. Of course, invertebrates may have adaptive systems of different 
kinds, but without the fine specificity acquired with gene rearrangement/somatic 
mutation. In contrast, we expect that some characteristics that evolved early in animal 
evolution will be maintained in the vertebrate lineage. Phagocytosis has long been cited 
as one example of such conservation, together with several proteins of the acute-phase 
response and complement cascades (R157). All invertebrate immune responses 
studied to date are of the innate or nonadaptive type. In innate responses in which 



memory to a particular antigen does not exist, selection is at the level of species 
polymorphism and diversity. However, the term “innate” sometimes is too rigid and 
masks the possibility of other somatic alterations of invertebrate immune system 
molecules, such as alternate splicing. We classify the invertebrate responses into 
different phases: (a) cells involved in the responses; (b) recognition molecules; and (c) 
signaling in the systemic responses to fungi, bacteria, and eukaryotic cells (parasites). 
We make comparisons to the vertebrates throughout.

Invertebrate Cells

The cell types involved, besides direct interaction with the external layer of cells on the 
skin, or external teguments, are specialized cells of mesodermal origin devoted to 
defense. This is true for all coelomates where effector cells have been identified such 
as sipunculids, annelids, mollusks, arthropods, and all deuterostomes ( Fig. 1). The 
cells can be circulating or sessile, and often are found associated with the gut. In the 
splanchonpleura of Drosophila, there are three cell types: plasmacyte, crystal cells, and 
lamellocytes. As described above, an understanding of lineage determination is at its 
beginning stages, but mutations in Toll and cactus cause abnormal differentiation and 
hyperproliferation. The conserved JAK/STAT pathway is also involved in the control of 
hematopoiesis, a further analogy with mammals (R158). Several morphologically 
distinct hemocyte types in insects cooperate in immune responses: They attach to 
invading organisms and isolate them, trapping larger organisms in nodules or forming 
large multicellular capsules around them. Indirect evidence for the role of hemocytes in 
immune responses can be derived by contrasting properties of such cells in healthy and 
parasitized animals—that is, modifications in adherence and opsonic activity. In 
sipunculids, cells resembling NK cells with their granules were seen. Since that report, 
numerous examples of cells with activities and morphologies similar to CTL or NK cells 
have been described in invertebrate taxa, such as echinoderms, annelids, and 
mollusks. As usual (and we cannot state this too strongly), caution regarding analogy 
versus homology must be exercised when describing these similarities.

Recognition

Initiation of an immune reaction can theoretically involve either the recognition of 
non-self, altered self, or the absence of self (R3). Non-self recognition can take place 
with receptors (PRR, pattern-recognition receptors or pattern-recognition molecules) for 
the so-called pathogen associated molecular patterns (PAMP), which are defined as 
evolutionarily conserved epitopes expressed by molecules of pathogens but not host 
cells. The second mode, altered self, is typified by molecules that are induced in 
self-cells during infections and recognized by conserved defense molecules, similar to 
the SOS systems mentioned above (R64). A third mechanism, “Am I still myself,” 
depends on recognition of self-tags and their changes in expression, such as NK 
recognition of self-MHC molecules through KIR and C-type lectins. These latter two 
mechanisms have not been described in the invertebrates for immune defense against 
pathogens, but it would not be surprising if they were revealed in the future. However, 
NK-like recognition phenomena are found in allorecognition reactions in some 
invertebrates (and in plants by one well-understood mechanism, as discussed below), 
which are governed by polymorphic systems that have yet to be analyzed at the 



molecular level.

Whether the invader is related to an animal host (cells from individuals of the same 
species or cells from a parasitoid) or are very distant from the host (fungi and bacteria), 
there are different principles of recognition. Yet PAMP determinants have been 
identified on very different organisms (sugars such as ß1,3 glucan of fungi, LPS and 
peptidoglycans of bacteria, and phosphoglycan of some parasites) and they can trigger 
the same cascade of events (R3,R157). The foreign ligand can be bound by a molecule 
in solution that initiates an effector proteolytic cascade (e.g., clotting or the complement 
cascade). On the other hand, a proteolytic cascade can be initiated and result in the 
production of a self-ligand that interacts with a cell-surface receptor. In this way, there 
need not be a great diversity of cell-surface receptors, an advantage in the absence of 
clonal selection. The indirect membrane triggering may delay responses but it is 
economical, and might explain why Drosophila Toll receptors do not bind directly to a 
range of PAMPs, as in mammals ( Fig. 15) (see below).

First Line: Defense Molecules, Complement, and Gene Up-regulation The 
accumulation of cDNA subtractive libraries following immunizations with pathogens in 
many animal phyla has shown that species challenged by pathogens respond by 
enhanced production of many different molecules. This immune response dubbed 
“nonspecific” by disdainful vertebrate immunologists can be quite complex, diverse, and 
specific. There are many types of responses and doubtless many more defense 
mechanisms will be uncovered. An immediate innate response in annelids results in 
production of fetidin, a peroxidase-containing protein that is produced by coelomocytes 
in large amounts following physical challenge. Fetidin, which shows both polymorphism 
and polylocism, induces the production of massive amounts of lysine in the peritoneal 
fluid that kills all but self-cells ( 159 ). Crustacean (shrimp and crayfish) tissue extracts 
have activity against DNA viruses and nonenveloped RNA virus, and act during the 
virus-attachment phase ( 160 ). Whether the molecule(s) actually evolved for immune 
defense is not known, but if not, there should be antiviral activity since there can be 10 
billion viral particles/liter of seawater and viral infections are common in Crustaceans 
(e.g., blue crabs can be infected by rotavirus, enterovirus, Newcastle disease virus, and 
polioviruses). Diverse gene families (some with known structures, like the Toll and 
SRCR discussed below, and others with no recognizable mammalian homologs) are 
up-regulated in sea urchins. Many other proteins in several invertebrate phyla are 
involved in cell attachment, hemolysis, nodulation, encapsulation, and agglutination, 
whether related to an adhesion molecule like Igsf members (hemolin, MDM, FREPs) or 
not (limunectin, croquemort). Peroxidase-containing molecules tend to form a new 
group even if the activities of the molecules are quite different from earthworm fetidin 
described above. Often, and it almost becomes a rule with pathways and molecules 
involved in defense, they can be involved in development or regeneration. Sometimes 
the concentration of a defense peptide will increase without gene up-regulation: 
Crustaceans have an array of molecules with antifungal or antibacterial activities, and in 
one case shrimp use a respiratory pigment to cleave a peptide from the C-terminal 
region of hemocyanin, which increases in relative concentration after infection, and 
adds another function to the already multifunctional crustacean respiratory pigment ( 161 

). Finally, defense molecules can differ in body fluid concentration depending on the 
species examined: The well-conserved complement component C3 is found at very 



high levels in vertebrate serum, but appears to be absent in quiescent sea urchins until 
the animals are challenged by injury or infection (see below). 
Ig Superfamily Most invertebrate Ig-like defense molecules have been uncovered in 
mollusks, arthropods, and echinoderms. Mollusk FREPS (see origins of rearranging 
receptors section and Fig. 1 and Fig. 7 for further information) are proteins found in the 
hemolymph with an Igsf moiety (one or two V-like domains) and a fibrinogen domain; 
the level to which they can be induced is not known but they bind to schistosomes, 
common parasites of mollusks ( 162 ). The diversity is remarkable in that there are many 
polymorphic genes and alternate mRNA splicing within these genes. It is not known 
which region(s) is the “working end” of FREPS, but the fibrinogen domain can be 
associated with one of the molecules’ extremities as if it could be an effector domain 
associated with an Igsf recognition domain. A huge diversity is seen within and among 
individuals that could be explained by somatic variation of some kind (see below). 
Pentraxins Acute-phase proteins like C-reactive protein (CRP) and serum amyloid P 
(SAP) are induced up to 100- to 1,000-fold within minutes after infection in many 
vertebrates (but not mice). CRP is highly conserved since homologs exist in many 
invertebrate taxa ( Fig. 1). Vertebrate CRP and SAP are composed of five identical 
subunits and CRP is the prototype for the small family of pentraxin proteins (R141). 
CRP was discovered and named in 1930 as a Ca ++-dependent immunoprecipitin that 
bound to the C-polysaccharide of streptococcal capsules and cell walls; however, its 
binding specificity is confined to the phosphocholine (PC) group (SAP has a higher 
affinity for phosphoethanolamine, and its physiologic function may be to clear cellular 
debris following cell death). Conserved biological activities of CRP are consistent with 
its role as an effector of innate host resistance, since it shares with IgG and 
mannose-binding lectin (MBL) (see discussion below) the abilities to activate 
complement and enhance phagocytosis. Several horseshoe crab ( Limulus) CRPs have 
been identified (R163), but although the binding specificities seem similar to the 
vertebrate version, their structures are different from the pentagonal rings seen in the 
vertebrates. 
Lectins We are only now starting to appreciate the diverse roles lectins play, not only in 
defense, but also in the homeostasis of immune systems (R164). Lectins can also be 
acute-phase proteins that recognize pathogen-specific carbohydrates. These molecules 
are conserved in many phyla, even though their structure and the number of binding 
sites can vary. Most lectins isolated from marine invertebrates are calcium-dependent 
lectins (C-type lectins) and form the most abundant family. A common lectin in all phyla 
is the galactoside-binding lectin family (galectins), which has several protein 
architectures and is involved in many physiologic processes besides defense 
(R141,R164). They can be found either in the plasma or on the hemocyte surface, and 
can be induced upon infection. Lectins can be involved in direct effector functions such 
as lysis or agglutination, in triggering of proteolytic cascades (e.g., see complement), or 
in opsonization. 
Defensins Each phylum, including Vertebrata, produces a variety of molecules with 
intrinsic antimicrobial activity. Some families can be conserved but usually they diverge 
rapidly and orthologous relationships are not apparent (R165). (Numerous reviews are 
available at http://www.bbcm.univ.trieste.it/˜tossi/pag4.htm#uno.) The best-studied 
group of antimicrobials are the defensins, which are amphipathic cationic proteins; their 
positively charged surface allows them to associate with negatively charged 
membranes (more common in pathogens), and a hydrophobic surface that allows them 
to disrupt the membranes (either by disordering lipids or actually forming pores). Most 



of the molecules are proteins, but an antimicrobial lipid called squalamine, which also is 
modeled to have hydrophobic and positively charged surfaces, is found at very high 
levels in dogfish body fluids ( 166 ). Defensins can either be constitutively expressed, 
such as in respiratory epithelia in mammals, or inducible (e.g., see below for 
Drosophila). Certain responses that seem systemic like the production of Drosophila 
defensins can also take place locally in the damaged tissues themselves; otherwise, a 
systemic response is initiated in organs distant from the site of infection such as the fat 
body in Drosophila where induction of bactericidal peptides takes place. Defensins are 
the focus of great attention in commercially bred species such as oysters, mussels, and 
crustaceans, and it is hoped that they will be applied to medicine whether they are 
derived from invertebrates or from vertebrates. Although they diverge rapidly, two 
members of the insect defensin family of antibacterial peptides have been found in 
mollusks, indicating that mollusk and arthropod defensins have a common ancestry, but 
the presence of two extra cysteines and of one modified amino acid in the mollusk 
protein suggest that it is a previously unknown member of that family ( 167 ). Located 
most of the time in different subtypes of circulating hemocytes, defensins and mytilins 
can be expressed in the same cell, and even in the same granule. Scavenger 
receptors. The initial phase of an innate immune response (especially in the absence of 
adaptive immunity) might require a vast diversity of receptors. Within 6 hours after 
bacterial injection, sea urchin coelomocytes up-regulate a variety of genes including a 
very diverse family of scavenger receptors cysteine-rich (SRCR). An outstanding 
number of ˜1,200 genes are present, but each individual may express different groups 
of SRCR genes at different levels (with differential splicing!). To assume that they are 
all involved in defense is premature, since SRCR genes can be both up- and 
down-regulated after infection with bacteria ( 168 ). In mammals, the scavenger-receptor 
family as a whole is also poorly defined but is involved in endocytosis, phagocytosis, 
and adhesion, and some members acts as PRR that bind to LPS or other bacterial 
components. One mammalian SRCR (gp340) is secreted into the saliva where it binds 
streptococci and helicobacter. Molecules with scavenger domains and serine protease 
domains have been cloned in insects and are produced by hemocytes; in Anopheles 
such a protein, sp22d, does not bind to bacteria but rather to chitin and is only slightly 
up-regulated after bacterial injection ( 169 ). 
Proteolytic Cascades Proteolytic cascades are initiated immediately following 
interaction of foreign material bound by preformed proteins in solution, and this principle 
is conserved throughout evolution. Indeed, the proteolytic cascade upstream of 
production of the Toll ligand spaetzle (see below) resembles the complement or clotting 
cascades. The prophenoloxidase cascade of arthropods leading to melanization and 
the genesis of antibacterial products is another example in which peptidoglycans on 
microbial surfaces initiate the cascade resulting in the degranulation of hemocytes. The 
best-studied immune proteolytic cascade that is (perhaps) surprisingly well conserved in 
the animal kingdom is complement ( Fig. 16). In contrast to the other defense molecules 
that we have discussed, orthologous complement genes can be detected in all of the 
deuterostomes without a great deal of expansion/contraction of the gene family 
(R170,R171). The three major functions of complement in jawed vertebrates are: (a) 
coating of pathogens to promote uptake by phagocytes (opsonization); (b) initiation of 
inflammatory responses by stimulating smooth muscle contraction, vasodilation, and 
chemoattraction of leukocytes; and (c) lysis of pathogens via membrane disruption ( 
Fig. 16) (see Chapter 34). The focal point of complement is C3, which lies at the 



intersection of the alternative, classical, and lectin pathways of complement activation. 
It is the only known immune recognition molecule (besides its homolog C4) that makes 
a covalent bond with biologic surfaces. C3 has a nonspecific recognition function and it 
interacts with many other proteins, including proteases, opsonic receptors, complement 
activators, and inhibitors. In the alternative pathway, C3 apparently exposes its thioester 
bond in solution, and in the presence of host cell surfaces lacking regulatory proteins 
that stop C3 in its tracks (by cleaving it into iC3b), it associates with the protease factor 
B (B). After binding to C3, B becomes susceptible to cleavage by the spontaneously 
active factor D, resulting in formation of the active protease Bb that in combination with 
the covalently attached C3 cleaves many molecules of C3 in an amplification step ( Fig. 
16). Another nonadaptive recognition system, the lectin pathway, starts with the 
mannose-binding lectin (MBL), which is a PRR of the collectin family that binds 
mannose residues on the surface of pathogens and can act as an opsonin ( 172 ). MBL 
is analogous to C1q with its high-avidity binding to surfaces by multiple interaction sites 
through globular C-terminal domains, but apparently it is not homologous to C1q. Like 
C1q, which associates with the serine proteases C1r and C1s, the MASP proteases 
(MBL-associated serine proteases) physically interact with MBL and not only activate 
the classical pathway of complement by splitting of C4 and C2 (the same function as 
C1s; MASP2 appears to be the active protease), but also can activate the alternative 
pathway in ways that are not understood and thus completely bypass the classical 
pathway ( Fig. 16). Indeed, MASP-1 and -2 are homologs of C1r and C1s. Both C1q 
and MBL can be involved in promoting the uptake of apoptotic bodies by pahagocytes 
via receptors that remain elusive. Finally, the classical pathway, which is dependent on 
antibody molecules bound to a surface, results in the same potential effector outcomes 
described above for the alternative pathway. Novel molecules initiating this pathway are 
C1q, C1r, C1s, C4, and C2, as well as specific negative regulatory proteins. 

 
FIG. 16. The three major pathways of complement activation and the presence of 
various features of complement in the metazoa.

C3 and MBL are vital players in the immediate innate immune response in vertebrates, 



and both have been described in nonvertebrate deuterostomes (R170). Thus far, the 
best-studied invertebrate systems for investigation of C3 evolution are the sea urchin 
and the ascidians Halocynthia and Ciona, in which C3 and B molecules and genes 
have been analyzed in some detail. In contrast to the very high levels of C3 found in the 
plasma of jawed vertebrates, sea urchin C3 is not expressed at high levels but is 
induced in response to infection in coelomocytes ( 173 ). The C3 opsonic function clearly 
has been identified, but so far initiation of inflammatory or lytic responses (if they exist) 
has not been obvious. Receptors involved in the opsonization in echinoderms have not 
been identified, but in the ascidian gene fragments related to the C3 integrin–receptor 
CR3 were identified, and antisera raised to one of the receptors inhibited C3-dependent 
opsonization ( 174 ). Hagfish and lamprey C3-like genes were thought to be ancestral 
C3/C4 genes because the sequence predicts two processing sites (leading to a 
three-chain molecule), like C4, but a C3-like properdin-binding site is clearly present. 
However, like C3 in other animals the hagfish protein is composed of only two chains of 
115 and 72 kDa, and sea urchin and ascidian C3 sequences predict only two chains 
(one proteolytic processing site). The lamprey, but not sea urchin or ascidian C3, has a 
recognizable C3a fragment known from mammals to be involved in inflammation, so 
complement’s role in inflammation may be a vertebrate invention. Thioester-containing 
proteins (TEPs) were isolated from Drosophila and the mosquito Anopheles ( 175 ). 
While the molecules function in a C3-like fashion in mosquitoes (opsonization), 
phylogenetic analysis does not show them to be more related to C3 or 
a2-macroglobulin. Nevertheless, regardless of the lack of orthology, it is likely that the 
capacity for defense molecules to make covalent bonds with pathogens and then 
induce uptake by phagocytic cells is an ancient function predating the 
protostome/deuterostome ancestor. In jawed vertebrates, both teleost and cartilaginous 
fish can have more than one C3 gene, suggesting that the innate system might 
compensate in animals that do not optimally exploit their adaptive immune system. 
Changes in the amino-acid composition of the C3-binding site are found that may 
somehow regulate the types of surfaces bound by the different isotypes (R170). Like 
Ig/TCR/MHC, the classical pathway appears first in cartilaginous fish. However, since 
MBL can activate the classical pathway in mammals it is possible that some portion of 
this pathway exists in prejawed vertebrates. Nevertheless, C4 and C2 genes have not 
been detected to date in jawless fish or invertebrates. Furthermore a bona fide C2 
homolog has not been identified in nonmammalian vertebrates, although duplicate B 
genes were isolated from cartilaginous fish, teleost fish, and amphibians, and thus may 
function both in the classical and alternative pathways ( 176 ). The lytic pathway, with the 
formation of the membrane attack complex (MAC) initiated by the cleavage of C5 into 
C5a and C5b, also has not been described in taxa older than cartilaginous fish. Thus, 
opsonization and perhaps the induction of inflammatory responses were the primordial 
functions of the lectin/complement pathways. However, one should remain 
open-minded, as a cDNA clone for CD59, a molecule that inhibits MAC formation in 
self-cells, was identified from a hagfish library ( 177 ), and an Amphioxus EST with 
homology to C6 was isolated recently ( 178 ). We are still in for surprises. C3, C4, C5, 
and a2m are members of the same small family. The protease inhibitor a2m, clearly 
present in invertebrates (protostomes and deuterostomes) and vertebrates, is thought 
to be the oldest, but this must be viewed with caution (R179). Along with its ubiquitous 
ability to bind to and inactivate proteases of all known specificities through a “bait 
region,” it has been shown to be opsonic as well in some situations. Given that a2m, 



C3, and C4 have internal thioester sites, this feature is primordial; C5 subsequently lost 
the site. The first divergence probably occurred between a2m and C3, with C5 and then 
C4 emerging later in the jawed vertebrates ( 180 ). Consistent with the vertebrate 
polyploidization scheme is the fact that C3, C4, and C5 genes are located on three of 
the four previously described paralogous clusters in mammals ( Fig. 12), and this is also 
fits with the absence of classical (no antibody) and lytic (no MAC) pathways in phyla 
older than cartilaginous fish (R170). a2m is encoded at the border of the NK complex in 
mice and human, and there are some tantalizing similarities between these regions and 
the other MHC paralogues (see below). The C3a and C5a receptors that promote the 
inflammatory responses upon complement activation have so far only been identified in 
mammals; they are G-protein coupled receptors whose genes are also found on the 
Kasahara paralogues (C3aR, Chr 12p13; C5aR, Chr 19q13) ( Fig. 11). 
Phagocytosis To obtain phagocytosis at the site of microorganism invasion implies 
recruitment of cells via chemoattraction (R157). In vertebrates this can be done by 
several categories of molecules such as chemokines like IL-8 or the complement 
fragments C3a and C5a. As mentioned above, a C3a fragment as we know from 
mammals is not found in nonvertebrates, but perhaps C3 is cleaved in different ways in 
the invertebrates. C3b, MBL, and many other lectins can function as opsonins, and 
further studies of invertebrate defense molecules will certainly add to this list. Ingestion 
follows phagocytosis, and then killing occurs by an oxidative mechanism with the 
production of reactive oxygen radicals and nitric oxide. These mechanisms are 
conserved in phylogeny, for instance, in lamellibranch mollusks where it has been 
demonstrated after incubation of hemocytes with PMA, or during phagocytosis of yeast 
in gastropods, in which nitric oxide is involved in the killing of schistosome sporocysts. 
Unique to mammals and presumably all jawed vertebrates, the activation of phagocytes 
also leads to up-regulation of the antigen-processing machinery, co-stimulatory 
molecules, and pro-inflammatory cytokines that can enhance adaptive immunity ( Fig. 
14). 

Signaling

Three pathways of innate immunity triggering have conserved elements in the plant and 
animal kingdoms ( Fig. 15): the Toll/TLR–like receptor pathway, the TNFa/IMD receptor 
pathway, and the intracellular Nod pathway. Although Toll receptors have been found in 
all triploblastic coelomates, most of the work and the elucidation of pathways has been 
accomplished in Drosophila because of the well-known advantages of the model; Toll 
was originally discovered for its role in fly embryonic development ( 181 ). In C. elegans, 
the homologs do not seem to be involved in defense. In mollusks (oyster), a component 
of the signalosome leading to NF?B activation has been cloned, which possesses the 
characteristic organization of mammalian IKK proteins; when transfected into human 
cell lines, oyster IKK activated the expression of NF?B-controlled reporter gene. The 
diversity of peptides that can be produced via the Toll/IMD pathways is substantial, and 
is classified in several categories depending upon the type of pathogen that is 
recognized (e.g., gram positive, drosocin, gram negative, diptericin; fungal, drosomycin) 
with different effector functions (R182). Drosophila antimicrobial molecules, originally 
discovered by Hans Boman and colleagues in 1981 ( 183 ), heralded the molecular 
analyses of innate immunity in invertebrates. It seems amazing that an animal living just 
a few days has these sophisticated mechanisms. Perhaps it illustrates the danger of 



trusting only an innate immune system: This may be sufficient with ten peptides and 
four major pathways in Drosophila, but in long-lived vertebrates a combinatorial system 
may have been required. Long-lived invertebrates would be interesting to study in detail 
for novel adaptive and innate mechanisms.

Toll and IMD Pathways Invertebrate toll receptors are homologous to the Toll-like 
receptors (TLR) of mammals (see Chapter 17 and Fig. 15) in the sense that they are 
integral membrane proteins with an external leucine-rich repeat-binding region 
(R157,R182). Drosophila Toll is activated after it binds spaetzle, the product of a 
proteolytic cascade activated in solution after the interaction of molecules produced by 
fungi or gram-positive bacteria with soluble PRR. The TIR cytoplasmic domain of the 
Toll receptor then interacts with MyD88 (itself having a TIR domain) followed by Tube 
and Pelle, leading to activation of the homologous NF?B system (Cactus or Diff) that 
then induces transcription of various defense peptides. This is remarkably similar to the 
cascade of events following activation of mammalian Toll-like receptors (TLR), where 
after their interaction with PAMPs at the cell surface, a cascade is induced through TLR 
including MyD88, IRAK, TRAF, and TAK1, to NF?B via the IKK signalosome ( Fig. 13). 
Thus, infection-induced Toll activation in Drosophila and TLR-dependent activation in 
mammals reveal a common ancestry in primitive coelomates, in which defense genes 
under the control of a common signaling pathway lead to activation of Rel family 
transactivators. However, in Drosophila the recognition events take place in solution via 
the PRR, followed by zymogen cascades ending in the proteolysis that produces 
spaetzle that binds Toll; in mammals each of nine different TLR apparently recognize 
(with or without co-receptors?) different microbial epitopes directly, like a family of 
germline-encoded receptors. The phylogenetic history of different Toll receptors in the 
different phyla also suggests independent emergence of the two groups of families, 
probably due to their different specializations ( 184 ). Because Drosophila Toll/vertebrate 
TLR are similar in some respects to the mammalian IL1R, and the cascade leading to 
NF?B activation is also similar in flies and vertebrates, Toll/TLR bridges the immune 
systems of protostomes and vertebrates and has raised much interest in evolutionary 
biology. There is less conservation of pathways than of elements when one compares 
the pathways implicating Toll/TIR in plants and animals. To date the only similarity in 
plants and animals is the TIR domain (R157), which binds to a cytosolic molecule 
similar to MyD88; the closest plant analog is Pto, which is actually downsteam in the 
activation cascade (pto requires binding to the pathogen product as well as interaction 
with an NB-LRR without TIR domain called Prf). It may or may not be linked to an NF?B 
cascade. The diversity of the plant molecules is enormous, since the defense system 
was originally found for plant resistance (R) genes in which there is a one-to-one 
relationship between molecules produced by pathogens and the plant receptors ( 185 ). 
The IMD pathway is employed for Drosophila responses to gram-negative bacteria ( 
Fig. 15). After interaction with a newly characterized cell-surface receptor (the 
pattern-recognition receptor PGRP-LC), in a cascade similar to the mammalian TNFaR 
signaling pathway, Drosophila Tak1, an IKK signalosome, and a Relish-mediated 
(instead of Diff) NF?B step, results in transcription of antibacterial peptides like 
diptericin. The Drosophila intracellular pathway is like the mammalian TNFa receptor 
cascade, which also progresses via a death domain Mekk3, the signalosome, and 
NF?B resulting in cytokine production. In both cases, a link to pathways leading to 
programmed cell death is possible; overexpression of Drosophila IMD leads to 



apoptosis. When the activation of either the fly Toll or IMD pathway is considered, they 
are analogous to a mammalian cytokine/cytokine receptor system (e.g., TNFa) in which 
a soluble self-molecule activates cells via a surface receptor (illustrated in Fig. 15). 
NOD proteins (intracellular nucleotide binding plus leucine-rich repeat proteins 
[NB-LRR]) are in a third category of recognition molecules involved in innate immunity 
in animals and plants (R3,R157). They have an N-terminal CARD domain, followed by a 
nucleotide-binding domain (NBD) and leucine-rich repeat (LRR). As described above for 
plants, NOD binds its ligand intracellularly, and the CARD domain associates with a 
kinase (RIP2) that activates the NF?B/MAP kinase cascade. In mammals, NOD2 
mutants lead to the potential for Crohn’s Disease, a chronic inflammatory bowel 
disease. The diversity of external recognition systems is not matched by an equivalent 
diversity of intracellular signaling pathways. There are a few signaling cascades and 
those are connected to the receptors, giving the impression of conservation of the 
innate immunity pathways. But these pathways are also used in development (for 
developmental pathways spaetzle binds Toll, but it is proteolytically generated by a 
different set of enzymes), and which is primordial is an open question. It is a common 
exploitation of a well-designed and probed tool, like the Vostok rocket of the Soviet 
Union. The NF?B conservation is clearly one example, although it does not exist in all 
species. C. elegans lacks it but do all members of its phylum? 
Recognition of Parasites and Parasitoids Because most attention has been focused 
on Toll pathways, virtually nothing is known about how invertebrates recognize 
eukaryotic invaders. For example, endoparasitoids within insects are more closely 
related to their hosts than are fungi or bacteria, and the host may use “hidden 
self”–recognition molecules to attack foreign material coming through the open 
circulatory system (R186). Is this a connection to mechanisms involved in 
allorecognition or vice versa? Still, the melanization pathways are induced. With 
distantly related individuals the same, Toll cascade can be triggered by different 
organisms provided that they have certain surface carbohydrates. Insects resist 
parasitoids by encapsulation and, like in plants, the ability to encapsulate depends on 
one major gene for each parasite, except that the two genes discovered to influence 
encapsulation of Leptopilina and Asobara are not members of a cluster like the R genes 
of plants (R187). No correlation was found between the humoral response of the fly and 
its cellular immunity against the parasite. 

Allorecognition

When one thinks of the pressures to develop an immune system, the necessity to 
prevent invasion by microorganisms and parasites first comes to mind. There are other 
pressures. In some ancient categories of invertebrates (many marine metazoa such as 
Porifera and Cnidaria) or in the more recent Tunicates, the possibility of fusion or 
contamination with cells from other members of one’s own species may have exerted a 
strong pressure to develop mechanisms to resist such invasions (R188). This pressure 
seems to have disappeared within vertebrates, but in metazoan phylogeny it might have 
been a key factor to build up “immune systems” of which remnants may have survived 
long enough to participate in the elaboration of modern systems. There is an almost 
universal occurrence of allorecognition followed by “rejection”; in most cases the 
genetics and mechanisms of rejection are unknown. Certainly these mechanisms are at 
work in sponges, Cnidarians, Bryozoans, Echinoderms, and Ascidians. Less sure are 
studies of Nemerteans, where in the absence of allorecognition, xenorecognition has 



been studied and shown to involve effector cells of mesoderm origin, or in arthropods 
where possibilities of transplantation exist across genera. As mentioned above, for 
some time the hypothesis of the conservation of a specific adaptive immune system 
across the animal kingdom encouraged experiments on allograft rejection in 
invertebrates. It is no wonder that in the golden age of transplantation studies in 
mammals, when the adaptive immunity aspects of graft rejection were being 
discovered, that one thought similar phenomena would be encountered in the 
invertebrates (R189). Now that this hypothesis has been abandoned because of the 
paucity of evidence for specific memory, there are nevertheless interesting phenomena. 
In all living organisms from plants to vertebrates, highly polymorphic loci are associated 
with mechanisms of recognition. Perhaps the vertebrate MHC and the 
self-incompatibility (S locus) in flowering plants (see below) are the best-known 
examples at the molecular level of extreme allelic polymorphism maintained by 
frequency-dependent selection.

We do not know whether allo recognition mechanisms in the great range of 
invertebrates might be molecularly related, but at least in distantly related phyla they are 
almost certainly due to convergence. The situation is clearly different from the 
vertebrate MHC, but the analogy between histocompatibility loci in invertebrates and 
vertebrates remains intellectually challenging. In no case does the phenomenon outside 
of vertebrates lead to an adaptive response with specific memory. Doubt remains in 
some cases ( 190 ), and given the surprisingly diverse families of receptors and the 
surprising individual variations in local cellular or systemic responses it is likely that new 
mechanisms will be uncovered. The polymorphism of the recognized structure is always 
enormous, compatible with a self-recognition rather than a non–self-recognition model 
(with caveats, as discussed below). Many hypotheses have been put forward to explain 
the polymorphism. This type of “immune system” could be selected to maintain 
heterosis and linked to mate selection; other mechanisms will then be used against 
pathogens.

What is puzzling is that there are only one or few loci per species that achieve this great 
level of polymorphism. In other words, functionally speaking these animals utilize a 
major histocompatibility locus or complex, much more so than the jawed vertebrates! 
Yet certainly the effector mechanisms or even the substrates of the polymorphism are 
not the same when the surface molecules have been identified. There is an 
evolutionary strategy in common. In all cases, revealing the different recognition 
mechanisms will be important to understand co-evolution of the polymorphism and its 
effector mechanism. Unfortunately, molecular mechanisms have not been simple to 
dissect for the histocompatibility reactions in the prochordate Botryllus (R188), or 
cnidarians Hydra and Hydractinia ( 191 ) genetic models that have been studied for a 
many years (see below). Similarly in corals effector phenomena (now understandable 
as induced-apoptosis) take place following recognition but the nature of the highly 
polymorphic determinant (dozens of alleles) remains unknown ( 190 ). The apoptotic 
events and the first genes to be up-regulated during the response are now being 
examined.

Species-specific cell recognition in sponges is mediated by supramolecular 
proteoglycan-like complexes called “aggregation factors.” A surprising characteristic of 



sponges, considering their phylogenetic position, is that they possess such a 
sophisticated histocompatibility system. Grafting between two different individuals 
(allograft) is almost invariably incompatible in the many species investigated, exhibiting 
a variety of transitive qualitatively and quantitatively different responses, which can only 
be explained by the existence of a highly polymorphic gene system ( 192 ). Individual 
variability of protein and glycan components in the aggregation factor of the red beard 
sponge, Microciona prolifera, matches the elevated sponge alloincompatibility, 
suggesting an involvement of the cell adhesion system in sponge allogeneic reactions 
and, therefore, an evolutionary relationship between cell adhesion and 
histocompatibility systems. Cell adhesion molecules are often members of the Ig 
superfamily and a bridge with molecules used in the vertebrate immune system is 
possible ( 192 ). Indeed, there are such polymorphic molecules on the surface of sponge 
cells but the relationship to allorecognition events (if one exists) is not established. 
Similar events may take place in sponges like Geodia. Interestingly, in this sponge 
polymorphic Igsf I- and V-set domains have been identified but their functions are not 
known ( 193 ).

One of the most informative models is the diploblastic cnidarian Hydractinia, where the 
genetics of histocompatibility are well understood. Using animals inbred for fusibility, 
Mokady and Buss ( 191 ) employed a standard backcross/intercross analysis, which 
revealed that allorecognition is controlled by a single co-dominant Mendelian locus 
(ARL, allorecognition locus) such that colonies fuse when they share one or two alleles; 
such rules of histocompatibility are also found in the prochordates (see below). This 
model should allow the identification of the locus responsible for the incompatibility 
reaction. The effector phase involves the growth of hyperplastic stolons and the use of 
nematocysts, which should be amenable to functional and biochemical approaches ( 191 

).

In deuterostomes, the model originally developed by Oka and Watanabe ( 194 ) in the 
tunicate Botryllus, a colonial ascidian, is also quite interesting. In this polymorphic 
system, it was originally believed that recognition of polymorphic self-markers turned off 
a destructive response between colonies, as described above for NK-cell recognition 
(R3,R64). However, there may be weak reactions to allo; thus the situation is not so 
simple. What attracted extra attention was the discovery that the locus controlling 
histocompatibility was linked to or was the same locus as that controlling fertilization by 
preventing self-fertilization; in this case the sperm must be genetically disparate from 
the egg. This fertilization reaction has been studied recently in a solitary ascidian, with 
the suggestion that some features of the process may be related to MHC evolution ( 195 

). The great complexity of self–non-self recognition alleles involved in fertilization, and 
the involvement of an Hsp70 and the proteasome in processing self-sterility factors, 
suggested to the authors that the reproductive mechanisms might be evolutionarily 
related to the vertebrate immune system. We are waiting for the smoke to clear.

The prevention of self-fertilization has also evolved several times in the plant kingdom. 
In one case, the molecular mechanism for the phenomenon has been elucidated in 
study of the highly polymorphic self-recognition (S) locus of crucifers (R196). Genes 
encoding transmembrane-receptor Ser/Thr kinases called SRK (S-locus receptor 



protein kinase) are expressed in the stigma and closely linked to genes for soluble SCR 
(S-locus cysteine-rich) proteins expressed by pollen. Both genes are highly 
polymorphic, and if a self-SCR is recognized by an SRK, pollen tube growth and hence 
self-fertilization is inhibited. SRKs are members of a plant gene family that have been 
recruited for this purpose, and the SCRs have structural similarities to the amphipathic 
defensins described above; thus, perhaps molecules involved in microbial pattern 
recognition were co-opted for this new purpose. Here, two very different linked genes 
must co-evolve, in ways not understood, within each haplotype to ensure mutual 
binding of the self-gene products. Thus, while similar mechanisms at the genetic and 
population levels described above (e.g., balancing selection, ancient allelic lineages, 
co-evolution of linked genes, etc.) are operational for S locus, MHC, and other 
recognition systems, clearly pressures can co-opt wildly different types of gene families 
for involvement in the recognition events. Working out molecular details of many 
allorecognition systems may shed new light on the sometimes unexpected relationships 
between apparently unrelated fields of research such as mating preference, kin 
recognition, olfactory receptors, and MHC.

ORIGINS OF ADAPTIVE IMMUNITY

The immune system of vertebrates is unique because the antigen-specific receptor 
expressed by lymphocytes, which initiates cascades leading to activation of the 
adaptive immune system, is not the product of a complete germline-inherited gene. 
Rather, receptors are generated somatically during lymphocyte ontogeny from gene 
segments scattered at a particular locus. As described above, the receptors are 
members of the immunoglobulin superfamily (Igsf) composed of variable (V) and 
constant (C) domains, with the C domains being of the rare “C1” type, which is shared 
by MHC class II and class I molecules (R7).

There are many specific questions, such as the following: (a) Did MHC class I or class II 
come first? (b) What is the origin of the MHC PBR? (c) Was the MHC involved with 
innate immunity before the emergence of adaptive immunity? (d) Did somatic 
rearrangement or somatic mutation come first to diversify antigen receptors? (e) Which 
of the extant antigen receptors, a/ß TCR, ?/d TCR, or IgH/L (if any) resembles the 
primordial receptor? The answers to these questions will always remain speculative, but 
deductions can be made based upon the wealth of genetic data accrued over the past 
few years. We base many of our arguments on the large-scale duplications that were 
noticed for MHC by Kasahara in 1996 ( 88 ) ( Fig. 12). There is great controversy as to 
whether the paralogous regions arose via the Ohno-esque genome-wide duplications ( 
197 ), but the remarkable syntenies of paucicopy genes on the paralogous regions, and 
the recent finding that an animal that predated the duplications ( Amphioxus) has only 
single copy genes in the same syntenic group orthologous to the four mammalian 
copies ( 91 ), makes it incontrovertible that at least en bloc duplications were involved. 
Further analysis of this region in Amphioxus and other deuterostomes will begin to 
answer at least the first three questions above. Genetic analyses in protostome 
lineages have not been very informative, but we must have a second look once we 
piece together data from the deuterostomes.



MHC Origins

Class I and class II molecules have been found only on the jawed vertebrates. Based 
on phylogenetic analyses (58,R59) and thermodynamic arguments ( 198 ), most 
investigators believe that class II preceded class I in evolution. However, as stated 
above, class I is much more plastic than class II, as there are many different types of 
class I molecules, including some that do not even bind to peptides. Since class I genes 
are on two or three MHC paralogues, and they can have functions outside the immune 
system, this is evidence that the primordial “PBR” may not have even bound to 
anything. If this is true, and since class I and class II do bind peptides, it would suggest 
class I arose first. Again, genome scans of jawless fish and deuterostomes should be 
informative on this point.

From the paralogue data, genes encoding the complement components C3 and B, 
TNFSF members, the signaling molecule Vav, and proteasome subunits among other 
genes should have been present in the proto-MHC before emergence of the adaptive 
immune system ( Fig. 12). Some of these genes were found in the Amphioxus “MHC” 
linkage groups ( 91 ), and C3 and B genes are linked in the sea urchin (R153). A fifth 
paralogous region on human Chr 12p13 contains the a2-macroglobulin gene (recall the 
C3/4/5 homolog), a tapasin homolog, the C3a receptor, and this “complex” is linked to 
the natural-killer cell complex (NKC). Taken together, the data suggest that the proto 
MHC included vital nonhomologous genes of the innate immune system, which perhaps 
were linked to allow coordinate regulation of expression. After the en bloc duplications, 
Abi et al. (R199) have suggested that “functional restraints upon the complex were 
relaxed,” and hence the duplicated members could evolve new functions, including 
features indispensable to the adaptive system. If indeed innate immunity genes were 
already linked to allow up-regulation at times of infection, it is no surprise that the 
adaptive immune system piggybacked on such a gene complex. A final point: Why did 
the duplicate genes survive rather well over hundreds of millions of years? Cis 
duplicates have been shown to degenerate rapidly over evolutionary time ( 200 ). 
Evidence suggests that duplicates arising from polyploidy (and by inference, large en 
bloc duplications) survive better than cis duplicates, most likely because they cannot be 
inactivated by unequal crossovers; the ability of the genes to survive over very long 
periods, perhaps combined with strong selection pressures, would allow for 
subspecialization ( 201 ).

Origins of Rearranging Receptors

Rearranging Machinery Somatic rearrangement is dependent on RAG1 and RAG2 
enzymes, found only in jawed vertebrates and with no close relatives in other 
deuterostomes; all putative homologs among DNA-associated enzymes in other animal 
phyla are only distantly related to RAG. It seems that a “horizontal” acquisition of a 
RAG-laden transposon occurred at some point during the history of the vertebrates 
(R156,202). The structure of the receptor gene itself, in the region where 
rearrangements occur, suggests the introduction of a transposon. Recombination signal 
sequences (RSS) flanking the rearranging gene segments (e.g., V and J for L chains) 



are reminiscent of LTRs in a transposon. The lack of introns in most RAG genes is 
another sign of prokaryotic origins. In principle, RAG activity is confined to lymphocytes 
but the existence of germline rearrangements of shark Ig genes suggests that RAG can 
remain an active force, modifying the genome in some vertebrates. As the enzyme itself 
is not so informative for phylogenetic analysis of origins of the adaptive immune system 
( 197 ), one must turn to the history of the substrate, that is, the VC Igsf domains (see 
below). Introduction of RAG genes from a unicellular organism would be a unique 
example of a modification of the primordial immune system by horizontal transfer. In 
this case, microorganisms that interacted with ancestral vertebrates would not simply 
select the variation coming from the inside of the species on which it exerts its pressure, 
but it would introduce a new source of variation in the immune system. One must think 
of the cellular lineage in which somatic rearrangement was introduced. Such a 
dangerous innovation could not be tolerated under conditions where it would be 
ubiquitously expressed since it might jeopardize the whole genome. Most likely the 
introduction into a gene was expressed in a lymphoid cell lineage where a mistake 
would not threaten the whole individual (perhaps one that already was part of an 
adaptive immune system governed by somatic hypermutation; see below). Another 
scenario postulates that RAG was inactive until specific factors coevolved to permit 
lymphocyte-specific expression. The discovery that neighboring RAG1 and RAG2 
genes are controlled by a single switch in a small piece of DNA next to one end of the 
RAG2 gene may explain why, over the 450 million years since the genes first appeared, 
they have remained closely linked. What was important is that the original transposon 
became under the control of regulatory regions active in only cell type. Perhaps there 
were several “attempts” at transposition in evolution resulting in catastrophes or in other 
activities such as translocation or deletions. An ideal candidate would be a locus control 
region regulating expression of activating receptors with VC1 domains in NK-like cells, 
perhaps in the proto MHC. The MHC paralogous region described above near the NKC 
on Chr 12p13 and could be derived from the ancestral gene complex. In the same way 
as RAG1/2 genes remain linked because of regulatory elements close to RAG2, an NK 
cell–specific region under the control of a regulatory region might have controlled 
expression of a set of genes. 
Rearrangement or Somatic Hypermutation First? Since all antigen-receptor genes 
use somatic rearrangement of V genes to generate diversity in CDR3 regions as well as 
to promote combinatorial diversity, there is no doubt that this mechanism is at the heart 
of adaptive immunity ( 202 ). Indeed, as described, most investigators believe that the 
introduction of the tranposable element into a V gene was the driving force in the abrupt 
appearance of vertebrate adaptive immunity. However, it cannot be overemphasized 
that somatic hypermutation is also at the origins of the immune system ( 203 ); 
furthermore, all evidence to date suggests a gradual evolution of the hypermutation 
machinery rather than the “hopeful monster” generated by the famous RAG transposon 
( 135 , 204 ). Thus, diversity generated via mutation may have existed in an adaptive 
immune system prior to rearrangement, and V-gene rearrangement was superimposed 
onto this already existing system. Perhaps it is no accident that the one gene 
discovered so far to be indispensable for somatic hypermutation, AID 
(activation-induced deaminase), is encoded smack-dab in the aforementioned Chr 
12p13 region ( 204 ). If mutation indeed preceded rearrangement, we may find examples 
of it today in extant prochordates and invertebrates. 
Which Antigen Receptor First? Phylogenetic analyses have suggested that a ?/d 



TCR-like ancestor may have predated a/ß TCR and Ig H/L. This would suggest that 
direct antigen recognition, perhaps by a cell-surface receptor, arose first in evolution 
followed by a secreted molecule and an MHC-restricted one ( 205 ). Glusman et al. ( 206 ) 
argue that phylogenetic analyses over such large evolutionary distances obscure true 
relationships among the antigen-receptor genes (e.g., the relationships of the molecules 
in the phylogenetic trees have to impose multiple loss/gain of D segments in the various 
antigen-receptor families), and suggest a model based on genomic organization. They 
propose an alternative phylogeny in which an ancestral chromosomal region with linked 
genes encoding both chains of an ancestral antigen-receptor heterodimer, one having 
D segments and one not. One en bloc duplication gave rise to the Ig and TCR 
divergence, and a second to the a/ß and ?/d TCR gene complexes. The a and d loci are 
still closely linked in all vertebrates analyzed (human Chr 14), and a pericentric 
inversion is suggested to have separated the TCR ß and ? loci (linked on human Chr 7). 
This model predicts that D segments only emerged once, and also explains the 
existence of inverted V elements in the TCR ß and d loci. This model does not predict 
which antigen receptor is oldest, but does provide a simple view of receptor evolution, 
consistent with the Kasahara model (88,R199). For the origin of the rearranging 
receptors, Igsf lineages have to be traced back through phylogeny since receptors 
generated by somatic rearrangement do not exist outside the jawed vertebrates. In a 
quest for molecules related to ancestors, without focusing on genes expressed in the 
immune systems of various phyla (i.e., structure is more important than function in this 
case), the most homologous sequences and gene architectures in the various 
metazoan phyla must be scrutinized. 
V and C1 Domains C1 domains are found in the antigen receptors, MHC class I and 
class II, and very few other molecules ( Fig. 3 and Fig. 17). This Igsf domain is thus far 
restricted to gnathostomes, as if C1 domains arose concurrently with the adaptive 
immune system and co-evolved with it. What was the value of the C1 domain and why 
is it found almost exclusively in adaptive immune system-related molecules? All of 
these molecules interact with co-receptors such as CD3 (TCR), Iga and ß chains (Ig on 
B cells), CD4, and CD8 (with MHC on opposing cells), and it is conceivable that in 
sections of Igsf domain in which C1 differs from the C2, there is a specific region 
favoring interaction with other molecules (R7,R207). 

 
FIG. 17. Evolution of constant Igsf domains. Shaded areas indicate regions of high 
conservation among members of all domains or of only one type (C1 or C2). Modified 
from Du Pasquier ( 7 ), with permission. TAPZF: zebrafish tapasin; Tapashum: human 
tapasin; HLAA2: MHC class I human; FCRN: neonatal FC receptor; HUM1: Human IgM 
C1 domain; NAR: novel antigen receptor; TAPASCHR12: human tapasin homologue 



chr 12; ChickTAPAS: chicken tapasin; Ama1: amalgam first C domain; JAM-HUM: 
junction adhesion molecule human; PEROX: peroxidasin; CTXHUM1: human CTX 
homologue C1 domain; CTX: cortical thymocyte Xenopus.

Possible features of V domain ancestors of the dimeric antigen receptor of vertebrates 
are depicted in Fig. 3 and Fig. 7. The G strand of Ig/TCR V domains is encoded by the 
J gene segment, separated from the V region–encoded A to F strands, and 
rearrangement is necessary in order to assemble a complete V gene. The primary 
structure of each Ig/TCR chain bears hallmarks of the dimeric nature of the receptor in 
which they participate. A diglycine bulge (Gly-X-Gly), present in all V domains, is 
thought either to be a beneficial adaptation, or to promote dimer formation by inducing a 
twist in the G strand that results in V domain pairing that appropriately orients the CDR. 
Monitoring this feature, therefore, might reveal genes that had the ability to form dimers 
similar to that of modern antigen-specific receptors. In V genes that do not somatically 
rearrange, the G stand is an integral part of the V exon. In other remotely related Igsf 
genes, introns have invaded the V domain exon creating a variety of V gene families. 
Many examples of such events can be found in the history of the Ig superfamily, such 
as in the genes encoding CD4 and CTX, for instance. As described, no Ig/TCR genes 
have been isolated from hagfish or lampreys. Were Ig and TCR “invented” in a class of 
vertebrates now extinct (e.g., the placoderms, which are more primitive than 
cartilaginous fish but more advanced than agnathans) ( Fig. 2)? Do cyclostomes have 
any features of a typical vertebrate immune system? It is not known whether agnathans 
have C1 domains, although from the study of the mammalian MHC paralogous regions, 
relatively recent jawed vertebrate ancestor should have had such domains. The 
discovery of the three tapasin paralogues, all with C1 domains, suggests an origin prior 
to the full establishment of the vertebrate genome ( Fig. 12). 
V and VC1 Segments in Evolution V domains, either alone (e.g., NAR) or in 
association with another V domain (e.g., Ig H/L), recognize the antigenic epitope, and 
are therefore the most important elements for recognition. For this reason, they will be 
the first to be traced back in metazoan evolution by asking whether V domains exist in 
invertebrates. Domains with the typical V fold, whether belonging to the true V-set or the 
I-set, have been found from sponges to insects (although not necessarily involved in 
immune reactions; the first ones were discovered by nonimmunologists among 
molecules involved in nervous system differentiation in invertebrates, such as amalgam, 
lachesin, and fascicilin). Invertebrates also use Igsf members in immunity, although so 
far they are not V domains, but more I- or C2-set (e.g., MDM and hemolin). However, 
the mollusk FREPS (fibrinogen-related proteins) have a V domain at their distal end, 
associated with a fibrinogen-like domain. As described, they are involved in antiparasitic 
reactions and form a multigenic family with polymorphism ( 162 ). Besides searching for 
VC1-encoding genes in nonvertebrates, surveying the human genome for such genes 
has proved fruitful ( Fig. 12). Indeed, nonrearranging V-containing molecules, either V 
alone, VC1, or C1 alone, have been found in the human genome. Interestingly, many of 
them are encountered in the MHC class III region (human chromosome 6p21) or its 
paralogues ( Fig. 12). Two MHC-linked gene segments stand out: a single V, NKP30, 
and a gene containing a VC1 core, tapasin, involved in antigen processing. NKP30, 
made of a single Ig domain of the V type, is an NK cell–activating receptor and it may 
offer a link to cell types encountered (analog or homolog?) in invertebrates. It could be 
a relative of an ancient receptor whose history is linked to the emergence of MHC class 
II and class I. In order to resemble an ancestor, the NKP30 V domain need only be 



associated with a C1 domain. In fact, a C1 single domain gene, pre–TCRa, is also 
encountered in this region of the genome. Besides Ig and TCR, tapasin is one of the 
rare cases, if not the only other case, of a gene segment with a VC1 structure existing 
on several paralogous linkage groups (6, 9q33, 19q13). In other words, while this gene 
is related to the rearranging receptor structure, it is undoubtedly very old, and probably 
predated the ancient block (genome-wide) duplications. It could have acted as a donor 
of C1 to a V domain-containing gene in the MHC class III region, which then could have 
been the first substrate of the rearrangement. Another set of molecules, the SIRPs, with 
a distal VC1 segment and the poliovirus receptor (VC1C2) could represent another 
group linked to the history of the Ig and TCR. TREM1 and TREM2, two related 
receptors on monocytes/neutrophils involved in inflammatory responses, are composed 
of single Igsf V domains whose genes are MHC linked. MOG and P0, two single V 
domains involved in the synthesis of myelin sheath, are encoded in the MHC 
paralogous region on chromosome 1. Chicken BG, which is related to MOG but 
probably having a different function, is encoded in the chicken MHC. Butyrophilin, 
CD83, and tapasin all have V domains, and butyrophilin also has a C1-type domain. 
More distant relatives with VC2-based architectures are also found in MHC (RAGE, 
CTX, lectin-related genes), and some of these genes related to the rearranging receptor 
ancestors, are found on several paralogues (whether the MHC paralogues or other) 
suggesting that the V-C1 core was generated early in vertebrate evolution subsequent 
to the emergence of the chordate superphylum ( 7 , 207 ). Among all these molecules, 
butyrophilin is perhaps not on the direct track to antigen-specific receptors. Its C 
domain, although proven to be C1 through its crystalline structure, is more like a C2 at 
the primary sequence level, and belongs to the CD80/86 family, rather than the TCR. In 
teleost fish, Litman et al. (R208) have examined a very large family of genes (NITR, 
novel immune-type receptors), each having a V domain, C2 domain, and cytoplasmic 
tail often containing ITIMs. The V genes show greatest similarity to Ig/TCR V genes and 
NITRs may be related to the Igsf genes found in the mammalian LRC. Tracing this gene 
family back and forwards in evolution may lead us to an understanding of the original 
NKC/LRC/MHC, as well as identifying candidate genes related to the ancestral gene 
invaded by the RAG transposon. Many invertebrate molecules not involved in immune 
responses are present as a distal V domain associated with one or more C2-type 
domains ( Fig. 7 and Fig. 17). In the vertebrates, many molecules, such as CD2 and 
CTX, have retained this feature. Some members resemble “primitive” antigen receptors 
and several of them map to the MHC or its paralogous regions. Many form dimers and 
are expressed in lymphocytes, where they form a family of adhesion molecules. A 
recent crystal structure analysis of a CTX-related molecule (JAM or junctional adhesion 
molecule) revealed a unique form of dimerization, suggesting that the diversity of ligand 
binding and domain interactions used by different Igsf domain is extensive ( 209 ). Two 
JAM molecules form a U-shaped dimer with highly complementary interactions between 
the N-terminal domains. Two salt bridges are formed in a complementary manner by a 
novel dimerization motif, R (V, I, L) E. The RAGE gene (receptor for advanced 
glycosylation end products) has a rather “generic” receptor function since it recognizes 
aged cells exposing particular carbohydrate motifs. In summary, there is no shortage of 
antigen receptor–related Igsf molecules in the metazoa and it is conceptually 
entertaining to imagine the MHC/NKC region as the ancestral backbone containing 
genes encoding all of the key molecules in the vertebrate adaptive immune system. 
Linkage studies and extension of the Igsf to prochordate species like Amphioxus should 
provide useful information on all of these problems of origins. 



CONCLUSIONS

Many innate immune system features have persisted in animals that have evolved 
adaptive immunity. For example, cell-autonomous immunity is found in somatic cells of 
jawed vertebrates that produce type I interferons, and even some cells like 
keratinocytes that are capable of synthesizing inflammatory cytokines and antimicrobial 
peptides. In addition, systemic immunity (exemplified by the complement component C3 
described above) is another innate feature that seems to be well conserved. Generally, 
however, such innate mechanisms were not able to sustain populations of long-lived 
organisms over evolutionary time, and somatic diversification mechanisms such as 
rearrangement and hypermutation evolved to protect individuals by sacrificing infected 
self cells via a highly discriminatory adaptive system (R3). However, perhaps we should 
not be surprised, when more information is obtained from invertebrate immune 
systems, that somatic mechanisms (RNA splicing, hypermutation, gene conversion) 
may have arisen by convergent evolution, especially in long-lived species.

In the next 10 years we expect to gain much more information concerning the 
molecules important for innate immune responses in the invertebrates. Drosophila has 
been the prototypic model to date, but studies of other insects (like Anopheles) ( 213 ) 
and representatives of other protostome classes will reveal which aspects of immunity 
are universal and those that are specific to particular groups of organisms. Further 
molecular studies in hagfish and lamprey and in nonvertebrate deuterostomes will 
perhaps permit a better understanding of the events leading to emergence of the 
adaptive immune system.
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Publications Worth Noting

While this manuscript was in press, there have been several interesting publications 
worth noting.

In our review we state that IgW and IgNAR are “dead end” Ig isotypes, found only in the 
cartilaginous fish ( Fig. 5). Ota et al ( Proc. Natl. Acad. Sci. 2003, 100:2501–2506) now 
have shown that the lungfish (Osteichthyes) also has an IgW homologue, which has 
seven rather than the six C domains in the shark/skate version. This result suggests 
that the common ancestor of all jawed vertebrates had both IgM- and IgW-like 
molecules.

Concerning the problem of whether jawless fish have any molecules related to adaptive 
immunity, the Cooper group (Mayer et al Proc. Natl. Acad. Sci. 2002, 99:14350–14355 



and Uinuk-Ool et al Proc. Natl. Acad. Sci. 2002, 99:14356–14361) isolated 
lymphocyte-like cells (based upon their size) from the lamprey and did not detect MHC, 
Ig, or TCR sequences in a random sequencing of genes expressed by these cells 
(typical EST project). However, these authors did find some homologous genes that are 
expressed rather exclusively in lymphocytes of jawed vertebrates, further suggesting 
that jawless fish indeed have lymphocytes. In this same vein, the urochordate Ciona 
intestinalis genome sequencing project ( Science 2002, 298:2157–2167) also failed to 
reveal any Ig/MHC/TCR genes; nor were there immunoproteasome genes (LMP2, 
LMP7, or MECL-1), suggesting again that these genes all arose in a proximal vertebrate 
ancestor.

The tunicate Botryllus was shown to have a homologue of CD94, a C-type lectin 
expressed predominantly in vertebrate NK cells (Khalturin et al Proc. Natl. Acad. Sci. 
2003, 100:622–627.) Based upon expression and polymorphism of this gene, the 
authors suggest that it may be involved in allorecognition, but this hypothesis should be 
viewed with caution.

Bengten et al ( J. Immunol. 2002, 169:2488–2497) surprisingly showed that the 
transmembrane and secretory forms of catfish IgD ( Fig. 5) are encoded by different 
genes in the catfish. Transmembrane/secretory forms of Ig isotypes in all other 
vertebrates studied to date are derived by alternative splicing of a single gene.

In the chapter, we described work in sheep that suggested that the primary Ig repertoire 
is generated chiefly via somatic hypermutation. New work by Jenne et al ( J. Immunol. 
2003, 170:3739–3750) has shown that there are many more germline V genes than 
previously believed, suggesting that combinatorial (V-(D)-J) mechanisms plays an 
important role in primary repertoire generation.
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The molecular center of the immune system consists of major histocompatibility 
complex (MHC) molecules: the cell surface receptors that govern, by interaction with 
membrane-expressed molecules on crucial cells of the innate and adaptive immune 
systems, the initiation, perpetuation, and regulation of cellular activation in response to 
infection and neoplasia. The MHC molecules are not static surface receptors that 
merely bind another set of receptors to indicate their presence and number. They are 
structurally and conformationally dynamic: they modulate their structure by 
incorporating peptides derived from ingested foreign molecules or dysregulated proteins 
expressed in the same cell, and they sense the presence of proteins from viruses and 



other cellular pathogens that affect the nature or efficiency of the MHC molecules’ cell 
surface expression. In addition to providing the functional focal point for molecular 
recognition in the immune system, molecules encoded by the Mhc represent a 
microcosm of complex molecular biology. Members of the family of Mhc-encoded 
molecules interact extensively with a number of other molecules, during both their 
biosynthesis and intracellular trafficking. These interactions regulate the quality and rate 
of their appearance in specialized intracellular compartments as well as their arrival at 
the cell surface. When poised at the cell surface as ligands for specific molecules on T 
cells and natural killer (NK) cells, they control the response of these immunoeffectors. 
Understanding the MHC molecules in detail therefore provides a springboard for 
comprehending the layers of complex regulation to which the immune system is 
servant. The genetics of the Mhc offers a groundwork for understanding immunological 
selection and also reveals living footprints of molecular genetic evolution. Since the 
publication of the previous edition of this chapter, advances in the study of the Mhc as a 
genetic region, as well as in the understanding of its encoded molecules in structural 
and functional terms, have enabled a comprehensive understanding of this focal point 
of immune recognition. More facets of MHC function have been discovered, as the role 
of these molecules in sensing viral infection and in activating cells of the innate immune 
system has become better understood. Although an earlier view was that the 
Mhc-encoded molecules were uniquely involved in recognition by T cells, it is now 
overwhelmingly clear that MHC molecules interact with receptors on NK cells as well. 
As the strict definitions of MHC molecules based purely on the location of their 
encoding genetic loci have given way to looser groupings based on similarities of the 
protein structures or on functional relationships, we now appreciate that a larger family 
of genes, molecules, and functions should be included in this chapter. Our efforts are to 
preserve some sense of the historical development of this exciting field of study but also 
to focus on paradigmatic genetic, structural, and functional features that unify this 
extensive gene/protein family. Finally, the Mhc provides a genetic link from immune 
responsiveness to autoimmune disease—those well-known strong associations of 
particular Mhc genes to particular human diseases—and we outline the molecular basis 
for such associations.

The Mhc is a set of linked genes, located on chromosome 6 of the human, 
chromosome 17 of the mouse, chromosome 20 of the rat, and cluster I of the chicken 
that was first identified by its effects on tumor or skin transplantation and control of 
immune responsiveness ( 1 , 2 and 3 ). More recently, partly because of evolutionary 
interest and partly because of the importance of Mhc loci in species that serve as 
models for human disease, particularly human immunodeficiency virus, extensive 
information has been gathered on the MHC genes of several primate species ( 4 ). The 
Mhc also plays a role in resistance to infection. Early observations indicated an 
Mhc-linked control of immune responsiveness ( 5 , 6 , 7 , 8 and 9 ) and have culminated in 
a molecular understanding of the critical details of genetically encoded cellular 
recognition in the immune system. The control of transplantation and the immune 
response is the phenotypic consequence of the function of molecules encoded in the 
Mhc. Therefore, researchers gain a deeper understanding of the Mhc as they explore it 
in molecular and cellular terms. MHC molecules are cell surface receptors that bind 
antigen fragments and display them to various cells of the immune system: T cells that 



bear aß receptors ( 10 , 11 and 12 ), NK cells ( 13 , 14 and 15 ), and T cells that express ?d 
receptors ( 16 ). Molecules structurally similar to class I MHC (MHC-I) molecules, but 
encoded beyond the strict genetic bounds of the Mhc and in some cases lacking the full 
complement of MHC-I domains, are now known to be expressed on particular subsets 
of somatic cells, some tumors, and cells of the placenta. In addition, a certain 
population of T cells, known as NK T cells, that express both NK cell receptors and a 
restricted set of T-cell receptors, are activated by the class Ib MHC (MHC-Ib) molecule 
CD1d ( 17 , 18 , 19 and 20 ). Thus, there has been a transition in knowledge from that of 
mysterious genetic entities, with ill-defined mechanism but distinct immunological 
function and genetic location, to a biochemical understanding of specific molecules with 
known structure, biosynthetic pathway, biophysical parameters of interaction, and 
temporal expression that convey specific signals between and within cells and that map 
precisely to defined regions of the chromosome. The study of the Mhc has accordingly 
also made a transition, from that of genetics and cellular immunology to detailed 
molecular mechanisms.

Major improvements in knowledge resulted from many complementary developments: 
the widespread availability of inbred and recombinant mouse strains; an increasing 
library of well-characterized monoclonal antibodies that detect cell surface markers with 
specificity and potency; genomic and complementary deoxyribonucleic acid (cDNA) 
clones for Mhc-encoded proteins derived from many different species; high-resolution 
linkage maps and complete sequences based on whole genome sequencing methods; 
methods for the controlled expression of Mhc genes in transfectant cell lines and 
transgenic mice; knockout and conditional knockout animals with directed and 
conditional mutations of relevant genetic loci; expression systems for producing large 
amounts of homogeneous, soluble analogues of MHC molecules and their protein 
ligands; and high resolution x-ray crystallographic structures of MHC molecules and 
their complexes with important associated proteins such as co-receptors, 
superantigens, and T-cell and NK cell receptors. In addition, the availability of 
computer-accessible databases for obtaining current information on the nucleotide and 
amino acid sequence, as well as the three-dimensional structures of many of these 
factors, make the study of the Mhc particularly exciting, challenging, and rewarding.

The focus of this chapter is the Mhc, and our primary goal is to outline the general 
principles of molecular organization and function both of the genetic regions that 
encode MHC molecules as well as of the functional cell surface molecules themselves. 
Human disease associations, molecular typing of MHC molecules and Mhc genes, and 
relevant functional polymorphisms complete our explication of these markers of 
immunological function.

A NOTE ON NOMENCLATURE

One of the most confusing topics for students of the Mhc has been its nomenclature. 
Like language, nomenclature evolves, and attempts at standardization are inevitably 
incompletely successful. With new discoveries, additional complexities are recognized, 
and a need for greater precision undermines the simpler systems of the past. Current 
usage differs from species to species, journal to journal, and writer to writer, although 



there are standards of which the informed scientist should be aware. For the mouse 
Mhc, these are available in several publications: Genetic Variants and Strains of the 

Laboratory Mouse ( 21 ), now in its third edition, and the Jackson Laboratory home page 
( http://www.informatics.jax.org/mgihome/nomen/). For the human Mhc, there is a 
standard World Health Organization (WHO) nomenclature that is periodically evaluated 
and revised ( 22 ). By convention, genes or genetic loci are indicated by designations in 
italics and the encoded protein product or phenotypic descriptions are shown in a 
standard font. For the genes of the human Mhc, this convention is often overlooked, 
whereas for those of the mouse and other species, it is frequently followed. The mouse 
Mhc is referred to as H-2 because it was the second genetic locus involved in control of 
expression of erythrocyte antigens to be identified by Gorer ( 23 , 24 ). The Mhc is now 
known to consist of many loci, and the extended genetic region is referred to as the 
complex; thus the general term used for all species is the Mhc or MHC. (With the use of 
databases and computerized maps, the tendency is to eliminate the use of the hyphen; 
thus H-2 is evolving to H2.) The Mhc in the rat is known as RT1, the human locus is 
known as human leukocyte antigen ( HLA), and other common usages include DLA for 
the dog, GPLA for the guinea pig, SLA for the swine, and RLA for the rabbit. For other 
species, in accordance with a suggestion by Klein et al. ( 25 ), the taxonomic name 
forms the basis for the designation, contributing the first two letters of the genus and the 
first two of the species to name the locus. Thus, Patr is used for the chimpanzee ( Pan 
troglodytes), Gogo for the gorilla ( Gorilla gorilla), Mamu for the rhesus macaque ( 
Macaca mulatta), and Papa for the bonobo ( Pan paniscus).

Because the first genes of the Mhc to be identified were those that encoded cell surface 
molecules that could be detected by antibodies or by transplantation responses, these 
are the ones that are referred to as Mhc genes. More than 400 genes that map to the 
human or mouse Mhc are now known, and although technically they are all “Mhc” 
genes, the “MHC” molecules refer specifically to the MHC-I or class II MHC (MHC-II) 
molecules that are related in structure and function. Other Mhc-encoded molecules with 
distinct structure and function are referred to by their more specific names.

Particular Mhc genes are designated by one or more letters for the locus (e.g., H-2K, 
H-2D, H-2L, and H-2IA in the mouse; HLA-A, HLA-B, HLA-C, HLA-E, HLA-F, HLA-G, 
HLA-H, HLA-J, HLA-K, HLA-L, HLA-DR, HLA-DQ, HLA-DO,  and HLA-DP in the 
human). HLA-H, HLA-J, HLA-K, and HLA-L are pseudogenes. HLA-DRA, HLA-DQA1, 
HLA-DMA, HLA-DQA1, HLA-DQA2, HLA-DPA1,  and HLA-DPA2 encode the a chains, 
and HLA-DRB1 through HLA-DRB9 (including pseudogenes), HLA-DQB1 through 
HLA-DQB3, and HLA-DOB, HLA-DMB, HLA-DPB1, and HLADPB2 encode the 
respective ß chains. Allelic genes (and their expressed cell surface protein products) 
have been denoted in the mouse by the addition of a superscript (e.g., H-2K b and H-2K 
d are distinct alleles at the same locus) and in the human by the addition of a number or 
a letter and a number ( HLA-A2 and HLA-A3 are alleles, as are HLA-B8 and HLA-B27). 
Precise designation of human genes is by a nomenclature that includes a four-digit or 
longer number that follows the locus (e.g., HLA-A*0101 and HLA-DRB1*0101; see 
Table 1 for clarification of the nomenclature of the HLA alleles). Clarity in understanding 
the human designations requires a conversion table to align the older nomenclature, 



which is based on serological findings, with the more recent one, which is based on 
DNA typing ( Table 2 and Table 3).

 
TABLE 1. Nomenclature of human leukocyte antigen (HLA) loci and alleles

 
TABLE 2. Listing of class I human leukocyte antigen (HLA) alleles



 
TABLE 3. Listing of class II human leukocyte antigen (HLA) alleles

For the Mhc class II genes, the designation in the human is HLA-D (including HLA-DM, 
HLA-DO, HLA-DP, HLA-DQ, and HLA-DR); in the mouse, H-2IAa, H-2IAb, H-2IEa, and 
H-2IEb are used and frequently shortened to IAa, IAb, IEa, and IEb, respectively. a and 
b refer to the a or a (alpha) and b or ß (beta) chain–encoding genes, respectively. 
Some authors prefer H2-Aa, H2-Ab, H2-Ea, and H2-Eb. Current usage tends to include 
the Roman letter for the gene designation and the Greek letter for the encoded protein 
chain. The MHC-II molecules are often referred to as IA or IE with a superscript 
denoting the haplotype (i.e., IA b, IA d, or IE d). Several murine MHC-II–like genes, 
originally named H-2Ma, H-2Mb1, and H-2Mb2, which are homologues of the human 
HLA-DMA and HLA-DMB genes, are now called H2-DMA, H2-DMB1, and H2-DMB2 in 
an effort to emphasize their structural and functional similarity to the human HLA-DMA 
and HLA-DMB genes, as well as to distinguish them from the H-2M genes that lie most 
distal on chromosome 17 ( 26 ). Another complication that demands the precise use of 
gene and encoded protein names is that the number of genes in a particular 
homologous genetic region can differ between strains or between individuals. In the 
mouse, whereas some strains have only a single gene at the D locus (e.g., H-2D b ), 

other strains may have as many as five genes in the homologous region ( H-2D d, 

H-2D2 d, H-2D3 d, H-2D4 d, and H-L d ) ( 27 ).

An important description commonly used is “haplotype,” which refers to the linkage of 
particular alleles at distinct loci that occur as a group on a parental chromosome ( 28 ). 
The concept of haplotype is important in typing the HLA loci in the human, where the 
linked Mhc genes of one chromosome of one parent generally segregate as a linkage 
group to the children. Individual haplotypes of the Mhc in the mouse are referred to by a 

superscript lowercase letter as H-2 b, H-2 d, or H-2 k. Thus, the H-2 k haplotype refers 

to the full set of linked genes, H-2K k, H-2IA k, H-2IE k, and H-2D k and extends to the 
genes of the Q and T regions as well ( 29 , 30 ). (Some haplotype designations, such as 

H-2 a, refer to natural recombinants and thus include some of the linked genes from 
one haplotype and some from another). The realization that the similar H-2 haplotypes 
represented by different mouse strains have significant differences, particularly in the 
number and allelic identity of MHC-Ib genes, has supported a proposal to refine the 
nomenclature. Table 4 is a summary of the haplotypes of common mouse strains.



 
TABLE 4. Commonly used mouse strains: H-2 haplotypes

In parallel with the genetic nomenclature system, investigators have developed a 
system that focuses on the expressed proteins rather than just on the genes and, by its 
use, emphasizes both structural and functional differences. The main distinction of 
MHC molecules is between the MHC-I and MHC-II molecules. [Class III MHC molecules 
(MHC-III) have also been included in a group originally characterized as serum 
molecules involved in the complement system (C4/C2/Bf) but now also include products 
of the genetically linked loci mapping between the class I and class II regions of the 
Mhc.] All MHC-I molecules consist of a heavy chain (also called an a chain) that is 
noncovalently assembled with a monomorphic (genetically invariant, or almost so) light 
chain known as ß 2-microglobulin (ß 2m), encoded by the B2m gene. All MHC-I 
molecules are subclassified into the MHC class Ia (MHC-Ia) and MHC-Ib groups, 
distinctions based on amino acid sequence differences as well as on gene location ( 31 , 
32 ). MHC-II molecules are heterodimeric, consisting of noncovalently assembled a and 
ß chains. The bulk of the serologically defined differences in HLA-DR molecules reside 
in the ß chain. The heterodimers usually consist of the assembled products of the 
linked genes encoding the two chains. In the mouse, the products of the IAa (also 
known as IAa) and IAb (or IAß) genes assemble to form the IA heterodimer; similarly, 
the products of the IEa ( IEa) and IEb ( IEß) genes assemble to form IE. IA and IE are 

often referred to as “isotypes.” The allelic forms are usually referred to as IA b, IA d, or 

IA k. Under some circumstances, mixed heterodimers that can be of immunological 
importance are observed ( 33 , 34 , 35 , 36 , 37 and 38 ). Thus, to refer to a mixed 
heterodimer consisting of the a chain of IE d and the ß chain of IA d, the more precise 
but cumbersome description IAß dEa d (IAb dEa d) must be used. In the human, 
particularly in referring to MHC-II molecules, the distinctions between molecules 
identified by antibodies and those identified by DNA sequence typing must be made ( 
Table 2 and Table 3).



THE IMMUNOLOGICAL FUNCTION OF MAJOR HISTOCOMPATIBILITY 
COMPLEX MOLECULES

MHC molecules are a molecular reflection of the health status of either the cell that 
synthesizes them (for MHC-I molecules) or the local environment in which the cell 
resides (for MHC-II). The structure of the MHC molecule reflects the amino acid 
sequences of the two polypeptide chains [a and ß for MHC-II and heavy (or a) and ß 2m 
for MHC-I] that form the core of the complex and also the sequence of the variable 
bound peptide that forms an integral part of the trimer. The MHC molecule, governed by 
the sequence of the encoding structural genes for Mhc-I heavy chain and the Mhc-II a 
and ß chains, as well as other genes involved in antigen processing and presentation 
that map to the Mhc, must satisfy at least two distinct recognition functions: (a) the 
binding of peptides or, in some cases, nonpeptidic molecules, and (b) the interaction 
with either T or NK cells through their respective receptors. The T-cell receptor (TCR) 
may augment its interaction with the MHC molecule by virtue of interaction of a T cell 
expressed co-receptor (CD8 for MHC-I and CD4 for MHC-II). [There is evidence that 
some NK receptors, when expressed on T cells, may also serve as co-receptors ( 39 ).] 
The binding of peptides by an MHC-I or MHC-II molecule is the initial selective event 
that permits the cell expressing the MHC molecule [the antigen-presenting cell (APC) 
or, when this cell is to be the recipient of a cytolytic signal, the target cell] to sample 
fragments derived either from its own proteins (for MHC-I–restricted antigen 
presentation) or from proteins ingested from the immediate extracellular environment 
(for the case of MHC-II).

In particular, cell surface MHC-I glycoproteins gather from the cell’s biosynthetic 
pathway fragments of proteins derived from infecting viruses, intracellular parasites, or 
self molecules, expressed either normally or in a dysregulated manner as a result of 
tumorigenesis, and then display these molecular fragments, in complex with the mature 
MHC-I molecule, at the cell surface ( 12 , 40 , 41 , 42 and 43 ). Here, the cell-bound MHC-I/ß 
2m/peptide complex on the APC is exposed to the extracellular milieu and is available 
for interaction with T cells or NK cells. The T cell bearing an aß receptor recognizes the 
particular MHC/peptide complex by virtue of a specific physical binding interaction. 
Each T cell is representative of a clonal population and bears a unique TCR encoded 
by somatically rearranged TCR genetic elements. T cells bearing aß receptors undergo 
a complex selective process in the thymus, and only a small proportion of T cells that 
enter the thymus ultimately reach peripheral lymphoid organs, such as lymph nodes 
and the spleen. A particular TCR can bind only a very limited selection of MHC/peptide 
complexes. The recognition by T cells is known as MHC-restricted in that only a limited 
set of MHC molecules can bind a particular TCR and is also termed antigen-specific in 
that a particular T cell “sees” a particular peptide. For any given T-cell clone, single 
amino acid substitutions of either the MHC or the peptide may severely diminish, or 
even obliterate, the functional interaction of the TCR with the MHC/peptide complex. 
The MHC-I system draws its spectrum of peptides from proteins in the cytosol that are 
(a) degraded by the multiproteolytic proteasome complex to peptides that are 
transported from the cytosol to the endoplasmic reticulum with the aid of the intrinsic 
membrane peptide transporter, the transporter associated with antigen processing 



(TAP), (b) then trimmed at their amino terminus, and (c) cooperatively folded as an 
intrinsic component of the newly synthesized MHC-I molecule ( 44 ).

MHC-II molecules, in contrast to MHC-I, are expressed on a more limited set of somatic 
cells—B cells, macrophages, dendritic cells, and activated but not resting T cells in the 
human—and have a somewhat more specific function in peptide selection and 
presentation. In general, they bind peptides derived from the degradation of proteins 
ingested by the APC, and they sort their MHC-II molecules into endosomal cellular 
compartments in which the degraded peptides are generated and catalytically 
transferred to the binding site of the MHC-II. The MHC-II antigen presentation pathway 
is based on the initial assembly of the MHC-II aß heterodimer with a dual-function 
molecule, the invariant chain (Ii), which serves as a chaperone to direct the aß 
heterodimer to an endosomal, acidic protein-processing location, where it encounters 
antigenic peptides and which also serves to protect the antigen binding site of the 
MHC-II molecule so that it will be preferentially loaded with antigenic peptides in this 
endosomal/lysosomal location ( 45 , 46 , 47 and 48 ). The loading of the MHC-II molecule 
with antigenic peptide, a process dependent on the release of the class II associated 
invariant chain peptide (CLIP), in part dependent on the MHC-II–like molecule, HLA-DM 
in the human, ( 49 , 50 ), then leads to the cell surface expression of MHC-II/peptide 
complexes. The MHC-II–recognizing T cells then secrete lymphokines and may also be 
induced to proliferate or to undergo programmed cell death. Such MHC-restricted 
lymphokine production that facilitates and augments the recruitment of additional 
inflammatory cells as well as APCs and antibody-producing cells is a contemporary 
explanation for what was historically referred to as “T-cell help.”

Distinct from TCRs that recognize MHC molecules, a number of NK cell receptors, both 
activating and inhibitory, bind MHC-I molecules, and several NK receptors interact with 
MHC-I–like molecules ( 51 ). In general, the NK/MHC-I interaction, in comparison with 
the TCR/MHC interaction, shows considerably less peptide specificity, although the 
interaction is peptide dependent and, in some cases, may exhibit clear-cut peptide 
preferences ( 13 , 52 , 53 and 54 ). The functional purpose of the MHC-I or MHC-I–like 
molecule in NK cell recognition appears to be more subtle than that in T-cell 
recognition. The NK cell is tuned to a balance of inhibitory and activating signals 
conveyed to it through MHC interaction, and, in its resting state, the inhibitory signals 
predominate. MHC-I is a sensor of the biosynthetic and metabolic state of the cell in 
which it is synthesized: When dysregulated by tumorigenesis or viral infection, the 
altered level of MHC-I can be detected by the NK cell. This ability of the NK cell to 
sense altered levels of MHC-I on target cells is the basis of the “missing self 
hypothesis,” which holds that NK cells detect and lyse cells defective in MHC-I 
expression as a result of the loss of the inhibitory signal that results from engagement 
of NK receptors by MHC-I ( 55 , 56 and 57 ). The prototype NK receptor is the mouse NK 
inhibitory receptor, Ly49A, a C-type lectinlike molecule that delivers an inhibitory signal 
to the cell expressing it as a result of its interaction with normally expressed MHC-I 
molecule, H-2D d ( 58 ). Distinct clones of NK cells differ in the combinatorial expression 
of different NK receptors that have different MHC preferences. Thus, in the mouse, 
each distinct NK clone may express a different combination of NK inhibitory receptors 
such as Ly49A, Ly49C, Ly49G2, and Ly49I ( 59 ). Because each inhibitory molecule may 



exhibit slight differences in its MHC-I or peptide preference and specificity, this kind of 
combinatorial expression of NK activity offers a breadth of specificity toward different 
potential target cells.

MHC-I and MHC-II molecules, because of differences in the cellular compartments that 
they traverse from their biosynthesis to their maturation, reveal strong preferences for 
the origin of the proteins that they sample for antigen presentation ( 60 , 61 ). The MHC-I 
antigen presentation pathway is most easily thought of as an “inside-out” pathway by 
which protein fragments of molecules synthesized by the cell are delivered to and 
bound by the MHC-I molecule during its biosynthesis. In contrast, the MHC-II antigen 
presentation pathway is best visualized as an “outside-in” one in which ingested 
proteins are degraded by enzymes in the endosomal/lysosomal system and are 
delivered to MHC-II molecules in that degradative compartment ( 12 , 43 , 62 , 63 ). Careful 
analysis of peptides delivered to the class II pathway reveals that under some 
conditions, peptides generated in the cytoplasm can also be presented through the 
MHC-II pathway ( 64 , 65 ). [Cellular compartments for MHC-II peptide loading have been 
called MIIC, but it has been argued that this is an imprecise term that has limited utility ( 
66 ).] The processes of antigen processing and presentation are schematically illustrated 
in Fig. 1 and are described in more detail elsewhere in this book. The biochemical steps 
involved in the production of antigen fragments from large molecules are collectively 
known as antigen processing,  whereas those that concern the binding of antigen 
fragments by MHC molecules and their display at the cell surface are known as antigen 
presentation.

 
FIG. 1. Antigen processing and presentation. The major pathways of processing and 
presentation are shown. Cytosolic proteins ( shaded hexagons) are degraded in 
proteasomes, sometimes after ubiquitination, to peptide fragments that are then 
transported into the endoplasmic reticulum by transporter associated with antigen 
processing (TAP) where they assemble with class I major histocompatibility complex 
(MHC)/ß 2-microglobulin complexes. Proteolytic trimming of these peptides occurs 

following entry into the endoplasmic reticulum ( 450 , 451 ). For some MHC/peptide 
complexes, tapasin plays a crucial role in peptide loading. The thiol oxidoreductase 
ERp57 contributes to peptide loading and binding by facilitating the formation of a 
crucial disulfide bond between the class I MHC a2 helix and the ß strand floor of the 



peptide binding groove. From the endoplasmic reticulum, MHC/peptide complexes pass 
through the Golgi apparatus and trans-Golgi network, undergoing a variety of steps of 
carbohydrate addition and maturation, before emerging at the cell surface. Exogenous 
proteins (striped hexagons) enter the endosomal pathway through endocytosis, and in 
early or late endosomes or lysosomes, they are progressively degraded to peptides. In 
early and late endosomes, class II MHC/invariant chain complexes (those that have 
been trafficked there from the endoplasmic reticulum) are converted to class II 
MHC/corticotropin-like intermediate peptide (CLIP) complexes that are loaded with 
peptides with the catalytic aid of human leukocyte antigen–DM. These class II 
MHC/peptide complexes then go to the plasma membrane. This figure is adapted from 
those described elsewhere ( 62 , 265 ).

The understanding of the complexities of antigen processing and presentation 
continues to improve. The importance of MHC-I loading of proteasome components in 
controlling the specificity of the degradation of proteins in the cytoplasm has been 
recognized ( 42 ). Contributions made by the chaperone tapasin ( 67 ), by ubiquitination ( 
42 , 68 ), and by amino terminal trimming of peptides in the endoplasmic reticulum ( 69 ) 
and the role of disulfide interchange as controlled by the resident endoplasmic reticulum 
protein Erp57 in peptide loading during MHC-I assembly ( 70 ) have also been 
recognized. MHC-II peptide loading is controlled in part by the multifunctional 
chaperone/groove protector, Ii, as well as the important catalytic machinery of the 
endosomes, molecules known as HLA-DM and HLA-DO in the human and H-2M and 
H-2O in the mouse ( 67 ) ( Fig. 1).

In addition to showing preference for distinct pathways of antigen presentation, the 
MHC-I and MHC-II molecules also show preferential restriction to T cells of the CD8- or 
CD4-bearing subsets. This is related to the observation that CD8 binds to the 
nonpolymorphic a3 domain of MHC-I molecules ( 71 , 72 , 73 and 74 ), whereas CD4 
interacts with membrane proximal domains of MHC-II ( 75 , 76 , 77 , 78 and 79 ). The CD8 
and CD4 molecules serve as “co-receptors” on the surface of the T-lymphocyte, 
providing both adhesion (avidity increase) and specific activating signals that modulate 
the avidity of the T cell in a time dependent manner ( 80 , 81 ). The precise location of the 
site of interaction of the CD8aa homodimer with MHC-I has been observed 
crystallographically for both human and murine molecules ( 82 , 83 ). In addition, the two 
amino terminal immunoglobulin-like domains of human CD4 complexed with a murine 
MHC-II molecule, I-A k, have been visualized crystallographically ( 79 ). The numerous 
interactions of MHC molecules with other cellular components and with the wide variety 
of peptides and of various immunological receptors reflect the robust potential of the 
MHC structure as a molecular sensor and as a master regulator of immune responses. 
These molecular interactions then read out in different cell trafficking and signaling 
functions. Table 5 summarizes some of these interactions, emphasizing the similarities 
and differences between MHC-I and MHC-II molecules.



 
TABLE 5. Comparison of class I and class II MHC molecules

THE MAJOR HISTOCOMPATIBILITY COMPLEX

Major Histocompatibility Complex Genetic Maps

The MHC is an extended region of the genome that spans approximately 4 million base 
pairs (Mb) on the short arm of human chromosome 6 in the region of 6p21.3. One 
analysis ( 84 ) suggested that the extended Mhc covers as much as 8 Mb. Although Mhc 
genes were among the first to be mapped in this region, it is now clear that a large 
proportion of genes with function unrelated to immune recognition also reside in this 
region. The interested reader is referred to the continually updated maps and linkages 
available at various websites, including http://www.ebi.ac.uk/imgt/hla and the MHC 
haplotype project at http://www.sanger.ac.uk/HGP/Chr6/.

Figure 2 shows a schematic map of some of the major genes of the human ( 85 ), 
mouse, and rat Mhc, which includes those that encode MHC-I and MHC-II proteins. 
These comparative maps are not drawn to scale and do not show every gene identified 
in the region. Three markers, Ke2, Bat1, and Mog, serve to define the gross colinearity 
of the MHC of the three species ( 86 ), although there are clearly major differences 
between strains and even detectable differences between individuals within a species 
as well. Bat1 and Mog define the boundaries of the MHC-I regions in all three species. 
The mapping and sequence information now available for the human is more extensive 
than that available for the mouse and the rat, although data on these are accumulating 
rapidly. A database of the human Mhc is available ( http://www.hgmp.mrc.ac.uk/) ( 87 ). 
The homology of the MHC region of mouse chromosome 17 to that region on human 
chromosome 6 can be found at http://www.ncbi.nlm.nih.gov/Homology/, and extensive 
maps of syntenic regions of the human and mouse are available there and in the recent 
publication of the physical map of the mouse genome ( 88 ). Large stretches of the rat 



MHC-I ( 89 , 90 ) and MHC-II ( 91 ) regions have been linked.

 
FIG. 2. Genetic maps of the major histocompatibility complex ( Mhc). Comparative map 
of the human, mouse, and rat MHC. This schematic map is not complete or drawn to 
scale; it is derived from maps available elsewhere ( 86 , 87 , 89 , 90 and 91 , 149 , 158 , 452 ). 
The centromere and major genes are indicated.

The human MHC map reveals clusters of genes grouped approximately into an Mhc-II 
region covering about 1,000 kb, an Mhc-III region of about 1,000 kb, and an Mhc-I 
region spanning 2,000 kb ( Fig. 2). HLA-DP genes ( DPA, which encodes the a chain, 
and DPB, which encodes the ß chain) are proximal to the centromere on the short arm 
of the chromosome and are linked to the genes encoding the related HLA-DM molecule 
( DMB and DMA). Between these and the DQ genes lie the genes for 
low-molecular-weight proteins ( LMP) ( 92 , 93 , 94 and 95 )] and TAP ( 96 , 97 , 98 , 99 , 100 and 
101 ). LMP and TAP genes encode molecules that are involved in peptide generation in 
the cytosol and peptide transport across the endoplasmic reticulum membrane, 
respectively. The current view of the LMPs is that they are subunits of the multicatalytic 
proteolytic proteasome complex that regulate the specificity of cleavage of proteins and 
thus modulate the repertoire of peptides available for MHC-I–restricted antigen 
presentation ( 102 , 103 , 104 and 105 ). The TAP genes encode a two-chain intrinsic 
membrane protein that resides in the endoplasmic reticulum of all cells and functions as 
an adenosine triphosphate–dependent transporter that pumps peptides generated in 
the cytosol into the lumen of the endoplasmic reticulum ( 106 , 107 ). The selective 
transport of cytoplasmically generated peptides by different TAP proteins in the rat 
demonstrates that the spectrum of MHC/peptide complexes expressed at the cell 
surface can be significantly altered by differences in the antigen presentation pathway ( 
108 , 109 and 110 ). Such evidence suggesting that different peptide repertoires are related 
to different allelic forms of LMPs or of TAP has raised the possibility that genetic 
variation of LMPs or TAP may be related to autoimmune or malignant disease ( 111 , 112 

and 113 ). However, the potential relationship between LMP2 expression and 
autoimmune diabetes in nonobese diabetic mice has provoked considerable discussion 
( 114 , 115 ).



The major Mhc-II genes of the human are HLA-DRA and HLA-DRB, which encode the 
chains that form the HLA-DR molecule, a major antigen presentation element. Genetic 
mapping of the human DRB region now indicates that several alternative arrangements 
of different DRB pseudogenes and functional genes account for the varied serotypes 
and genotypes observed among individuals ( Fig. 3). Because these are carried as sets 
of genes in linkage disequilibrium, they are frequently referred to as haplotypes. The 
Mhc-III region is important in immunological terms for several reasons: The structural 
genes for several complement components map here, as do the structural genes for 
21-hydroxylase (CYP21A2) ( 116 , 117 ), an enzyme critical in the biosynthesis of 
glucocorticoids, a deficiency of which can lead to congenital adrenal hyperplasia. Also 
linked in the Mhc-III region are the structural genes for tumor necrosis factors a and ß 
(TNF-a and TNF-ß), which are lymphokines made by activated T cells ( 118 , 119 and 120 ). 
TNF-ß is also known as lymphotoxin a.

 
FIG. 3. Genetic basis of the structural variation in human leukocyte antigen (HLA) class 
II haplotypes. All HLA class II haplotypes contain DPA1, DPB1, DQA1, DQB1, DRA, 
and DRB1 loci; however, there is variation in the number of additional DRB loci found 
on different haplotypes. The DRB9 pseudogene (labeled with a ?) is common to all 
haplotypes; however, a DRB3 locus product is also expressed on haplotypes containing 
any of the serological DRB1 specificities DR3, DR5 ( 11 , 12 ), or DR6 ( 13 , 14 ). The DRB3 
ß chain forms a cell surface heterodimer with the DRA a chain and creates the 
serological specificity DR52. These haplotypes also contain DRB6 and DRB2 loci that 
are pseudogenes. The DRB5 locus is found on most haplotypes containing the 
serological DRB1 specificity DR2, but this gene product is also occasionally expressed 
on other DRB1 haplotypes ( 164 ).

The more distal region of the Mhc encodes other MHC molecules; in the human, the 
cluster of the major Mhc-I genes lies here, spanning 2 Mb and including the genes 
encoding HLA-B, HLA-C, HLA-E, and HLA-A, as well as HLA-H, HLA-G, and HLA-F. In 
humans, HLA-A, HLA-B, and HLA-C are the major MHC-I molecules. (A summary of 
the serological and genetic identification of these is in Table 2). Serological 
identification of HLA-C molecules has been difficult and imprecise; however, HLA-C 
molecules interact directly with NK receptors of the killer cell immunoglobulin-like 



receptor (KIR) KIR2D family. Direct binding studies have analyzed the kinetics of the 
interaction of the KIR2 receptors ( 121 , 122 and 123 ), and three-dimensional structures of 
KIR2DL2 in complex with HLA-Cw3 and of KIR2DL1 in complex with HLA-Cw4 have 
been published ( 124 , 125 ). The precise functions of HLA-E, HLA-F, and HLA-G are not 
yet clear. HLA-E and its murine analog Qa-1 bind the hydrophobic leader peptides 
derived from some MHC-I molecules, forming a complex that is recognized by the 
C-type lectin-like NK receptor CD94/NKG2 ( 126 , 127 , 128 , 129 and 130 ). This implies an 
important function for HLA-E because these molecules are expressed on placental 
trophoblast cells and would be expected to bind the inhibitory NK receptor 
CD94/NKG2A, preventing NK-mediated rejection of the fetus ( 131 , 132 ). HLA-E has 
been shown to serve as a recognition element for some T cells as well, and so it seems 
capable of a more classical as well as a unique functional role ( 129 , 133 , 134 ). Some 
evidence now also supports an antigen presentation function of HLA-F and HLA-G ( 135 , 
136 ) and the tissue-restricted expression of HLA-G. It has also been observed that a 
soluble form leads to apoptosis of CD8 + T cells, which suggests that this molecule may 
be involved in the mother’s immunological tolerance of the fetus ( 137 ). HLA-H ( 138 ) is a 
pseudogene mapping to this region. This should not be confused with the more 
distantly related HLA-HFE, an Mhc-Ib gene erroneously called HLA-H by some authors 
( 139 , 140 ), that controls hereditary hemochromatosis by virtue of its role in iron 
metabolism that results from its interaction with the transferrin receptor ( 141 , 142 , 143 , 144 

, 145 and 146 ).

Comparison of the mouse, rat, and human Mhc maps reveals several interesting 
differences ( 147 , 148 , 149 and 150 ). The Mhc genes proximal to the centromere of the 
mouse and rat belong to the Mhc-I family, rather than to the Mhc-II family, as they do in 
the human. This mapping has suggested that an intrachromosomal recombination 
event that occurred in some common rodent ancestor displaced some of the Mhc-I 
genes from a more distal location to the proximal site ( 151 ). Inspection of the current 
human, mouse, and rat maps clearly indicates similarities in the relative locations and 
organization of Mhc-II, Mhc-III, and the distal Mhc-I genes ( 149 ). The major rat MHC-I 
molecule is RT1.A. Various genetic expansions and contractions are obvious as well. In 
particular, the mouse Q and T regions have expanded the pool of Mhc-I genes, which 
are relatively few in the human and the rat. Early studies of congenic mouse strains 
mapped multiple genes to the Q and T regions ( 152 , 153 and 154 ), and more recent 
evidence suggests significant differences in the number of genes of this region in 
different strains. The mouse has some MHC-Ib genes that seem to be relatively unique 
in function. In particular, the H-2M3 gene (not to be confused with the Mhc-II H-2Ma 
and H-2Mb genes, which encode the homologues of the human HLA-DMA and 
HLA-DMB proteins), which maps distal to the Q and T regions, encodes a protein that 
exhibits a preference for binding peptides that have N-formyl amino terminal 
modifications, an antigen presentation function that may be geared to bacterial, 
protozoal, and mitochondrial antigens ( 155 , 156 and 157 ). Rat homologues of the mouse 
H-2M3 and H-2M2 genes have been identified ( 158 ).



Major Histocompatibility Complex Polymorphism

The Mhc’s function in immune responsiveness is also reflected in its genetic 
polymorphism. Polymorphism is the presence at any given time of a 
larger-than-expected number of genetic variants in a population. As populations change 
and evolve, genetic variants are expected to arise, but because of constraints on the 
function of some genetic markers, relatively few of these genetic variants are able to 
persist. The generally accepted convention is that a genetic locus that exhibits more 
than 1% of the alleles as variant at any one time is polymorphic. A polymorphic locus or 
gene, therefore, is one that has a high frequency (not number) of genetic variants ( 1 ). A 
genetic locus that is relatively invariant is often referred to as monomorphic, even if 
more than one allele is recognized. HLA genes exhibit a high degree of polymorphism, 
and a number of different mechanisms may contribute to the generation and 
maintenance of polymorphism. Among these are the suggested selective advantage of 
a pool of antigen-presenting elements that might allow the binding and presentation of 
antigenic peptides derived from a wide variety of environmental pathogens. Limited 
polymorphism would make the entire population susceptible to a chance infectious 
agent to which all individuals would be unable to respond, whereas widespread 
polymorphism would be expected to allow the APCs of at least a proportion of the 
population to bind and present antigens derived from invading pathogens effectively ( 
159 , 160 ). Such a view was originally based on HLA molecules as presenting elements 
for pathogen-derived peptide fragments to T cells and their antigen-specific TCRs; more 
recent studies suggest an additional role for MHC-I–related resistance to viral infection 
through an NK cell–mediated recognition ( 161 , 162 ).

The human Mhc-I and Mhc-II genes are clearly polymorphic; more than 50 alleles at 
each of the HLA-A, HLA-B, and HLA-DRB loci have been identified ( 163 , 164 ) ( Table 2 
and Table 3). In experimental animals, it is more difficult to demonstrate polymorphism 
in terms of population genetics, although typing of wild mice has confirmed the 
impression gained from the analysis of inbred strains and mutants derived from them ( 
165 ). The polymorphism of Mhc-I and Mhc-II genes, so evident in human and mouse, 
has also been documented in analyses of cichlid fishes, animals that diverged at least 
several hundred million years ago from the line leading to mammals ( 166 , 167 and 168 ).

Major Histocompatibility Complex Evolutionary Mechanisms

As both an extended genetic region and a group of genes with many belonging to the 
immunoglobulin supergene family ( 169 , 170 ), the Mhc has served as a prototype for 
elucidating and understanding mechanisms that contribute to the evolution of a 
multigene family and that add to the polymorphism that is such a dominant 
characteristic of the classical MHC molecules ( 150 ). The analysis of mutations in the 
mouse, mostly those of Mhc-I genes, has led to the understanding of the mechanisms 
that give rise to polymorphism. The mutations have been identified in mice by screening 
large numbers of animals by skin grafting of siblings. Both induced and spontaneous 
mutations affecting skin graft acceptance or rejection have been identified, and many of 



these have been mapped to the Mhc. Gross recombinational events have been 
documented ( 171 , 172 ), as have more subtle mutations, many of which are multiple 
amino acid substitutions in a relatively small part of the protein that seem to derive from 
nonreciprocal crossing-over events. Such a nonreciprocal recombinational event that 
occurs over short sequences is known as gene conversion because of its similarity to a 
phenomenon that occurs in yeast ( 171 , 172 , 173 , 174 , 175 , 176 , 177 and 178 ).

The mechanism of gene conversion in mice is now better understood because 
nucleotide sequence analysis and oligonucleotide-specific hybridization have been used 
not only to characterize the mutations that have occurred but also to identify the Mhc 
genes that have been the donors of the mutant sequences. Although the precise 
enzymatic details are not clear, it is now understood that gene conversion is a genetic 
event that allows the copying or transposition of short sequences from a donor gene to 
a recipient. Some of the polymorphisms of Mhc genes that have been identified clearly 
reflect point mutations ( 164 ). The most important H-2 mutants and the identified donor 
genes are summarized in Table 4. Structural studies have shown that the profound 
immunological effects of mutations of the H-2 genes H-2K bm1 and H-2K bm8 result from 
minimal detectable structural changes that may affect thermostability ( 179 ). In addition 
to such mouse mutants, a number of somatic cell variants and mutants, some resulting 
from major deletions or regulational defects and others clearly from point mutants of 
structural genes, have been described ( 180 ). The characterization of three mutants of 
the H2K b gene, mutants that have a complex set of several mutations over a more 
extended region of DNA, suggests that no single donor gene can be identified for these 
mutants. An effort to identify the donor gene for the H2K bm3, H2K bm23, and H2D bm23 
mutations led to the conclusion that these complex mutations must have arisen by the 
contribution of at least two different donor genes acting either in sequence or in synergy 
( 180 ).

The Major Histocompatibility Complex and Transplantation

Although the early description of the genes of the Mhc was based on identification of 
loci involved in tumor and allograft rejection (the rejection of grafts from genetically 
disparate donors of the same species), and although these genes clearly play a role in 
such complex phenomena, a contemporary understanding of the function of Mhc genes 
in immunology requires little understanding of the rules of transplantation. The early 
history of transplantation is chronicled extensively in several books ( 1 , 3 ) and reflects a 
developing interest in tumor immunology and congenic mouse strains. The most 
extensively studied species for tumor, tissue, and organ transplantation has been the 
mouse, and so a brief description of some relevant principles is in order. 
Comprehensive manuals and reviews are available ( 181 ). Propagation of a mouse 
strain by repeated matings of brothers and sisters leads to the establishment of an 
inbred strain, a group of animals that are genetically identical at all loci. More complete 
descriptions of the process by which brother–sister mating leads to homozygosity at all 
loci are given elsewhere ( 1 , 3 ). The probability of fixation of all loci ( P fix) as a function 

of the number of generations, n, is given by P fix = 1 - (7/8) n - 1. Thus, after five 



generations of brother–sister matings, the probability of all loci being identical is 0.414; 
after 10 generations, 0.7; after 15 generations, 0.85; and after 20 generations, 0.91.

“Congenic” mouse strains, also known as “congenic-resistant” mouse strains, are those 
derived by first crossing two inbred strains that differ in a histocompatibility phenotype 
(such as resistance to a transplantable tumor or ability to reject a skin graft) and then 
successively backcrossing to one parental strain; in this way, the resistance phenotype 
is preserved. After at least 10 backcross generations (N10), (1/2) 9 = 0.002 of the 
genes of the selected strain should be present, the new strain is propagated by 
brother–sister mating. From such breeding schemes, a number of strains critical to 
genetic studies of the Mhc have been derived. Several relevant inbred mouse strains, 
congenic-resistant strains, are listed in Table 4 along with their H-2 designations.

The availability of numerous polymerase chain reaction–based genetic markers 
throughout the mouse genome allows the direct identification of the progeny that have a 
greater proportion of the desired background at each generation. Selective 
backcrossing, taking advantage of the genotype of a large number of such genetic 
markers distributed widely throughout the genome, a process known as “speed 
congenics,” can hasten the process of establishing a homogeneous background for a 
particular mutant or knock-in trait ( 182 , 183 ). Because strains obtained by brother–sister 
matings may reveal genetic drift as spontaneous mutations accumulate in the strain, it 
is crucial to keep track of the stock from which the animals were derived and the 
number of generations that they have been propagated without backcrossing to founder 
stock. This has been of particular concern because various lines of embryonic stem 
cells derived from different lines of strain 129 have been used for genetic manipulation 
(gene knockout experiments) ( 184 ) and there are clearly differences in histocompatibility 
( 185 ).

The early rules of transplantation were determined by observation of the ability of either 
transplantable tumors or allografts (usually from skin) to survive in a particular inbred 
mouse strain host. The graft rejection phenomenon is an extremely sensitive and 
specific bioassay that permits the detection of genetic differences as small as a single 
amino acid in an MHC protein. It has been particularly valuable in assessing 
spontaneous and induced mutants (see previous discussion) and remains the absolute 
experimental discriminator of histocompatibility.

In addition to the Mhc genes, there exist the genes that encode minor histocompatibility 
antigens. In the mouse, these were originally identified as genetic loci responsible for 
graft rejection after extended periods of time. More recently, several minor 
histocompatibility loci have been identified as those that encode polymorphic proteins 
that give rise to peptides presented by MHC molecules ( 186 , 187 , 188 and 189 ), and the 
complexities of transplantation tolerance are now understood not only in terms of Mhc 
genes but also in terms of numerous proteins that may give rise to variant peptides for 
T-cell recognition.

The Major Histocompatibility Complex and Clinical Transplantation



Processed foreign antigen complexed to class I or class II HLA molecules is recognized 
by a specific clonally distributed TCR for antigen on the surface of T-lymphocytes. The 
T cell bearing an aß receptor is capable of recognizing the structure of the HLA 
molecule itself coordinately with the exposed parts of the peptide antigen. 
Co-recognition of HLA and peptide antigen means that T-cell antigen receptors are 
highly specific and genetically restricted to recognizing HLA molecules of the individual 
from which they were derived. Thus, a killer (cytotoxic) T cell raised against an influenza 
virus peptide in an individual expressing HLA-A2 does not confer any influenza 
immunity when passively transferred to an individual expressing HLA-A1. This concept 
is known as MHC-restriction and was first described by Zinkernagel and Doherty ( 8 ) for 
recognition of viral antigens, by Shevach and Rosenthal ( 7 ) for recognition of 
alloantigens, and by Shearer et al. ( 6 ) for recognition of altered self ligands. Given that 
T cells are MHC restricted, it is difficult to understand why they should ever recognize a 
foreign HLA type. However, in practice they do, and it is generally believed that they do 
so with alarmingly high frequency. Estimates of between 1/10 to 1/1,000 activated 
clonally distinct T cells are capable of responding to any random allogeneic HLA 
molecule ( 190 , 191 , 192 and 193 ). In view of the number of T cells in the human lymphoid 
system, this represents a striking tendency for T cells that are normally restricted to 
recognizing self HLA molecules complexed to foreign peptides to cross-react on 
allogeneic HLA molecules. This cross-reaction can arise from direct recognition of the 
allogeneic HLA/peptide complex, which usually depends on the peptide antigen as well 
as on the allogeneic HLA molecule. Alternatively, allorecognition by T cells can occur 
indirectly ( 194 , 195 ). In this case, peptides derived from the allogeneic HLA molecules 
are presented as nominal antigen after processing by the host cells bearing self HLA 
molecules. In the normal course of events, T-cell alloreactivity is an in vitro curiosity, 
although it is still not entirely clear why the fetal “allograft” does not stimulate the 
maternal immune system. However, the clinical transplantation of organs and 
hematopoietic stem cells across HLA incompatibility barriers produces graft rejection or 
graft-versus-host disease (GVHD) because of T cell alloreactivity. Fully allogeneic 
transplants theoretically expose the recipient immune system to up to 12 non-self HLA 
alleles expressed by the allograft. Moreover, the “self-peptides” constitutively presented 
by allogeneic HLA molecules are likely to be quite distinct from those presented by 
syngeneic HLA molecules because the polymorphisms of the peptide antigen-binding 
cleft of the MHC-I molecule that distinguish HLA alleles alter the spectrum of selected 
peptides. Allogeneic HLA/peptide complexes probably stimulate powerful T-cell 
responses because of the high density of unusual determinants and the diversity of new 
peptide ligands presented by the allogeneic HLA/peptide complexes. (Because there 
are so many genes encoding a host of proteins, superficially lacking immunological 
function, that are linked to the different HLA haplotypes—see previous section on MHC 
genetic maps—it is likely that polymorphisms in these molecules contribute significantly 
to the alloresponse.) Accordingly, many studies have demonstrated an incremental 
improvement in long-term graft survival with progressively higher levels of HLA 
matching at HLA-B and HLA-DR loci. For this reason, HLA matching is required, or 
desirable, in many forms of transplantation. The degree of HLA matching usually 
required for renal transplantation is shown in Fig. 4, and that required for bone marrow 
transplantation is shown in Table 6.



 
TABLE 6. MHC matching versus success of bone marrow transplantation

 
FIG. 4. Renal graft survival improves with fewer human leukocyte antigen (HLA) 
mismatches. Cumulative data for graft survival are plotted as a function of time. Curves 
1, 2, and 3 represent the groups with no class II HLA mismatches and four or fewer 
class I HLA mismatches, whereas curve 4 shows the graft survival of those with fewer 
than two class II mismatches and no class I mismatch. The worst survivals are clearly 
those with both HLA class I and class II mismatches.

In addition to the allogeneic cellular response, the antibody response to HLA molecules 
and ABO blood groups can also cause rejection of certain grafts, especially when these 
antibodies are preformed and therefore present at the time of organ transplantation. 
Antibodies to ABO blood group antigens react with these determinants on vascular 
endothelium, and therefore ABO-incompatible solid organs can be rapidly rejected by 
humoral mechanisms. In patients who have undergone transfusion or previous 
transplantation or in multiparous women, exposure to allogeneic HLA molecules can 
also result in the production of anti–class I HLA antibodies. These preformed antibodies 
can lead to acute and hyperacute rejection of grafts expressing the particular HLA 
molecules recognized by these antibodies. Therefore, for solid organ transplants, not 



only are individuals matched as closely as possible for their HLA types to avert cellular 
rejection but it is also necessary to ensure ABO compatibility and to exclude preformed 
antidonor HLA antibodies in the host.

Paradoxically, some patients who have received multiple blood transfusions before 
transplantation appear to develop some form of T cell tolerance to allogeneic donor 
HLA alleles, and renal graft survival is actually enhanced in these individuals. This is 
known as the “transfusion effect,” and in some centers, pretransplantation transfusion 
and even donor-specific transfusions are routinely carried out. Transfusion of potential 
renal transplant recipients, however, carries the risk of inducing undesirable anti-HLA 
antibodies in the patient.

Testing for anti-HLA antibodies is known as the crossmatch. In practice, many 
laboratories crossmatch only for anti–class I HLA antibodies. Crossmatch compatibility 
to exclude anti–class I HLA antibodies is essential in renal transplantation and is widely 
practiced in heart-lung transplantation. Crossmatching for liver transplantation is 
practiced at only some centers, and the evidence that a positive crossmatch predicts 
allogeneic liver graft rejection has not convinced everyone of its importance in routine 
matching. Patients awaiting renal transplantation are usually monitored regularly for 
anti–class I HLA antibodies because the level and specificity of these antibodies can 
change with time. This monitoring involves regular crossmatching of the patient’s serum 
against a panel of randomly selected cells bearing different HLA types. The percentage 
of positively reacting cells is known as the panel reactivity. When performing a 
crossmatch between a patient’s serum and donor cells, many centers test the current 
as well as “historical peak” serum from the patient. The historical peak is defined as the 
patient serum sample giving the highest panel reactivity throughout the monitoring 
period and is thought to be a sensitive reflection of previous HLA sensitization.

The role of antibody crossmatching in hematopoietic stem cell transplantation is 
unclear, and most centers do not take the class I or class II crossmatch into account 
when identifying a bone marrow transplant donor. On the other hand, some large 
centers place some importance on a positive crossmatch as a predictor of bone marrow 
rejection, and it is therefore advisable to crossmatch bone marrow donor–recipient pairs 
when there is a high risk of rejection (e.g. aplastic anemia). Crossmatching is also used 
to detect anti-HLA antibodies that cause refractoriness to platelet transfusion with 
random platelets.

Family Studies in Histocompatibility Testing

The linkage of HLA loci on chromosome 6 means that individuals usually inherit a set of 
nonrecombined HLA alleles encoded at linked HLA loci from each parent. This set of 
genes (the haplotype) is often identifiable in family studies in which all the alleles that 
are present on one chromosome cosegregate. In identifying donors for hematopoietic 
stem cell transplantation, testing of family members is essential for accurately 
determining haplotypes ( 196 , 197 ). This is because sharing of HLA antigens from 
different haplotypes is quite common in families, and so subtype mismatches are easily 
overlooked because of mistaken haplo-identity of siblings or other family members. 
Because unrecognized HLA mismatching is poorly tolerated in hematopoietic stem cell 



transplantation, very careful matching is required to avoid GVHD ( 198 , 199 and 200 ). An 
example of haplotyping in a family study is shown in Fig. 5.

 
FIG. 5. Segregation of human leukocyte antigen haplotypes in a family. From 
McCluskey ( 453 ), with permission.

The role of HLA-DP in allogeneic stem cell transplantation is still unclear, and so testing 
for this locus is not routine clinically except when several donors are available and a 
rational choice of the best donor has to be made ( 201 , 202 ). Typically, an HLA typing 
laboratory would test for HLA-A, HLA-B, HLA-DRB1, HLA-DRB3, HLA-B4, HLA-B5, and 
HLA-DQ loci ( 203 ). In the family study shown in Fig. 5, the mother and father are 
mismatched at both haplotypes. Among the children, John and Andrew are 
haploidentical (and therefore phenotypically identical). Jane and Jim share a single 
haplotype, as do Tom and Jim. Jane’s paternal haplotype is a recombinant involving a 
crossover event between HLA-A and -B. Recombination is observed between HLA-A 
and HLA-B and between HLA-B and HLA-DR in about 1% of meiotic events. The 
implications of this family study are that Andrew and John would be ideal bone marrow 
donors for each other but none of the other siblings would be suitable as a donor for 
these brothers. Even though there is sharing of a single haplotype between Tom and 
both Andrew and John, the complete mismatch in the second haplotype would make 
Tom unsuitable as a donor for hematopoietic stem cell transplantation, which requires 
very close matching of HLA. On the other hand, haplotype mismatching is common in 
renal transplantation, in which perfect HLA matching is not absolutely required or 
routinely achievable (because of the narrow time frame for acquisition of acceptable 
cadaver donor grafts). However, for renal and other solid organ transplantation, ABO 
blood group compatibility is essential because these determinants are expressed on 
vascular endothelium, where recognition by isohemagglutinins leads to rapid vascular 
coagulation and organ failure.

When a matched sibling donor does not exist for a patient requiring allogeneic 
hematopoietic stem cell transplantation (70% cases), searching of the extended family 
or unrelated bone marrow registries is indicated. The National Marrow Donor Panel 
(NMDP: http://www.marrow.org/) has more than 1 million potential donors suitable for 



unrelated-donor stem cell transplantation, and marrow from these donors is used in the 
United States and worldwide. Bone marrow donor registries also exist in Europe, 
Australia, Hong Kong, and Japan, and these registries often provide donor marrow for 
patients in other parts of the world. Mobilization of stem cells in the blood after 
administration of hematopoietic growth factors is now widely used to avoid the need for 
marrow collections from donors.

Umbilical cord blood banks have also been established around the world ( 204 ). 
However, cord blood donation of stem cells is often unsuitable for adult transplantation 
because of limitations in the volume of cord blood collections. Cord blood registries 
offer the advantages of finding donors faster than adult unrelated registries ( 205 ) and, 
theoretically, providing banked stem cells from ethnic minority groups that are not well 
represented in bone marrow registries ( 206 ). Cord blood transplants induce GVHD less 
often than do bone marrow or peripheral blood stem cell transplants, but 
posttransplantation engraftment is slower ( 207 ).

Functional Tests of Human Leukocyte Antigen Compatibility

Testing for HLA identity at all HLA loci is a daunting task for most laboratories because 
of the very large number of alleles present in the population.

Moreover, in renal transplantation some mismatches appear to be well tolerated and 
are associated with long-term graft survival, whereas other mismatches of similar 
genetic disparity are poorly tolerated and are associated with early rejection ( 208 ). 
Reliable methods for predicting these “taboo” mismatches are not readily available. 
Similarly, high-resolution HLA typing does not predict all GVHD in selection of suitable 
unrelated donors for hematopoietic stem cell transplantation ( 199 , 209 ). Therefore, there 
has been a great deal of interest in developing functional or in vitro cellular tests of 
overall donor–recipient compatibility. Unfortunately, none of the tests so far developed 
provides convincing predictability of impending graft rejection or, more important, 
GVHD. Among the tests historically used for assessing functional compatibility are the 
mixed lymphocyte reactivity (MLR), or mixed lymphocyte culture, test and the allogeneic 
T helper or cytotoxic T-cell (CTL) precursor studies. The MLR test involves measuring 
T-cell proliferation of host T cells in response to donor lymphocytes and vice versa. In a 
one-way MLR test, the stimulating lymphocytes are irradiated to prevent their 
proliferation, whereas in the two-way MLR test, both stimulator and responder cells are 
allowed to proliferate. The proliferation of responding T cells is normalized as a 
percentage of the maximal response achieved by the same T cells when stimulated by 
the lectin phytohemagglutinin or by a pool of histoincompatible (i.e., HLA-nonidentical) 
stimulator cells, usually derived from three or more unrelated individuals. This 
percentage is known as the relative response. In MLR studies, it is necessary to include 
controls to show that all responder cells can respond and that all stimulator cells can 
stimulate across an appropriate barrier such as third-party donor cells. Relative 
responses can vary widely, and individual laboratories use their own cutoff values 
defining negative (i.e., nonreactive) and positive (reactive) MLR results ( 209 ). 
Interpretation and reproducibility of the MLR is problematic, and enthusiasm for this test 
as a predictor of GVHD or HLA incompatibility is now limited ( 209 ). Unfortunately, 



known HLA mismatches can be present in a negative MLR result, and a positive MLR 
result can be obtained between phenotypically HLA-identical individuals. Because the 
MLR is biased toward measuring class II HLA discrepancies, many laboratories have 
abandoned this test and implemented high-resolution polymerase chain reaction–based 
class II HLA typing instead.

Allogeneic CTL or helper T-cell precursor frequencies are measured at specialized 
bone marrow transplantation centers, but this test is not universally accepted as being 
predictive of GVHD ( 210 , 211 ). The test is very labor intensive and requires a skilled 
technician for its reproducibility. Precursor frequencies are estimated by limit dilution 
analysis of donor versus host lymphocytes (i.e., T cells expected to cause GVHD). High 
precursor frequencies (up to 1 in 104 cells) are thought to be associated with a greater 
risk of acute GVHD ( 212 ). It is possible that precursor studies detect major and minor 
incompatibilities, and so, theoretically, they might give a broad measure of the 
transplantation barrier, but technical improvements are required before this test is 
widely adopted in clinical practice ( 213 ).

The Major Histocompatibility Complex and Disease

In addition to the control of transplant acceptance or rejection and immune 
responsiveness, the Mhc in the human plays an important role in the etiology of a 
number of diseases, many of which are autoimmune in nature ( 214 , 215 ). Several of the 
human diseases are associated with the Mhc-III genes, because some of the structural 
genes for enzymes involved in the adrenal steroid biosynthetic pathway [i.e., 
21-hydroxylase (CYP21A2)] map to this region. More than 40 diseases have 
well-established genetic linkages to the Mhc ( 215 , 216 ), and the most important are 
summarized in Table 7. The precise mechanisms underlying the association of most of 
these diseases with the particular Mhc haplotypes are unknown, but several models 
have been proposed, including the cross-reactivity of antimicrobial antibodies with 
particular MHC molecules ( 217 ) and the molecular mimicry of viral antigens that might 
induce T-cell responses to self antigens ( 218 , 219 , 220 , 221 , 222 , 223 and 224 ). The very 
high incidence of some diseases associated with certain HLA genes assists in the 
diagnosis, as does the counseling of patients and their families. Several of these 
diseases are of particular note. Because virtually 100% of patients with narcolepsy have 
HLA-DQB1*0602 (associated with HLA-DR2) ( 225 , 226 ), HLA typing can be used as a 
test of disease exclusion. Thus, a diagnosis of narcolepsy can be excluded with 
reasonable certainty if the patient does not have HLA-DQB1*0602. On the other hand, 
the presence of HLA-DQB1*0602 is of little predictive value in diagnosis of narcolepsy 
because this HLA type is relatively common in many populations and is frequently 
present in the absence of disease.



 
TABLE 7. Human leukocyte antigen (HLA) disease associations

Ankylosing spondylitis is so strongly associated with the Mhc-I allele HLA-B27 and the 
presence of some bacterial pathogens that it is a popular hypothesis that the disease is 
caused by the stimulation of particular T cells by HLA-B27 presented bacterial antigens 
that cross-react on self tissues. These T cells are then thought to initiate an 
inflammatory cascade. Despite the strong association of HLA with spondyloarthropathy, 
critical evaluation of the literature brings a postinfectious etiology into question, and 
certainly more studies are indicated ( 227 ).

Hereditary hemochromatosis is one of the commonest genetic disorders in white 
populations (with a prevalence of 1 in 300 to 1 in 400), and the gene controlling this 
condition (HFE) is MHC-linked mapping approximately 3 Mb telomeric to the HLA-A 
locus ( 143 ). The HFE protein is a MHC-I–like molecule, the structure of which has been 
solved ( 228 , 229 ). The HFE protein assembles with ß 2m and is expressed in the 
intestinal mucosa and placenta, where it plays a role in regulating iron uptake and 
transport ( 230 , 231 ). Mice homozygous for an induced defect of ß 2m and those with 

targeted inactivation of the HFE gene suffer from iron overload and hemochromatosis ( 
232 , 232a, 232b, 232c), although there are also mutations at loci other than ß 2m or 

HFE that also lead to the same disease phenotype ( 233 ). HFE regulates the affinity of 
the transferrin receptor for transferrin, altering the efficiency of iron transport. The most 
common molecular defect associated with hereditary hemochromatosis involves a point 
mutation that results in a Cys282Tyr substitution in the a3 domain of this MHC-I–like 
molecule ( 143 ). This mutation accounts for more than 80% of cases of hereditary 
hemochromatosis ( 234 ). The disruption of the disulfide bond in the a3 domain at this 
site prevents efficient assembly with ß 2m, and therefore the HFE protein is not 
expressed properly, which results in a failure to down-regulate the affinity of the 
transferrin receptor for its ligand, transferrin. This presumably leads to increased iron 
uptake by cells, and the resulting iron overload damages tissues. A second common 
HFE mutation, 187G, results in a His63Asp substitution and a very slight increase in 
susceptibility to developing hereditary hemochromatosis, depending on the genotype of 
the individual. Incomplete penetrance of even the high risk Cys282Tyr HFE genotypes 
can be partly explained by natural iron deficiency from limited dietary intake and 
menstrual losses in women.



As summarized in Table 7 and discussed previously, a number of autoimmune 
diseases are associated with particular alleles of class II HLA loci, especially with DR 
and DQ ( 235 ). These diseases include type 1 diabetes mellitus, rheumatoid arthritis, 
thyrogastric autoimmunity, multiple sclerosis, systemic lupus erythematosus, and 
Sjögren’s syndrome. Rheumatoid arthritis is strongly associated with HLA-DR4 
subtypes that share a common sequence motif within the DRß chain ( 236 ), which 
suggests preferential antigen presentation of self epitopes by these molecules. The 
relative risk of severe rheumatoid arthritis is increased in DR4 homozygotes, particularly 
compound heterozygotes with high-risk alleles ( 237 , 238 ), which indicates a gene dose 
effect in susceptibility to autoimmune inflammation.

The number of different class I and class II HLA alleles that are associated with 
insulin-dependent diabetes mellitus clearly indicates that this relatively common disease 
has a complex etiology. However, the identification of a novel Mhc-II haplotype in the 
mutant nonobese diabetic mouse ( 239 , 240 , 241 , 242 and 243 ) and the recognition that 
particular TCRs can mediate disease ( 244 ) suggest that a cross-reactive response to a 
common self or environmental antigen may play an important role in the etiology of this 
disease as well. In human type 1 diabetes, the incidence of disease is significantly 
increased in white persons with HLA-DR3–HLA-DQ2 and HLA-DR4–HLA-DQ8 
haplotypes ( 245 , 246 ). These haplotypes impart a synergistically increased relative risk 
when they occur as a heterozygous combination in comparison with the risk of disease 
conferred by either haplotype alone ( 235 , 245 , 246 ). This raises the possibility that 
trans-complementation of HLA-DQ gene products produce new molecules involved in 
antigen presentation ( 247 ).

Mutations at the H-2 Locus

Mutations at the H-2 locus have been identified in animals screened by skin grafting in 
extensive experiments carried out over a 25-year period ( 248 , 249 ). By grafting tail skin 
of siblings to and from each other, spontaneous or induced mutant animals that 
displayed a “gain,” a “loss,” or a “gain-plus-loss” transplantation phenotype were 
identified. “Gain” mutants are those that express a new transplantation antigen, and 
thus their skin is rejected by their nonmutant siblings; “loss” mutants have lost a 
transplantation antigen, and thus they recognize the skin of their siblings as foreign and 
reject that graft. “Gain-plus-loss” mutations produce effects in both directions: Affected 
animals reject the skin of their siblings, and their skin is rejected by their siblings as 
well. In a classic series of experiments over an extended time, Melvold, Kohn, and their 
colleagues ( 248 , 249 ) screened a large number of mouse progeny. Both homozygous 
inbred and F1 animals were examined, and a total of 25 H-2 mutations were identified 
at K, D, L, and Ab loci, and an additional 80 mutations of non– H-2 histocompatibility 
genes were found. Although earlier studies suggested that all H-2 genes might be 
hypermutable, a more complete retrospective evaluation of the available data suggests 
that, with the exception only of the H-2K b gene, the spontaneous mutation rate for H-2 
genes was comparable with that for non– H-2 genes. The characterization of these 
mutant animals, first based on peptide maps and amino acid sequences of the H-2 



proteins ( 250 , 251 , 252 and 253 ) and later based on the nucleotide sequences of the 
cloned cDNAs or genes ( 175 , 176 ), provided some of the basic biochemical information 
on which later studies of structure and function and mechanism of gene evolution were 
based. The amino acid substitutions that have been identified among the more 
commonly used H-2K b mutant strains are summarized in Table 8. X-ray structure 
determination of the H-2K bm1 and H-2K bm8 mutants suggests explanations for the 
differences in T-cell recognition that result from what might appear to be subtle amino 
acid substitutions ( 179 ).

 
TABLE 8. Sequence changes of some of the common H-2 b haplotype mutants 

Expression of Major Histocompatibility Complex Molecules

MHC molecules, synthesized in the endoplasmic reticulum and destined for cell surface 
expression, are controlled at many steps before their final disposition as receptors 
available for interaction with either T cells or NK cells. The MHC-I molecules should be 
viewed as trimers, consisting of the polymorphic heavy chain, the light chain ß 2m, and 
the assembled self peptide. Because there are numerous steps in the biosynthesis of 
the MHC-I molecule, regulatory controls can be exerted at almost every step. In 
addition, reflecting the continuous struggle between the immune system of the 
vertebrate organism and rapidly adaptable infectious agents, a number of steps in 
biosynthesis and expression are inhibited by virus-encoded proteins.

The first level of control of MHC-I expression ( Fig. 6) is genetic: that is, the genes for a 
particular chain must be present for the trimer to be expressed. This is, of course, most 



relevant for ß 2m, which is the obligate light chain for the complex. Induced ß 

2m-defective animals ( B2m 0/0) ( 254 , 255 ) lack normal levels of MHC-I expression, 
although for some molecules, detectable amounts are present.

 
FIG. 6. Codominant expression of human leukocyte antigen (HLA) gene products 
encoded by the major histocompatibility complex. The HLA-A, HLA-B, and HLA-C class 
I loci, and the linked HLA-DR, HLA-DQ, and HLA-DP class II loci are located on the 
short arm of chromosome 6 (6p21), and the class I light chain locus ß2M is encoded on 
chromosome 15. HLA genes and their respective proteins are shaded to reflect the 
different loci encoding these proteins and the inheritance of different alleles from the 
two parental chromosomes. The separate HLA class II a and ß chain loci are also 
shown. The products of both maternal and paternal chromosomes are codominantly 
expressed on the surface of antigen presenting cells, resulting in expression up to six 
distinct class I allotypes. The number of expressed class II gene products can be even 
higher, because some haplotypes have extra DRB loci that produce additional ß chains 
capable of assembling with DRa. In addition, pairing of certain DQa molecules from the 
DQA locus encoded on one chromosome, with DQß chains derived from the other 
chromosome, can result in expression of new DQ cis-trans isotypes. The HLA class I 
and class II loci are separated by the class III region of the major histocompatibility 
complex (not shown). HLA class II molecules are only constitutively expressed on B 
cells, macrophages, and dendritic cells, whereas class I molecules are found on nearly 
all nucleated cell types.

The next level of MHC-I expression control is transcriptional, and 
interferon-?–dependent regulation is particularly important ( 256 ). For the most part, 
class Ia MHC (MHC-Ia) molecules are ubiquitously expressed, and their expression is 
dependent on a complex trans-regulatory process that coordinately controls the 
transcription of both MHC-I molecules and ß 2m ( 257 , 258 and 259 ). The basis of the 
more limited tissue-specific expression of MHC-Ib molecules is of interest because of 
the potential importance in the role of some of the MHC-Ib molecules in tolerance to the 
placenta. HLA-E and HLA-G, expressed on placenta, and HLA-F, another MHC-Ib 
molecule with limited tissue-specific expression, have been examined in considerable 



detail ( 260 , 261 , 262 , 263 and 264 ). The rest of the MHC-I biosynthetic pathway is 
dependent on proper generation of cytosolic peptides by the proteasome and delivery 
to the endoplasmic reticulum by TAP, appropriate core glycosylation in the endoplasmic 
reticulum, transport through the Golgi apparatus, and arrival at the plasma membrane ( 
265 ). A number of persistent viruses have evolved mechanisms for subverting this 
pathway of expression ( 266 ). The herpes simplex virus encodes a protein, infected cell 
peptide 47 (ICP47) ( 267 , 268 and 269 ), that blocks the activity of TAP ( 270 ). Several 
proteins encoded by the human cytomegalovirus, unique short region proteins 2 and 11 
(US2 and US11), cause rapid protein degradation of MHC-I molecules ( 271 ). Another 
human cytomegalovirus protein, unique long region protein 18 (UL18), which has 
sequence similarity to MHC-I molecules, may affect normal MHC-I function by limiting ß 

2m availability. The biological effect may be related to functional inhibition of NK 

recognition of virus-infected cells ( 272 , 273 , 274 and 275 ). In addition to the human 
cytomegalovirus, murine cytomegalovirus ( 276 ) and adenovirus 2 ( 277 , 278 ) also have 
genes that function in blocking the transfer of folded assembled MHC-I molecules from 
the endoplasmic reticulum to the Golgi apparatus.

MHC-II molecules are also susceptible to regulation at multiple steps. The clear-cut 
tissue dependence of MHC-II expression—MHC-II molecules are generally found on 
cells that have specific antigen-presentation functions, such as macrophages, dendritic 
cells, Langerhans cells, thymic epithelial cells, and B cells, and can also be detected on 
activated T cells of the human and rat—suggests that transcriptional regulation plays an 
important role. Extensive studies of the promoter activities of Mhc-II genes have defined 
a number of specific transcriptional regulatory sequences ( 279 ), and one transcriptional 
activator, MHC-II transcriptional activator, clearly plays a major role ( 257 , 279 , 280 and 281 

). Considerations of differential expression of MHC-II molecules in different tissues, 
MHC-II deficiency diseases known as “bare lymphocyte syndromes” ( 281 , 282 , 283 , 284 , 
285 and 286 ), and current views of the role of the balance of Th1 and Th2 T-lymphocyte 
subsets lead to a provocative hypothesis that suggests that the contribution of MHC-II 
differential expression and the resulting balance of Th1- and Th2-derived lymphokines 
are critical in the control of autoimmune disease ( 287 , 288 and 289 ).

A unique aspect of MHC-II regulation is the combination of both the need to protect its 
peptide binding site from loading of self peptides in the endoplasmic reticulum and the 
requirement to traffic to an acidic endosomal compartment where antigenic peptides, 
the products of proteolytic digestion of exogenous proteins, can be obtained. These two 
functions are provided by the MHC-II membrane protein invariant chain, Ii ( 45 , 290 , 291 

and 292 ), that forms a nine-subunit complex (consisting of three Ii and three aß MHC-II 
heterodimers). The region of Ii that protects the MHC-II peptide-binding groove, CLIP, is 
progressively trimmed from Ii and is ultimately released from the MHC-II by the action of 
HLA-DM and/or HLA-DO in the endosome to allow exchange for peptides generated 
there. The important role of Ii in regulating MHC-II expression has been emphasized by 
the behavior of mice with induced mutations that lack normal Ii ( 293 , 294 and 295 ), which 
exhibit a profound defect in MHC-II function and expression.

STRUCTURE OF MAJOR HISTOCOMPATIBILITY COMPLEX 



MOLECULES

“There is nothing that living things do that cannot be understood from the 
point of view that they are made of atoms acting according to the laws of 
physics.” —Richard Feynman ( 296 )

So central are Mhc genes and their encoded molecules to both the regulation and the 
effector function of the immune system that it has been apparent almost since their 
discovery that an understanding of their structure and structural interactions would be 
fundamental to a comprehension of their physiological effects. The first hints of 
structural relationships of MHC molecules came from the understanding of serological 
differences, first with alloantiserum and then with monoclonal antibodies, among the 
expressed protein products of different Mhc alleles. Subsequently, analysis of the 
biochemistry of the H-2 and HLA molecules, initially by comparisons using peptide 
mapping techniques, followed by amino acid sequence determination of MHC-I and 
MHC-II chains. Amino acid sequence comparisons suggested a domain structure for 
the MHC-I molecules. With the identification first of cDNA and then of genomic clones 
of the genes encoding MHC molecules, it became routine to determine the encoded 
protein sequences of a large number of molecules. Databases of these sequences are 
maintained and enable determination of relationships of different genes on the basis of 
multiple alignment. Expression of recombinant clones encoding MHC molecules in 
several expression systems—mammalian cells, insect cells, and bacteria—then 
permitted the accumulation and purification of molecules for functional, binding, and, 
ultimately, x-ray structural studies. High-resolution three-dimensional structures of more 
than 100 different MHC/peptide, MHC/peptide/TCR, MHC/peptide/co-receptor, and 
MHC/peptide/NK receptor complexes are now available and allow an atomic 
understanding of the function of these molecules. The details of these structures also 
pose a number of questions that may be addressed only by additional functional 
experiments in whole animals complemented by biophysical methods applied in vitro. 
The molecular biological, functional, and structural studies have led to the development 
of the use of MHC multimers as extremely powerful tools for imaging specific T cells 
and NK cells. This section of this chapter summarizes these developments with 
explanation of function by structure, to reveal some of the current quandaries that 
continue to confound the understanding of the function of the Mhc.

Amino Acid Sequences: Primary Structure

Before the cloning of Mhc genes, the biochemical purification and amino acid sequence 
determination of the human MHC-I molecules HLA-A2 and HLA-B7 and of the mouse 
molecule H-2K b ( 297 , 298 ) indicated that the MHC molecules showed similarities to 
immunoglobulins in their membrane proximal regions. Early goals were to identify the 
differences between allelic gene products as well as the differences between MHC 
proteins encoded at different loci. With the cloning of cDNAs and genomic clones for 
MHC-I molecules ( 173 , 299 , 300 and 301 ) and then for MHC-II molecules ( 302 , 303 and 304 ), 
the encoded amino acid sequences of a large number of MHC molecules of a number 
of species quickly became available. The comparison of gene and cDNA structures 
gave an indication of the exon/intron organization of the genes and explained the 



evolution of the MHC molecules as having been derived from primordial single-domain 
structures of a unit size of a single immunoglobulin domain (such as the light chain ß 

2m) that duplicated to form the basic unit of the MHC-II chain (two extracellular 

domains) and the MHC-I chain (three extracellular domains) ( 150 ). This gene/exon 
organization is illustrated in Fig. 7. Thus, the canonical MHC-I molecule has a heavy 
chain that is an intrinsic type I integral membrane protein with amino terminal domains 
called a1, a2, and a3; is embedded in the cell membrane by a hydrophobic 
transmembrane domain; and extends into the cytoplasm of the cell with a 
carboxy-terminal tail. The light chain of the MHC-I molecule, ß 2m, is a single-domain 
molecule. [Indeed, several alleles of ß 2m have been identified in both inbred strains 

and wild mouse populations ( 305 , 306 ), although it should not be considered 
polymorphic.] The MHC-II molecule consists of two chains, an a chain and a ß chain, 
inserted in the membrane. These chains consist of two major extracellular domains—for 
the a chain, a1 and a2, and for the ß chain, ß1 and ß2—each linked to a 
transmembrane domain and cytoplasmic sequences. Thus, both MHC-I and MHC-II 
molecules are noncovalently assembled heterodimers consisting of four extracellular 
domains: The two membrane proximal domains (a3 and ß 2m for MHC-I and a2 and ß2 
for MHC-II) of each molecule are immunoglobulin-like, whereas the two amino terminal 
domains (a1 and a2 of MHC-I and a1 and ß1 of MHC-II) are not. The a1 domains of 
both MHC-I and MHC-II lack the intradomain disulfide bond characteristic of the other 
extracellular domains. The cytoplasmic domain of MHC-I molecules can be regulated by 
splicing and differential phosphorylation or other modification and is likely to play a role 
in cell surface stability and cycling between the cell surface and other intracellular 
compartments ( 307 , 308 , 309 , 310 and 311 ). However, analysis of directed mutants of 
MHC-I in some systems indicates that the cytoplasmic domain is not required for 
cytoskeletal association or surface recycling ( 312 ). The MHC-II transmembrane and 
cytoplasmic domains have clear effects on the level of cell surface expression, the 
efficiency of antigen presentation, and the rate of lateral diffusion of the molecules in 
the cell membrane ( 313 , 314 ). Amino acid sequence alignments of MHC-I and MHC-II 
proteins, particularly of the human molecules, are available in a number of databases, 
such as http://www.ebi.ac.uk/imgt/hla/.

 
FIG. 7. Intron–exon organization of major histocompatibility complex (MHC) and ß 



2-microglobulin–expressing genes. Examples of class I MHC heavy chain, ß 

2-microglobulin, and a class II MHC ß chain are shown with their domains 
corresponding to the canonical gene structure. The proteins are shown above and the 
genes below; 5'- and 3'-untranslated (UT) regions are indicated. Disulfide bonds in the 
heavy chain a2 and a3 domains, ß 2-microglobulin, and the class II MHC ß1 and ß2 
domains are shown. (The a1 domain of the class II MHC a chain lacks a disulfide). 
Adapted from Margulies and McCluskey ( 454 ), with permission.

With the realization that MHC molecules were encoded by genes with modular exon 
structure, a number of laboratories began to explore the structure/function relationship 
of MHC molecules by generating various recombinants of the encoding genes in vitro 
and analyzing the expressed proteins after transfection into suitable cell types. These 
early studies allowed the mapping of serological epitopes ( 315 , 316 ), which are sites for 
recognition by monoclonal antibodies, and the mapping of various Mhc-restricted 
responses such as the recognition by either allospecific or antigen-specific cytolytic 
T-lymphocytes ( 317 , 318 and 319 ). The general results of these kinds of experiments were 
that the membrane distal domains of the MHC molecules—the a1 and a2 domains of 
the MHC-I molecules—acted together to form a functional element for the recognition 
by T cells. A clearer understanding of the significance of these finding was obtained 
with the determination of the three-dimensional structure of the MHC-I molecule 
HLA-A2 as purified after papain cleavage from tissue culture cells ( 320 , 321 ).

Figure 7 shows the canonical relationship between the gene that encodes an MHC-I or 
MHC-II molecule and the encoded protein. For the Mhc-I genes, there is a single 
transcriptional unit (exon) that encodes 5' untranslated region, as well as the signal 
peptide that denotes that the protein is destined for the lumen of the endoplasmic 
reticulum. This exon is spliced to the coding block for the first extracellular domain of 
the encoded protein, an exon of about 270 nucleotides, encoding the first domain (the 
a1 domain), which is about 90 amino acids in length. The third exon encodes the 
second extracellular domain (a2 domain), and the fourth exon encodes the third 
extracellular domain (a3). The transmembrane exon of the Mhc-I gene encodes the 
transmembrane domain of the protein, and the remainder of the gene encodes several 
small exons that can be alternatively spliced, that can serve as phosphorylation sites, 
and that may play a role in the cycling of the molecule to the cell surface.

Similarly, the Mhc-II genes exhibit an exon/domain correspondence, although for the 
MHC-II molecules there are two extracellular domains (a1 and a2 for the a chain and ß1 
and ß2 for the ß chain, respectively) for each polypeptide chain, and both chains have 
transmembrane regions.

Identification of Peptides Bound by Major Histocompatibility Complex Molecules

Many different lines of evidence coalesced over a period of a few years to prove that 
MHC molecules function by binding peptides. From functional experiments, 
MHC-II–restricted T-cell responses to protein antigens were shown to be dependent on 



peptide fragments ( 322 ). The first direct evidence of MHC/peptide interactions came 
from the demonstrations that purified MHC-II proteins could bind synthetic peptides in a 
specific, saturable, and stable manner ( 323 , 324 ) with measurable affinity and 
remarkably slow dissociation rate ( 324 ). For MHC-I molecules, the results were at first 
less clear, but the realization that some cell lines defective in MHC-I surface expression 
could be induced to express higher levels of surface MHC-I molecules by exposure to 
the appropriate peptides ( 325 , 326 ) led the way for direct measurement of MHC-I peptide 
binding ( 327 ).

Several laboratories were successful in developing methods for the partial purification 
and identification of the peptides that copurified with MHC molecules. One approach for 
identifying the peptide derived from a virus that was bound by the MHC-I molecule H-2K 
b involved recovering MHC molecules from infected cells, fractionating the bound 
peptides chromatographically, identifying a peak of functional biological activity in a CTL 
assay, and determining the amino acid sequence of the recovered peptide by 
radiochemical techniques ( 328 ). Another method that was useful for identifying both 
virus-derived peptides and the “motif” of self peptides by particular MHC-I molecules 
involved first the isolation of a large amount of detergent solubilized MHC-I with 
appropriate antibodies, the elution of the bound peptides, their partial purification as 
pools by reverse-phase high-pressure liquid chromatography, and the determination of 
the amino acid sequence of the bound peptides by classic Edman degradation of the 
peptide pools ( 329 , 330 and 331 ). The unpredictable and surprising results obtained from 
these studies of MHC-I–derived peptides were that specific amino acid residues were 
favored at particular positions of the sequence, depending on the MHC-I molecule from 
which the peptides were obtained, and that the length of the bound peptides was well 
defined and short, ranging from 8 to 10 amino acids. From such experiments, a number 
of peptide “motifs” of peptides bound to particular MHC-I molecules and allelic products 
were identified. Often, specific amino acids were identified at particular Edman 
degradation steps, which indicated a common, highly preferred residue at the same 
spacing from the amino terminal of the peptide. Thus, the peptide “motif” could be 
determined even from heterogeneous pools of peptides eluted from particular MHC-I 
molecules. Further refinements in methodology included the application of mass 
spectrometry to the identification of individual peptides and their sequencing ( 332 , 333 ). 
Alternative approaches for identifying peptide motifs include the use of soluble 
analogues of MHC-I molecules to ease the purification ( 334 , 335 ) or the use of peptide 
display libraries to identify the peptides that can bind the MHC ( 336 , 337 ). A summary of 
MHC-I peptide motifs is given in Table 9. An online database that is regularly 
maintained is at http://syfpeithi.bmi-heidelberg.com/  ( 338 ). An algorithm that allows the 
prediction of candidates for MHC-I–restricted peptides on the basis of the amino acid 
sequence of the protein of interest is available ( 
http://www-bimas.dcrt.nih.gov/molbio/hla_bind/index.html) ( 339 ). The distinction 
between “motif” residues of an MHC-restricted peptide and “anchor” residues is an 
important one. Motif refers to the amino acid residues that are identified on the basis of 
the sequences of self or antigenic peptides that have been demonstrated to bind or 
copurify with a particular MHC molecule. Anchor implies a biophysical function of the 
particular amino acid residue as specifically interacting with a particular part of the MHC 
molecule itself. The designation of a residue as an anchor residue may be inferred by 



analysis of binding to peptide variants in the context of the parental peptide. 
Alternatively, anchors can be defined from knowledge of the x-ray structure of the 
peptide complexed to the MHC-I molecule.

 
TABLE 9. Peptide-binding motifs for some class I MHC molecules a 

The identification of MHC-II–bound self or antigenic peptides by biochemical methods 
similar to those employed for MHC-I molecules has proved more difficult, because the 
MHC-II molecules do not have the rigorous requirement for a defined amino terminal or 
the restricted length that MHC-I molecules need. Whereas MHC-I molecules bind 
peptides with a particular motif residue at a specific position as defined by the amino 
terminal, resulting in the ability to identify the dominant residue at a particular step in the 
Edman degradation even amidst a pool of peptides, MHC-II molecules bind peptides 
with “ragged ends,” and little information is obtained from the sequencing of pools of 
peptides ( 340 , 341 , 342 and 343 ). Identification of MHC-II peptide binding motifs by 
bacteriophage display is also possible ( 344 ). In accord with the view that MHC-II 
molecules present peptides derived from an “outside-in” pathway, many of the peptides 
that copurify with MHC-II molecules represent molecules derived from the extracellular 
milieu of the medium in which the cells were grown. Analysis of MHC-II/peptide 
complexes with cloned T cells and monoclonal antibodies with MHC/peptide specificity 
reveals that—partly because of the ability of MHC-II molecules to accommodate 
peptides with extensions at their amino and carboxy terminals and partly because of the 
smaller role that anchor residues seem to play in peptide binding by MHC-II 
molecules—occasionally even a unique peptide can bind a particular MHC-II molecule 
in more than one frame ( 345 , 346 and 347 ). As a result of structural studies (summarized 
later) and compilation of peptide sequences of the peptides bound by particular MHC-II 
molecules, the general conclusion is that all MHC-II molecules have four binding 
pockets, spaced at positions, P1, P4, P6, and P9 (or i, i +3, i+5, and i+9). Careful 
alignment of identified peptides permits the motifs summarized in Table 10.



 
TABLE 10. Peptide-binding motifs for some class II MHC molecules a 

High-Resolution Crystallographic Structures

Class I Major Histocompatibility Complex Molecules The most graphic description of 
the relationship of form and function of the MHC molecule was first made by Bjorkman 
et al. ( 320 , 321 ), who determined the three-dimensional structure of the human MHC-I 
molecule HLA-A2 by x-ray crystallography. The extracellular, soluble portion of the 
membrane-associated molecule was cleaved from the surface of tissue culture cells by 
papain cleavage and further purified. At the time, there was no clear appreciation either 
of the role of peptide in the assembly of the molecule or of the nature of the recognition 
of the MHC molecule by TCRs or, for that matter, NK receptors. The most important 
insights in the interpretation of the electron density map derived were that part of the 
density, and thus part of the structure, was attributable to a heterogeneous collection of 
peptides bound tightly by the molecule and that this density could not be modeled on 
the basis of the known amino acid sequence of HLA-A2. This is illustrated in Colorplate 
1. The molecular surface representation is shown in panel A (in blue), revealing the top 
of the MHC-I molecule exposed to the solvent without the additional density of the 
bound peptide. Panel B illustrates the same surface representation along with the 
peptide-assigned density in red. This first MHC-I structure clarified several important 
aspects of the mechanism by which the MHC-I molecule carries out its peptide-binding 
function. The amino terminal domains (a1 and a2) of the MHC-I heavy chain form the 
binding site for peptide. This consists of a floor of eight strands of antiparallel ß-pleated 
sheet that support two a helices, one contributed from the a1 domain and one from the 
a2 domain, aligned in an antiparallel orientation. The membrane proximal a3 domain 
has a fold similar to that of immunoglobulin domains and pairs asymmetrically with the 
other immunoglobulin domain of the molecule contributed by ß 2m. The nature of 
recognition by T cells was suggested by a comparison of the location of the amino acid 
residues that had been characterized as being strong elements in T-cell recognition, 
residues that distinguished closely related allelic gene products, and residues that had 
been identified as responsible for the transplant rejection of the mutants of the H-2K b 
series ( 321 ). Amino acid residues of the MHC-I molecule responsible for T-cell 
recognition were most clearly classified into one of two categories, or an overlapping 
set: the residues that were “on the top of the molecule,” exposed to solvent and 
available for direct interaction with the TCR, and those whose side chains pointed into 
the peptide-binding groove and might be considered crucial in the peptide-binding 
specificity of the particular MHC molecule. The original publications, which were based 
on a structure determined to a resolution of 3.5 Å, focused mainly on the structural 
outline of the molecule. The positions and numbering of the a-carbon atoms of the 
a1/a2 domain peptide binding unit are shown in Fig. 8. Ribbon diagrams of HLA-A2 as 
seen from the side ( Colorplate 2A) and from the top ( Colorplate 2B) indicate how the 



entire structure of the molecule is designed: The peptide-binding site is supported by 
the ß-sheet floor, and the floor in turn is supported by the two immunoglobulin-like 
domains. 

 
FIG. 8. a-Carbon backbone illustration of the peptide binding a1a2 domain unit of 
human leukocyte antigen (HLA)–A2. A top view of the HLA-A2 crystal structure ( 349 ) 
PBD ID: 3HLA (protein data bank [PDB ( 455 ); http://www.rcsb.org/pdb/]) was generated 
by means of the graphics program SETOR ( 456 ).

The comparison of this structure and higher resolution refinement of it to that of the 
closely related human MHC-I molecule HLA-Aw68 (now known as HLA-A68 or, more 
accurately, HLA-A*68011) ( Table 2), suggested that surface depressions in the groove 
of the MHC-I molecule, now known as pockets A through F, would be available for 
interactions with some of the side chains of the bound peptide ( 348 , 349 ). The amino 
acid side chains that contribute to these six pockets are illustrated in Colorplate 2C. 
These MHC-I structures were determined of molecules purified from tissue culture cells 
and containing a heterogeneous spectrum of self peptides. Concurrently with the 
structural studies, a number of laboratories developed methods for identifying the motifs 
of peptides bound by particular MHC-I molecules (see previous discussion of 
MHC-bound peptides). Concomitant with the determination of the x-ray structure of the 
human MHC-I molecule HLA-B*2705 ( 350 ), the motif of the peptides that were 
recovered from this molecule was determined, enabling the more precise modeling of 
the bound peptide in the cleft of the MHC-I ( 351 ). For HLA-B27, this was of particular 
interest because the bound peptides had a strong overrepresentation of arginine at 
position 2 of the bound peptide, and scrutiny of the HLA-B27 structure suggested that 
the amino acid residues lining the B pocket, particularly the acidic glutamic acid at 
position 45 as well as cysteine 67, were complementary to the long, positively charged 
arginine side chain of the peptide amino acid at position 2 ( 350 ). These structural 
studies supported a view of MHC-I/peptide binding in which the side chain of the 
carboxy terminal residue of the bound peptide sits deep in the F pocket. In addition, the 
amino terminal amino group forms strong hydrogen bonds with the hydroxyl groups of 
conserved amino acids tyrosine 59 and tyrosine 171. A hydrogen bond from the amino 
group of conserved tryptophan 147 to the backbone carbonyl oxygen of the penultimate 
peptide amino acid (usually position 8) also seems important, as do charge interactions 



and hydrogen bonds of the free carboxy group at the carboxy terminal of the peptide 
with tyrosine 84, threonine 143, and lysine 146. Other structures of MHC-I molecules 
were determined of complexes produced with homogeneous peptide, assembled either 
in vitro from bacterially expressed proteins with synthetic peptide ( 352 ), or exploiting 

MHC proteins expressed in insect cells ( 353 , 354 ). The structures of the H-2K b 
molecule complexed with synthetic peptides derived from Sendai virus, vesicular 
stomatitis virus, or chicken ovalbumin revealed that the same MHC molecule can bind 
peptides of different sequence and structure by virtue of their conserved motifs. 
Although small conformational changes of the MHC are detectable on binding the 
different peptides, the main distinction in the recognition of different peptides bound by 
the same MHC molecule concerns the location, context, size, and charge of amino acid 
side chains of the peptide displayed when bound by the MHC molecule. The most 
consistent rule learned from the first x-ray structures and complemented by peptide 
recovery and early binding studies was that MHC-I–bound peptides were required to 
embed the side chain of their carboxy terminal amino acid into the F pocket. However, 
with further studies, it became clear that MHC-I molecules could bind longer peptides 
that extended beyond the residue anchored in the F pocket ( 355 ), a view that was 
confirmed by a crystallographic structure ( 356 ). An additional variation on the theme of 
MHC-I binding peptides that is based on particular anchor residues includes the 
demonstration that glycopeptides, anchored at their terminals in the MHC-I molecule 
with the carbohydrate moiety extending into solvent, are available for TCR interaction ( 
357 , 358 and 359 ). This provides a structural basis for T-cell recognition of carbohydrate 
moieties on glycopeptides. An extreme example of a 13-residue peptide bound to its 
MHC-I presenting element, the rat MHC-I molecule RT1-Aa, was crystallized and shown 
to produce a peptide/MHC complex with a large central bulge. Two different complexes 
consisting of the same MHC and peptide reveal significantly different conformations in 
this central bulge region ( 360 ). 
Class II Major Histocompatibility Complex Structures Before any MHC-II structure 
was available, an initial model was based on the alignment of amino acid sequences 
and the available MHC-I three-dimensional structure ( 361 ). This model made several 
valid predictions that were borne out by the subsequent structure determination of 
HLA-DR1 ( 362 ). The MHC-II molecule clearly showed structural similarity to MHC-I and 
formed its binding groove by the juxtaposition of the a1 and ß1 domains. The position of 
the electron density representing the heterogeneous peptide that copurified with the 
HLA-DR1 was identified. Colorplate 3 shows the electron density of the copurifying 
peptides superimposed on the van der Waals surface of the HLA-DR1 structure. In 
comparison to the MHC-I structure ( Colorplate 1), the peptides bound to the MHC-II 
molecule extend through the binding groove, rather than being anchored in it by both 
ends. A comparison of the a-carbon backbone of the peptide-binding region of the 
MHC-I structure with that of the MHC-II structure is shown in Colorplate 4. The 
structures are remarkably similar whether the binding domain is built from the a1 and a2 
domains from the same chain (for MHC-I) or from the a1 and ß1 domains that derive 
from two chains (for MHC-II). The location of polymorphic residues can be determined 
by variability plots ( Fig. 9) on the basis of multiple sequence alignments, as originally 
suggested by Wu and Kabat ( 363 ). Comparative ribbon diagrams ( Colorplate 5), in 
which the location of the amino acid residues that are polymorphic for the human MHC-I 
and MHC-II chains are indicated, show that the bulk of the polymorphism derives from 
amino acid variability in regions that line the peptide-binding groove. This suggests that 



MHC polymorphism is necessary to allow the MHC molecules—and, as a result, the 
organism and its species—to respond to a changing antigenic environment. 

 
FIG. 9. Kabat-Wu variability plots. Human class I major histocompatibility complex 
(MHC) (A), human leukocyte antigen (HLA)–DQA (B), HLA-DQB (C), HLA-DRA (D), 
and HLA-DRB (E) were generated from calculations made according to Wu and Kabat ( 
363 ), as implemented at http://immuno.bme.nwu.edu/variability.html.

As with MHC-I, a further understanding of the details of the interactions of peptides with 
the MHC-II molecule came from crystallographic studies of molecules prepared with 
homogeneous peptide: in the first case, HLA-DR1 complexed with an antigenic peptide 
derived from the hemagglutinin of influenza virus ( 364 ). Colorplate 6 shows a top view 
(panel A) of the electron density associated with the HLA-DR1 protein without 
visualizing the bound peptide. With a space-filling model of the peptide position 
superposed, panels B and C show top and side views, respectively. On the basis of this 
structure, a set of pockets was initially designated, numbered for the peptide position 
that is bound. For the influenza peptide studied in this example, the major interactions 
were from peptide positions 1, 4, 6, 7, and 9, which are indicated in Colorplate 6A and 
in Colorplate 7. The deep P1 pocket accommodates the tyrosine (the third position of 
the peptide PKYVKQNTLKLAT) and the pockets indicated by 4, 6, 7, and 9 fit the Q, T, 
L, and L residues, respectively. The MHC-II is similar in its mode of binding to MHC-I 
but reveals important differences: the lack of need for free amino and carboxy terminals 
of the peptide, the binding of the peptide in a relatively extended conformation (like that 
of a type II polyproline helix), and a number of hydrogen bonds between conserved 
amino acids that line the binding cleft main chain atoms of the peptide. Among the most 
provocative observations from the first MHC-II structures was that the molecule was 
visualized as a dimer of dimers, and this moved a number of investigators to consider 
the possibility that activation of the T cell through its receptor might require the 
dimerization or multimerization of the TCR, an event thought to be dependent on the 
propensity of the MHC/peptide complex to self-dimerize. The simple elegance of this 



dimer of dimers is illustrated in Colorplate 8. Several arguments support the 
dimerization hypothesis: the finding of a dimer of dimers in the crystals of HLA-DR that 
formed in several different space groups ( 362 , 364 ), the observation that a TCR Va 
domain formed tight dimers and in its crystals formed dimers of the dimers ( 365 ), the 
demonstration of the ability to immunoprecipitate MHC-II dimers from B cells ( 366 ), the 
apparent requirement for purified MHC-I dimers for stimulation of a T cell in an in vitro 
system ( 367 ), and the finding that MHC-II/peptide/TCR complexes could form higher 
order multimers in solution as detected by quasi-elastic light scattering ( 368 ). However, 
a number of strong counterarguments draw this hypothesis into question. MHC-II 
molecules other than HLA-DR1 that have been crystallized do not seem to form the 
same kind of dimer of dimers in their crystals ( 369 , 370 ). None of the MHC-I molecules 
that have been examined by x-ray crystallography shows dimers in the same orientation 
as the MHC-II ones reported. A different Va domain fails to dimerize even at high 
concentration ( 371 ). The reported x-ray structures of TCR/MHC/peptide complexes ( 372 , 
373 , 374 and 375 ) fail to show dimerization. Therefore, despite its simple elegance, it is 
likely that additional experimentation is necessary to understand the topological 
requirements for T-cell activation through the aß TCR. Additions to the library of MHC-II 
structures include the I-A g7 molecule, a unique MHC-II molecule that provides one link 
in the model of susceptibility to insulin-dependent diabetes in the mouse ( 376 , 377 ). 
Although the structure fails to provide direct evidence to explain the linkage to diabetes, 
it suggests that the novelty in peptide repertoire bound by this MHC-II molecule reflects 
unique features of the wider peptide-binding groove. 
Class Ib Major Histocompatibility Complex Molecules 
H2-M3 To this point, our description of MHC-I molecules has focused on the classical 
molecules, represented by HLA-A, HLA-B, and HLA-C in the human and by H-2K, 
H-2D, and H-2L in the mouse. Several MHC-Ib molecules, for which three-dimensional 
structures have been determined, are of particular interest: the CD1 molecules ( 378 , 379 

), H2-M3 ( 380 , 381 ), MICA ( 382 , 383 ), nFcR ( 384 ), and Rae1 ( 385 ). H2-M3 is of particular 
note because of its ability to bind and present peptide antigens that contain amino 
terminal N-formyl groups. H2-M3 was originally identified as the MHC-Ib molecule that 
presents an endogenous peptide derived from the mitochondrially encoded protein ND1 
that has been called maternally transmitted factor (MTF) ( 157 , 386 ). Thus, it was of 
interest to understand in structural terms how this molecule binds such N-formylated 
peptides ( 381 , 387 ). The crystal structure of H2-M3 complexed with an N-formylated 
nonamer peptide, fMYFINILTL, revealed that the structure of the A pocket—highly 
conserved among MHC-Ia molecules, which have tyrosine 7, tyrosine 59, tyrosine 159, 
tryptophan 167, and tyrosine 171—is quite different, so that it can accommodate the 
N-formyl group in the A pocket. In particular, H2-M3 has hydrophobic residues, leucine 
at 167 and phenylalanine at 171, and because of the side chain orientation of leucine 
167, the A pocket is dramatically reduced in size, causing the amino terminal nitrogen 
of the N-formylated peptide to be positioned where the peptide position 2 amino 
nitrogen would lie in a MHC-Ia molecule. Thus, the unique peptide selectivity of H2-M3 
is explained in structural terms. 
CD1 Another MHC-Ib molecule of great interest is CD1, representative of a class of 
MHC-I molecules that map outside of the MHC, have limited tissue specific expression, 
and seem capable of interaction with both aß and ?d T cells ( 388 ). In the human, there 



are two clearly distinct groups of CD1 molecules: one consisting of CD1a, CD1b, CD1c, 
and CD1e and another consisting of CD1d alone ( 389 ). CD1a, CD1b, and CD1c are 
capable of binding and presenting various nonpeptidic mycobacterial cell wall 
components such as mycolic acid–containing lipids and lipoarabinomannan lipoglycans 
( 390 , 391 ). A minor subset of aß-bearing T cells, believed to be an independent lineage, 
and defined by the expression of the NK1.1 marker, is restricted to CD1 recognition ( 17 

). The crystal structure of murine CD1d1, which corresponds to human CD1d, has been 
determined ( 378 ), revealing a classic MHC-I structure with a basic a-carbon fold and ß 

2m association quite similar to that of the MHC-Ia molecules. Remarkably, this molecule 
was purified without the addition of either exogenous lipid or peptidic antigen, but the 
crystallographic structure revealed some poorly defined electron density in the binding 
cleft region. In accordance with its apparent biological function of binding hydrophobic 
lipid–containing molecules, its binding groove is somewhat narrower and deeper than 
that of either MHC-Ia molecules or MHC-II molecules. The backbone configuration of 
the a1a2 domain structure of CD1 is shown in Colorplate 9, where it is compared with 
the homologous region of H-2K b, HLA-DR1, and another MHC-Ib molecule, the FcRn, 
a neonatal crystallized fragment (Fc) receptor. To get a three-dimensional 
understanding of the shape and charge distribution of the peptide-binding grooves of 
several examples of MHC-Ia, MHC-Ib, and MHC-II molecules, Zeng et al. ( 378 ) 
displayed a surface representation of the binding regions with electrostatic potentials 
mapped to that surface ( Colorplate 10). Despite the narrowness of the entrance to the 
groove resulting from the distance between the a helices, the CD1 binding groove, 
because of its depth, has the largest volume. The depth of the groove results from the 
merging of pockets to form what have been termed the A' and F' pockets in place of the 
MHC-Ia A through F pockets ( Colorplate 2C). The A' pocket is about the size of the 
binding site of a nonspecific lipid-binding protein. For comparison, the groove of H-2M3, 
with a small charged A pocket and deep B and F pockets, is shown. An example of an 
MHC-Ia molecule, H-2D b ( 392 ), shows how different charge distribution occurs in 
molecules of this group, and the depiction of HLA-DR1 reveals the depth of side chain 
pockets there. The very narrow groove of FcRn (see next section) appears to lack 
sufficient space to accommodate a conventional peptide antigen. In an effort to 
understand more precisely how CD1 molecules bind lipid antigens, Gadola et al. ( 379 ) 
crystallized human CD1b complexed with either phosphatidylinositol (PI) or ganglioside 
GM2 (GM2) and determined their x-ray structures. The structures were essentially 
identical for the CD1b heavy chain and ß 2m in the two complexes and revealed a 
network of four hydrophobic channels at the core of the a1a2 domain, which 
accommodate four hydrocarbon chains of length from 11 to 22 carbon atoms. These 
channels are called A', C', and F' for the three analogous to the A, C, and F pockets of 
the MHC-Ia molecules, and a fourth, termed T', is a distinct tunnel. An illustration of the 
binding groove with the bound alkyl chains is shown in Colorplate 11, which shows 
orthogonal views of the binding pocket of CD1b (panel A) in comparison with the pocket 
of CD1d with the hydrocarbon chains superposed (panel B). These features illustrate 
quite elegantly how the binding site of a classical MHC-I molecule may have evolved 
from (or to) the binding site of molecules such as CD1 to provide antigen selectivity for 
a distinct set of molecules that would be common to a set of important mycobacterial 
pathogens. 
FcRn Another example of an MHC-Ib molecule, noteworthy because it serves as an 



example of a novel function of MHC molecules, is the neonatal Fc receptor. Originally 
described in the rat as a molecule of the intestinal epithelium that is involved in the 
transport of colostral immunoglobulin from the lumen to the bloodstream ( 393 , 394 ), 
homologues in the mouse and human have also been described ( 395 , 396 and 397 ), and 
the structure of the rat molecule has been determined crystallographically ( 384 ). As 
suggested by the amino acid sequence similarity of the FcRn to MHC-I proteins, the 
three-dimensional structure revealed considerable similarity to MHC-Ia molecules ( 384 ). 
Specifically, a1 and a2 domains have topology similar to that of the MHC-I molecule, 
although, as discussed previously, what would be the peptide-binding groove in the 
MHC-Ia molecules is closed tightly and lacks space sufficient for a ligand. Initially, the 
structure of the complex was determined only at low resolution (6.5 Å), but, more 
recently, a variant, engineered Fc has been used to obtain higher quality crystals ( 398 ). 
The most provocative feature of the structure of the FcRn/Fc complex is that the 
MHC-I–like FcRn interacts with the Fc through contacts from the a2 and ß 2m domains 
to interact with the Fc C ?2–C ?3 interface. In comparison with the structure of the 
unliganded Fc, the complex reveals both conformational changes in the Fc and the 
presence of several titratable groups in the interface that must play a role in the 
pH-dependent binding and release of immunoglobulin molecules from the FcRn. This is 
illustrated in Colorplate 12. The FcRn has taken the MHC-I fold and diverted its function 
to an interaction with the Fc of the immunoglobulin. Amino acids at what would 
classically be considered the “right side” of the peptide-binding groove make contact 
with the Fc interface that lies between C ?2 and C ?3 domains. The FcRn serves as an 
excellent example of similar structures in the immune system being diverted for 
alternative purposes. The importance of the FcRn has been underscored by the 
observations of differences in the serum half-life of immunoglobulin in animals that, as a 
result of an induced deletion of ß 2m, lack the normal expression FcRn as well and 

seem to metabolize serum immunoglobulin aberrantly ( 399 ). 
Complexes of Major Histocompatibility Complex Molecules with Ligands Our 
structure/function survey is completed by brief descriptions of the interactions of MHC-I 
and MHC-II molecules with aß TCRs and with the T cell co-receptors CD8 and CD4 and 
the interactions of MHC-I molecules with NK receptors. A brief description of 
interactions of MHC-II molecules with superantigen follows. Each of these structural 
studies complements a host of biological experiments that have led to an appreciation 
of the importance of understanding the structural basis of these immune reactions. 
Major Histocompatibility Complex–T-Cell Receptor Interactions Perhaps the most 
exciting of the recent structural observations have been the solution of x-ray structures 
of MHC molecules complexed with both specific peptides and TCR. This has been 
accomplished in several systems ( 372 , 373 and 374 , 400 , 401 ). The first examples were of 
MHC-I–restricted TCR, one from the mouse ( 373 ) and one from the human ( 372 ). The 
mouse MHC-I molecule H-2K b was analyzed in complex with a self peptide, dEV8, and 
a TCR known as 2C ( 373 , 402 ), and the human HLA-A2 complexed with the Tax peptide 
was studied with its cognate TCR derived from a cytolytic cell known as A6 ( 372 ). Both 
of these structures offered a consistent first glimpse at the orientation of the TCR on the 
MHC/peptide complex, but additional structures, particularly those involving a murine 
MHC-II–restricted TCR, suggest that more molecular variations may exist. As a 
canonical example of the MHC/peptide/TCR complex, we include an illustration of the 



H-2K b/dEV8/2CTCR complex ( 402 ) ( Colorplate 13). The footprints of both the human 
and mouse TCRs as mapped onto their respective MHC/peptide complexes are 
illustrated in Colorplate 14. This illustration shows that the complementarity-determining 
regions (CDRs) of the TCR sit symmetrically on the MHC/peptide complexes. For the 
2C/H-2K b/dEV8 complex ( Colorplate 14A), the region contacted by the CDRs of the 
Va domain of the TCR lie to the left, and that contacted by the CDRs of the Vß domain 
lie to the right. The regions contacted by CDR3, labeled a3 (for that contacted by CDR3 
of Va) and ß3, are at the center of the bound peptide, whereas the regions contacted by 
CDR1 and CDR2 of both Va and Vß lie peripherally. The footprint of the A6 TCR on the 
HLA-A2/Tax peptide complex ( Colorplate 14B) is somewhat different in that, although 
the contacts from the CDRs of the Va domain are similar to those in the other 
MHC/TCR complex, the contacts of the Vß domain are almost exclusively from the 
CDR3. This may in part result from the relatively long CDR3ß of this particular TCR. 
With the publication of additional MHC/peptide/TCR structures, several additional points 
have been made: (a) There is considerable variability in the orientation of the TCR Va 
and Vß domains with regard to the MHC/peptide complex. Although the first 
MHC-II/peptide/TCR structure discovered suggested that an orthogonal disposition—in 
which Vß makes the most contacts with the MHC-II a1 domain, and the Va interacts 
predominantly with the ß1 domain—might be the preference for MHC-II/TCR 
interactions ( 374 ), additional MHC-II/peptide/TCR structures ( 375 , 400 ) suggest that this 
disposition is not indicative of MHC-I in comparison with MHC-II but rather reveals the 
wide variety of possibilities. (The two most extreme examples are illustrated in 
Colorplate 15.) (b) Considerable plasticity in the conformation of the CDR loops of the 
TCR, particularly long CDR3 loops, is observed in the comparison of TCR free or bound 
to their cognate MHC/peptide ligands ( 402 , 403 ). A striking example of this is illustrated 
by the structure of the KB5-C20 TCR alone in comparison with its complex with H-2K 
b/peptide ( Colorplate 16). 
Major Histocompatibility Complex–Co-Receptor Interactions The major 
co-receptors for recognition by aß TCRs are CD8, which interacts with MHC-I 
molecules, and CD4, which interacts with MHC-II. Co-receptor function probably plays a 
role in signaling the T cell in addition to or distinct from any contribution that the 
co-receptor MHC interaction may provide in increasing apparent avidity between the 
MHC/peptide and the TCR complexes. CD8, the co-receptor on MHC-I–restricted aß T 
cells, exists as a cell surface homodimer of two a chains or a heterodimer of a and ß 
chains and plays an important role both in the activation of mature peripheral T cells 
and in the thymic development of MHC-I–restricted lymphocytes ( 404 , 405 ). The 
three-dimensional structures of human and mouse MHC-I/CD8 aa complexes have 
been reported ( 82 , 83 ). These structures have localized the binding site of the CD8 
immunoglobulin-like aa homodimer to a region beneath the peptide-binding platform of 
the MHC, focusing an antibody-like combining site on an exposed loop of the MHC-I a3 
domain. This interaction is illustrated in Colorplate 17, which shows the flexible loop of 
residues 223 to 229 clamped into the CD8 combining site. The T-cell co-receptor 
associated with cells restricted to MHC-II antigens, CD4, has also been the subject of 
detailed structural studies, in part because of its role as a receptor for attachment and 
entry of the human immunodeficiency virus ( 406 ). The x-ray structure determination of 
the complete extracellular portion of the molecule (domains D1 through D4) indicates 
that there is segmental flexibility between domains D2 and D3, and both 
crystallographic and biochemical data suggest that dimerization of cell surface CD4 



occurs ( 407 ). These results have been interpreted as supporting a role for 
CD4-mediated MHC-II–dependent dimerization in facilitating TCR dimerization and 
signaling. The geometry that facilitates the CD4/MHC-II/TCR interaction has been 
suggested by a crystal structure of an MHC-II/CD4 D1D2 complex and the 
superposition modeling of this with both a TCR/MHC structure and the full structure of 
the D1-D4 homodimer ( 79 ) ( Colorplate 18). 
Major Histocompatibility Complex–Natural Killer Cell Interactions A cellular system 
that parallels T cells in recognition of cells altered by oncogenesis or pathogens is that 
of the innate immune system. The crucial cells that perform this recognition function are 
NK cells, and their NK receptors interact with classical MHC-I molecules either on their 
targets or their structural relatives. Since the mid-1990s, not only has appreciation of 
the complexity of NK/MHC recognition increased but also researchers have learned 
some of the structural and functional details by which different NK receptors identify 
potentially harmful cells ( 13 , 51 ). In addition to their expression on NK cells, some of the 
NK receptors are now known to be expressed on subsets of T cells and other 
hematopoietic cells. The NK receptors in general belong to two major functional 
categories: activating receptors and inhibitory receptors. In general, each of these 
classes of NK receptors also belongs to two structural groups: the immunoglobulin-like 
receptors and the C-type lectinlike receptors. Because of their functional interactions 
with MHC-I and MHC-I–like molecules, and because several different systems have 
evolved to recognize MHC-I molecules differently, it is worthwhile to examine the 
structures of several MHC-I/NK receptor complexes. In the human, the major NK 
receptors are known as KIRs. These molecules are of the immunoglobulin superfamily 
and are distinguished by the number of their extracellular domains (classified as KIR2D 
or KIR3D for those with two or three extracellular domains, respectively), their amino 
acid sequence, and length of their transmembrane and cytoplasmic domains. The short 
KIRs (e.g., KIR3DS and KIR2DS molecules) are considered activating because they 
have the potential to interact with the DAP12 (KARAP12) signal-transducing molecule, 
and the long KIRs (e.g., KIR3DL and KIR2DL) are inhibitory because they have 
cytoplasmic domains that contain immunoreceptor tyrosine-based inhibitory motifs 
ITIMs. The KIR2DL1 and KIR2DL2 molecules have been studied extensively. They 
interact with the human MHC-I molecules HLA-Cw4 and HLA-Cw3, respectively, and 
show some preferences for MHC-I molecules complexed with particular peptides. 
Among the polymorphic amino acid residues that distinguish HLA-Cw3 and HLA-Cw4 
are Asn80 of HLA-Cw3 and Lys80 of HLA-Cw4. Thus, it was of interest when the 
structures of KIR2DL2/HLA-Cw3 ( 124 ) and KIR2DL1/HLA-Cw4 ( 125 ) complexes were 
reported. These structures are illustrated in Colorplate 19. The important conclusions 
from these structures are that the recognition of the MHC-I is through amino acid 
residues of the elbow bend joining the two immunoglobulin-like domains of the KIR and 
that residues that vary among different KIRs determine the molecular specificity of the 
interaction with the particular allelic product of HLA-C. In addition, the interaction of the 
KIR with the HLA-C is also modulated by the particular bound peptide, which explains 
the results of binding/peptide specificity studies. The mouse exploits a set of NK 
receptors of a different structural family to provide the same function. In particular, the 
predominant and best studied mouse NK receptors are those of the Ly49 family, of 
which Ly49A is the best studied. Functional experiments had demonstrated that Ly49A 
interacts with the MHC-I molecule H-2D d and also that for appropriate interaction, the 
H-2D d needs to be complexed with a peptide. In contrast to human NK recognition, 



however, surveys of H-2D d-binding peptides reveal little if any peptide preference or 
specificity. This would explain the function of the NK inhibitory receptor in that they are, 
at baseline, chronically stimulated by normal MHC-I on somatic cells, turning off the NK 
cell. When MHC-I is dysregulated by tumorigenesis or by pathogenic infection, the 
lower level of surface MHC-I diminishes the KIR-mediated signal, and the NK cell is 
activated. The structure of the mouse Ly49A inhibitory receptor in complex with its 
MHC-I ligand, H-2D d ( Colorplate 20), reveals several crucial features of the 
interaction: (a) The Ly49A C-type lectinlike molecule is a homodimer; (b) the Ly49A 
molecule makes no direct contact with residues of the MHC-bound peptide; and (c) in 
the x-ray structure, there are two potential sites for Ly49A interaction with the MHC 
molecule–site 1 at the end of the a1 and a2 helices and site 2, an extensive region 
making contact with the floor of the peptide binding groove, at the a3 domain of the 
MHC-I molecule and the ß 2m domain as well. The ambiguity suggested by the x-ray 
structure has been resolved by extensive mutagenesis studies that are consistent with 
the view that site 2 is the functionally significant recognition site ( 408 , 409 ). Several other 
NK receptors have been studied structurally. These include the Ly49I inhibitory 
receptor, which interacts functionally with H-2K b, which in turn has been crystallized 
without a ligand, revealing a basic fold similar to that of Ly49A but with a somewhat 
different dimeric arrangement ( 410 ). Both human and mouse NKG2D C-type lectinlike 
activation receptors have been examined by crystallography as well. The human 
NKG2D molecule forms a complex with an MHC-I–like molecule, MICA, which is 
expressed on epithelial cells and a wide variety of epithelial tumors ( 382 ). The murine 
NKG2D molecule has been crystallized in complex both with RAE-1ß ( 385 ), a distantly 
related MHC-I–like molecule that lacks the a3 and ß 2m domains of the classical MHC-I 

molecules, and with another MHC-I–like a1a2 domain molecule, ULBP3 ( 411 ). The 
general lesson learned from the studies of NKG2D interactions are that (a) this C-type 
lectinlike receptor, unlike Ly49A, binds to MHC-like molecules spanning the a1 and a2 
domains of the MHC-I-like ligands and (b) NKG2D has considerable plasticity in its 
ability to interact with several different molecules while maintaining the same general 
docking orientation ( 412 ). 
Class II Major Histocompatibility Complex Superantigen Superantigens are 
molecules, frequently toxic products of bacteria, that bind MHC molecules on the cell 
surface and are then presented to a large subset of T cells, usually defined by the 
expression of a particular family of TCR V regions ( 413 ). Most of the known 
superantigens bind MHC-II molecules, although one, the agglutinin from Urtica dioica, 
the stinging nettle, can be bound by both MHC-I and MHC-II molecules and presented 
to T cells of the Vß8.3 family ( 414 ). Its structure in complex with carbohydrate ligand 
has been reported ( 415 , 416 ). MHC-II interactions with superantigens, such as those 
derived from pathogenic bacteria, are the first step in the presentation of the multivalent 
array of the APC-bound superantigen to T cells bearing receptors of the family or class 
that can bind the superantigen ( 413 ). A number of structural studies examining the 
interaction of superantigen both with their MHC-II ligands and with TCR have been 
reported ( 417 ). Structural analysis of crystals derived from staphylococcal enterotoxin B 
(SEB) complexed with HLA-DR1 ( 418 ) and from toxic shock syndrome toxin–1 (TSST-1) 
complexed with HLA-DR1 ( 419 ) revealed that the two toxins bind to an overlapping site, 
primarily on the MHC-II a chain, and indicated that the SEB site would not be expected 



to be influenced by the specific peptide bound by the MHC, but the TSST-1 site would. 
The view that superantigens exert their biological effects by interaction with conserved 
regions of the MHC-II molecule as well as well conserved regions of the TCR has been 
challenged by the determination of two structures: that of Staphylococcus aureus  
enterotoxin H complexed with HLA-DR1 ( 420 ) and that of streptococcal pyrogenic toxin 
C in complex with HLA-DR2a ( 421 ). Both of these studies indicate that these 
superantigens can interact with the MHC-II ß chain through a zinc-dependent site that 
includes superantigen contacts to bound peptide. From models for the complete 
complex of MHC-II/SEB/TCR and MHC-II/ Streptococcus pyogenes exotoxin C 
SpeC/TCR based on these structures, a sense of the biological variety available for 
superantigen presentation to TCR was developed. These models are shown in 
Colorplate 21. 

MOLECULAR INTERACTIONS OF MAJOR HISTOCOMPATIBILITY 
COMPLEX MOLECULES

Physical Assays

Whereas the crystal structures provide a vivid static illustration of the interactions of 
MHC molecules with their peptide, FcRn, CD8, CD4, superantigen, NK receptor, and 
TCR ligands, the dynamic aspects of these binding steps can be approached by a 
variety of biophysical methods ( 422 ). It is important to note that affinities and kinetics of 
interaction of MHC/peptide complexes for TCR have been determined by several 
methods in a variety of systems ( 423 , 424 , 425 , 426 , 427 , 428 , 429 and 430 ). In addition, MHC 
interactions with NK receptors ( 121 , 122 , 431 , 432 ) have been quantified by similar 
techniques. Although there are clear differences in the affinity and kinetics of binding of 
different TCR and NK receptors for their respective cognate MHC/peptide complexes, 
the generally consistent findings are that the affinities are low to moderate (i.e., K d = 5 

× 10 -5 to 10 -7 M) and are characterized by relatively rapid dissociation rates (i.e., k d = 

10 -1 to 10 -3 sec -1).

Multivalent Major Histocompatibility Complex/Peptide Complexes

A major development since the mid-1990s has been the engineering and application of 
multivalent MHC/peptide complexes for the identification, quantification, purification, 
and functional modulation of T cells with particular MHC or MHC/peptide specificity. 
Two general approaches have been exploited: one based on the enzymatic biotinylation 
of soluble MHC/peptide molecules generated in bacterial expression systems that are 
then multimerized by binding of the biotinylated molecules to the tetravalent streptavidin 
( 433 ) and another based on the engineering of dimeric MHC/immunoglobulin fusion 
proteins ( 434 ). These reagents can be used in flow cytometric assays that permit the 
direct enumeration of MHC/peptide–specific T cells taken directly ex vivo. In either of 
these methods, multivalent MHC/peptide complexes are generated, and the relatively 
weak intrinsic affinity of the MHC/peptide complex for its cognate TCR is effectively 
magnified by the gain in avidity obtained by the increase in valency. For MHC-I 
molecules, the technology has been so reliable in producing multivalent (tetrameric) 



molecules loaded homogeneously with synthetic peptides that a wide variety of specific 
peptide/MHC-I multimers are available either from a resource facility sponsored by the 
National Institute of Allergy and Infectious Diseases ( 
http://www.niaid.nih.gov/reposit/tetramer/index.html ) or from commercial suppliers that 
offer either the tetramer or the immunoglobulin multimer. The MHC-I peptide multimers 
have also been exploited for identification of specific populations of NK cells and for 
assignment of various NK receptor specificities ( 126 , 435 , 436 and 437 ). For some MHC-II 
molecules, similar success has been achieved in the production of such multimers, 
using insect cell or mammalian cell expression systems for molecules produced by 
either the tetramer or immunoglobulin chimera strategy ( 438 , 439 , 440 , 441 and 442 ). 
Despite many reports of successful application of these MHC-II multimers for 
identification of specific MHC-II/peptide–directed T cells, the current technology seems 
less predictable than for MHC-I molecules. Further methodological improvements are 
no doubt needed ( 443 ).

SUMMARY

We have surveyed the Mhc as a genetic region and a source for molecules crucial to 
immune regulation and immunological disease. These genes reflect the panoply of 
mechanisms involved in the evolution of complex systems and encode cell surface 
proteins that interact through a complex orchestration with small molecules, including 
peptides and glycolipids, as well as with receptors on T cells and NK cells. The MHC-I 
molecules provide the immune system with a window for viewing the biological health of 
the cell in which they are expressed, and MHC-II molecules function as scavengers to 
taste and display the remnants of the cellular environment. Viruses and bacterial 
pathogens contribute enormously to the genetic dance—they modulate and compete in 
the control of MHC expression—and the host, by adjusting its T cell and NK cell 
repertoire on the time scale of both the individual organism and the species, resists the 
push to extinction. Through the concerted action of its MHC molecules, TCR, NK 
receptors, and antibodies, as well as a host of other regulatory molecules, the immune 
system dynamically, resourcefully, creatively provides, an organ system vital not only to 
the survival of the individual but also to the success of the species. As the molecular 
functions of the MHC are better understood, the rational approaches to manipulating 
the immune system in the prevention, diagnosis, and treatment of immunological and 
infectious diseases should be better understood as well.
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Color Plates



 
COLORPLATE 1. Electron density in the cleft of human leukocyte antigen 
(HLA)-A*0201. A: A surface representation of the HLA-A2 structure is shown in blue. B: 
The electron density not accounted for by the amino acid sequence of the protein is in 
red. From Bjorkman et al. ( 321 ), with permission.

 
COLORPLATE 2. Color ribbon representation of human leukocyte antigen 
(HLA)-A*0201. A: side view. B: top view. C: top view with positions of pockets A through 
F indicated. Panels A and B were made with SETOR ( 456 ), based on the protein data 
bank [PDB, ref. ( 455 )] coordinates of 3HLA ( 349 ). Panel C is from Saper et al. ( 349 ), 
with permission.



 
COLORPLATE 3. The location of the electron density in the cleft of human leukocyte 
antigen (HLA)-DR1. A: A classical top view of the class II major histocompatibility 
complex (MHC)-binding cleft with the a1 helix above and the b1 helix below. B: The 
orthogonal view of the same site from the side. The b1 helix is proximal to the viewer. 
The class II MHC surface is in blue, and the bound peptide electron density in red. 
From Brown et al. ( 362 ), with permission.

 
COLORPLATE 4. Superposition of the a-carbon backbones of a class I major 
histocompatibility complex (MHC) [PDB ( 455 ), 3HLA ( 349 )] molecule and a class II MHC 
[1DLH ( 364 )] molecule. The backbone tracings were displayed and superposed with 
QUANTA 97 (Molecular Simulations, Inc). Class I MHC is shown in blue and class II 
MHC in red. Amino termini are labeled N.



 
COLORPLATE 5. Location of polymorphic amino acid residues in MHC-I and MHC-II 
molecules. Variability plots were calculated as described in legend to Figure 9 and level 
of variability illustrated on ribbon diagrams [generated in QUANTA 2000 (Accelrys) of 
3HLA ( 349 )(HLA-class I), 1DLH ( 364 ) (HLA-DR), and 1JK8 ( 457 )(HLA-DQ)] where 
greatest variability is red, intermediate is green and least is blue.

 
COLORPLATE 6. Location of pockets in human leukocyte antigen (HLA)-DR1 based 
on the cocrystal of HLA-DR1 with a peptide derived from the influenza hemagglutinin. 
The surface representation of the a1 and b1 domains is in blue. A: Surface 
representation of HLA-DR1 without peptide. B: Same representation, including a 
space-filling model of the bound peptide, PKYVKQNTLKLAT. C: A side view of part B. 
From Stern et al. ( 364 ), with permission.



 
COLORPLATE 7. Numbering of the major binding pockets of human leukocyte antigen 
(HLA)-DR1, according to Stern et al. ( 364 ). The structure of HLA-DR1, PDB ( 455 ) file 
1DLH ( 364 ), was displayed with GRASP ( 458 ).

 
COLORPLATE 8. Ribbon diagram of the structure of human leukocyte antigen 
(HLA)-DR1 showing the dimer of dimers and the individual domains of the protein. a 
Chains are in blue and yellow, b chains are in red and green, and peptide is in red. The 
illustration was generated from 1DLH ( 364 ) in MOLSCRIPT ( 459 ) and rendered in 
RASTER3D ( 460 ).



 
COLORPLATE 9. Comparison of the a-carbon backbone tracings and size of the 
potential peptide-binding cleft of class I major histocompatibility complex (MHC) 
molecule H-2Kb, class II MHC human leukocyte antigen (HLA)-DR1, and class Ib MHC 
molecules CD1d and FcRn. From Zeng et al. ( 378 ), with permission.

 
COLORPLATE 10. Shape, size, and charge of the binding groove of CD1d in 
comparison with those of several other major histocompatibility complex (MHC) 
molecules and with a lipid transport protein. Surface representation of the ligand binding 
cleft is displayed with acidic regions in red, basic regions in blue, and hydrophobic 
regions in green. From Zeng et al. ( 378 ), with permission.

 
COLORPLATE 11. Structural differences between the binding grooves of CD1b and 
CD1d. A: Orthogonal views for CD1b. B: Orthogonal views for CD1d. The hydrophobic 
groove and key side chains for CD1b and CD1d are in blue and green, respectively. 
Position of alkyl chains and detergent visualized in CD1b are colored with regard to the 



binding channels they occupy: A1 in red, C1 in yellow, F1 in pink, and T1 in violet. From 
Gadola et al. ( 379 ), with permission.

 
COLORPLATE 12. Structure of the FcRn complexed with Fc. Ribbon diagram of the 
FcRn (purple), b2-microglobulin (green) interacting with the Fc (magenta and brown) 
heterodimer consisting of the wild type (wt) and nonbinding (nb) engineered chain. For 
comparison, the homodimer of the nbFc is shown on the right. [These are PDB ( 455 ) 
files, 1I1A and 1I1C ( 398 ) respectively.] From Martin et al. ( 398 ) with permission.

 
COLORPLATE 13. Structure of a class I major histocompatibility complex 
(MHC)/peptide/T-cell receptor (TCR) complex. H-2Kb bound to the peptide dEV8 
(EQYKFYSV) in complex with the 2C TCR is shown. The TCR a and b chains (magenta 
and light blue) as well as H-2Kb(green) and peptide (yellow) are shown. 
Complementarity determining regions (CDRs) of the TCR, colored in contrasting colors, 
and labeled 1, 2, and 3 are also indicated. From Garcia et al. ( 402 ), with permission.



 
COLORPLATE 14. Footprints of CDRs of six different major histocompatibility complex 
(MHC)/peptide/T-cell receptor (TCR) complexes. The surfaces imprinted by different 
CDRs are color-coded: CDR1a in dark blue, CDR2a in magenta, CDR3a in green, 
CDR1b in cyan, CDR2b in pink, and CDR3b in yellow. From Rudolph et al. ( 461 ),with 
permission.

 
COLORPLATE 15. Different docking modes of T-cell receptor (TCR) Va and Vb in 
different major histocompatibility complex (MHC)/peptide/TCR complexes. A: Docking 
of scD10 TCR on IAk/CA structure; the IA a chain is shown in light green, the b chain in 
orange, the Va chain in green, and the Vb chain in light blue. B: Docking of 2C TCR on 
H-2Kb/dEV8 structure; H-2Kb is shown in orange and Va and Vb in magenta. From 
Reinherz et al. ( 374 ), with permission.



 
COLORPLATE 16. CDR3 plasticity. Backbone tracings of the KB5-C20 T-cell receptor 
(TCR) CDR loops free or bound to the major histocompatibility complex (MHC)/peptide 
complex are superposed. The unliganded forms are in lighter colors. From Reiser et al. 
( 403 ), with permission.

 
COLORPLATE 17. Class I major histocompatibility complex (MHC) binding site for 
CD8aa homodimer lies beneath the peptide binding groove. Human leukocyte antigen 
(HLA)-A2 heavy chain is shown in red, b2-microglobulin is shown in orange, and 
peptides (ball-and-stick) are shown in complex with the CD8aa homodimer (red and 
blue). MOLSCRIPT ( 459 ) illustration is based on the PDB ( 455 ) file 1AKJ ( 83 ).



 
COLORPLATE 18. Model of T-cell receptor (TCR)/class II major histocompatibility 
complex (MHC)/peptide complex interacting with CD4. Superposition of class II 
MHC/CD4 D1D2 structure with that of a complete D1-D4 CD4 structure results in this 
model, which suggests how class II MHC may contribute to multimerization of a 
TCR/CD4 complex. From Wang et al. ( 79 ), with permission.

 
COLORPLATE 19. Interactions of killer cell immunoglobulin-like receptor, two-domain 
(KIR2D) molecules with their human leukocyte antigen (HLA)-Cw ligands. KIR2DL2 (A, 
C) and KIR2DL1 (B, D) are shown (magenta) in complex with their respective HLA-Cw3 
and HLA-Cw4 ligands. From Natarajan et al. ( 13 ), with permission.



 
COLORPLATE 20. H-2Dd interactions with the C-type lectinlike receptor, Ly49A. The 
crystallographic determination of two distinct sites of H-2Dd interacting with the Ly49A 
homodimer is shown. Extensive mutagenesis and binding studies suggest that the 
functional site of interaction is site 2. From Natarajan et al. ( 13 ), with permission.

 
COLORPLATE 21. Different superantigens. Staphylococcal enterotoxin B (SEB) (A) 
and SpeC (B) interact differently with T-cell receptor and class II major 
histocompatibility complex. From Sundberg et al. ( 462 ), with permission.
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ANTIGEN RECOGNITION BY T-CELL RECEPTORS

Unlike antibodies, which can recognize almost any kind of chemical structure, the 
structurally similar receptors on T-lymphocytes exclusively recognize class I or class II 
major histocompatibility complex (MHC) molecules or their homologues, such as CD1 
molecules. The antigen recognized by T-lymphocytes during an immune response is 
actually a complex between the MHC molecule and a peptide derived from a foreign 
protein: for example, one derived from a bacterium or virus. The integration of the 
peptide into a polymorphic binding groove, structurally defined by two antiparallel a 
helices overlaying an eight strand ß sheet (see Chapter 19), generates a variable 
surface that interacts with the T-cell receptor in a defined orientation. Recognition of 
such complexes is described as “MHC-restricted antigen presentation,” meaning that 
the receptor of a particular T cell is restricted to the recognition of a specific peptide in 
association with a single class I or class II MHC allele.

MHC molecules are integral membrane glycoproteins that acquire their associated 



peptides by complex mechanisms that are interwoven with their pathways of 
biosynthesis and intracellular transport. This is a constitutive process, and in the 
absence of infection, MHC molecules are associated with peptides derived from 
autologous proteins. The peptide generation and loading mechanisms are collectively 
referred to as antigen processing and are very different for the two classes of MHC 
molecules. Class I MHC molecules bind to short peptides of 8 to 10 amino acids in the 
endoplasmic reticulum (ER). These peptides are generated by proteolysis of proteins in 
the cytosol of the cell. Class II MHC molecules bind peptides of 13 to 24 amino acids 
that are almost exclusively derived from extracellular proteins, lysosomal proteins, or 
the luminal regions of integral membrane proteins. These peptides are generated by 
proteolysis in the endocytic pathway, which terminates in lysosomes. The successful 
cell surface expression of both classes of MHC molecules with their associated 
peptides relies on the same quality control mechanisms that govern the proper folding 
and surface expression of other membrane glycoproteins, although, in each case, 
specific adaptations to these conventional processes that facilitate peptide binding have 
evolved.

CLASS I MAJOR HISTOCOMPATIBILITY COMPLEX–RESTRICTED 
ANTIGEN PRESENTATION

Peptide Generation

The initial step in class I MHC–restricted antigen processing is the generation of 
peptides from proteins in the cytosol. The dominant responsible protease is the 
proteasome. Much of the evidence for this comes from the use of specific inhibitors of 
proteasomal degradation ( 1 , 2 ). The proteasome is a complex multisubunit protease 
responsible for the turnover of the majority of cytosolic and nuclear proteins ( 3 ). The 
core of the proteasome is a cylindrical structure, the 20S proteasome, formed from four 
stacked rings of seven subunits each ( 4 ) ( Fig. 1). The two inner rings are formed from 
the ß subunits, three of which—ß1, ß2, and ß5—are catalytically active, and thus there 
are six active sites per proteasome. The two outer rings consist of a subunits. The ß 
subunits are synthesized as N-terminally extended precursors and undergo cleavage 
upon incorporation into the proteasome, which reveals an N-terminal threonine residue, 
an essential feature of the active site ( 5 , 6 ). The active sites are situated in a central 
chamber in the interior of the cylinder, and proteins must enter the cylinder for 
degradation to occur.



 
FIG. 1. Schematic diagram of the structure of the 20S proteasome. Four heptameric 
rings of a subunits and ß subunits make up the complete structure. The upper pair of 
rings are cut away to reveal the interior of the barrel-shaped structure. The 
proteolytically active ß subunits (ß1, ß2, and ß5) are shown in the lightest shade, and 
the active sites are indicated. Access of proteins to the interior is regulated by additional 
multisubunit components (19S and PA28) that bind to the ends of the proteasome, as 
described in the text and reviewed by Kloetzel ( 11 ).

Access to the interior of the proteasome is regulated by an additional complex of 
proteins, which associates with the 20S core. This set of proteins is known as the 19S 
regulator. The combination of the 20S and two 19S complexes constitutes the 26S 
proteasome. The 19S regulator contains subunits with adenosine triphosphatase 
activities that unfold proteins, allowing them to penetrate the interior of the 20S catalytic 
core, and a subunit that recognizes ubiquitin, a small protein that is enzymatically added 
as an oligomeric chain to lysine residues of cytosolic proteins to mark them for 
degradation ( 7 , 8 and 9 ). Three enzymes operating in sequence are responsible for 
ubiquitin addition: E1 activates the ubiquitin, E2 transfers the ubiquitin to E3, and E3 
transfers the ubiquitin to the target protein. Regulated degradation of a number of 
cytosolic and nuclear proteins, including cyclins (which regulate the cell cycle) and a 
variety of transcription factors, is accomplished by their ubiquitination by a specific E3 
enzyme, followed by proteasomal degradation ( 10 ).

A number of specific modifications are constitutively present in proteasomes in 
antigen-presenting cells (APCs) and are induced in a variety of normal cells upon 
treatment with ?-interferon ( 11 ). First, the three enzymatically active ß subunits (ß1, ß2, 
and ß5) are replaced by novel inducible active subunits, ß1i, ß2i, and ß5i, which were 
originally called LMP2, MECL-1, and LMP7, respectively ( 12 ). Such modified 
proteasomes, frequently called immunoproteasomes, must be freshly assembled from 
newly synthesized subunits, and so the replacement process is slow upon ?-interferon 
treatment. The ß1i (LMP2) and ß5i (LMP7) subunits are encoded in the MHC ( 12 , 13 

and 14 ); this, when discovered, immediately led to the suggestion that they might be 
involved with antigen processing. Considerable data have suggested that incorporation 
of the ?-interferon–inducible subunits into the proteasome changes its cleavage 
specificity ( 15 , 16 and 17 ). This results in the generation of more peptides that terminate 
in hydrophobic or basic residues, which, depending on the allele, are the preferred 
C-terminal residues of class I MHC–associated peptides. Support for the immunological 



importance of the inducible ß subunits comes from studies of knockout mice. Mice 
lacking the ß1i subunit have fewer CD8 cells and diminished cytotoxic T-cell responses 
than do wild-type mice when they are infected with influenza virus ( 18 ). ß5i Knockout 
mice have reduced levels of cell surface expression of class I MHC molecules, which is 
often diagnostic of poor peptide binding (see later discussion), and their cells are poorly 
recognized by certain class I MHC–restricted T cells ( 19 ).

A second modification occurring upon ?-interferon treatment involves the induction of a 
novel regulator of the proteasome, which replaces the 19S regulator. This is 
proteasome activator 28 (PA28), also called the 11S regulator, and consists of a 
heptameric ring containing two subunits, PA28a and PA28ß ( 20 ). No adenosine 
triphosphatase activity is associated with the 11S regulator, but it does enhance the 
peptidase activity of 20S proteasomes ( 21 , 22 ). Biochemical studies with purified 
components and oligopeptide or protein substrates have shown that the cleavage 
patterns of the substrates can be modified by association of the proteasome with the 
11S regulator. One study indicated that a coordinated double cleavage by such 
modified proteasomes might preferentially generate class I MHC–restricted epitopes 
from larger precursors ( 23 ). Overexpression of the PA28 a subunit in cell lines was 
found to enhance presentation of certain viral epitopes ( 24 ). Again, knockout mice have 
provided evidence for an important role of the 11S regulator in antigen processing, 
although there are conflicts in the literature over what the precise role may be. 
According to one report, PA28ß knockout mice express neither PA28ß nor PA28a, 
which suggests that they necessarily function as a hetero-oligomer, and antiviral CD8 + 
cytotoxic T-lymphocyte responses in these mice were seriously impaired ( 25 ). The 
incorporation of the ?-interferon–inducible ß subunits into the proteasomes of these 
mice was inhibited, which suggests an as yet unexplained connection between the 11S 
regulator and assembly of the immunoproteasome. In another study, however, mice 
lacking both PA28 subunits assembled immunoproteasomes normally ( 26 ). Their cells 
showed reduced adenosine triphosphate (ATP)–dependent proteolytic activity, which 
implies an interaction between the PA28 and 19S regulatory complexes, perhaps 
corresponding to “hybrid proteasomes,” with 20S cores associated with a PA28 
complex at one end and a 19S complex at the other. Responses to two antigens, 
ovalbumin and influenza virus, were unimpaired, whereas the response to a third, a 
melanoma tumor antigen, was almost eliminated.

Peptides destined for class I MHC binding that are generated by proteasomal 
degradation already have the appropriate C-terminal amino acid residue. They may, 
however, be extended at the N-terminal ( 27 ). N-terminal trimming of such peptides can 
occur in the cytosol, and one enzyme capable of this reaction, leucine aminopeptidase, 
is inducible by ?-interferon, which argues perhaps for a specific role in antigen 
processing ( 28 ). Additional N-terminal trimming may occur in the ER, as described in 
the next section.

Peptide Transport into the Endoplasmic Reticulum

Class I MHC assembly and peptide binding occur in the ER, and peptides generated in 
the cytosol must be therefore be translocated across the ER membrane. This is 



achieved by a specific transporter, the transporter associated with antigen processing 
(TAP), which is composed of two MHC-encoded subunits, TAP1 and TAP2 ( 29 ) ( Fig. 
2). TAP is a member of a large family of related molecules, known as ATP binding 
cassette (ABC) transporters, that use ATP hydrolysis to move a variety of small 
molecules across membranes ( 30 ). All of the family members have a similar structure 
consisting of two hydrophobic domains, each with multiple transmembrane segments, 
and two hydrophilic domains with characteristic sequences, including the so-called 
Walker A and B motifs, which define sites for ATP binding and hydrolysis. Most ABC 
transporters contain all four of these domains in a single polypeptide, but in the case of 
TAP, each subunit includes a single hydrophobic N-terminal domain and a hydrophilic 
C-terminal domain. TAP molecules are located in the ER membrane, and the 
C-terminal ATP hydrolytic domains protrude into the cytosol.

 
FIG. 2. Schematic diagram of transporter associated with antigen processing (TAP), 
which translocates peptides from the cytosol into the endoplasmic reticulum. The 
predicted organization of the TAP1 and TAP2 transmembrane segments is based on 
the work of Vos et al. ( 197 ). The peptide-binding regions, defined by Nijenhuis et al. ( 31 

), who used photoactivatable peptide derivatives, are indicated as thicker lines. The 
linear structure shown is predicted to form a pore in the endoplasmic reticulum 
membrane through which associated peptides are translocated upon adenosine 
triphosphate hydrolysis ( 198 ).

Experiments using photoactivatable peptide derivatives, which can form covalent bonds 
upon exposure to ultraviolet light, have defined a TAP peptide-binding site. It is 
composed of elements of the transmembrane segments of both TAP1 and TAP2, 
particularly those adjacent to the hydrophilic C-terminal domain ( 31 ). Peptides ranging 
in length from 8 to 13 or more amino acids can bind and be transported. Binding and 
transport are quite independent of amino acid sequence, which suggests that 
interactions between TAP and the polyamide backbone of the peptide are mainly 
responsible for binding. Certain residues at some positions—for example, proline at 
position 2—inhibit peptide translocation. Peptides with basic or hydrophobic residues at 
the C-terminal are transported more efficiently than peptides with C-terminal acidic 
residues, and, as pointed out earlier, such peptides are preferentially produced by 
immunoproteasomes and also bind preferentially to class I MHC molecules ( 32 , 33 , 34 

and 35 ). Peptide binding to TAP appears to be ATP independent in that it is unaffected 
by ATP depletion, although mutational analysis of the Walker A and B motifs of the 
TAP1 and TAP2 subunits indicates that ATP hydrolysis by TAP2 is critical for both 
binding and transport. ATP hydrolysis by TAP1 is not absolutely required for 



translocation of peptides into the ER but may be required for the transporter to return to 
a peptide-receptive and transport-competent conformation after one round of 
translocation ( 36 , 37 , 38 and 39 ).

Peptides associated with class I MHC molecules are short, generally between 8 and 10 
residues in length. Peptides that are longer than this must be trimmed to fit into the 
binding groove. As described previously, at least one enzyme can mediate 
amino-terminal trimming in the cytosol, but considerable evidence suggests that further 
trimming occurs in the ER after translocation by TAP. Although the enzymes 
responsible have not been defined, there is biochemical evidence for such an activity ( 
40 , 41 ). Certain alleles preferentially bind peptides with a proline residue in the second 
position. As described previously, such peptides are poor TAP substrates, and the 
implication is that amino-terminal trimming must occur after larger precursors are 
transported into the ER. N-terminally extended precursors can be found in association 
with class I MHC molecules when cells are incubated with certain inhibitors of 
aminopeptidases, such as leucinethiol ( 42 ). This is consistent with an early hypothesis 
that suggested that the class I MHC molecule may serve as a template for trimming, 
binding peptides initially by the C-terminal and completing the binding process only 
when the N-terminal is appropriately cleaved.

Assembly of Class I Major Histocompatibility Complex/Peptide Complexes

Many experiments since the mid-1990s have shown that the association of 
TAP-translocated peptides with class I MHC molecules is not a simple bimolecular 
ligand–receptor interaction. Rather, it is a complex process that has much in common 
with the assembly of many multisubunit glycoproteins in the ER, with roles for a variety 
of chaperones that facilitate the process. The assembly process is schematically 
presented in Fig. 3.



 
FIG. 3. The class I major histocompatibility complex (MHC) assembly pathway. 
Peptides generated in the cytosol by proteases (depicted as 20S proteasomes with 
associated 19S regulatory complexes) are transported into the endoplasmic reticulum 
by the transporter associated with antigen processing (TAP). Class I MHC–ß 

2-microglobulin dimers, assembled with the help of calnexin, associate with TAP 
through tapasin. ERp57 and calreticulin complete the loading complex. Successful 
association of a peptide with the class I MHC–ß 2-microglobulin dimer causes its 
release from the loading complex, allowing transit through the Golgi apparatus to the 
plasma membrane. Also indicated is the ill-understood cross-priming pathway, in which 
protein antigens internalized by dendritic cells are introduced into the cytosol for 
processing via the class I pathway.

Class I MHC heavy chains are cotranslationally glycosylated and associate rapidly with 
the transmembrane chaperone calnexin soon after their introduction into the ER ( 43 ). 
The interaction with calnexin is not essential, and the soluble Hsp70 homologue Bip has 
also been reported to associate with free heavy chains ( 44 , 45 and 46 ). The association 
of the heavy chain with ß 2-microglobulin coincides with dissociation of calnexin and the 

association of the class I MHC molecule with the soluble chaperone calreticulin ( 47 ). 
Both calnexin and calreticulin are “housekeeping” molecules that bind to the asparagine 
(N)-linked glycans of newly synthesized glycoproteins when they are in the 
monoglucosylated form ( 48 ). This is generated by the removal by the enzyme 
glucosidase I of two of the three glucose residues present on the glycan when it is 
initially transferred to the asparagine acceptor residue of the protein from a dolichol 
phosphate precursor. Calnexin and calreticulin participate in a quality control cycle in 
which removal of the third glucose residue by glucosidase II induces dissociation of the 
chaperone. If the glycoprotein is appropriately folded, it escapes further interaction. 
However, if it remains misfolded, the glycan is reglucosylated by the enzyme uridine 
diphosphate-glucose glycoprotein glucosyl transferase, which can discriminate between 
native and nonnative protein structures ( 49 ). Upon reglucosylation, calnexin or 
calreticulin can rebind, allowing another attempt at folding. The differential binding of 
the free heavy chain to calnexin and the heavy chain–ß 2-microglobulin dimer to 



calreticulin presumably reflects additional protein–protein interactions between the 
chaperone and the substrate.

The association of class I MHC molecules with calreticulin cannot be temporally 
separated from their interaction with another “housekeeping” molecule, ERp57, and 
with an ER resident transmembrane glycoprotein, tapasin ( 47 , 50 , 51 , 52 and 53 ). 
Tapasin is apparently dedicated to assisting class I MHC assembly and, like the TAP 
subunits, is encoded by a gene in the MHC ( 54 ). Tapasin, calreticulin, ERp57, and the 
class I MHC heavy chain–ß 2-microglobulin dimer are all incorporated into a large 
assembly, often called the class I loading complex, which also includes the TAP1/TAP2 
heterodimer ( 55 ) ( Fig. 3). Various interactions between the components of the loading 
complex have been defined. The association of tapasin with TAP is independent of 
class I interaction and is lost if the transmembrane domain is removed to create a 
soluble tapasin molecule ( 56 ). The N-linked glycan of the class I MHC heavy chain is 
required for association of class I MHC with the complex ( 57 ). The glycan of class I 
MHC, but not that of tapasin, is largely in the monoglucosylated form in the loading 
complex, which implies that this glycan is involved in the calreticulin interaction. In 
addition, there is a labile disulfide bond linking ERp57 to tapasin that can be stabilized 
by treatment of cells with the sulfhydryl-reactive, membrane-impermeable reagent 
N-ethyl maleimide before purification of the loading complex ( 58 ).

Precisely how formation of the loading complex facilitates the assembly of class I 
MHC/peptide complexes is still unclear, but the evidence that it does is unequivocal. 
Mutant human cell lines or knockout mice lacking TAP fail to transport peptides into the 
ER, and, therefore, no peptides are associated with class I MHC molecules, with the 
exception of a few peptides derived from signal sequences of certain proteins 
translocated into the ER ( 59 ). TAP-negative cells express very low levels of surface 
class I MHC molecules because the majority of them fail to leave the ER. The class I 
MHC molecules that do escape to the cell surface are unstable ( 60 , 61 and 62 ). Class I 
MHC cell surface expression in tapasin-negative human cell lines or in knockout mice 
lacking tapasin is also low, although the level of expression depends on the individual 
allele, and in no such case is it as low as it is in the absence of TAP ( 53 , 63 , 64 and 65 ). 
The class I MHC molecules expressed are less stable than in wild-type cells, and the 
profile of associated peptides is different ( 66 , 67 ). This has been interpreted to suggest 
that tapasin has a “peptide editing” function, which normally ensures that only class I 
MHC molecules associated with high-affinity peptides are permitted to leave the ER. 
There are currently no calreticulin- or ERp57-negative human cell lines. Calreticulin 
knockout mice die in utero, but class I MHC assembly and transport is impaired in 
embryonic fibroblasts derived from them, which indicates that calreticulin is required for 
proper class I MHC peptide loading ( 68 ).

ERp57 is a homologue of the enzyme protein disulfide isomerase and shares with it the 
ability to promote proper disulfide bond formation in newly synthesized proteins in the 
ER. It functions in concert with calnexin and calreticulin and is believed to be specifically 
involved in disulfide bond formation in newly synthesized glycoproteins ( 69 , 70 ). Its role 
in the loading complex, performed in concert with tapasin, appears to be to maintain in 



an oxidized state the class I MHC heavy chain disulfide bond that anchors the a2 
domain a helix to the floor of the peptide-binding groove (see Chapter 19). Mutation of 
the cysteine residue at position 95 in human tapasin, which binds ERp57 to the loading 
complex by a disulfide bond, results in the accumulation of partially reduced class I 
MHC molecules in the loading complex. Unstable class I MHC molecules, presumably 
with a cohort of low-affinity peptides, accumulate on the surface of cells that express 
this mutant form of tapasin ( 58 ).

The Source of Class I Major Histocompatibility Complex–Associated Peptides

As described previously, the peptides associated with class I MHC molecules are 
derived from the cytosol ( 71 ). There is evidence that the majority of them derive from 
newly synthesized proteins. It has been shown, with the use of TAP proteins tagged 
with green fluorescent protein combined with real-time immunofluorescence 
microscopy, that the lateral mobility of TAP in the ER membrane is decreased when it is 
not actively transporting peptides. Mobility is reduced, for example, when peptide 
generation is blocked by the proteasome inhibitor lactacystin. The lateral mobility of 
TAP is also rapidly reduced in the presence of the protein synthesis inhibitor 
cycloheximide, which suggests that proteins that have just been synthesized are the 
predominant peptide source ( 72 ). It has been hypothesized that defective proteins, 
perhaps posttranslationally modified or prematurely terminated and released from 
cytoplasmic ribosomes, are the major source of class I MHC–associated peptides ( 73 ). 
The acronym DRiP, for “defective ribosomal products,” has been suggested for these 
highly unstable and transient species, which may constitute as many as 30% of total 
translated proteins ( 74 ). The value of such a source for a rapid immune response lies in 
the speed with which foreign peptides derived from viral proteins synthesized in infected 
cells could bind and be presented by class I MHC molecules on the cell surface. The 
intrinsic stability and turnover rates of the mature viral proteins would be unimportant.

Certain epitopes recognized by CD8-positive T cells and associated with class I MHC 
molecules are derived from the luminal regions of membrane proteins: for example, 
influenza virus hemagglutinin. Such peptides could be generated from DRiPs that fail to 
translocate into the ER. Alternatively, they could be generated from a subset of the 
glycoproteins that are retrotranslocated into the cytosol from the ER and subsequently 
degraded by the proteasome. This process is the major pathway for the degradation of 
misfolded proteins, including class I MHC molecules themselves, that fail to be 
transported from the ER to the Golgi apparatus ( 75 ). The channel used appears to be 
the translocon, or Sec61 complex, normally responsible for the introduction into the ER 
through signal sequences of secreted proteins synthesized on membrane-associated 
ribosomes, but in this case operating in reverse ( 76 , 77 ). The same pathway may also 
be used to remove TAP translocated peptides from the ER if they fail to associate with 
class I MHC molecules ( 78 ).

Release of Class I Major Histocompatibility Complex Molecules from the 
Endoplasmic Reticulum

Tapasin, calreticulin, ERp57, and TAP are all retained in the ER: tapasin, by a 



cytoplasmic tail retention signal; calreticulin and ERp57, by C-terminal so-called KDEL 
(lysine, aspartic acid, glutamine acid, leucine, or a close homologue) sequences; and 
TAP, by an unknown mechanism. They are all long-lived proteins and can participate in 
multiple rounds of class I MHC assembly and peptide loading. After class I 
MHC/peptide complexes are successfully assembled, they dissociate from the loading 
complex and, like other proteins destined for export, move to specialized exit sites in the 
ER, from which they are transported to the Golgi apparatus and ultimately to the plasma 
membrane ( 79 ). In transit, their carbohydrate side chains mature into complex 
(N)-linked glycans, in common with other membrane glycoproteins. Once expressed on 
the plasma membranes, class I MHC/peptide complexes are very stable, with half lives 
of 6 to 7 hours ( 80 , 81 ), a testament to the efficiency of the ER processes that promote 
their formation regardless of the allele and its preferred peptide binding motif.

Class I Major Histocompatibility Complex–Restricted Presentation of Extracellular 
Proteins

Although the general rule is that the peptides associated with class I MHC molecules 
are derived from cytoplasmic proteins, animals immunized with soluble or 
cell-associated antigenic proteins can make class I MHC–restricted T-cell responses to 
them. This was first observed in allogeneic responses to certain minor histocompatibility 
antigens, and the process is often called cross-priming ( 82 ). There is evidence that the 
ability to process external antigens and present them in a class I MHC–restricted 
manner is, in the main, a specific function of dendritic cells ( 83 ).

The precise mechanism of cross-priming is unclear, but endocytosis of the protein 
antigens or phagocytosis of apoptotic or necrotic cells by dendritic cells is certainly the 
first step. Two possible scenarios have been suggested to follow this. Proteolysis may 
occur in the endocytic pathway, and the peptides generated then bind to class I MHC 
molecules that recycle between the endosome and the plasma membrane. 
Alternatively, proteins internalized by dendritic cells, or large fragments of proteins 
generated in the endocytic pathway, may enter the cytosol by an as yet unidentified 
mechanism. These proteins or fragments would then be processed and peptides 
transported into the ER by the same mechanisms normally used to generate class I 
MHC/peptide complexes. Logically, it seems more likely that the latter hypothesis is the 
correct one. Priming of CD8 T cells to a particular epitope by dendritic cells—for 
example, during an antiviral response—is useful only if the same epitope is generated 
in normal cells when they are virally infected. If it is not, the virally infected cells would 
not be recognized by the CD8-positive T cells that are induced. That the proteases and 
exopeptidases in the endocytic pathway would generate the same peptides as those in 
the cytosol and ER seems highly unlikely.

Current evidence tends to suggest that an endosome to cytosol pathway exists for 
macromolecules in dendritic cells. Fluorescent protein and dextran derivatives have 
been observed to enter the cytosol after endocytosis by dendritic cells ( 84 ). 
Cross-priming is also often inhibited by proteasomal inhibitors, which implies that 
cytosolic degradation is required. Finally, TAP knockout mice appear to be incapable of 
cross-priming ( 85 ), and tapasin knockout mice are also deficient ( 65 ). It has been 



shown that in Langerhans cells, class I MHC molecules are mobilized from late 
endocytic compartments to the cell surface when the cells mature ( 86 ). However, it 
remains unclear where in the cell these class I MHC molecules acquire their peptides, 
although the ER, after TAP-mediated translocation, is perhaps the most likely site.

The generation of CD8 + T-cell responses to cell-associated antigens may involve a 
variety of stress-induced proteins in the antigenic cells. These include glycoprotein 96 
(gp96; also called GRP94), an ER stress protein or chaperone which, if isolated from a 
tumor or a virus-infected cell, can induce cytosolic class I MHC–restricted T cells when 
used to immunize mice ( 87 ). Considerable evidence suggests that this is a result of the 
association of gp96 with antigenic peptides derived from the tumor or virus. It has been 
suggested that a receptor on dendritic cells binds gp96/peptide complexes, facilitating 
their endocytosis ( 88 ). The receptor was previously defined as the a 2-macroglobulin 
receptor. Presumably, endocytosis of the gp96/peptide complex followed by its 
introduction into the cytosol allows the peptide, or a processed version of it, to be 
introduced into the ER by TAP, where it can bind to assembling class I MHC molecules. 
Other chaperones, including Hsp70 and calreticulin, share the property of facilitating the 
introduction of cell-associated antigens into the class I processing pathway ( 87 , 89 ).

CLASS II MAJOR HISTOCOMPATIBILITY COMPLEX–RESTRICTED 
ANTIGEN PRESENTATION

Class II Assembly of Major Histocompatibility Complex Molecules in the 
Endoplasmic Reticulum

Unlike class I MHC molecules, class II MHC molecules bind peptides in the endocytic 
pathway. This means that the initial assembly in the ER of the class II MHC heterodimer 
is independent of peptide association. The peptide-binding site, formed by the 
membrane distal domains of the a chain and ß chain, is an open-ended groove with a 
propensity to bind to long peptides and unfolded segments of proteins. This is 
prevented in the ER because newly synthesized class II MHC molecules associate with 
a third glycoprotein, called the invariant chain. The invariant chain contains a segment, 
class II MHC–associated invariant chain peptide (CLIP), that protects the 
peptide-binding groove until the class II MHC/invariant chain complex enters the 
endocytic pathway.

The invariant chain is a type II transmembrane glycoprotein. Although there is no allelic 
polymorphism, there is alternative splicing, which gives rise to two forms called p33 and 
p41, based on their molecular weights ( Fig. 4A) ( 90 , 91 and 92 ). In general, p33 is the 
most abundant form of the invariant chain present in APCs. The additional segment in 
p41 is homologous to similar domains in thyroglobulin and functions as a protease 
inhibitor, specifically for cathepsin L ( 93 , 94 ), a property that is reviewed later. In 
humans, but not in mice, additional variation arises as a result of alternative initiation of 
translation. This causes an N-terminal extension of 16 amino acids and means that in 
humans there are four forms of the invariant chain; p35 and p43 are the extended forms 
of p33 and p41, respectively. The N-terminal extension contains a strong ER retention 



sequence ( 95 , 96 and 97 ). A small fraction of the invariant chain, in both humans and 
mice, is modified by the addition of a chondroitin sulfate side chain, at serine residue 
201 of the p33 form ( 98 , 99 ). Adding further complexity, the invariant chain forms 
noncovalently associated trimers, which may be homotrimers or mixed trimers, 
containing one or two subunits of any of the four forms ( Fig. 4B) ( 100 , 101 and 102 ). 
Trimer formation is independent of class II MHC association.

 
FIG. 4. A: Four forms of human invariant chain are generated by a combination of 
alternative splicing and alternative initiation of translation. The N-terminal segment 
shared by p35 and p43 contains a strong endoplasmic reticulum retention signal. The 
additional domain shared by p41 and p43 is an inhibitor of the lysosomal protease 
cathepsin L. The transmembrane domain (TM) and the region associated with the class 
II binding groove [class II MHC–associated invariant chain peptide (CLIP)] are also 
indicated. B: Models of the invariant trimer ( left) and the trimer with associated class II 
aß dimers ( right). For simplicity, only two aß dimers are indicated on the right rather 
than three. From Cresswell P. Invariant chain structure and MHC class II function. Cell 
1996;84:505–507, with permission).

Class II MHC/invariant chain complexes are nonameric, with three aß dimers 
associated with an invariant chain trimer ( Fig. 4B) ( 103 ). Calnexin is an important 
chaperone involved in class II MHC assembly. Partial complexes containing one or two 
aß dimers associated with an invariant chain trimer are retained in the ER in association 
with calnexin ( 104 ). Export of free invariant chain trimers from the ER is slow, and 
virtually nonexistent if the trimer contains one or more p35 or p43 subunits ( 101 ). The 
C-terminal segment of the invariant chain forms a compact, cylindrical trimeric structure 
( 105 ). The N-terminal region, including the transmembrane domain, also contributes to 
trimerization of the intact invariant chain ( 106 , 107 ). The region from the 
membrane-spanning domain through the CLIP sequence is disordered in solution, 
according to nuclear magnetic resonance analysis of soluble recombinant invariant 
chain ( 108 ). Thus, it seems likely that the CLIP region itself associates with the 
peptide-binding groove of the class II MHC molecule as a linear sequence, in a manner 



similar to a class II MHC–bound peptide (see Chapter 19). This is borne out by the 
crystallographic structure of the complex of DR3 with CLIP peptide, which is similar to 
that of other class II MHC/peptide complexes ( 109 ). When assembly of the class II 
MHC–invariant chain nonamer is complete, interactions with chaperones cease, ER 
retention signals in p35 and p43 are overridden, and the complex leaves the ER.

Endocytic Processing of the Invariant Chain

Shared by all forms of the invariant chain are two so-called dileucine motifs in the 
N-terminal cytoplasmic domain ( 110 ). These interact with cytoplasmic adaptor proteins 
at the trans-Golgi network or at the plasma membrane to direct class II MHC/invariant 
chain complexes into the endocytic pathway ( 95 , 96 , 111 , 112 and 113 ). The complexes 
are exposed to progressively more acidic and proteolytically active environments as 
they move through the endocytic pathway. As a consequence, the invariant chain is 
degraded ( Fig. 5). Ultimately, the class II MHC molecules arrive in deep endocytic 
compartments that share many characteristics with lysosomes, including the presence 
of mature hydrolytic enzymes. These compartments were called class II MHC 
compartments (MIICs) by their original discoverers, who defined them as 
membrane-rich, multivesicular or multilaminar compartments enriched for intracellular 
class II MHC molecules ( 114 ) ( Fig. 6). Available evidence suggests that the 
multivesicular vesicles mature into the multilaminar MIICs and that these compartments 
are part of the conventional endocytic pathway ( 115 ). It is in these compartments that 
the majority of class II MHC molecules acquire their complement of peptides, most of 
which are derived from endocytosed proteins.

 
FIG. 5. Assembly and transport of class II major histocompatibility complex 
(MHC)–invariant chain complexes. Nonameric aß–invariant chain complexes are 



assembled in the endoplasmic reticulum, transported through the Golgi apparatus, and 
diverted into the endocytic pathway. Here, invariant chain is progressively degraded 
until only class II MHC–associated invariant chain peptide (CLIP) remains associated 
with the binding groove. CLIP is exchanged for endocytically generated peptides before 
expression of class II MHC/peptide complexes on the cell surface.

 
FIG. 6. A: Ultrathin cryosection of a human skin Langerhans cell, immunogold-labeled 
for human leukocyte antigen (HLA)–DM with 15-nm gold (DM-15) and for class II with 
10-nm gold (CII-10). Several class II major histocompatibility complex (MHC) 
compartments (MIICs) ( asterisks) are labeled for class II, as well as for DM (primarily at 
the periphery). MIICs in Langerhans cells typically have electron-dense contents. BG, 
Birbeck granules; M, mitochondrion. Bar represents 100 nm. B: Ultrathin cryosections 
of human B cells double-immunogold–labeled with antibodies against the C terminal 
domain of the invariant chain with 15-nm gold (IC-15) and class II with 10-nm gold 
(CII-10) ( a). Labeling for invariant chain can be seen in the Golgi complex (G), the 
trans-Golgi network (T), and in the rough endoplasmic reticulum, whereas class II is 
primarily located in a multilaminar MIIC ( asterisk). Note that the use of a 
C-terminal–specific anti–invariant chain antibody limits detection of proteolytically 
cleaved material in late endosomal/lysosomal organelles. Before being processed for 
immuno–electron microscopy, the cell had endocytosed 5-nm gold particles derivatized 
with bovine serum albumin (BSA) for 10 minutes ( b). The endocytosed BSA-gold 
particles are present in irregularly shaped multivesicular compartments, so-called early 
MIICs ( triangles) that are strongly labeled for invariant-chain C terminus. The MIIC ( 
asterisk) is labeled only for class II. Bar represents 200 nm. Images courtesy of 
Monique Kleijmeer and Hans J. Geuze, Laboratory of Cell Biology, Medical School, 
Utrecht University, the Netherlands.

Degradation of the invariant chain has been studied by observing the effect of various 
protease inhibitors on the process. It was initially observed that incubation of human 
B-cell lines with leupeptin, which inhibits a number of lysosomal cysteine proteases, 
causes the intracellular accumulation of class II MHC molecules associated with a 
glycosylated N-terminal fragment of the invariant chain of approximately 25 kD ( 116 ). 
Additional studies showed that inhibitors of acid proteases further inhibit invariant chain 

degradation ( 117 /SUP>). More recently, it has been found that a specific lysosomal protease, cathepsin 

S, is critically involved in the final stages of invariant chain degradation ( 118 ). An inhibitor of cathepsin S, 

N-morpholinourea-leucine-homophenylalanine-vinylsulfone-phenyl (LHVS), when added to APCs, causes 



the accumulation of a small, nonglycosylated, N-terminal invariant chain fragment of approximately 10 kD. 

These findings have given rise to a model ( Fig. 5) in which the invariant chain is progressively degraded 

until only CLIP remains associated with the peptide-binding groove of the class II MHC molecule, with 

cathepsin S responsible for cleavage at the N-terminal end of CLIP. For reasons that are ill understood, in 

murine thymic epithelium, cathepsin L, rather than cathepsin S, appears to be involved in the final step in 

the generation of class II MHC/CLIP complexes. Because of this, cathepsin L knockout mice exhibit partial 

deficiency in thymic selection of CD4 T cells ( 119 ), and cathepsin S knockout mice are deficient in 

generating some, but not all, complexes of class II MHC molecules with antigenic peptides in peripheral 

APCs ( 120 ). Biochemical analysis suggests that invariant chain degradation is delayed in APCs from 

cathepsin S knockout mice rather than being completely inhibited. Nevertheless, this enzyme is important, 

and its co-induction with class II MHC subunits and invariant chain by ?-interferon in non-APCs argues for 

a specific role in class II MHC–restricted antigen processing.

Class II Peptide Loading of Major Histocompatibility Complex Molecules

The ultimate product of invariant chain degradation is the class II MHC/CLIP complex, which structurally 

resembles other class II MHC/peptide complexes ( 109 ). To generate class II MHC aß dimers associated 

with peptides from foreign or endogenous proteins, CLIP must be removed. Some class II alleles, such as 

human leukocyte antigen (HLA)–DR52 in humans and I-A k in mice, have low affinity for CLIP ( 121 ). 

However, other alleles, such as HLA-DR1 and I-A b, have a high affinity, and it is difficult to understand 

how CLIP could be efficiently released from these alleles. A major breakthrough in understanding class II 

MHC peptide loading came from the observation that certain human B-cell lines, mutagenized and 

selected for the loss of reactivity with a particular monoclonal antibody reactive with HLA-DR3, were 

incapable of class II MHC–restricted antigen processing ( 122 ). The loss of reactivity with the antibody 

correlated with the almost exclusive expression on these cells of HLA-DR3/CLIP complexes ( 123 , 124 ). 

On the basis of these observations, it was suggested that a specific gene product catalyzes the exchange 

of CLIP for other endosomally generated peptides. The protein was eventually identified and is called 

HLA-DM in humans and H2-M, or, more recently, H2-DM in mice ( 125 ). Mice lacking functional DM have 

major defects in processing antigens for presentation to class II MHC molecules, and H2 b DM knockout 

mice express I-A b/CLIP complexes on their APCs.

DM is a heterodimer of two transmembrane glycoproteins, each of which is encoded by an MHC-linked 

gene. It is, in fact, a close homologue of class II MHC molecules, with a virtually identical structure ( 126 , 

127 ) ( Fig. 7). The major feature unique to DM is that the groove between the a and ß subunit a helices, 

which is the peptide-binding site in conventional class II MHC molecules, is closed. There is a 

tyrosine-containing endocytic motif in the cytoplasmic tail of the DM ß subunit that effectively restricts DM 

to late endocytic compartments ( Fig. 6A) ( 128 , 129 ). In APCs, DM is almost exclusively localized to MIICs, 

although it can be detected in earlier endocytic compartments and even to some extent on the cell surface 

( 130 , 131 and 132 ). Figure 8 shows a schematic view of the peptide exchange reaction catalyzed in MIICs 



by DM. Evidence suggests that DM transiently associates with class II MHC/CLIP complexes in the plane 

of the membrane ( 133 , 134 ). The interaction results in a conformational alteration of the peptide-binding 

groove such that the affinity of the class II MHC molecule for CLIP is reduced. Although the precise 

mechanism is not well understood, there is suggestive evidence that the DM–class II MHC interaction 

disturbs the hydrogen bonding pattern underlying the class II MHC interaction with the peptide backbone 

of CLIP, perhaps particularly those hydrogen bonds interacting with N-terminal residues ( 135 ). The 

dissociation reaction can be performed in solution with purified DM and DR/CLIP complexes, is optimal at 

an acidic pH, and follows classical Michaelis-Menten kinetics ( 136 , 137 , 138 and 139 ). When such in vitro 

reactions are carried out in the presence of specific class II MHC–binding peptides, they replace CLIP in 

the peptide-binding groove, which suggests that this is what happens in vivo.

 
FIG. 7. Comparison of the structures of human leukocyte antigen (HLA)–DM and HLA-DR. A: DM and 

DR1. B: Superimposition of the a1 and ß1 domain structure of DM and DR1. The two structures are very 

similar except that the two a helices that flank the peptide-binding groove in the DR molecule are closer 

together in the DM aß dimer, which indicates that DM is not a peptide-binding molecule. From Mosyak et 

al. ( 127 ), with permission.

 
FIG. 8. Processing of antigens in the class II major histocompatibility complex (MHC) pathway. Entry of 

class II MHC–invariant chain nonamers into the endocytic pathway results in progressive invariant chain 



degradation. Proteins entering the endocytic pathway are unfolded by a combination of denaturation, 

resulting from acidification, and reduction of their disulfide bonds, mediated by ?-interferon–inducible 

lysosomal thiol reductase (GILT). In class II MHC compartments (MIICs), the interaction of class II 

MHC/CLIP complexes with DM reduces their affinity for CLIP, causing CLIP dissociation. Peptides with the 

appropriate sequence generated from the unfolded protein bind to the “empty” class II MHC molecules. 

Reiteration of this process, called peptide editing, generates class II MHC molecules associated with 

high-affinity peptides, which are then expressed on the cell surface.

Considerable evidence suggests that the dissociation of CLIP, followed by association with a replacement 

peptide, is not the end of the DM-mediated reaction. DM catalyzes the dissociation of any class II 

MHC–associated peptide. The lower the affinity of a particular peptide for a class II MHC molecule, the 

higher the dissociation rate induced by DM ( 140 , 141 ). Because of this, it has been suggested that DM 

“edits” the peptide repertoire associated with class II MHC molecules in the endocytic pathway in a 

reiterative process involving successive dissociation–association reactions. This serves to maximize 

peptide affinities before the class II MHC/peptide complexes are expressed on the plasma membrane, 

ensuring their stability. Like class I MHC/peptide complexes, class II MHC/peptide complexes are very 

stable on the cell surface, with half-lives of 24 hours or more ( 81 , 142 ).

There is an additional homologue of class II MHC molecules encoded in the MHC, called HLA-DO in 

humans and H2-O in mice. DO is also composed of two transmembrane a and ß subunits. Whereas 

classical class II MHC molecules and DM are expressed in all APCs, DO seems to be restricted to thymic 

epithelium and B cells ( 143 ). A peculiarity of the DO heterodimer is that it is dependent on DM for release 

from the ER ( 144 ). In fact, DM and DO associate with each other in the ER, and the DM/DO complex 

accumulates in MIICs, like DM. The precise role of DO remains somewhat obscure. Unlike DM molecules, 

DM/DO complexes poorly catalyze class II MHC peptide exchange in vitro, and overexpression of DO in 

DM-positive cell lines causes class II MHC–CLIP accumulation on the cell surface, as is observed in 

DM-negative cells ( 145 , 146 ). These data argue that DO is an inhibitor of DM. It remains unclear why DM 

function should be regulated this way in only B cells and thymic epithelium. One suggestion, based on 

some in vitro experimental evidence, is that the efficiency of inhibition of DM function by DO is affected by 

pH, so that, at the low pH (4.5 to 5.0) characteristic of lysosomes and MIICs, the inhibitory effect is 

reduced ( 147 , 148 ). Immuno–electron microscopic analysis suggests that DO is more concentrated in 

earlier endocytic compartments in relation to DM, which is consistent with the idea that DO may actually 

dissociate in later compartments, releasing active DM ( 149 ). Thus, one possibility is that antigens 

internalized by binding to surface immunoglobulin, delivered to MIICs and preferentially presented by B 

cells (see later discussion), may be made more available for class II MHC binding than are antigens 

internalized by fluid-phase endocytosis. B cells from mice lacking the DO a subunit, and therefore any 

functional DO heterodimers, do indeed induce CD4 T cell responses to antigens internalized by 

fluid-phase endocytosis that are enhanced in relation to responses induced by wild-type, DO-positive B 



cells ( 148 ).

There are a substantial number of reports in the literature that peptides can also bind to class II MHC 

molecules that are recycling between the endocytic pathway and the plasma membrane ( 150 , 151 and 152 ). 

The phenomenon is essentially a process of peptide exchange and s restricted to early endosomes rather 

than to the MIICs ( 153 , 154 ). Peptide exchange even in early endosomes is catalyzed by HLA-DM ( 155 ). 

Class II MHC does not appear to recycle in all cell types ( 156 ). In situations in which class II MHC 

recycling does occur, it appears to be dependent on an endocytic signal in the cytoplasmic tail of the class 

II MHC ß subunit ( 157 ). The contribution of the recycling pathway to the overall level of class II 

MHC–restricted antigen processing that occurs in vivo is unclear.

Delivery of Class II Major Histocompatibility Complex Molecules to the Cell Surface

The precise mechanism by which class II MHC/peptide complexes leave the endocytic pathway and are 

delivered to the plasma membrane remains poorly understood. Transport of membrane glycoproteins 

between intracellular compartments generally involves their segregation into limited regions of the source 

membrane (exit sites), incorporation into small transport vesicles, and fusion of these vesicles with the 

target membrane. Various accessory molecules, including the small guanosine triphosphatases known as 

rab proteins, are involved in these processes ( 158 ). There is evidence from two cell types, one being 

normal dendritic cells and the other a class II MHC–positive melanoma cell line, that a different 

mechanism may be at work in the transport from MIIC to plasma membrane for class II MHC molecules.

In resting dendritic cells, surface expression of class II MHC molecules is low, while the level of 

intracellular class II is high ( 159 , 160 ). One reason for this is that cathepsin S activity in these cells is also 

low, perhaps held in check by expression of the lysosomal protease inhibitor cystatin C ( 160 , 161 ). This 

limits invariant chain degradation, reduces generation of class II MHC aß dimers, and prolongs the 

retention of class II MHC molecules in MIICs. When the dendritic cells receive a maturation signal, such 

as exposure to lipopolysaccharide (see Chapter 15), cathepsin S activity is enhanced, and there is a 

radical change in the distribution of class II MHC molecules ( Fig. 8). First, they move from MIICs to more 

peripheral vesicles that lack lysosomal markers and then to the cell surface. The peripheral vesicles, or 

class II vesicles ( 162 ), are much larger than the transport vesicles commonly associated with vesicular 

trafficking—between the ER and the cis-Golgi apparatus, for example—but their proximity to the plasma 

membrane has been taken to imply that they may directly fuse with the plasma membrane. Such fusion 

events have been observed in a melanoma cell line expressing class II MHC molecules, actually DR 

molecules, in which the ß subunit has a green fluorescent protein tag attached to the cytoplasmic tail ( 163 

). It is not clear, however, whether the frequency of such fusion events is sufficient to completely account 

for the delivery of peptide-loaded class II MHC molecules from the endocytic pathway to the cell surface.

Endocytosis of Proteins and Peptide Generation by Antigen-Presenting Cells



The sources of peptides associated with class II MHC molecules are limited to proteins that enter 

endocytic compartments. There are occasional peptides derived from cytoplasmic proteins ( 164 , 165 ) that 

may be directly introduced from the cytosol by a direct pathway defined by Agarraberes et al. ( 166 , 167 ) 

that involves their association with cytosolic Hsc70, and perhaps other cytoplasmic chaperones. Some 

come from lysosomal enzymes, and many from plasma membrane proteins, including class I and class II 

MHC molecules themselves, which are internalized and degraded ( 165 ). Perhaps the most important 

sources, however, are soluble proteins internalized by APCs. Immature, or resting, dendritic cells, in 

particular, indulge in large-scale fluid-phase endocytosis ( 168 ), efficiently internalizing their extracellular 

liquid environment and concentrating its protein components in the endocytic pathway. Excess water is 

eliminated from the cells by specific transporters called aquaporins ( 169 ). Maturation shuts down 

fluid-phase endocytosis in dendritic cells as class II MHC/peptide complex formation and surface 

expression of class II MHC increases ( 168 ).

Pathogen-derived proteins can be specifically internalized by binding to endocytic receptors, such as the 

mannose receptor ( 170 , 171 ). In the case of B cells, as alluded to earlier, the membrane immunoglobulin 

can function as an antigen-specific receptor, internalizing bound antigen with such high efficiency that 

antigen-specific B cells can present cognate antigen more than 1,000 times as efficiently as can 

nonspecific B cells ( 172 ). Specific signaling by the immunoreceptor tyrosine-based activation motifs of the 

B-cell receptor associated immunoglobulin a and ß chains may be partially responsible for the increased 

processing efficiency ( 173 , 174 ). Signal-dependent reorganization and fusion of B-cell MIICs has been 

observed when B cells are activated through the B-cell receptor. Various endocytic receptors on dendritic 

cells, such as DEC-205, may also play a specific role in antigen internalization ( 175 ). Dendritic cells also 

bind apoptotic cells through the a 
v
ß 

3
 integrin ( 176 ) or perhaps by the phosphatidyl serine receptor ( 177 ). 

This facilitates internalization and subsequent generation of both class I and class II MHCs containing 

peptides derived from the internalized cells ( 178 , 179 and 180 ).

Some of the least understood aspects of class II MHC–restricted antigen processing are the precise 

mechanisms governing the degradation of protein antigens after their endocytosis. It has been known for 

many years that inhibitors of lysosomal acidification, such as chloroquine, inhibit antigen processing ( 181 ). 

It is generally accepted that this is because lysosomal proteases, necessary for degrading protein 

antigens, have acidic pH optima. A further potential reason is that these proteases are also involved in the 

degradation of invariant chain, which is necessary for generating peptide-receptive class II MHC 

molecules in MIICs ( 182 ). Protease inhibitors, such as leupeptin, can also function at the level of protein 

antigen degradation and invariant chain processing.

MIICs are modified lysosomes, and lysosomes generally degrade proteins to their constituent amino acids. 

Thus, it seems likely that the degradative processes are modified in MIICs in such a way as to maximize 

the generation of large peptides that associate with class II MHC molecules. The demonstration that the 

additional domain present in the p41 and p43 forms of the invariant chain has protease inhibitory activity 



suggests that this might temper the proteolytic activity of MIICs ( 93 , 94 , 183 ). The p41 form actually 

down-regulates the degradation rate of p33 when they are coexpressed ( 94 , 102 ), and results of 

experiments with transfected cell lines as APCs suggest that cells expressing p41 are superior to those 

expressing p33 in presenting antigens to T cells ( 184 ). However, these results have not been supported 

by experiments in which normal cells derived from mice expressing only the p41 form were used as APCs 

( 185 ). Also, the p41-specific domain appears to preferentially inhibit cathepsin L, which is only one of a 

multitude of lysosomal cathepsins. There is evidence that the p41-specific domain is critical for the normal 

maturation of cathepsin L, a finding difficult to correlate specifically with a role in antigen processing ( 186 ).

Perhaps the most likely component of MIICs to modify protein antigen degradation is the class II MHC 

molecule itself. As discussed earlier and detailed in Chapter 19, the class II MHC binding groove is open 

ended, which means that peptides can, and do, protrude from the ends. In fact, variable trimming of the 

ends of class II MHC–associated peptides is the rule rather than the exception ( 165 ). A quite old idea in 

the field is that the binding of class II MHC molecules to the epitopes of internalized proteins may occur 

before significant degradation has occurred and that the cleavages on either side of the binding groove 

may happen after binding. There are examples of intact proteins or large protein fragments associating 

with class II MHC molecules in the endocytic pathway of MIICs, which is consistent with this idea ( 187 , 188 

and 189 ).

The three-dimensional structures of many protein antigens are stabilized by intrachain and interchain 

disulfide bonds, and reduction of such bonds before adding antigens to APCs can enhance the 

presentation of such antigens to CD4 T cells ( 190 , 191 and 192 ). This may be because reduction facilitates 

protein unfolding and the exposure of epitopes normally buried in the three-dimensional structure, allowing 

binding of the epitope to class II MHC aß dimers before antigen degradation. There is evidence that such 

a process can occur physiologically. An enzyme, ?-interferon–inducible lysosomal thiol reductase (GILT), 

which localizes to MIICs and catalyzes the reduction of protein disulfide bonds at low pH ( 188 , 193 , 194 ), 

appears to facilitate this process in vivo. As the name implies, GILT is inducible in non-APCs by 

?-interferon but is constitutively expressed in APCs. Mice that lack GILT show a reduction in their ability to 

respond to protein antigens containing multiple disulfide bonds ( 195 ). In fact, the response to some 

epitopes is completely eliminated.

Further modifications of lysosomes that facilitate antigen-processing functions in MIICs are likely to be 

revealed in the future. The current view is that proteolytic processing can be mediated by any one of a 

number of cathepsins, depending on the antigen. In the case of one antigen, tetanus toxin, a particular 

asparagine-specific protease, asparaginyl endopeptidase, is essential ( 196 ). Whether this enzyme is 

critical for additional protein antigens is unknown.

CONCLUDING REMARKS

Progress in understanding antigen processing at the molecular level has been remarkable since the 



phenomenon was uncovered in the early 1980s. However, a number of questions remain. For example, it 

is unclear exactly how the various components of the class I MHC loading complex—that is, tapasin, 

calreticulin, and ERp57—facilitate peptide binding after TAP-mediated peptide transport. The peptidases 

in the ER responsible for the N-terminal trimming of peptides before class I binding remain to be identified. 

For class II MHC, a major problem remains in uncovering the precise role of DO. Is it simply a 

pH-regulated modulator of DM function in B cells, or does it have a more specific function? What other 

modifications of lysosomes are made in the MIICs of APCs that facilitate antigen processing? Are there 

other molecules besides GILT that regulate the processing of protein antigens to peptides?

Currently perhaps the most intensive areas of study in the field of antigen processing concern the 

mechanisms governing the functions of dendritic cells. In the case of class I MHC, the mechanisms 

governing cross-presentation of external protein antigens to CD8 + T cells remain poorly understood. In 

the case of class II MHC, the molecular mechanisms regulating peptide binding to class II MHC molecules 

and their subsequent redistribution during maturation are under intense investigation. Are there similar 

maturation-dependent modifications of the class I MHC loading pathway? These areas are likely to occupy 

investigators working in the field for some time to come.
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THE NATURE OF ANTIGENIC DETERMINANTS RECOGNIZED BY 
ANTIBODIES

Haptens

In the antigen–antibody binding reaction, the antibody-binding site is often unable to 
accommodate the entire antigen. The part of the antigen that is the target of antibody 
binding is called an antigenic determinant, and there may be one or more antigenic 
determinants per molecule. In order to study antibody specificity, antibodies against 
single antigenic determinants must be considered. Small functional groups that 
correspond to a single antigenic determinant are called haptens. For example, these 
may be organic compounds, such as trinitrophenyl or benzene arsonate; a 
monosaccharide or oligosaccharide, such as glucose or lactose; or an oligopeptide, 
such as pentalysine. Although these haptens can bind to antibody, immunization with 
them usually does not provoke an antibody response [for exceptions, see Goodman ( 1 

)]. Immunogenicity often can be achieved by covalently attaching haptens to a larger 
molecule, called the carrier. The carrier is immunogenic in its own right, and 
immunization with the hapten–carrier conjugate elicits an antibody response to both 
hapten and carrier. However, the antibodies specific for hapten can be studied by 
equilibrium dialysis with pure hapten (without carrier), by immunoprecipitation with 
hapten coupled to a different (and non–cross-reacting) carrier, or by inhibition of 
precipitation with free hapten.



This technique, pioneered by Landsteiner ( 2 ), helped elucidate the exquisite specificity 
of antibodies for antigenic determinants. For instance, the relative binding affinity of 
antibodies prepared against succinic acid–serum protein conjugates shows marked 
specificity for the maleic acid analogue, which is in the cis-configuration, in comparison 
with the fumaric acid ( trans) form ( 3 ). Presumably, the immunogenic form of succinic 
acid corresponds to the cis form ( 3 ). This ability of antibodies to distinguish cis from 
trans configurations was reemphasized in later studies measuring relative affinities of 
antibodies to maleic and fumaric acid conjugates ( 4 ) ( Table 1, section A). Section B of 
Table 1 shows the specificity of antibodies prepared against p-azobenzene arsonate 
coupled to bovine gamma globulin ( 5 ). Because the hapten is coupled through the 
p-azo group to aromatic amino acids of the carrier, haptens containing bulky 
substitutions in the para position would most resemble the immunizing antigen. In fact, 
p-methyl–substituted benzene arsonate has a higher binding affinity than unsubstituted 
benzene arsonate. However, methyl substitution elsewhere in the benzene ring reduces 
affinity, presumably because of interference with the way hapten fits into the 
antibody-binding site. Thus, methyl substitutions can have positive or negative effects 
on binding energy, depending on where the substitution occurs. Section C of Table 1 
shows the specificity of antilactose antibodies for lactose versus cellobiose ( 6 ). These 
disaccharides differ only by the orientation of the hydroxyl attached to C4 of the first 
sugar either above or below the hexose ring. The three examples in this table, as well 
as many others ( 1 ), show the marked specificity of antibodies for cis– trans, 
ortho–meta–para, and stereoisomeric forms of the antigenic determinant.

 
TABLE 1. Exquisite specificity of antihapten antibodies

Comparative binding studies of haptens have been able to demonstrate antibody 
specificity despite the marked heterogeneity of antibodies. Unlike the antibodies against 
a multideterminant antigen, the population of antibodies specific for a single hapten 
determinant is a relatively restricted population, because of the shared structural 
constraints necessary for hapten to fit within the antibody-combining site. However, the 
specificity of an antiserum depends on the collective specificities of the entire 
population of antibodies, which are determined by the structures of the various 
antibody-binding sites. In the cross-reactions of hapten analogues, some haptens bind 
all antibodies, but with reduced K A. Other hapten analogues reach a plateau of 
binding, inasmuch as they fit some antibody-combining sites quite well but not others 



(see discussion of cross-reactivity in Chapter 4). Antibodies raised in different animals 
may show different cross-reactivities with related haptens. Even within a single animal, 
antibody affinity and specificity are known to increase over time after immunization 
under certain conditions ( 7 ). Thus, any statements about the cross-reactivity of two 
haptens reflect both structural differences between the haptens that affect 
antigen–antibody fit and the diversity of antibody-binding sites that are present in a 
given antiserum.

Carbohydrate Antigens

The antigenic determinants of a number of biologically important substances consist of 
carbohydrates. These often occur as glycolipids or glycoproteins. Examples of the 
former include bacterial cell wall antigens and the major blood group antigens, whereas 
the latter group includes “minor” blood group antigens such as Lewis antigen. In 
addition, the capsular polysaccharides of bacteria are important for virulence and are 
often targeted by protective antibodies. A number of spontaneously arising myeloma 
proteins have been found to show carbohydrate specificity, which possibly reflects the 
fact that carbohydrates are common environmental antigens. Before hybridoma 
technology, these carbohydrate specific myeloma proteins provided an important model 
for studying the reaction of antigen with a monoclonal antibody.

Empirically, the predominant antigenic determinants of polysaccharides often consist of 
short oligosaccharides (one to five sugars long) at the nonreducing end of the polymer 
chain ( 8 ). This situation is analogous to a hapten consisting of several sugar residues 
linked to a large nonantigenic polysaccharide backbone. The remainder of the 
polysaccharide is important for immunogenicity, just as the carrier molecule is important 
for haptens. In addition, branch points in the polysaccharide structure allow for multiple 
antigenic determinants to be attached to the same macromolecule. This is important for 
immunoprecipitation by lattice formation, as discussed in Chapter 4. Several examples 
illustrating structural studies of oligosaccharide antigens are given later.

The technique used most widely to analyze the antigenic determinants of 
polysaccharides is called hapten inhibition ( 8 ). In this method, the precipitation reaction 
between antigen and antibody is inhibited by adding short oligosaccharides. These 
oligosaccharides are large enough to bind with the same affinity and specificity as the 
polysaccharide, but because they are monomeric, no precipitate forms. As more 
inhibitor is added, fewer antibody-combining sites remain available for precipitation. By 
using antiserum specific for a single antigenic determinant, it is often possible to block 
precipitation completely with a short oligosaccharide corresponding to the nonreducing 
end of the polysaccharide chain. Besides showing the “immunodominance” of the 
nonreducing end of the chain, this result also shows that the structure of the antigenic 
determinant of polysaccharides depends on the sequence of carbohydrates and their 
linkage, rather than on their conformation. For inhibition by hapten to be complete, the 
antigen–antibody system studied must be made specific for a single antigenic 
determinant. For optimal sensitivity, the equivalence point of antigen and antibody 
should be used.

We illustrate the types of carbohydrate antigens encountered by examining three 



classic examples in more detail: the Salmonella O antigens, the blood group antigens, 
and dextrans that bind to myeloma proteins.

Immunochemistry of Salmonella O Antigens The antigenic diversity among 
numerous Salmonella species resides in the structural differences of the 
lipopolysaccharide (LPS) component of the outer membrane ( 9 ). These molecules are 
the main target for anti- Salmonella antibodies. The polysaccharide moiety contains the 
antigenic determinant, whereas the lipid moiety is responsible for endotoxin effects. The 
chemical structure of LPS can be divided into three regions ( Fig. 1). Region I contains 
the antigenic O–specific polysaccharide, usually made up of repeated oligosaccharide 
units, which vary widely among different strains. Region II contains an oligosaccharide 
“common core” shared among many different strains. Failure to synthesize region II 
oligosaccharide or to couple completed region I polysaccharide to the growing region II 
core results in R (rough) mutants, which have “rough” colony structure and lack the O 
antigen. Region III is the lipid part, called lipid A, which is shared among all Salmonella 
species and serves to anchor LPS on the outer membrane. Early immunological 
attempts to classify the O antigens of different Salmonella species revealed a large 
number of cross-reactions between different strains. These were detected by 
researchers who prepared antiserum to one strain of Salmonella and used it to 
agglutinate bacteria of a second strain. Each cross-reacting determinant was assigned 
a number, and each strain was characterized by a series of O antigen determinants (in 
aggregate, the “serotype” of the strain), on the basis of its pattern of cross-reactivity. 
Each strain was classified within a group, on the basis of sharing a strong O 
determinant. For example, group A strains share determinant 2, whereas group B 
strains share determinant 4 ( Table 2). However, within a group, each strain possesses 
additional O determinants, which serve to differentiate it from other members of that 
group. Thus, determinant 2 coexists with determinants 1 and 12 on Salmonella 
paratyphi A. This problem of cross-reactivity based on sharing of a subset of antigenic 
determinants is commonly encountered in complex antigen–antibody systems. The 
problem may be simplified by making antibodies monospecific for individual antigenic 
determinants. To do this, either antibodies are absorbed to remove irrelevant 
specificities or cross-reactive strains that share only a single determinant with the 
immunizing strain are chosen. The reaction of each determinant with its specific 
antibody can be thought of as an antigen–antibody system. Thus, for the strains shown 
in Table 2, antiserum to Salmonella typhi (containing anti-9 and anti-12 antibodies) may 
be absorbed with S. paratyphi A to remove anti-12, leaving a reagent specific for 
antigen 9 ( Table 2). Alternatively, the unabsorbed antiserum may be used to study the 
system antigen 12–anti-12 by allowing it to agglutinate S. paratyphi B, which shares 
only antigen 12 with the immunogen. Because the other determinants on S. paratyphi B 
were absent from the immunizing strain, the antiserum contains no antibodies to them. 



 
FIG. 1. Structure of Salmonella lipopolysaccharide. Region I contains the unique 
O-antigen determinants, which consist of repeating units of oligosaccharides. These are 
attached to lipid moiety through the core polysaccharide. Three examples of 
oligosaccharide units are shown ( 9 ). (A: Adapted from Kabat ( 8 ), with permission; B: 
based on Jann and Westphal ( 9 ).)

 
TABLE 2. Salmonella Q antigen serotyping

Once the antigen–antibody reaction is made specific for a single determinant, a variety 
of oligosaccharides can be added to test for hapten inhibition. Because the O antigens 
contain repeating oligosaccharide units, it is often possible to obtain model 
oligosaccharides by mild chemical or enzymatic degradation of the LPS itself. When the 
most inhibitory oligosaccharide is found, its chemical structure is determined. 
Alternatively, a variety of synthetic monosaccharides, disaccharides, trisaccharides, and 
oligosaccharides are tested for hapten inhibition of precipitation. For example, as shown 
in Table 3, antigen 1–anti-1 antibody precipitation is inhibited by methyl-a-D-glucoside. 
Therefore, various disaccharides incorporating this structure were tested, of which 
a-D-Glu(1?6)D-Gal was the most inhibitory. Then various trisaccharides incorporating 
this sequence were tested. The results indicate the sequence and size of the 
determinant recognized by anti-1 antibodies to be a disaccharide with the structure just 
described. The test sequences can be guessed by analyzing the oligosaccharide 
breakdown products of the LPS, which include tetramers of 
D-Glu-D-Gal-D-Man-L-Rham. The results in Table 3 also suggest that the difference 
between determinants 1 and 19 is the length of oligosaccharide recognized by 
antibodies specific for each determinant. This hypothesis is supported by the 
observation that determinant 1 is found in some strains with, and in other strains 
without, determinant 19, whereas determinant 19 is always found with determinant 1. 
As shown in Table 3, determinant 19 requires the full tetrasaccharide for maximal 
hapten inhibition, including the sequence coding for determinant 1. Besides identifying 
the antigenic structures, these results indicate that there is variation in the size of 



different antigenic determinants of polysaccharides. 

 
TABLE 3. Analysis of Salmonella O-antigen structure by hapten inhibition

Blood Group Antigens The major blood group antigens A and B were originally 
detected by the ability of serum from persons lacking either determinant to agglutinate 
red blood cells bearing them [for reviews, see Kabat ( 8 ), Springer ( 10 ), Marcus ( 11 ), 
and Watkins ( 12 )]. In addition, persons with serogroup O have an H antigenic 
determinant that is distinct from A or B types, and persons in all three groups may have 
additional determinants such as the Lewis (Le) antigens. Although the ABH and Le 
antigenic determinants are found on a carbohydrate moiety, the carbohydrate may 
occur in a variety of biochemical forms. On cell surfaces, they are either glycolipids that 
are synthesized within the cell (AB and H antigens) or glycoproteins taken up from 
serum (Le antigens). In mucinous secretions, such as saliva, they occur as 
glycoproteins. Milk, ovarian cyst fluid, and gastric mucosa contain soluble 
oligosaccharides that express blood group reactivity. In addition, these antigens occur 
frequently in other species, including about half of the bacteria in the normal flora of the 
gut ( 10 ). This widespread occurrence may account for the ubiquitous anti-AB reactivity 
of human sera, even in people never previously exposed to human blood group 
substances through transfusion or pregnancy. The immunochemistry of these antigens 
was simplified greatly by the use of oligosaccharides in hapten inhibition studies. Group 
A oligosaccharides, for example, would inhibit the agglutination of group A red blood 
cells by anti-A antibodies. They could also inhibit the immunoprecipitation of group 
A–bearing glycoproteins by anti-A antibodies. Because the oligosaccharides are 
monomeric, their reaction with antibody does not form a precipitate but does block an 
antibody-combining site. The inhibitory oligosaccharides from cyst fluid were purified 
and found to contain D-galactose, L-fucose, N-acetyl galactosamine, and 
N-acetylglucosamine. The most inhibitory oligosaccharides for each antigen are 
indicated in Fig. 2. As shown in the figure, the ABH and Le antigens all share a 
common oligosaccharide core sequence, and the antigens appear to differ from each 
other by the sequential addition of individual sugars at the end or at branch points. 
Besides hapten inhibition, other biochemical data support this relationship among the 
different determinants. Enzymatic digestion of A, B, or H antigens yields a common 
core oligosaccharide from each. This product cross-reacts with antiserum specific for 
pneumococcal polysaccharide type XIV, which contains structural elements shared with 
blood group determinants, as shown at the bottom of Fig. 2. In addition, this structure, 
known as precursor substance, has been isolated from ovarian cyst fluid. 



 
FIG. 2. Oligosaccharide chain specificity. Structure of the ABH and Lewis (Le) blood 
group antigens, as determined by hapten inhibition studies ( 8 , 11 ). There are two 
variants of each of these determinants. In type 1, the Gal-GNAc linkage is ß(1?3), 
whereas in type 2, the Gal–GNAc linkage is ß(1?4). In addition, there is heterogeneity in 
the A and B antigens with respect to the presence of the Le fucose attached to the 
GNAc. In the molecules that contain the extra fucose, when the Gal-GNAc linkage is 
ß(1?3) (type 1), the fucose must be linked a(1?4), whereas the type 2 molecules, with 
the ß(1?4) Gal-GNAc linkage, contain a(1?3)-linked fucose. The asterisks indicate the 
sites of this variability in linkage.

Starting from precursor substance, the H determinant results from the addition of 
L-fucose to galactose, whereas Lewis a (Le a) determinant results from the addition of 
L-fucose to N-acetylglucosamine, and Lewis b (Le b) determinant results from the 
addition of L-fucose to both sugars. Addition of N-acetylgalactosamine to H substance 
produces the A determinant, whereas addition of galactose produces the B 
determinant, in each case blocking reactivity of the H determinant. The genetics of ABH 
and Le antigens is explained by this sequential addition of sugars through 
glycosyltransferases. The allelic nature of the AB antigens is explained by the addition 
of N-acetylgalactosamine, galactose, or nothing to the H antigen. The rare inherited trait 
of inability to synthesize the H determinants from precursor substance (Bombay 
phenotype) also blocks the expression of A and B antigens, because the A and B 
transferases lack an acceptor substrate. However, the appearance of the Le a on red 
blood cells is independent of H antigen synthesis. Its structure, shown in Fig. 2, can be 
derived directly from precursor substance without going through an H antigen 
intermediate. In different individuals, the appearance of Le a antigen on red blood cells 
is correlated with its presence in saliva, because the Le a antigen is not an intrinsic 
membrane component but must be absorbed from serum glycoproteins, which, in turn, 
depend on secretion. In addition to the independent synthetic pathway, the secretion of 
Le a antigen is also independent of the secretory process for ABH antigens. Therefore, 
salivary nonsecretors of ABH antigens (20% of persons) may nonetheless secrete Le a 
antigen if they have the fucosyl transferase encoded by the Le gene. In contrast, 



salivary secretion of ABH is required for red blood cells to express Le b. 
Dextran-Binding Myeloma Proteins Because polysaccharides are common 
environmental antigens, it is not surprising that randomly induced myeloma proteins 
were frequently found to have carbohydrate specificities. Careful studies of these 
monoclonal antibodies support the clonal expansion model of antibody diversity: 
Heterogeneous antisera behave as the sum of many individual clones of antibody with 
regard to affinity and specificity. In the case of the immunoglobulin A? myeloma 
proteins W3129 and W3434, both antibodies were found to be specific for dextrans 
containing a-glu(1?6)glu bonds ( 12 ). Hapten inhibition with a series of 
monosaccharides or oligosaccharides of increasing chain length indicated that the 
percentages of binding energy derived from the reaction with one, two, three, and four 
glucoses were 75%, 95%, 95% to 98%, and 100%, respectively. This suggests that 
most binding energy between antidextran antibodies and dextran is derived from the 
terminal monosaccharide and that oligosaccharides of chain length four to six 
commonly fill the antibody-combining site. Human antidextran antisera behaved 
similarly, with tetrasaccharides contributing 95% of the binding energy. These 
experiments provided the first measure of the size of an antigenic determinant: four to 
six residues ( 13 , 14 ). In addition, as was observed for antisera, binding affinity of 
myeloma proteins was highly sensitive to modifications of the terminal sugar and highly 
specific for a(1?6) versus a(1?3) glycosidic bonds. However, modification of the third or 
fourth sugar of an oligosaccharide had relatively less effect on hapten inhibition of either 
myeloma protein or polyclonal antisera reacting with dextran. Studies with additional 
dextran-binding myeloma proteins ( 15 ) revealed that not all antipolysaccharide 
monoclonal antibodies are specific for the nonreducing end, as exemplified by myeloma 
protein QUPC 52. Competitive inhibition with monosaccharides and oligosaccharides 
revealed that less than 5% of binding energy derived from monosaccharides or 
disaccharides, 72% from trisaccharides, 88% from tetrasaccharides, and 100% from 
hexasaccharides, in marked contrast to other myeloma proteins. A second distinctive 
property of QUPC 52 was its ability to precipitate unbranched dextran of chain length 
200. Because the unbranched dextran has only one nonreducing end, and because the 
myeloma protein has only one specificity, lattice formation resulting from cross-linking 
between the nonreducing ends is impossible, and precipitation must be explained by 
binding some other determinant. Therefore, QUPC 52 appears to be specific for internal 
oligosaccharide units of 3 to 7 chain length. W3129 is specific for end determinants and 
does not precipitate unbranched dextran chains. Antibodies precipitating linear dextran 
were also detected in six antidextran human sera, which comprise 48% to 90% of the 
total antibodies to branched-chain dextran. Thus, antidextrans can be divided into those 
specific for terminal oligosaccharides and those specific for internal oligosaccharides; 
monoclonal examples of both types are available, and both types are present in human 
immune serum. Cisar et al. ( 15 ) speculated as to the different topology of the binding 
sites of W3129 or QUPC 52 necessary for terminal or internal oligosaccharide 
specificity. Both terminal and internal oligosaccharides have nearly identical chemical 
structures, differing at a single C—OH or glycoside bond. Perhaps the terminal 
oligosaccharide specificity of W3129 results from the shape of the antibody-combining 
site: a cavity into which only the end can fit—whereas the internal 
oligosaccharide-binding site of QUPC 52 could be a surface groove in the antibody, 
which would allow the rest of the polymer to protrude at both ends. A more definitive 
answer depends on x-ray crystallographic studies of the combining sites of monoclonal 



antibodies with precisely defined specificity, performed with antigen occupying the 
binding site. With the advent of hybridoma technology, it became possible to produce 
monoclonal antibodies of any desired specificity. Immunizing mice with nearly linear 
dextran (the preferred antigen of QUPC 52), followed by fusion and screening (with 
linear dextran) for dextran-binding antibodies, yielded 12 hybridomas ( 16 ), all with 
specificity similar to that of QUPC 52. Oligosaccharide inhibition of all 12 monoclonal 
antibodies showed considerable increments in affinity up to hexasaccharides, with little 
affinity for disaccharides and only 49% to 77% of binding energy derived from 
trisaccharides ( 17 ). Second, all 12 monoclonal antibodies had internal a(1?6) dextran 
specificity, inasmuch as they all could precipitate linear dextran. Third, 9 of 11 BALB/c 
monoclonal antibodies shared cross-reactive idiotype with QUPC 52, whereas none 
shared idiotype with W3129 ( 18 ). These data support the hypothesis that different 
antibodies with similar specificity and similar groove-type sites may be derived from the 
same family of germline VH genes bearing the QUPC 52 idiotype ( 18 ). The large 
number of environmental carbohydrate antigens and the high degree of specificity of 
antibodies elicited in response to each carbohydrate antigen suggest that a tremendous 
diversity of antibody molecules must be available, from which some antibodies can be 
selected for every possible antigenic structure. In studies of a series of 17 monoclonal 
anti-a(1?6) dextran hybridomas ( 19 , 20 ), researchers have investigated whether the 
binding sites of closely related antibodies were derived from a small number of variable 
region genes, for both heavy and light chains, or whether antibodies of the same 
specificity could derive from variable region genes with highly divergent sequences. 
Each monoclonal antibody had a groove-type site that could hold six or seven sugar 
residues (with one exception), on the basis of inhibition of immunoprecipitation by 
different-length oligosaccharides. Thus, unlike monoclonal antibodies to haptenated 
proteins, the precise epitope could be well characterized and was generally quite similar 
among the entire series. Studies of the V? sequences revealed that only three V? 
groups were used in these hybridomas. Use of each V? group correlated with the 
particular antigen used to immunize the animals, whether linear dextran or short 
oligosaccharides; 10 of the monoclonal antibodies from mice immunized the same way 
all used the same V?. In contrast, the 17 VH chains were derived from at least five 
different germline genes from three different VH gene families ( 21 ). The two most 
frequently used germline VH genes were found in seven and five monoclonal 
antibodies, respectively, with minor variations explainable by somatic mutations. The 
remarkable finding is that very different VH chains (about 50% homologous) can 
combine with the same V? sequence to produce antibody-binding sites with nearly the 
same size, shape, antigen specificity, and affinity. Even when different VH sequences 
combine with different V? sequences, they can produce antibodies with very similar 
properties. Dextran binding depends on the antigen’s fitting into the groove and 
interacting favorably with the residues forming the sides and bottom of the groove. The 
results indicate that divergent variable region sequences, both in and out of the 
complementarity-determining regions, can be folded to form similar binding site 
contours, which result in similar immunochemical characteristics. Similar results have 
been reported in other antigen–antibody systems, such as phenyloxazolone ( 22 ). More 
detailed genetic studies were carried out with 34 groove-type monoclonal anti-a(1?6) 
dextran-binding hybridomas ( 23 ), of which 10 used heavy chain VH19.1.2 and 11 used 
VH9.14.7. Starting with different VH genes, these two families of monoclonal antibodies 
provide an experiment of nature concerning the ability of each VH gene to combine with 



different light chain V? and J? genes, as well as heavy chain D and JH genes to 
produce a groove-shaped binding site of a given specificity. In every one of these 21 
monoclonal antibodies, the same light chain V?-OX1 gene was used, but the VH19 
family used a single J? sequence exclusively (J?2), whereas the VH9 family included all 
four of the active J? segments (J?1, J?2, J?4, and J?5). Similarly, the heavy chain JH 
sequences of the VH19 family were all of a single type (JH3), whereas those of the VH9 
family included three types (JH1, JH2, and JH3). A single D region was used by both 
families (DFL16.1), but the junctional sequences between VH–D and D–JH were 
different: The VH19 used minimal substitutions, and the VH9 allowed more variability in 
junctional sequences, depending on the size of the JH with which it was joining. 
Although the amino acid sequences of these two VH genes are 73% identical, they use 
markedly different strategies to arrive at the same groove-type binding site with nearly 
identical size and specificity. The results suggest that the two heavy chain variable 
regions, perhaps because of their conformation, may place different structural 
constraints on which mini-gene components can successfully contribute to forming a 
particular site. Two different strategies for generating the same antibody specificity are 
apparent, even though identical V? and D mini-genes were used by both families. For 
the VH19 family, the a(1?6) dextran specificity depended on holding both J sequences 
and the D junctions constant. For the VH9 family, a wide variety of JH, J?, and VH–D 
and D–JH sequences were used to generate the groove-type site. These two blueprints 
for constructing a binding site may also reflect distinct cellular pathways for generating 
antibody diversity. 

Immunogenicity of Polysaccharides

Capsular polysaccharides are the main target of protective antibodies against bacterial 
infection. In adults, the chain length of the polysaccharide is an important determinant 
of immunogenicity, and the polysaccharides induce a T cell–independent response that 
cannot be boosted on repeat exposure. In young children, who most need immunity to 
pathogens such as Haemophilus influenzae type b and Streptococcus pneumoniae of 
multiple serotypes, the T cell–independent response to these polysaccharides is weak, 
regardless of chain length. To immunize children, the polysaccharides were coupled to 
a protein carrier to create a new T cell–dependent antigen, which gained 
immunogenicity from T-cell help and boosted antibody titers with each successive dose. 
This strategy has produced highly successful conjugate vaccines against H. influenzae 
type b ( 24 ), resulting in a markedly reduced incidence of meningitis caused by this 
agent in immunized children ( 25 , 26 ) and evidence of herd immunity even among 
unimmunized children. The same strategy has produced an effective vaccine against 
invasive disease ( 27 ) and otitis media ( 28 ) caused by the most prevalent serotypes of 
S. pneumoniae.

Protein and Polypeptide Antigenic Determinants

Like the proteins themselves, the antigen determinants of proteins consist of amino acid 
residues in a particular three-dimensional array. The residues that make contact with 
complementary residues in the antibody-combining site are called contact residues. To 
make contact, of course, these residues must be exposed on the surface of the protein, 



not buried in the hydrophobic core. Because the complementarity-determining residues 
in the hypervariable regions of antibodies have been found to span as much as 30 to 40 
Å × 15 to 20 Å × 10 Å (D. R. Davies, personal communication 1983), these contact 
residues that constitute the antigenic determinant may cover a significant area of 
protein surface, as now measured in a few cases by x-ray crystallography of 
antibody–protein antigen complexes ( 29 , 30 , 31 and 32 ). The size of the combining sites 
has also been estimated by using simple synthetic oligopeptides of increasing length, 
such as oligolysine. In this case, a series of elegant studies ( 33 , 34 and 35 ) suggested 
that the maximum length of chain that a combining site could accommodate was six to 
eight residues, corresponding closely to that found earlier for oligosaccharides ( 13 , 14 ), 
discussed previously.

Several types of interactions contribute to the binding energy. Many of the amino acid 
residues exposed to solvent on the surface of a protein antigen are hydrophilic. These 
are likely to interact with antibody contact residues through polar interactions. For 
instance, an anionic glutamic acid carboxyl group may bind to a complementary cationic 
lysine amino group on the antibody, or vice versa, or a glutamine amide side chain may 
form a hydrogen bond with the antibody. However, hydrophobic interactions can also 
play a major role. Proteins cannot exist in aqueous solution as stable monomers with 
too many hydrophobic residues on their surface. The hydrophobic residues that are on 
the surface can contribute to binding to antibody for exactly the same reason. When a 
hydrophobic residue in a protein antigenic determinant or, similarly, in a carbohydrate 
determinant ( 8 ) interacts with a corresponding hydrophobic residue in the 
antibody-combining site, the water molecules previously in contact with each of them 
are excluded. The result is a significant stabilization of the interaction. These aspects of 
the chemistry of antigen–antibody binding were thoroughly reviewed by Getzoff et al.( 36 

).

Mapping Epitopes: Conformation Versus Sequence The other component that 
defines a protein antigenic determinant, besides the amino acid residues involved, is 
the way these residues are arrayed in three dimensions. Because the residues are on 
the surface of a protein, this component can also be thought of as the topography of the 
antigenic determinant. Sela ( 37 ) divided protein antigenic determinants into two 
categories, sequential and conformational, depending on whether the primary sequence 
or the three-dimensional conformation appeared to contribute the most to binding. On 
the other hand, because the antibody-combining site has a preferred topography in the 
native antibody, it seems a priori that some conformations of a particular polypeptide 
sequence would produce a better fit than others and therefore would be energetically 
favored in binding. Thus, conformation or topography must always play some role in the 
structure of an antigenic determinant. Moreover, by looking at the surface of a protein in 
a space-filling model, it is not possible to ascertain the direction of the backbone or the 
positions of the helices (contrast Fig. 3 and Fig. 4) ( 38 , 39 , 40 , 41 and 42 ). It is hard to 
recognize whether two residues that are side by side on the surface are adjacent on the 
polypeptide backbone or whether they come from different parts of the sequence and 
are brought together by the folding of the molecule. If a protein maintains its native 
conformation when an antibody binds, then it must similarly be hard for the antibody to 
discriminate between residues that are covalently connected directly and those 
connected only through a great deal of intervening polypeptide. Thus, the probability 



that an antigenic determinant on a native globular protein consists of only a consecutive 
sequence of amino acids in the primary structure is likely to be rather small. Even if 
most of the determinant were a continuous sequence, other nearby residues would 
probably play a role as well. Only if the protein were cleaved into fragments before the 
antibodies were made would there be any reason to favor connected sequences. 

 
FIG. 3. Artist’s representation of the polypeptide backbone of sperm whale myoglobin in 
its native three-dimensional conformation. The a helices are labeled A through H from 
the amino terminal to the carboxy terminal. Side chains are omitted, except for the two 
histidine rings (F8 and E7) involved with the heme iron. Methionines at positions 55 and 
131 are the sites of cleavage by cyanogen bromide (CNBr), allowing myoglobin to be 
cleaved into three fragments. Most of the helicity and other features of the native 
conformation are lost when the molecule is cleaved. A less drastic change in 
conformation is produced by removal of the heme to form apomyoglobin, because the 
heme interacts with several helices and stabilizes their positions in relation to one 
another. The other labeled residues (4 Glu, 79 Lys, 83 Glu, 140 Lys, 144 Ala, and 145 
Lys) are residues that have been found to be involved in antigenic determinants 
recognized by monoclonal antibodies ( 38 ). Note that cleavage by CNBr separates Lys 
79 from Glu 4 and separates Glu 83 from Ala 144 and Lys 145. The “sequential” 
determinant of Koketsu and Atassi ( 39 ) (residues 15 to 22) is located at the elbow, 
lower right, from the end of the A helix to the beginning of the B helix. (Adapted from 
Dickerson ( 40 ), with permission.)

 
FIG. 4. Stereoscopic views of a computer-generated space-filling molecular model of 
sperm whale myoglobin, based on Takano’s ( 41 ) x-ray diffraction coordinates. This 
orientation, which corresponds to that in Fig. 3, is arbitrarily designated the “front view.” 
The computer method was described by Feldmann et al. ( 42 ). The heme and aromatic 



carbons are shaded darkest, followed by carboxyl oxygens, then other oxygen 
molecules, then primary amino groups, then other nitrogens, and finally side chains of 
aliphatic residues. The backbone and he side chains of nonaliphatic residues, except 
for the functional groups, are shown in white. Note that the direction of the helices is not 
apparent on the surface, in contrast to the backbone drawing in Fig. 3. The residues 
Glu 4, Lys 79, and His 12 are believed to be part of a topographic antigenic determinant 
recognized by a monoclonal antibody to myoglobin ( 38 ). This stereo pair can be viewed 
in three dimensions with an inexpensive stereoviewer such as the “stereoscopes” sold 
by Abrams Instrument Corp., Lansing, MI, or Hubbard Scientific Co., Northbrook, IL. 
Adapted from Berzofsky et al. ( 38 ), with permission.

This concept was analyzed and confirmed quantitatively by Barlow et al. ( 43 ), who 
examined the atoms lying within spheres of different radii from a given surface atom on 
a protein. As the radius increases, the probability that all the atoms within the sphere 
are from the same continuous segment of protein sequence decreases rapidly. 
Correspondingly, the fraction of surface atoms that would be located at the center of a 
sphere containing only residues from the same continuous segment falls dramatically 
as the radius of the sphere increases. For instance, for lysozyme, with a radius of 8 Å, 
fewer than 10% of the surface residues would lie in such a “continuous patch” of 
surface. These residues are primarily in regions that protrude from the surface. With a 
radius of 10 Å, almost none of the surface residues fall in the center of a continuous 
patch. Thus, for a contact area of about 20 Å × 25 Å, as found for a lysozyme–antibody 
complex studied by x-ray crystallography, none of the antigenic sites could be 
completely continuous segmental sites (see later discussion and Fig. 5). 

 
FIG. 5. Assembled topographic sites of lysozyme illustrated by the footprints of three 
nonoverlapping monoclonal antibodies. Shown are the a carbon backbones of 
lysozyme in the center and the Fv portions of three antilysozyme monoclonal antibodies 
D1.3, HyHEL-5, and HyHEL-10. The footprints of the antibodies on lysozyme and 
lysozyme on the antibodies—that is, their interacting surfaces—are shown by a dotted 
representation. Note that the three antibodies each contact more than one continuous 
loop of lysozyme and thus define assembled topographic sites. From Davies and 
Padlan ( 32 ), with permission.

Antigenic sites consisting of amino acid residues that are widely separated in the 
primary protein sequence but brought together on the surface of the protein by the way 
it folds in its native conformation have been called assembled topographic sites ( 44 , 45 ) 



because they are assembled from different parts of the sequence and exist only in the 
surface topography of the native molecule. In contrast, the sites that consist of only a 
single continuous segment of protein sequence have been called segmental antigenic 
sites ( 44 , 45 ). In contrast to T-cell recognition of “processed” fragments retaining only 
primary and secondary structures, there is overwhelming evidence that most antibodies 
are made against the native conformation when the native protein is used as 
immunogen. For instance, antibodies to native staphylococcal nuclease were found to 
have about a 5,000-fold higher affinity for the native protein than for the corresponding 
polypeptide on which they were isolated (by binding to the peptide attached to 
Sepharose) ( 46 ). An even more dramatic example is that demonstrated by Crumpton ( 
47 ) for antibodies to native myoglobin or to apomyoglobin. Antibodies to native ferric 
myoglobin produced a brown precipitate with myoglobin but did not bind well to 
apomyoglobin, which, without the heme, has a slightly altered conformation. On the 
other hand, antibodies to the apomyoglobin, when mixed with native (brown) myoglobin, 
produced a white precipitate. These antibodies so strongly favored the conformation of 
apomyoglobin, from which the heme was excluded, that they trapped the molecules that 
vibrated toward that conformation and pulled the equilibrium state over to the apo form. 
It could almost be said, figuratively, that the antibodies squeezed the heme out of the 
myoglobin. Thermodynamically, it is clear that the conformational preference of the 
antibody for the apo versus native forms, in terms of free energy, had to be greater than 
the free energy of binding of the heme to myoglobin. Thus, in general, antibodies that 
are very specific for the conformation of the protein used as immunogen are made. 
Synthetic peptides corresponding to segments of the protein antigen sequence can be 
used to identify the structures bound by antibodies specific for segmental antigenic 
sites. To identify assembled topographic sites, more complex approaches have been 
necessary. The earliest was the use of natural variants of the protein antigen with 
known amino acid substitutions, in which such evolutionary variants exist ( 44 ). Thus, 
substitution of different amino acids in proteins in the native conformation can be 
examined. The use of this method, which is illustrated later, is limited to the study of the 
function of amino acids that vary among homologous proteins: that is, those that are 
polymorphic. Its use may now be extended to other residues by use of site-directed 
mutagenesis. A second method is to use the antibody that binds to the native protein to 
protect the antigenic site from modification ( 48 ) or proteolytic degradation ( 49 ). A 
related but less sensitive approach makes use of competition with other antibodies ( 50 , 
51 and 52 ). A third approach, taking advantage of the capability of producing thousands 
of peptides on a solid-phase surface for direct binding assays ( 53 ), is to study binding 
of a monoclonal antibody to every possible combination of six amino acids ( 53 ). If the 
assembled topographic site can be mimicked by a combination of six amino acids not 
corresponding to any continuous segment of the protein sequence but structurally 
resembling a part of the surface, then a “mimotope” defining the specificity of that 
antibody can be produced ( 53 ). Myoglobin also serves as a good model protein antigen 
for studying the range of variation of antigenic determinants from those that are more 
sequential in nature to those that do not even exist without the native conformation of 
the protein ( Fig. 3). A good example of the first, more segmental type of determinant is 
that consisting of residues 15 to 22 in the amino-terminal portion of the molecule. 
Crumpton and Wilkinson ( 54 ) first discovered that the chymotryptic cleavage fragment 
consisting of residues 15 to 29 had antigenic activity for antibodies raised to either 
native or apomyoglobin. Two other groups ( 39 , 55 ) then found that synthetic peptides 



corresponding to the shorter sequence 15 to 22 bind antibodies made to native sperm 
whale myoglobin, even though the synthetic peptides were only seven to eight residues 
long. Peptides of this length do not spend much time (in solution) in a conformation 
corresponding to that of the native protein. On the other hand, these synthetic peptides 
had a several hundred–fold lower affinity for the antibodies than did the native protein. 
Thus, even if most of the determinant was included in the consecutive sequence 15 to 
22, the antibodies were still much more specific for the native conformation of this 
sequence than for the random conformation peptide. Moreover, there was no evidence 
to exclude the participation of other residues, nearby on the surface of myoglobin but 
not in this sequence, in the antigenic determinant ( 56 , 57 , 58 and 59 ) 1 . A good example 
of the importance of secondary structure is the case of the loop peptide (residues 64 to 
80) of hen egg-white lysozyme ( 60 ). This loop in the protein sequence is created by the 
disulfide linkage between cysteine residues 64 and 80 and has been shown to be a 
major antigenic determinant for antibodies to lysozyme ( 60 ). The isolated peptide 60 to 
83, containing the loop, binds antibodies with high affinity, but opening of the loop by 
cleavage of the disulfide bond destroys most of the antigenic activity for antilysozyme 
antibodies ( 60 ). At the other end of the range of conformational requirements are the 
determinants involving residues far apart in the primary sequences that are brought 
close together on the surface of the native molecule by its folding in three dimensions. 
Myoglobin also provides a good example of these determinants, called assembled 

topographic determinants ( 44 , 45 ). Of six monoclonal antibodies to sperm whale 
myoglobin studied by Berzofsky et al. ( 38 , 61 ), none bound to any of the three 
cyanogen bromide cleavage fragments of myoglobin that together span the whole 
sequence of the molecule. Therefore, these monoclonal antibodies (all with affinities 
between 2 × 10 8 and 2 × 10 9 M -1) were all highly specific for the native conformation. 
These were studied by comparing the relative affinities for a series of native myoglobins 
from different species with the known amino acid sequences of these myoglobins. With 
the myoglobins available, this approach allowed the definition of some of the residues 
involved in binding to three of these antibodies. The striking result was that two of these 
three monoclonal antibodies were found to recognize topographic determinants, as 
defined previously. One recognized a determinant that included Glu 4 and Lys 79, 
which are on the A helix and the E–F corner of the myoglobin molecule but come within 
about 2 Å of each other to form a salt bridge in the native molecule ( Fig. 4). The other 
antibody recognized a determinant involving Glu 83 in the E–F corner and Ala 144 and 
Lys 145 on the H helix of the myoglobin molecule ( Fig. 3). Again, these are far apart in 
the primary sequence but are brought within 12 Å of each other by the folding of the 
molecule in its native conformation. Similar examples have been reported for 
monoclonal antibodies to human myoglobin ( 62 ) and to lysozyme ( 32 , 50 ). Other 
examples of such conformation-dependent antigenic determinants have been 
suggested with the use of conventional antisera to such proteins as insulin ( 63 ), 
hemoglobin ( 64 ), tobacco mosaic virus protein ( 65 ), and cytochrome c ( 66 ). Moreover, 
the crystallographic structures of lysozyme–antibody ( 29 , 31 , 32 ) and 
neuraminidase–antibody ( 30 ) complexes show clearly that, in both cases, the epitope 
bound is an assembled topographic site. In the case of the three monoclonal antibodies 
binding to nonoverlapping sites of lysozyme ( Fig. 5), it is clear that the footprints of all 
three antibody-combining sites cover more than one loop of polypeptide chain and thus 
each encompasses an assembled topographic site ( 32 ). This result beautifully 



illustrates the concept that the majority of antibody combining sites must interact with 
more than a continuous loop of polypeptide chain and thus must define assembled 
topographic sites ( 43 ). Another important example is represented by neutralizing 
antibodies to the human immunodeficiency virus (HIV) envelope protein that similarly 
bind assembled topographic sites ( 67 , 68 ) (see also the end of this section). How 
frequent are antibodies specific for topographic determinants in comparison with those 
that bind consecutive sequences when conventional antisera are examined? This 
question was studied by Lando et al. ( 69 ), who passed goat, sheep, and rabbit antisera 
to sperm whale myoglobin over columns of myoglobin fragments, together spanning the 
whole sequence. After removal of all antibodies binding to the fragments, there 
remained 30% to 40% of the antibodies that still bound to the native myoglobin 
molecule with high affinity but did not bind to any of the fragments in solution by 
radioimmunoassay. Thus, in four of four antimyoglobin sera tested, 60% to 70% of the 
antibodies could bind peptides and 30% to 40% could bind only native-conformation 
intact protein. On the basis of studies such as these, it has been suggested that much 
of the surface of a protein molecule may be antigenic ( 44 , 70 ) but that the surface can 
be divided up into antigenic domains ( 38 , 58 , 59 , 62 ). Each of these domains consists of 
many overlapping determinants recognized by different antibodies. An additional 
interesting point is that in three published crystal structures of protein antigen–antibody 
complexes, the contact surfaces were broad, with local complementary pairs of concave 
and convex regions in both directions ( 29 , 30 , 31 and 32 ). Thus, the concept of an 
antigen’s binding in the groove or pocket of an antibody may be oversimplified, and 
antibodies may sometimes bind by extending into pockets on an antigen. Further 
information on the subjects discussed in this section is available in the reviews by Sela ( 
37 ), Crumpton ( 47 ), Reichlin ( 71 ), Kabat ( 72 ), Benjamin et al. ( 44 ), Berzofsky ( 45 ), 
Getzoff et al. ( 36 ), and Davies and Padlan ( 32 ). 
Conformational Equilibria of Protein and Peptide Antigenic Determinants There 
are several possible mechanisms to explain why an antibody specific for a native 
protein binds a peptide fragment in random conformation with lower affinity. Of course, 
the peptide may not contain all the contact residues of the antigenic determinant, so 
that the binding energy would be lower. However, for cases in which all the residues in 
the determinant are present in the peptide, several mechanisms still remain. First, the 
affinity may be lower because the topography of the residues in the peptide may not 
produce as complementary a fit in the antibody-combining site as the native 
conformation would. Second, the apparent affinity may be reduced because only a 
small fraction of the peptide molecules is in a native-like conformation at any time, 
assuming that the antibody binds only to the native conformation. The concentration of 
peptide molecules in native conformation is lower than the total peptide concentration 
by a factor that corresponds to the conformational equilibrium constant of the peptide; 
therefore, the apparent affinity is also lower by this factor. This model is analogous to 
an allosteric model. A third, intermediate hypothesis suggests that initial binding of the 
peptide in a nonnative conformation occurs with submaximal complementarity and is 
followed by an intramolecular conformational change in the peptide to achieve energy 
minimization by assuming a native-like conformation. This third hypothesis corresponds 
to an induced-fit model. The loss of affinity results from the energy required to change 
the conformation of the peptide, which in turn corresponds to the conformational 
equilibrium constant in the second hypothesis. To some extent, these models could be 
distinguished kinetically, because the first hypothesis predicts a faster “on” rate and a 



faster “off” rate than does the second hypothesis ( 73 ). Although not the only way to 
explain the data, the second hypothesis is useful because it provides a method for 
estimating the conformational equilibria of proteins and peptides ( 46 , 74 ). The method 
assumes the second hypothesis, which can be expressed as follows: 

where A is antibody, P n is native peptide, and P r is random conformation peptide, so 
that 

Thus, the ratio of the apparent association constant for peptide to the measured 
association constant for the native molecule should yield the conformational equilibrium 
constant of the peptide. Note the implicit assumption that the total peptide concentration 
can be approximated by [ P r ]. This is generally true, because most peptide fragments 
of proteins demonstrate little native conformation; that is, K conf = [ P n ]/[ P r ] is much 
less than 1. Also note that if the first hypothesis (or third) occurs to some extent, this 
method will overestimate K conf. On the other hand, if the affinity for the peptide is lower 
because it lacks some of the contact residues of the determinant, this method will 
underestimate K conf (by assuming that all the affinity difference results from 
conformation). To some extent, the two errors may partially cancel out. When this 
method was used to determine the K conf for a peptide staphylococcal nuclease, a value 

of 2 × 10 -4 was obtained ( 46 ). Similarly, when antibodies raised to a peptide fragment 
were used, it was possible to estimate the fraction of time that the native nuclease 
spends in nonnative conformations ( 74 ). In this case, the K conf was found to be about 
3,000-fold in favor of the native conformation. 
Antipeptide Antibodies that Bind to Native Proteins at a Specific Site In light of the 
conformational differences between native proteins and peptides and the observed K 

conf effects shown by antibodies to native proteins when tested on the corresponding 
peptides, it was somewhat surprising to find that antibodies to synthetic peptides show 
extensive cross-reactions with native proteins ( 75 , 76 ). These two types of 
cross-reactions can be thought of as working in opposite directions: The binding of 
antiprotein antibodies to the peptide is inefficient, whereas the binding of antipeptide 
antibodies to the protein is quite efficient and commonly observed. This finding is quite 
useful, because automated solid-phase peptide synthesis has become readily available. 
This has been particularly useful in three areas: exploitation of protein sequences 
deduced by recombinant deoxyribonucleic acid (DNA) methods, preparation of 
site-specific antibodies, and the attempt to focus the immune response on a single 
protein site that is biologically important but may not be particularly immunogenic. This 
section focuses on the explanation of the cross-reaction, uses of the cross-reaction, 
and the potential limitations with regard to immunogenicity. The basic assumption is 
that antibodies raised against peptides in an unfolded structure bind the corresponding 



site on proteins folded into the native structure ( 76 ). This is not immediately obvious, 
because antibody binding to antigen is the direct result of the antigen’s fitting into the 
binding site. Affinity is the direct consequence of “goodness of fit” between antibody and 
antigen, whereas antibody specificity results from the inability of other antigens to 
occupy the same site. How, then, can the antipeptide antibodies overcome the effect of 
K conf and still bind native proteins with good affinity and specificity? The whole process 
depends on the antibody-binding site’s forming a three-dimensional space and the 
antigen’s filling it in an energetically favorable way. Because the peptides are randomly 
folded, they rarely occupy the native conformation, so they are not likely to elicit 
antibodies against a conformation that they do not maintain. If the antibodies are 
specific for a denatured structure, then, as in the case of the myoglobin molecules that 
were denatured to apomyoglobin by antibody binding ( 47 ), the cross-reaction may 
depend on the native protein’s ability to assume different conformational states. If the 
native protein is quite rigid, then the possibility of its assuming a random conformation 
is quite small, but if it is a flexible three-dimensional spring, then local unfolding and 
refolding may occur all the time. Local unfolding of protein segments may permit the 
immunological cross-reaction with antipeptide antibodies, because a flexible segment 
could assume many of the same conformations as the randomly folded peptide ( 76 ). In 
contrast, the proteins’ ability to crystallize (a feature that allows the study of their 
structure by x-ray crystallography) has long been taken as evidence of protein rigidity ( 
77 ). In addition, the existence of discrete functional states of allosteric enzymes ( 78 ) 
provides additional evidence of stable structural states of a protein. Finally, the fact that 
antibodies can distinguish native from denatured forms of intact proteins is well known 
for proteins such as myoglobin ( 47 ). However, protein crystals are a somewhat artificial 
situation, inasmuch as the formation of the crystal lattice imposes order on the 
components, each of which occupies a local energy minimum at the expense of 
considerable loss of randomness (entropy). Thus, the crystal structure may have 
artificial rigidity that exceeds the actual rigidity of protein molecules in solution. On the 
contrary, some of the considerable difficulty in crystallizing proteins may be attributed to 
disorder within the native conformation. Second, allosterism may be explained by two 
distinct conformations that are discrete without being particularly rigid. Finally, the ability 
to generate antiprotein antibodies that are conformation specific does not rule out the 
existence of antipeptide antibodies that are not. All antibodies are probably specific for 
some conformation of the antigen, but this need not be the crystallographic native 
conformation in order to achieve a significant affinity for those proteins or protein 
segments that have a “loose” native conformation. Antipeptide antibodies have proved 
to be very powerful reagents when combined with recombinant DNA methods of gene 
sequencing ( 76 , 79 ). From the DNA sequence, the protein sequence is predicted. A 
synthetic peptide is constructed, coupled to a suitable carrier molecule, and used to 
immunize animals. The resulting polyclonal antibodies can be detected with a 
peptide-coated enzyme-linked immunosorbent assay plate (see Chapter 4). They are 
used to immunoprecipitate the native protein from a sulfur 35–labeled cell lysate and 
thus confirm expression of the gene product in these cells. The antipeptide antibodies 
can also be used to isolate the previously unidentified gene product of a new gene. The 
site-specific antibodies are also useful in detecting posttranslational processing, 
because they bind all precursors and products that contain the site. In addition, 
because the antibodies bind only to the site corresponding to the peptide, they are 
useful in probing structure–function relationships. They can be used to block the binding 



of a substrate to an enzyme or the binding of a virus to its cellular receptor. 
Immunogenicity of Proteins and Peptides Up to this point, the ability of antibodies to 
react with proteins or peptides as antigens has been discussed. However, 
immunogenicity refers to the ability of these compounds to elicit antibodies after 
immunization. Several factors limit the immunogenicity of different regions of proteins, 
and these have been divided into those that are intrinsic to protein structure itself and 
those extrinsic to the antigen that are related to the responder and vary from one animal 
or species to another ( 45 ). In addition, we consider the special case of peptide 
immunogenicity as it applies to vaccine development. The features of protein structure 
that have been suggested to explain the results include surface accessibility of the site, 
hydrophilicity, flexibility, and proximity to a site recognized by helper T cells. When the 
x-ray crystallographic structure and antigenic structure are known for the same protein, 
it is not surprising to find that a series of monoclonal antibodies binding to a molecule 
such as influenza neuraminidase interact with an overlapping pattern of sites at the 
exposed head of the protein ( 80 ). The stalk of neuraminidase is not immunogenic, 
apparently because it is almost entirely covered by carbohydrate. Beyond such things 
as carbohydrate, which may sterically interfere with antibody binding to protein, 
accessibility on the surface is clearly a sine qua non for an antigenic determinant to be 
bound by an antibody specific for the native conformation, without any requirement for 
unfolding of the structure ( 45 ). Several measures of such accessibility have been 
suggested. All these require knowledge of the x-ray crystallographic three-dimensional 
structure. Some have measured accessibility to solvent by rolling a sphere with the 
radius of a water molecule over the surface of a protein ( 81 , 82 ). Other authors have 
suggested that accessibility to water is not the best measure of accessibility to antibody 
and have demonstrated a better correlation by rolling a sphere with the radius of an 
antibody-combining domain ( 83 ). Another approach to predicting antigenic sites on the 
basis of accessibility is to examine the degree of protrusion from the surface of the 
protein ( 84 ). This was done by modeling the body of the protein as an ellipsoid and 
examining which amino acid residues remained outside ellipsoids of increasing 
dimensions. The most protruding residues were found to be part of antigenic sites 
bound by antibodies, but usually these sites had been identified by using short synthetic 
peptides and so were segmental in nature. As noted previously, for an antigenic site to 
be contained completely within a single continuous segment of protein sequence, the 
site is likely to have to protrude from the surface, because otherwise residues from 
other parts of the sequence would fall within the area contacting the antibody ( 43 ). 
Because the three-dimensional structure of most proteins is not known, other ways of 
predicting surface exposure have been proposed for most antigens. For example, 
hydrophilic sites tend to be found on the water-exposed surface of proteins. Thus, 
hydrophilicity has been proposed as a second indication of immunogenicity ( 85 , 86 and 
87 ). This model has been used to analyze 12 proteins with known antigenic sites: The 
most hydrophilic site of each protein was indeed one of the antigenic sites. However, 
among the limitations are the facts that a significant fraction of surface residues can be 
nonpolar ( 81 , 82 ) and that several important examples of hydrophobic and aromatic 
amino acids involved in the antigenic sites are known ( 37 , 65 , 88 , 89 ). Specificity of 
antibody binding probably depends on the complementarity of surfaces for hydrogen 
bonding and polar bonding as well as van der Waals contacts ( 90 ), and hydrophobic 
interactions and the exclusion of water from the interacting surfaces of proteins may 



contribute a large but nonspecific component to the energy of binding ( 90 ). A third 
factor suggested to play a role in immunogenicity of protein epitopes is mobility. 
Measurement of mobility in the native protein is largely dependent on the availability of 
a high-resolution crystal structure, and so its applicability is limited to only a small 
subset of proteins. Furthermore, it has been studied only for antibodies specific for 
segmental antigenic sites; therefore, it may not apply to the large fraction of antibodies 
to assembled topographic sites. Studies of mobility have taken two directions. The case 
of antipeptide antibodies, in which antibodies made to peptides corresponding to more 
mobile segments of the native protein were more likely to bind to the native protein, has 
already been discussed ( 76 , 91 ). This is not considered just a consequence of the fact 
that more mobile segments are likely to be those on the surface and therefore more 
exposed, because in the case of myohemerythrin (which was used as a model), two 
regions of the native protein that were equally exposed but less mobile did not bind 
nearly as well to the corresponding antipeptide antibodies ( 92 ). However, as is clear 
from the earlier discussion, this result applies to antibodies made against short peptides 
and therefore is not directly relevant to immunogenicity of parts of the native protein. 
Rather, it concerns the cross-reactivity of antipeptide antibodies with the native protein 
and is therefore of considerable practical importance for the purposes outlined in the 
section on antipeptide antibodies. Studies in the other direction—that is, of antibodies 
raised against native proteins—are by definition more relevant to the question of 
immunogenicity of parts of the native protein. Westhof et al. ( 93 ) used a series of 
hexapeptides to determine the specificity of antibodies raised against native tobacco 
mosaic virus protein and found that six of the seven peptides that bound antibodies to 
native protein corresponded to peaks of high mobility in the native protein. The 
correlation was better than could be accounted for just by accessibility, because three 
peptides that corresponded to exposed regions of only average mobility did not bind 
antibodies to the native protein. However, when longer peptides—on the order of 20 
amino acid residues—were used as probes, it was found that antibodies that bound to 
less mobile regions of the protein were present in the same antisera ( 94 ); they simply 
had not been detected with the short hexapeptides with less conformational stability. 
Thus, it was not that the more mobile regions were necessarily more immunogenic but 
rather that antibodies to these were more easily detected with short peptides as probes. 
A similar good correlation of antigenic sites with mobile regions of the native protein in 
the case of myoglobin ( 93 ) may also be attributed to the fact that seven of the nine sites 
were defined with short peptides of six to eight residues ( 56 ). Again, this result 
becomes a statement about cross-reactivity between peptides and native protein rather 
than about the immunogenicity of the native protein. For reviews, see Van Regenmortel 
( 95 ) and Getzoff et al. ( 36 ). To address the role of mobility in immunogenicity, an 
attempt was made to quantitate the relative fraction of antibodies specific for different 
sites on the antigen myohemerythrin ( 96 ). The premise was that, although the entire 
surface of the protein may be immunogenic, certain regions may elicit significantly more 
antibodies than others and therefore may be considered immunodominant or at least 
more immunogenic. Because this study was done with short synthetic peptides from 6 
to 14 residues long on the basis of the protein sequence, it was limited to the subset of 
antibodies specific for segmental antigenic sites. Among these, it was clear that the 
most immunogenic sites were in regions of the surface that were most mobile, convex 
in shape, and often of negative electrostatic potential. The role of these parameters has 
been reviewed ( 36 ). These results have important practical and theoretical implications. 



First, to use peptides to fractionate antiprotein antisera by affinity chromatography, 
peptides corresponding to more mobile segments of the native protein should be 
chosen when possible. If the crystal structure is not known, it may be possible to use 
peptides from amino or carboxy terminals or from exon–intron boundaries, because 
these are more likely to be mobile ( 91 ). Second, these results may explain how a large 
but finite repertoire of antibody-producing B cells can respond to any antigen in nature 
or even artificial antigens never encountered in nature. Protein segments that are more 
flexible may be able to bind by induced fit in an antibody-combining site that is not 
perfectly complementary to the average native structure ( 36 , 45 ). Indeed, there is 
evidence from the crystal structure of antigen–antibody complexes ( 97 , 98 and 99 ) that 
mobility in the antibody-combining site as well as in the antigen may allow both 
reactants to adopt more complementary conformations on binding to each other: that is, 
a two-way induced fit. An example comes from the study of antibodies to 
myohemerythrin ( 98 ), in which the data suggested that initial binding of exposed side 
chains of the antigen to the antibody promoted local displacements that allowed 
exposure and binding of other, previously buried residues that served as contact 
residues. The only way this could occur would be for such residues to become exposed 
during the course of an induced-fit conformational change in the antigen ( 36 , 98 ). In a 
second very clear example of induced fit, the contribution of antibody mobility to peptide 
binding was demonstrated for a monoclonal antibody to peptide 75-110 of influenza 
hemagglutinin, which was crystallized with or without peptide in the binding site and 
analyzed by x-ray crystallography for evidence of an induced fit ( 99 ). Despite flexibility 
of the peptide, the antibody-binding site probably could not accommodate the peptide 
without a conformational change in the third complementarity-determining region of the 
heavy chain, in which an asparagine residue of the antibody was rotated out of the way 
to allow a tyrosine residue of the peptide to fit in the binding pocket of the antibody ( 99 ). 
With regard to host-limited factors, immunogenicity is certainly limited by self-tolerance. 
Thus, the repertoire of potential antigenic sites on mammalian protein antigens such as 
myoglobin or cytochrome c can be thought of as greatly simplified by the sharing of 
numerous amino acids with the endogenous host protein. For mouse, guanaco, or 
horse cytochrome c injected into rabbits, each of the differences between the 
immunogen and rabbit cytochrome c is seen as an immunogenic site on a background 
of immunologically silent residues ( 44 , 66 , 100 ). In another example, rabbit and dog 
antibodies to beef myoglobin bound almost equally well to beef or sheep myoglobin ( 101

 ). However, sheep antibodies bound beef but not sheep myoglobin, even though these 
two myoglobins differ by just six amino acids. Thus, the sheep immune system was able 
to screen out the clones that would be autoreactive with sheep myoglobin. Immune 
response (Ir) genes of the host also play an important role in regulating the ability of an 
individual to make antibodies to a specific antigen ( 102 ). These antigen-specific 
immunoregulatory genes are among the major histocompatibility complex (MHC) genes 
that code for transplantation antigens. Structural mutations, gene transfer experiments, 
and biochemical studies ( 102 ) all indicate that Ir genes are actually the structural genes 
for MHC antigens. The mechanism of action of the MHC antigens works through their 
effect on helper T cells (described later). There appear to be constraints on B cells in 
which a T cell of a given specificity can help ( 103 , 104 ), a process called T–B reciprocity 
( 105 ). Thus, if Ir genes control helper T-cell specificity, they will in turn limit which B cells 
are activated and thus which antibodies are made. The immunogenicity of peptide 



antigens is also limited by intrinsic and extrinsic factors. With less structure to go on, 
each small peptide must presumably contain some nonself structural feature in order to 
overcome self-tolerance. In addition, the same peptide must contain antigenic sites that 
can be recognized by helper T cells as well as by B cells. When no T cell site is 
present, three approaches may be helpful: graft on a T-cell site, couple the peptide to a 
carrier protein, or overcome T-cell nonresponsiveness to the available structure with 
various immunologic agents, such as interleukin 2. An example of a biologically relevant 
but poorly immunogenic peptide is the asparagine–alanine–asparagine–proline (NANP) 
repeat unit of the circumsporozoite (CS) protein of malaria sporozoites. A monoclonal 
antibody to the repeat unit of the CS protein can protect against murine malaria ( 106 ). 
Thus, it would be desirable to make a malaria vaccine of the repeat unit of Plasmodium 

falciparum (NANP) n. However, only mice of one MHC type (H-2 b) of all mouse strains 

tested were able to respond to (NANP) n ( 107 , 108 ). One approach to overcome this 
limitation is to couple (NANP) n to a site recognizable by T cells, perhaps a carrier 

protein such as tetanus toxoid ( 109 ). In human trials, this conjugate was weakly 
immunogenic and only partially protective. Moreover, as helper T cells produced by this 
approach are specific for the unrelated carrier, a secondary or memory response would 
not be expected to be elicited by the pathogen itself. Another choice might be to identify 
a T cell site on the CS protein itself and couple the two synthetic peptides together to 
make one complete immunogen. The result with one such site, called Th2R, was to 
increase the range of responding mouse MHC types by one, to include H-2 k as well as 
H-2 b ( 110 ). This approach has the potential advantage of inducing a state of immunity 
that could be boosted by natural exposure to the sporozoite antigen. Because both 
CS-specific T and B cells are elicited by the vaccine, natural exposure to the antigen 
could help maintain the level of immunity during the entire period of exposure. Another 
strategy to improve the immunogenicity of peptide vaccines is to stimulate the T- and 
B-cell responses artificially by adding interleukin (IL)–2 to the vaccine. Results with 
myoglobin indicate that genetic nonresponsiveness can be overcome by appropriate 
doses of IL-2 ( 111 ). The same effect was found for peptides derived from malaria 
proteins ( 112 ) (K. Akaji, D. T. Liu, and I. J. Berkower, unpublished results). One of the 
most important possible uses of peptide antigens is as synthetic vaccines. However, 
even though it is possible to elicit with synthetic peptides anti-influenza antibodies to 
nearly every part of the influenza hemagglutinin ( 75 ), antibodies that neutralize viral 
infectivity have not been elicited by immunization with synthetic peptides. This may 
reflect the fact that antibody binding by itself often does not result in virus inactivation. 
Viral inactivation occurs only when antibody interferes with one of the steps in the life 
cycle of the virus, including binding to its cell surface receptor, internalization, and virus 
uncoating within the cell. Apparently, antibodies can bind to most of the exposed 
surface of the virus without affecting these functions. Only antibodies that bind to 
certain “neutralizing” sites can inactivate the virus. In addition, as in the case of the VP1 
coat protein of poliovirus, certain neutralizing sites are found only on the native protein 
and not on the heat-denatured protein ( 113 ). Thus, not only the site but also the 
conformation that is bound by the antibodies may be important for the antibody to 
inactivate the virus. These sites may often be assembled topographic sites not 
mimicked by peptide segments of the sequence. Perhaps binding of an antibody to 
such an assembled site can alter the relative positions of the component subsites so as 
to induce an allosteric neutralizing effect. Alternatively, antibodies to such an 



assembled site may prevent a conformational change necessary for activity of the viral 
protein. One method of mapping neutralizing sites is based on the use of neutralizing 
monoclonal antibodies. The virus is grown in the presence of neutralizing 
concentrations of the monoclonal antibody, and virus mutants are selected for the ability 
to overcome antibody inhibition. These are sequenced, revealing the mutation that 
permits “escape” by altering the antigenic site for that antibody. This method has been 
used to map the neutralizing sites of influenza hemagglutinin ( 114 ) as well as poliovirus 
capsid protein VP1 ( 115 ). The influenza-escaping mutations are clustered to form an 
assembled topographic site, with mutations distant from each other in the primary 
sequence of hemagglutinin but brought together by the three-dimensional folding of the 
native protein. At first, it was thought that neutralization was the result of steric 
hindrance of the hemagglutinin-binding site for the cell surface receptor of the virus ( 116 

). However, similar work with poliovirus revealed that neutralizing antibodies that bind to 
assembled topographic sites may inactivate the virus at less than stoichiometric 
amounts, when at least half of the sites are unbound by antibody ( 117 ). The neutralizing 
antibodies all cause a conformational change in the virus, which is reflected in a change 
in the isoelectric point of the particles from pH 7 to pH 4 ( 115 , 118 ). Antibodies that bind 
without neutralizing do not cause this shift. Thus, an alternative explanation for the 
mechanism of antibody-mediated neutralization is the triggering of the virus to 
self-destruct. Perhaps the reason that neutralizing sites are clustered near 
receptor-binding sites is that occupation of such sites by antibody mimics events 
normally caused by binding to the cellular receptor, causing the virus to prematurely 
trigger its cell entry mechanisms. However, in order to transmit a physiological signal, 
the antibody may need to bind viral capsid proteins in the native conformation 
(especially assembled topographic sites), which antipeptide antibodies may fail to do. 
Antibodies of this specificity are similar to the viral receptors on the cell surface, some 
of which have been cloned and expressed without their transmembrane sequences as 
soluble proteins. The soluble recombinant receptors for poliovirus ( 119 ) and HIV-1 ( 120 , 
121 and 122 ) exhibit high-affinity binding to the virus and potent neutralizing activity in 
vitro. The HIV-1 receptor, CD4, has been combined with the human immunoglobulin 
heavy chain in a hybrid protein, CD4–Ig ( 123 ), which spontaneously assembles into 
dimers and resembles a monoclonal antibody, in which the binding site is the same as 
the receptor-binding site for HIV-1. In these recombinant constructs, high-affinity 
binding depends on the native conformation of the viral envelope glycoprotein 120 
(gp120). For HIV-1, two types of neutralizing antibodies have been identified. The first 
type binds a continuous or segmental determinant, such as the “V3 loop” sequence 
between amino acids 296 and 331 of gp120 ( 124 , 125 and 126 ). Antipeptide antibodies 
against this site can neutralize the virus ( 124 ). However, because this site is located in a 
highly variable region of the envelope, these antibodies tend to neutralize a narrow 
range of viral variants with nearly the same sequence as the immunogen. The second 
type of neutralizing antibody binds conserved sites on the native structure of gp120, 
allowing them to neutralize a broad spectrum of HIV-1 isolates. These antibodies are 
commonly found in the sera of infected patients ( 127 ), and a panel of neutralizing 
monoclonal antibodies derived from these subjects has been analyzed. These 
monoclonal antibodies can be divided into three types. One group, possibly the most 
common ones in human polyclonal sera, bind at or near the CD4 receptor–binding site 
of gp120 ( 128 , 129 , 130 , 131 and 132 ). A second type of monoclonal antibody, 2G12, binds 



a conformational site on gp120 that also depends on glycosylation but has no direct 
effect on CD4 binding ( 133 ). A third type, quite rare in human sera, is represented by 
monoclonal antibody 2F5 ( 134 ) and binds a conserved site on the transmembrane 
protein gp41. Although this site is contained on a linear peptide, ELDKWA, antibodies 
like 2F5 cannot be elicited by immunizing with the peptide, which again suggests the 
conformational aspect of this site ( 135 , 136 ). These monoclonal antibodies neutralize 
fresh isolates, as well as laboratory-adapted strains, and they neutralize viruses tropic 
for T cells or macrophages ( 137 ), regardless of the use of CXCR4 or CCR5 as second 
receptor. These monoclonal antibodies, which target different sites, act synergistically. 
A cocktail combining all three types of monoclonal antibodies can protect monkeys 
against intravenous or vaginal challenge with a simian immunodeficiency virus/HIV 
hybrid, which indicates the potential for antibodies alone to prevent HIV infection ( 138 , 
139 ). Because each of the three conserved neutralizing determinants depends on the 
native conformation of the protein ( 140 ), a prospective gp120 vaccine (or gp160 
vaccine) would need to be in the native conformation to be able to elicit these 
antibodies. H3>ANTIGENIC DETERMINANTS RECOGNIZED BY T CELLS 

Mapping Antigenic Structures

Studies of T-cell specificity for antigen were motivated by the fact that the immune 
response to protein antigens is regulated at the T-cell level. A hapten, not immunogenic 
by itself, will elicit antibodies only when coupled to a protein that elicits a T-cell 
response in that animal. This ability of the protein component of the conjugate to confer 
immunogenicity on the hapten has been termed the carrier effect. Recognition of the 
carrier by specific helper T cells induces the B cells to make antibodies. Thus, the 
factors contributing to a good T-cell response appear to control the B-cell response as 
well.

“Nonresponder” animals display an antigen-specific failure to respond to a protein 
antigen, both for T cells and for antibody responses. The “high responder” phenotype 
for each antigen is a genetically inheritable, usually dominant trait. Among inbred strains 
of mice, the genes controlling the immune response were found to be tightly linked to 
the MHC genes ( 102 , 141 ). MHC-linked immune responsiveness has been shown to 
depend on the T-cell recognition of antigen bound within a groove of MHC antigens of 
the antigen-presenting cell (APC) (discussed later; see also Chapter 18 and Chapter 
19). The recognition of antigen in association with MHC molecules of the B cell is 
necessary for carrier specific T cells to expand and provide helper signals to B cells.

In contrast to the range of antigens recognized by antibodies, the repertoire recognized 
by helper and cytotoxic T cells appears to be limited largely to protein and peptide 
antigens, although exceptions, such as the small molecule tyrosine–azobenzene 
arsonate ( 142 ), exist. Once the antigenic determinants on proteins recognized by T cells 
are identified, it may be possible to better understand immunogenicity and perhaps 
even to manipulate the antibody response to biologically relevant antigens by altering 
the helper T-cell response to the antigen.

Polyclonal T-Cell Response Significant progress in understanding T-cell specificity 



was made possible by focusing on T-cell proliferation in vitro, mimicking the clonal 
expansion of antigen-specific clones in vivo. The proliferative response depends on only 
two cells: the antigen-specific T cell and an APC, usually a macrophage, dendritic cell, 
or B cell. The growth of T cells in culture is measured as the incorporation of [ 3H] 
thymidine into newly formed DNA. Under appropriate conditions, thymidine 
incorporation increases with antigen concentration. This assay permits the substitution 
of different APCs and is highly useful in defining the MHC and antigen-processing 
requirements of the APCs. Using primarily this assay, researchers have taken several 
different approaches to mapping T cell epitopes. First, T cells immunized to one protein 
have been tested for a proliferative response in vitro to the identical protein or to a 
series of naturally occurring variants. By comparing the sequences of stimulatory and 
nonstimulatory variants, it was possible to identify potential epitopes recognized by T 
cells. For example, the T-cell response to myoglobin was analyzed by immunizing mice 
with sperm whale myoglobin and testing the resulting T cells for proliferation in 
response to a series of myglobins from different species with known amino acid 
substitutions. The T cells responded to about half of the 12 myoglobin variants tested ( 
143 ). Conversely, when mice were immunized to horse myoglobin, the reciprocal pattern 
was observed. The response to the cross-stimulatory myoglobins was as strong as the 
response to the myoglobin used to immunize the mice. This suggested that a few 
shared amino acid residues formed an immunodominant epitope that was essential for 
T-cell activation and that most substitutions had no effect on the dominant epitope. A 
comparison of the amino acid residues that were conserved in the stimulatory 
myoglobins with those that were substituted in the nonstimulatory myoglobins revealed 
that substitutions at a single residue could explain the pattern observed. All myoglobins 
that cross-stimulated sperm whale–immune T cells had Glu at position 109, whereas all 
those that cross-stimulated horse-immune T cells had Asp at position 109. No member 
of one group could stimulate T cells from donors immunized with a myoglobin of the 
other group. This suggested that an immunodominant epitope recognized by T cells 
was centered on position 109, regardless of which amino acid was substituted. Usually, 
this approach has led to correct localization of the antigenic site in the protein ( 143 , 144 

and 145 ), but the possibility of long-range effects on antigen processing must be kept in 
mind (see the section on antigen processing). Also, this approach is limited in that it can 
focus on the correct region of the molecule but cannot define the boundaries of the site 
or identify all the critical residues because it is limited to testing positions at which 
amino acid substitutions occur in natural variants. Site-directed mutagenesis may 
therefore expand the capabilities of this approach. A second approach is to use short 
peptide segments of the protein sequence, taking advantage of the fact that T cells 
specific for soluble protein antigens appear to recognize only segmental antigenic sites, 
not assembled topographic ones ( 102 , 146 , 147 , 148 , 149 and 150 ). These may be produced 
by chemical or enzymatic cleavage of the natural protein ( 148 , 149 , 150 , 151 , 152 , 153 , 154 , 
155 and 156 ), solid-phase peptide synthesis ( 155 , 157 , 158 , 159 and 160 ), or recombinant 
DNA expression of cloned genes or gene fragments ( 161 ). In the case of class I MHC 
molecule–restricted cytotoxic T cells, viral gene deletion mutants expressing only part of 
the gene product have also been used ( 162 , 163 and 164 ). In the case of 
myoglobin-specific T cells, mapping of an epitope to residue Glu 109 was confirmed by 
use of a synthetic peptide 102-118, which stimulated the T cells ( 159 , 165 ). The T cells 
elicited by a myoglobin with either Glu or Asp at position 109 could readily distinguish 
between synthetic peptides containing Glu or Asp at this position. Similar results were 



obtained with cytochrome c, for which the predominant site recognized by T cells was 
localized with sequence variants to the region around residue 100 at the carboxyl end of 
cytochrome ( 144 ). Furthermore, the response to cytochrome c peptide 81-104 was as 
great as the response to the whole molecule. This indicated that a 24–amino acid 
peptide contained an entire antigenic site recognized by T cells. The T cells could 
distinguish between synthetic peptides with Lys or Gln at position 99, although both 
were immunogenic with the same MHC molecule ( 166 , 167 and 168 ). This residue 
determined T-cell memory and specificity and so presumably was interacting with the 
T-cell receptor. A similar conclusion could be drawn for residue 109 of myoglobin. 
However, this type of analysis must be used with caution. When multiple substitutions 
at position 109 were examined for T-cell recognition and MHC binding, residue 109 was 
found to affect both functions ( 169 ). The ultimate use of synthetic peptides to analyze 
the segmental sites of a protein that are recognized by T cells was to synthesize a 
complete set of peptides, each staggered by just one amino acid from the previous 
peptide, corresponding to the entire sequence of hen egg lysozyme peptide HEL ( 170 ). 
Around each immunodominant site, a cluster of several stimulatory peptides was found. 
The minimum “core” sequence consisted of just the residues shared by all antigenic 
peptides within a cluster, whereas the full extent of sequences spanning all stimulatory 
peptides within the same cluster defined the “determinant envelope.” These two ways of 
defining an antigenic site differ, and one interpretation is that each core sequence 
corresponds to an MHC binding site, whereas the determinant envelope includes the 
many ways for T cells to recognize the same peptide bound to the MHC. In each case, 
the polyclonal T cell response could be mapped to a single predominant antigenic site. 
These results are consistent with the idea that each protein antigen has a limited 
number of immunodominant sites (possibly one) recognized by T cells in association 
with MHC molecules of the high responder type. If none of the antigenic sites could 
associate with MHC molecules on the APCs, then the strain would be a low responder, 
and the antigen would have little or no immunogenicity. 
Monoclonal T Cells Further progress in mapping T-cell sites depended on the analysis 
of cloned T-cell lines. These were either antigen specific T-cell lines made by the 
method of Kimoto and Fathman ( 171 ) or T-cell hybridomas made by the method of 
Kappler et al. ( 172 ). In the former method, T cells are stimulated to proliferate in 
response to antigen and APCs, rested, and then restimulated. After stimulation, the 
blasts can be cloned by limiting dilution and grown from a single cell in the presence of 
IL-2. In the second method, enriched populations of antigen-specific T cells are fused 
with a drug-sensitive T-cell tumor, and the fused cells are selected for their ability to 
grow in the presence of the drug. Then the antigen specificity of each fused cell line 
must be determined. The key to determining this in a tumor line is that antigen-specific 
stimulation of a T-cell hybridoma results in release of IL-2 even though proliferation is 
constitutive. T cells produced by either method are useful in defining epitopes, 
measuring their MHC associations, and studying antigen-processing requirements. 
Monoclonal T cells may be useful in identifying which of the many proteins from a 
pathogen are important for T-cell responses. For instance, Young and Lamb ( 173 ) 
developed a way to screen proteins separated by sodium dodecyl sulfate 
(SDS)–polyacrylamide gel electrophoresis and blotted onto nitrocellulose for stimulation 
of T-cell clones and have used this to identify antigens of Mycobacterium tuberculosis ( 
174 ). Mustafa et al. ( 175 ) even used T-cell clones to screen recombinant DNA 
expression libraries to identify relevant antigens of Mycobacterium leprae. Use of T cells 



to map epitopes has been important in defining tumor antigens ( 176 , 177 , 178 , 179 , 180 and 
181 ). These findings can be generalized to characterize a large number of epitopes 
recognized by T cells from a number of protein antigens ( Table 4) ( 182 , 183 , 184 , 185 , 186 

, 187 , 188 , 189 , 190 , 191 , 192 , 193 , 194 , 195 , 196 and 197 ). In each case, the entire site is 
contained on a short peptide. Class I MHC–restricted antigens also follow this rule ( 198 

), even when the protein antigen is normally expressed on the surface of infected cells. 
This applies to viral glycoproteins, such as influenza hemagglutinin, that are recognized 
by cytolytic T cells after antigen processing ( 199 ) (see later section on antigen 
processing). 

 
TABLE 4. Examples of immunodominant T-cell epitopes recognized in association with 
class II MHC molecules

Sequential Steps that Focus the T-Cell Response on Immunodominant 
Determinants

In contrast to antibodies that bind all over the surface of a native protein ( 44 ) (see 
section on protein and polypeptide antigenic determinants ), it has been observed that T 
cells elicited by immunization with the native protein tend to be focused on one or a few 
immunodominant sites ( 200 , 201 and 202 ). This is true whether they were elicited with 
model mammalian or avian proteins such as cytochrome c ( 149 ), myoglobin ( 148 , 150 ), 
lysozyme ( 152 , 185 , 203 , 204 ), insulin ( 157 , 189 ), and ovalbumin ( 153 ) or with bacterial, 
viral, and parasitic proteins from pathogens, such as influenza hemagglutinin ( 187 ) or 

nucleoprotein ( 198 ), staphylococcal nuclease ( 205 ), or malarial CS protein ( 110 /SUP>, 206 ). 

Because the latter category of proteins shares no obvious homology to mammalian proteins, the 

immunodominance of a few sites cannot be attributed simply to tolerance for the rest of the protein 

because of homologous host proteins. Moreover, immunodominance is not simply the preemption of the 

response by a single clone of predominant T cells, because it has been observed that immunodominant 

sites tend to be the focus for a polyclonal response of a number of distinct T-cell clones that recognize 

overlapping subsites within the antigenic site or that have different sensitivities to substitutions of amino 

acids within the site ( 152 , 153 , 158 , 159 , 170 , 184 , 185 , 207 ).

Immunodominant antigenic sites appear to be qualitatively different from other sites. For example, in the 



case of myoglobin, when the number of clones responding to different epitopes after immunization with 

native protein was quantitated by limiting dilution, it was observed that the bulk of the response to the 

whole protein in association with the high-responder class II MHC molecules was focused on a single site 

within residues 102 to 118 ( 165 ) ( Fig. 6). When T cells in the high × low responder F1 hybrid restricted to 

each MHC haplotype were compared, there was little difference in the responses to nondominant 

epitopes, and all the overall difference in magnitude of response restricted by the high versus low 

responder MHCs could be attributed to the high response to the immunodominant determinant in the 

former and the complete absence of this response in the latter ( Fig. 6). Similar results were found for two 

different high-responder and two different low-responder MHC haplotypes ( 165 ). Why did the response to 

the other sites not compensate for the lack of response to the immunodominant site in the low 

responders? The greater frequency of T cells specific for the immunodominant site may in part be 

attributed to the large number of ways this site can be recognized by different T-cell clones, as mentioned 

previously, but this only pushes the problem back one level. Why is an immunodominant site the focus for 

so many different T-cell clones? Because the answer cannot depend on any particular T cell, it must 

depend on other factors, primarily involved in the steps in antigen processing and presentation by MHC 

molecules.

 
FIG. 6. Frequency of high- and low-responder major histocompatibility complex (MHC)–restricted T cells in 

F1 hybrid. High responsiveness may be accounted for by the response to a single immunodominant 

epitope. Lymph node T cells from [low-responder (H-2 k) × high-responder (H-2 b)]F1 hybrid mice 

immunized with whole myoglobin were plated at different limiting dilutions in microtiter wells with either 

high-responder or low-responder presenting cells and myoglobin as antigen. The cells growing in each 

well were tested for responsiveness to whole myoglobin and to various peptide epitopes of myoglobin. The 

frequency of T cells of each specificity and MHC restriction was calculated from Poisson statistics and is 

plotted on the ordinate. Most of the difference in T-cell frequency between high- and low-responder 

restriction types ( solid bars) can be accounted for by the presence of T cells responding to the 

immunodominant site at residues 102 to 118, accounting for more than two thirds of the high-responder 



myoglobin–specific T cells, in contrast to the absence of such T cells restricted to the low-responder MHC 

type. Based on the data from Kojima et al. ( 165 ).

It has also been observed that some peptides may be immunogenic themselves, but the T-cell response 

they elicit is specific only for the peptide and does not cross-react with the native protein, and T cells 

specific for the native protein do not recognize this site ( 208 , 209 and 210 ). These peptides are called 

cryptic determinants ( 210 ). The reasons for these differences may involve the way the native protein is 

processed to produce fragments distinct from but including or overlapping the synthetic peptides used in 

experiments, and also the competition among sites within the protein for binding to the same MHC 

molecules, as discussed further in a later section. To understand these factors that determine dominance 

or crypticity, it is necessary to understand the steps through which an antigen must go before it can 

stimulate a T-cell response.

In contrast to B cells, T-cell recognition of antigen depends on the function of another cell, the APC ( 211 ). 

Antigen must pass through a number of intracellular compartments and survive processing and transport 

steps before it can be effectively presented to T cells. After antigen synthesis in the cell (as in a virally 

infected cell) or antigen uptake through phagocytosis, pinocytosis, or, in some cases, receptor-mediated 

endocytosis, the subsequent steps include (a) partial degradation (“processing”) into discrete antigenic 

fragments that can be recognized by T cells, (b) transport of these fragments into a cellular compartment 

in which MHC binding can occur, (c) MHC binding and assembly of a stable peptide/MHC complex, and 

(d) recognition of that peptide/MHC complex by the expressed T-cell repertoire. At each step, a potential 

antigenic determinant runs the risk of being lost from the process—for example, by excessive degradation 

or failure to meet the binding requirements needed for transport to the next step. Only the peptides that 

surmount the four selective hurdles prove to be antigenic for T cells. Each step is now considered in detail, 

for its contribution to the strength and specificity of the T-cell response to protein antigens.

Antigen Processing 

Influence of Antigen Processing on the Expressed T-Cell Repertoire Several lines of evidence 

indicate that antigen processing plays a critical role in determining which potential antigenic sites are 

recognized and therefore what part of the potential T-cell repertoire is expressed upon immunization with a 

protein antigen. Because the T cell recognizes not the native antigen but only the products of antigen 

processing, it is not unreasonable that the nature of these products would at least partly determine which 

potential epitopes could be recognized by T cells. One line of evidence that processing plays a major role 

in T-cell repertoire expression came from comparisons that were made of the immunogenicity of peptide 

versus native molecule in the cases of myoglobin ( 208 ) and lysozyme ( 209 ). In the case of myoglobin, a 

site of equine myoglobin (residues 102 to 118) that did not elicit a response when H-2 k mice were 

immunized with native myoglobin was nevertheless found to be immunogenic when the mice were 

immunized with the peptide ( 208 ). Thus, the low responsiveness to this site in mice immunized with the 

native myoglobin did not result from either of the classical mechanisms of Ir gene defects: namely, a hole 



in the T-cell repertoire or a failure of the site to interact with MHC molecules of that strain. However, the 

peptide-immune T cells responded only poorly to native equine myoglobin in vitro. Thus, the peptide and 

the native molecule did not cross-react well in either direction. The problem was not simply a failure to 

process the native molecule to produce this epitope, because (H-2 k × H-2 s)F1-presenting cells could 

present this epitope to H-2 s T cells when given native myoglobin but could not present it to H-2 k T cells. 

Also, because the same results applied to individual T-cell clones, the failure to respond to the native 

molecule was apparently not caused by suppressor cells induced by the native molecule. Similar 

observations were made for the response to the peptide 74-96 of hen lysozyme in B10.A mice ( 209 ). The 

peptide, not the native molecule, induced T cells specific for this site, and these T cells did not cross-react 

with the native molecule. With the previously discussed alternative mechanisms excluded, the conclusion 

is that an appropriate peptide was produced, but it differed from the synthetic peptide in such a way that a 

hindering site outside the minimal antigenic site interfered with presentation by presenting cells of certain 

MHC types. Further evidence consistent with this mechanism came from the work of Shastri et al. ( 212 ), 

who found that different epitopes within the 74-to-96 region of lysozyme were immunodominant in H-2 b 

mice when different forms of the immunogen were used. Another line of evidence came from fine 

specificity studies of individual T-cell clones. Shastri et al. ( 213 ) observed that H-2 b T-cell clones specific 

for hen lysozymes were about 100-fold more sensitive to ring-necked pheasant lysozyme than to hen 

lysozyme. Nevertheless, they were equally sensitive to the cyanogen bromide cleavage fragments 

containing the antigenic sites from both lysozymes. Thus, regions outside the minimal antigenic site 

removable by cyanogen bromide cleavage presumably interfered with processing, presentation, or 

recognition of the corresponding site in hen lysozyme. Similarly, it was observed that a T-cell clone 

specific for sperm whale myoglobin, not equine myoglobin, responded equally well to the minimal epitope 

synthetic peptides from the two species ( 208 ). In this case, too, residues outside the actual site must be 

distinguishing equine from sperm whale myoglobin. Experiments using F1-presenting cells that can clearly 

produce this epitope for presentation to other T cells proved that the problem was not a failure to produce 

the appropriate fragment from hen lysozyme ( 209 ) or equine myoglobin ( 208 ). Thus, these cases provide 

evidence that a structure outside the minimal site can hinder presentation in association with a particular 

MHC molecule. Such a hindering structure was elegantly identified in a study by Grewal et al. ( 214 ), who 

compared hen egg lysozyme peptides presented by strains C57BL/6 and C3H.SW that share H-2 b but 

differ in non-MHC genes. After immunization with whole lysozyme, a strong T-cell response to peptide 

46-61 was seen in C3H.SW mice but not at all in C57BL/6 mice. Because the F1 hybrids of these two 

strains responded, the lack of response in one strain was not caused by a hole in the T-cell repertoire 

produced by self-tolerance. It was found that peptide 46-60 bound directly to the IA b class II MHC 

molecule, whereas peptide 46-61 did not, which indicates that the C-terminal Arg at position 61 hindered 

binding. Evidently, a non-MHC–linked difference in antigen processing allowed this Arg to be cleaved off 

the peptide 46-61 in C3H.SW mice, in which the peptide was dominant, but not in C57BL/6 mice, in which 

the peptide was cryptic. Even a small peptide that does not need processing may nevertheless be 

processed, and that processing may affect its interaction with MHC molecules. Fox et al. ( 215 ) found that 

substitution of a tyrosine for isoleucine at position 95 of cytochrome c peptide 93-103 enhanced 



presentation with Eß b but diminished presentation with Eß k when live APCs were used but not when the 

APCs were fixed and could not process antigen. Therefore, the tyrosine residue was not directly 

interacting with the different MHC molecule but was affecting the way the peptide was processed, which in 

turn affected MHC interaction. In addition to the mechanisms suggested previously, Gammon et al. ( 209 ) 

and Sercarz et al. ( 216 ) proposed the possibility of competition between different MHC-binding structures 

(“antigen-restriction-topes,” or “agretopes”) within the same processed fragment. If a partially unfolded 

fragment first binds to MHC by one such site already exposed, further processing may stop, and other 

potential binding sites for MHC may never become accessible for binding. Such competition could also 

occur between different MHC molecules on the same presenting cell ( 209 ). For instance, BALB/c mice, 

expressing both A d and E d, produce a response to hen lysozyme specific for 108 to 120, not for 13 to 35 ( 

209 ), and this response is restricted to E d. However, B10.GD mice that express only A d respond well to 13 

to 35 when immunized with lysozyme. BALB/c mice clearly express an A d molecule, and so the failure to 

present this 13 to 35 epitope may result from competition from E d, which may preempt presentation by 

binding the 108 to 120 site with higher affinity and preventing the 13 to 35 site from binding to A d. 

Competition between different peptides binding to the same MHC molecule could also occur. All these 

results together indicate that antigen processing not only facilitates interaction of the antigenic site with the 

MHC molecule or the T-cell receptor, or both, but also influences the specificity of these interactions and, 

in turn, the specificity of the elicited T-cell repertoire. The molecular mechanisms behind such effects are 

just now being elucidated, as described in the next sections. 

Processing of Antigen for T Cells Restricted to Class II Major Histocompatibility Complex 

Molecules It has long been known that T-cell responses such as delayed hypersensitivity in vivo or T-cell 

proliferation in vitro to exogenous proteins can be stimulated not only by the native protein but also by 

denatured protein ( 146 ) and fragments of native protein ( 189 ). Indeed, this feature, along with the 

requirement for recognition in association with class II MHC molecules, distinguishes T- from B-cell 

responses. In a number of cases, the site recognized by cloned T cells has been pinpointed to a discrete 

synthetic peptide corresponding to a segment of the primary sequence of the protein. Examples include 

insulin ( 157 , 189 ), cytochrome c ( 158 ), lysozyme ( 152 , 184 ), and myoglobin ( 148 , 155 , 159 ). In each case, 

the stimulatory peptide must contain all the information required for antigen presentation and T-cell 

stimulation. The lack of conformational specificity does not indicate a lack of T-cell receptor specificity. 

Rather, it results from antigen processing into peptide fragments that destroys conformational differences 

before binding the T-cell receptor. One way to accomplish this is through antigen processing, which 

involves the partial degradation of a protein antigen into peptide fragments (see Fig. 7). 



 
FIG. 7. Steps in antigen presentation by class II major histocompatibility complex (MHC) molecules. 

Soluble antigen enters the presenting cell by phagocytosis, pinocytosis, or receptor-mediated endocytosis. 

It is partially degraded to peptide fragments by acid-dependent proteases in endosomes. Antigenic 

peptides associate with class II MHC molecules (IA or IE in the mouse) to form an antigenic complex that 

is transported to the cell surface. Before a class II MHC molecule can bind the peptide, it must release the 

class II-associated invariant chain peptide (CLIP) fragment of invariant chain from the binding groove, 

which is catalyzed by human leukocyte antigen–DM. Binding of T cell receptors to the peptide/MHC 

complex triggers T-cell proliferation, resulting in clonal expansion of antigen-specific T cells.

Evidence of processing came from the fact that a single protein antigen could stimulate T cells to different 

epitopes, each specific for a different MHC antigen. For example, when a series of myoglobin-specific 

T-cell clones were tested for both antigen specificity and MHC restriction, six clones were found to be 

specific for a site centering on amino acid Glu 109, and all six recognized the antigen in association with 

IA d. Nine additional T-cell clones were specific for a second epitope centered on Lys 140 and were 

restricted to a different MHC antigen, IE d. Thus, the antigen behaved as if it was split up into distinct 

epitopes, each with its own ability to bind MHC ( 182 ). That T cells recognize processed antigen was 

demonstrated by the fact that inhibitors of processing can block antigen presentation. Early experiments 

by Ziegler and Unanue ( 217 ) showed that processing depends on intracellular degradative endosomes, 

because drugs such as chloroquine and NH 
4
Cl, which raise endosomal pH and inhibit acid-dependent 

proteases, could block the process. However, prior degradation of proteins into peptide fragments allows 

them to trigger T cells even in the presence of these inhibitors of processing ( 218 ). For example, T-cell 

clone 14.5 recognizes the Lys 140 site of myoglobin equally well on the antigenic peptide (residues 132 to 

153) as on the native protein ( Fig. 8). The difference between these two forms of antigen is brought out 

by inhibition of processing. Leupeptin, for example, inhibits lysosomal proteases and blocks the T-cell 

responses to native myoglobin but not to peptide 132 to 153. Thus, native myoglobin cannot stimulate T 

cells without further processing, whereas the peptide requires little or no additional processing ( 219 ). 



 
FIG. 8. Inhibition of antigen presentation by the protease inhibitor leupeptin: differential effect on 

presentation of the same epitope of native myoglobin or peptide 132 to 153 to the same monoclonal T-cell 

population. Splenic antigen-presenting cells, were incubated with leupeptin at the concentration indicated 

for 15 minutes before and during exposure to 2-µM native myoglobin or 1-µM peptide fragment, washed, 

irradiated, and cultured with T cells of clone 14.5 specific for this epitope; thymidine incorporation was 

measured after 4 days of culture. See Streicher et al. ( 219 ).

Why is antigen processing necessary? For class II MHC molecules, experiments suggest that antigen 

processing may uncover functional sites that are buried in the native protein structure. For example, a 

form of intact myoglobin that has been partially unfolded through chemical modification can behave like a 

myoglobin peptide and can be presented by APC even in the presence of enough protease inhibitor or 

chloroquine to completely block the presentation of native myoglobin ( 219 ). Denatured lysozyme could 

also be presented without processing to one T-cell clone ( 154 ). This result suggests that the requirement 

for processing may simply be a steric requirement—that is, to uncover the two sites needed to form the 

trimolecular complex between antigen and MHC and between antigen and T-cell receptor. Thus, unfolding 

may be sufficient without proteolysis, and proteolysis may simply accomplish an unfolding analogous to 

Alexander’s approach to the Gordian knot. The importance of antigen unfolding for T-cell recognition and 

the ability of unfolding to bypass the need for antigen processing apply to a range of polypeptide sizes 

from small peptides to extremely large proteins. At one extreme, Lee et al. ( 220 ) found that even 

fibrinogen, of Mr 340,000, does not need to be processed if the epitope recognized is on the 

carboxy-terminal portion of the a chain, which is naturally unfolded in the native molecule. At the other 

extreme, even a small peptide of only 18 amino acid residues, apamin, requires processing unless the two 

disulfide bonds that hold it in the native conformation are cleaved artificially to allow unfolding ( 221 ). 

Therefore, large size does not mandate processing, and small size does not necessarily obviate the need 

for processing, at least for class II MHC presentation. The common feature throughout the size range 

seems to be the need for unfolding. This evidence, taken together with the earlier data on unfolding of 

myoglobin and lysozyme, strongly supports the conclusion that unfolding, rather than size reduction, is the 



primary goal of antigen processing and that either antigen presentation by MHC molecules or T-cell 

receptor recognition frequently requires exposure of residues not normally exposed on the surface of the 

native protein. This conclusion is supported by studies of peptides eluted from class II MHC molecules, 

and the crystal structures of class II MHC/peptide complexes, which show that longer peptides can bind 

with both ends extending beyond the two ends of the MHC groove ( 222 , 223 and 224 ) (see later section on 

antigen interaction with MHC molecules). Besides proteolysis, unfolding may require the reduction of 

disulfide bonds between or within protein antigens. A ?-interferon–inducible lysosomal thiol reductase 

(GILT) is expressed in APCs and localizes to the late endosomal and lysosomal compartments where 

MHC class II peptide loading occurs ( 225 ). Unlike thioredoxin, this enzyme works at the acid pH of 

endosomes and uses Cys but not glutathione as a reducing agent. APCs from GILT knockout mice were 

tested for the ability to present hen egg lysozyme to HEL-specific T-cell lines ( 226 ). For two epitopes, the 

T-cell response was insensitive to the GILT defect, even though they involved a disulfide bond in the 

native protein. However, for one epitope, located between disulfide bonds, the T-cell response was 

completely inhibited when the APCs lacked GILT. In this case, reduction of disulfide bonds was an 

essential step for antigen presentation, presumably needed to generate free peptides for class II MHC 

binding. 

Processing of Antigen for T Cells Restricted to Class I Major Histocompatibility Complex 

Molecules In contrast to class II MHC–restricted T cells, it was widely assumed that class I 

MHC–restricted T cells, such as cytolytic T cells (CTLs) specific for virus-infected cells, responded mainly 

to unprocessed viral glycoproteins expressed on the surface of infected cells. However, in the mid-1980s, 

evidence that CTL also recognized processed antigens began to appear. For example, influenza 

nucleoprotein (NP) was found to be a major target antigen for influenza-specific CTLs, even though NP 

remains in the nucleus of infected cells and none is detectable on the cell surface ( 227 ). Further support 

came from the finding that target cells that take up synthetic NP peptide 366-379 were lysed by 

NP-specific CTLs ( 198 ). This constitutes evidence that antigen presented in association with class I MHC 

molecules requires processing into antigenic fragments. Also, the demonstration that synthetic peptides 

could sensitize targets for CTLs introduced a powerful tool for mapping and studying CTL epitopes. Even 

for hemagglutinin, surface expression of native antigen was found not to be required for antigenicity, which 

implies that the processed antigen stimulates a T-cell response. Target cells expressing leader-negative 

hemagglutinin, which is not transported to the cell surface but remains in the cytosol, were lysed equally 

well as those with surface hemagglutinin ( 199 ). Similar conclusions were drawn from anchor-negative 

mutants ( 228 ). Indeed, studies of HIV-1 pg160 genes with or without a leader sequence suggest that 

removal of the leader sequence can increase the amount of protein that is retained in the cytosol and is 

available for processing and presentation through the class I MHC processing pathway ( 229 ). The 

explanation may be that the signal peptide results in cotranslational translocation of the growing peptide 

chain into the endoplasmic reticulum, whereas proteins without a signal peptide are synthesized in full and 

remain in the cytosol, where they are accessible to the processing machinery of the class I MHC pathway 

(see later discussion). This cytosolic protein processing machinery consists primarily of the 26S 

proteasomes ( 230 , 231 ). The specificity of such proteasomes to cleave at certain positions in a protein 



sequence thus provides the first hurdle that a potential epitope must surmount to be presented by class I 

MHC molecules, to be cut out correctly but not destroyed by the proteasome. In the standard proteasome, 

14 distinct subunits assemble to form a high-molecular-weight complex of about 580 kDa with five distinct 

protease activities, located at distinct sites. The proteasome is a barrel-shaped structure, with the 

protease activities arrayed on the inner surface, and unfolded proteins are believed to enter the barrel at 

one end, leaving as peptides at the other end. The different proteases cut preferentially after aromatic or 

branched-chain amino acids (chymotryptic-like activity), branched-chain amino acids (primarily aliphatic), 

basic amino acids (trypsin-like activity), acidic residues (glutamate preferring), or small neutral amino acid 

residues ( 232 , 233 ). Protease activity is increased against misfolded proteins, such as senescent proteins 

or viral proteins produced during infection, and proteins synthesized with artificial amino acids are 

particularly susceptible to degradation by proteasomes. The products of protease digestion are peptides, 

including nonamers, of just the right size for MHC binding. The chymotryptic and trypsin-like activities may 

be particularly important for antigenic peptides, because many peptides that naturally bind MHC end in 

hydrophobic or basic residues ( 234 ). The proteasome is the major processing machinery of the 

nonendosomal processing pathway. This is shown by the effect of proteasome inhibitors on class I MHC 

assembly and antigen presentation and by the effect of low-molecular-weight protein (LMP)–2 and LMP-7 

mutations on antigen processing. A family of proteasome inhibitors described ( 232 , 233 , 235 ) as consisting 

of short peptides, three to four amino acids in length, ending in an aldehyde, such as Ac-Leu Leu 

norLeu-al and carbobenzoxy-Leu Leu norVal-al ( 233 ), or nonpeptides such as lactacystin ( 236 ). Although 

the peptides appear to be directed primarily at the chymotrypsin-like protease activity, as false substrates, 

they actually inhibit all three types of protease activity. By inhibiting antigen processing, these inhibitors 

induce a phenotype of reduced expression of class I MHC and inability to present antigen to class I 

MHC–restricted CTL ( 233 ). The class I MHC heavy chains remain in the endoplasmic reticulum, as shown 

by failure to become resistant to endoglycosidase H ( 237 ), which occurs in the Golgi apparatus. They are 

also unable to form stable complexes with ß 
2
-microglobulin, because of a lack of peptides. These effects 

are specific for the protease function, because the inhibitors do not block presentation of synthetic 

peptides, which also rescue class I MHC expression, and because inhibition is reversible when inhibitor is 

removed. These results suggest that proteasomes are the primary supplier of antigenic peptides for class 

I MHC, inasmuch as other pathways are unable to compensate. However, it is possible that the inhibitors 

could block other potential processing enzymes as well. One alternative processing pathway is provided 

by signal peptidase. As signal peptides are cleaved from proteins entering the endoplasmic reticulum, 

these hydrophobic peptides can bind class I MHC ( 238 ). Particularly for MHC molecules such as human 

leukocyte antigen (HLA)–A2, which prefer hydrophobic sequences, this peptidase can be an important 

source of antigenic peptides that are independent of proteasomes and transporter associated with antigen 

processing types 1 and 2 (TAP1 and TAP2) transport (see the following section), because they are formed 

inside the endoplasmic reticulum. Interestingly, the MHC itself encodes, near the class II MHC region, 

three proteins, known as LMP-2, LMP-7, and multicatalytic endopeptidase complex–like 1, (MECL-1), that 

contribute to the proteasome structure. The LMP-2, MECL-1, and LMP-7 subunits are up-regulated by 

interferon-? and substitute for the subunits ß1, ß2, and ß5, respectively, forming what has been dubbed an 



immunoproteasome, present in professional APCs. All complexes with LMPs contain proteasome 

proteins, but only 5% to 10% of proteasomes contain LMP-2 and LMP-7. These MHC-encoded subunits of 

the immunoproteasome shift the preference of proteasomes for cleaving after certain sequences, resulting 

in the production of different peptide fragments ( 239 , 240 and 241 ). Proteasomes lacking LMP-2 through 

mutation or gene knockout have the same affinity but decreased cleavage rate for sequences ending in 

hydrophobic or basic amino acids. The effect is specific for these proteolytic sites, because the activity 

against of sequences containing acidic amino acids is actually increased ( 240 ). Despite the shift in specific 

peptides released, the overall level of class I MHC expression was reduced only slightly in LMP-7 

knockouts ( 241 ) and not at all in the LMP-2 knockouts. However, presentation of specific epitopes of the 

male H-Y antigen or of influenza nucleoprotein was reduced by threefold to fivefold in these knockouts. 

Toes et al. ( 242 ) quantitatively compared the cleavage fragments produced by standard proteasomes and 

immunoproteasomes and defined the prevalence of different amino acids on each side of the cleavage 

site. In accordance with the earlier studies, there was a strong preference for both to cleave after leucine 

and also, to a lesser extent, after other hydrophobic residues, both aliphatic and aromatic. However, the 

immunoproteasomes have a stronger tendency to cleave after such hydrophobic residues and a much 

reduced cleavage frequency after acidic residues Asp and Glu than do standard or constitutive 

proteasomes. This shift in specificity is concordant with the observation that class I MHC molecules tend 

to bind peptides with C-terminal hydrophobic or basic residues, not acidic ones. Thus, the 

immunoproteasomes in professional APCs may be more effective at generating antigenic peptides that 

can be presented by MHC molecules ( 239 , 242 ). Immunoproteasomes were shown to be essential for 

production of a hepatitis B virus core antigenic epitope ( 243 ), and to increase production of epitopes from 

adenovirus ( 244 ) and lymphocytic choriomeningitis virus ( 245 ). On the other hand, some epitopes are 

generated more effectively by the constitutive proteasome than by the immunoproteasome ( 246 ). When 

the repertoires of seven defined class I MHC–restricted epitopes were compared in an elegant quantitative 

study in LMP-2–deficient and wild-type C57BL/6 mice, it was found that responses to the two epitopes that 

are immunodominant in wild-type mice were greatly reduced in the LMP-2–deficient mice, which lack 

immunoproteasomes, and two normally subdominant epitopes became dominant ( 247 ). However, from 

adoptive transfer experiments in both directions, it was found that the reduced response to one normally 

dominant epitope was caused by decreased production without immunoproteasomes but the reduced 

response to the other was caused by an altered T-cell repertoire in the LMP-2–deficient mice, presumably 

as a result of alterations in the peptides presented in the thymus. Furthermore, the increased response to 

one of the subdominant determinants was related to increased production of this peptide by the 

constitutive proteasomes in comparison with the immunoproteasomes. Thus, the immunoproteasome 

specificity plays a significant role in determining the repertoire of epitopes presented and in selecting those 

that are immunodominant, as well as regulating the CD8 + T-cell repertoire generated in the thymus. 

Another protein associated with proteasomes is PA28, which assembles into 11S structures ( 248 ). Like 

LMP-2 and LMP-7 ( 239 ), PA28 is inducible by interferon-?, and its induction causes a shift in proteasome 

function that may lead to the production of different antigenic peptides. For example, synthetic substrates 

were designed to test the ability of proteasomes to generate authentic MHC binding peptides. These 



substrates contained the MHC binding ligand flanked by the natural sequence as found in the original 

protein. To generate the MHC binding ligand, the proteasome would have to cleave the substrate twice ( 

249 ). By itself, the 20S proteasome was able to produce singly cleaved fragments, but with added PA28, 

doubly cut peptides were generated preferentially. Thus, PA28 favored the production of antigenic 

peptides, possibly by keeping the peptide in the proteasome until processing was complete. Alternatively, 

PA28 may coordinate the proteolytic activity of two adjacent sites to generate doubly cut peptides of just 

the right length (octamers to nonamers) to fit in the MHC groove. The distance between these nearby sites 

would determine the size of the peptides produced. PA28 has been shown to increase generation of a 

dominant lymphocytic choriomeningitis virus epitope independently of the presence of the other 

interferon-?–inducible components LMP-2, LMP-7, and MECL-1 ( 250 ). The specificity of this proteasomal 

processing system determines the first step in winnowing the number of protein segments that can 

become CTL epitopes, by selectively producing some peptide fragments in abundance and destroying 

others. Thus, it is probably not just coincidental that the C-terminal residues produced by proteasomal 

cleavage often serve as anchor residues for binding class I MHC molecules or that the lengths of peptides 

produced are optimal for class I MHC binding ( 239 , 251 ). A better understanding of the specificity of 

proteasomes will contribute to the new methods for predicting dominant CD8 + T-cell epitopes ( 202 ). 

Transport into a Cellular Compartment where Major Histocompatibility Complex Binding Can 

Occur The second hurdle that a potential epitope must surmount is to be transported into the cellular 

compartment for loading onto MHC molecules. These compartments are different for class I and class II 

MHC molecules, as noted earlier. 

Transport Pathways Leading to Class I Major Histocompatibility Complex Presentation The second 

hurdle for peptide presentation by class I MHC molecules is to get from the cytosol, where the peptides 

are produced, to the endoplasmic reticulum, where the newly synthesized class I MHC molecules are 

assembled and loaded with peptide. The discovery of a specific active transporter suggested that 

specificity of transport could further restrict the repertoire of peptides available to load onto class I MHC 

molecules. Genetic analysis of mutant cell lines that failed to load endogenous peptides onto class I MHC 

molecules revealed homozygous deletions of part of the class II MHC region near the DR locus. Molecular 

cloning of DNA from this region revealed at least 12 genes, of which two, TAP1 and TAP2, showed a 

typical sequence for adenosine triphosphate binding cassette transporter proteins ( 252 , 253 and 254 ). Their 

function is to transport processed peptides from the cytosol to the endoplasmic reticulum. Once in this 

compartment, peptides are handed off by TAP to newly formed class I MHC molecules and stabilize a 

trimolecular complex with ß 
2
-microglobulin. This complex is then transported to the cell surface, where 

antigen presentation occurs. Without the peptide transporters, empty dimers of class I MHC with ß 

2
-microglobulin form, but these are unstable. Excess free peptide would rescue class I MHC by stabilizing 

the few short-lived empty complexes that reach the surface, as shown by Townsend et al. ( 255 ) and 

Schumacher et al. ( 256 ). Thus, MHC-linked genes coding for proteolysis, peptide transport, and 

presentation at the cell surface have been identified. In effect, the MHC now appears to encode a complex 

system of multiple elements devoted to the rapid display of foreign protein determinants on the surface of 

an infected cell. By continuously sampling the output of the protein synthesizing machinery, this system 



permits rapid identification and destruction of infected cells by CTL before infectious virus can be 

released. In an infected cell, as soon as viral proteins are made, peptide fragments generated by the 

proteasome become available to the TAP1 and TAP2 transporter proteins ( Fig. 9). These transport the 

peptide fragments into the endoplasmic reticulum for association with newly formed class I MHC 

molecules, which would carry them to the cell surface for antigen presentation, all within 30 minutes. 

Indeed, the finding of a physical association between TAP and the nascent class I MHC heavy chain/ß 

2
-microglobulin complex suggests that the peptide may be directly handed off from TAP to the new MHC 

molecule without being free in solution ( 257 , 258 ). If TAP transport is highly selective, then some cytosolic 

peptides may fail to enter the endoplasmic reticulum for presentation with class I MHC, but if it is 

promiscuous, then some peptides that were better off not presented, such as those leading to 

autoimmunity, may be transported. 

 
FIG. 9. Cytoplasmic antigen processing pathway leading to class I major histocompatibility complex (MHC) 

presentation. Cytoplasmic antigen is degraded to fragments in the proteasome, which are transported into 

the endoplasmic reticulum by the transporter associated with antigen processing (TAP). Peptide supplied 

by TAP forms a stable complex with class I MHC heavy chains and ß 
2
-microglobulin, and the complex is 

transported through the Golgi apparatus, where it achieves mature glycosylation, and out to the cell 

surface for presentation to class I MHC–restricted T cells.

The idea that other proteins may control accessibility of class I MHC binding sites for peptides originally 

came from the observation that two rat strains with the same MHC type (RT1.A a) were nevertheless not 

histocompatible, and CTL could recognize the difference between them ( 259 ). The difference, called a 

class I modification (cim) effect, occurred because different peptides were binding the same MHC in the 

two strains ( 260 , 261 ). The rat has two alleles for a peptide transporter supplying peptides to the MHC. 

TAP2A has peptide specificity matching that of RT1.A a and delivers a broad set of peptides for MHC 

binding. The other transporter allele, TAP2B, supplies a different set of peptides that are discordant with 

RT1.A a, and so fewer types of peptides are bound. Although RT1.A a would prefer to bind peptides with 

Arg at position 9, it has to settle for peptides with hydrophobic terminals as provided by TAP2B ( 262 ), 

thereby accounting for the apparent histocompatibility difference. Thus, the specificity of TAP transport 



was shown to provide a selective step in narrowing the potential repertoire of CTL epitopes. To measure 

TAP specificity in other species, a transportable peptide bearing an N-terminal glycosylation site was 

added to cells made permeable by treatment with streptolysin. If the peptide was transported by TAP, it 

would enter the endoplasmic reticulum and cis-Golgi apparatus, where it would be glycosylated ( 263 , 264 

and 265 ). The extent of glycosylation served as a measure of TAP function. When competitor peptides 

were added as well, TAP-mediated transport of the reporter peptide decreased, which indicated saturation 

of peptide-binding sites. In this way, a series of related peptides could be tested for the ability to compete 

for TAP binding and transport in order to identify the requirements for TAP binding and transport. TAP 

binding and transport depended strongly on peptide length ( 265 , 266 ). Mouse TAP was shown to have a 

strong preference for peptides of nine residues or longer ( 266 ). For human TAP, peptides shorter than 

seven amino acids long were not transported, regardless of sequence ( 265 ). Almost all peptides 8 to 11 

amino acids long were transported, with some variation in binding affinities, depending on sequence. 

Peptides 14 to 21 amino acids in length were transported selectively, whereas those longer than 24 amino 

acids were almost never transported intact. Thus, human TAP transport selected against peptides less 

than 7 or more than 24 amino acids in length, regardless of sequence. Although TAP can and must 

transport a wide variety of peptides, it may nonetheless have preferences for which peptides are 

transported most efficiently and which MHC types are provided with the peptides they need. For example, 

a self-peptide that naturally binds HLA-B27 was modified slightly to produce an N-terminal glycosylation 

site, resulting in the sequence RRYQNSTEL ( 265 ). When the glycosylation of this peptide was used to 

measure transport, saturation of TAP by homologous peptides occurred with a 50% inhibitory 

concentration of less than 1 µM. Other peptides with unrelated sequences also inhibited, often with equally 

high affinity. Not only did natural HLA-binding peptides compete but so did peptide variants lacking the 

MHC binding motif at positions 2 and 9 (see later discussion). Clearly, peptides binding different MHC 

types were transported by the same TAP protein, and even peptides that bound mouse MHC were 

transported by human TAP. In another example, in which rat TAP proteins were used, peptides with Pro at 

position 2, 6, or 9 were found to be poor competitors for transport of a reference peptide ( 264 ). In another 

approach, in which a baculovirus system overexpressing TAP proteins in microsomes was used, the 

affinity of TAP binding was determined for a wide variety of synthetic peptides, allowing mapping of the 

important residues ( 267 , 268 ). Binding, rather than transport, appears to be the major step determining 

TAP peptide selectivity ( 269 ). Indeed, artificial neural networks have been developed to predict peptide 

binding to human TAP ( 270 ). With this scheme, it was found that peptides eluted from three different 

human class I MHC molecules had higher predicted affinities for TAP than did a control set of peptides 

with equal binding to those class I MHC molecules, which supported the hypothesis that TAP specificity 

contributes to the selection of the subset of peptides able to bind a class I MHC molecule that actually bind 

in vivo ( 270 ). Unlike class I MHC, there were no anchor positions at which a specific amino acid was 

required. However, there were several positions where substituting the wrong amino acid caused a 

marked reduction in TAP binding. In a typical class I MHC–binding nonamer, the strongest substitution 

effects were observed at position 9 (P9), followed by substitutions at P2 and P3, followed by P1. At the 

carboxy-terminal P9 position, the preferred residues were Tyr and Phe (as well as Arg and Lys), whereas 



Glu was worst, causing a 3-log reduction in binding. Similarly, substituting Pro at P2 caused a 1.5- to 2-log 

reduction in binding, in comparison with preferred residues Arg, Val, and Ile. TAP preferences such as 

these would selectively transport some peptides more than others from cytoplasm to the endoplasmic 

reticulum. Use of combinatorial peptide libraries independently confirmed that the critical residues 

influencing TAP transport were the first three N-terminal residues and the last C-terminal residue ( 271 ). 

Interestingly, these preferred residues are many of the same ones forming the class I MHC binding motifs 

(P2 and P9). However, because the MHC binding motifs differ from each other, it is not possible for TAP 

preferences to match them all. For example, the TAP preference for Arg at P2 and for Phe, Tyr, Leu, Arg, 

or Lys at P9 overlaps with the binding motif of HLA-B27 and may favor the transport of peptide ligands for 

this MHC type. Remarkably, the variant B*2709, which does not prefer Tyr or Phe at P9, is not associated 

with autoimmune disease as in the more common form of HLA-B27. In contrast, HLA-B7 requires a Pro at 

P2, which greatly decreases TAP binding. Similarly, some peptides binding HLA-A2 have hydrophobic 

residues unfavorable for TAP binding, which suggests suboptimal compatibility between TAP and the most 

common class I HLA allele. Measurements with a series of naturally presented peptides from HLA-A2 and 

HLA-B27 indicated a mean 300-fold higher affinity of TAP for the HLA-B27 peptides than for those from 

HLA-A2, and some of the HLA-A2 peptides did not bind TAP at all ( 270 ). How are these low-affinity 

peptides delivered to MHC? One suggestion is that peptide ligands for HLA-A2 and HLA-B7 may be 

transported as a larger precursor peptide containing the correct amino acids, which are then trimmed off 

to fit the MHC groove. A series of studies support this mechanism, showing that longer peptide precursors 

are trimmed at the N-terminal by aminopeptidases in the endoplasmic reticulum to form HLA-A2–binding 

peptides ( 272 ) and that peptides with a Pro at position 2, needed to bind to certain MHC molecules but 

poorly transported, are produced from longer precursors, which are transported, by N-terminal trimming in 

the endoplasmic reticulum by aminopeptidases ( 273 ). In fact, the inability of the aminopeptidase to cleave 

beyond a residue preceding a Pro naturally leads to trimming of peptides to produce ones with a Pro at 

position 2. Alternatively, some of these peptides may derive from signal peptides and enter the 

endoplasmic reticulum in a TAP-independent manner. The significance of selective peptide transport may 

be to limit immunity to self-peptides. If the match between HLA-B27 and TAP specificity is too good, it may 

contribute to the increased incidence of autoimmune disease associated with HLA- B27 ( 267 ). An effect of 

human TAP specificity in loading of peptides in viral infection has confirmed the biological significance of 

TAP specificity ( 274 ). TAP binding specificity also limited the repertoire of alloantigenic peptides presented 

by HLA-B27 ( 275 ). The importance of TAP proteins to antiviral immunity is shown by the fact that certain 

herpesviruses have targeted TAP1 function as a way to interfere with antigen presentation to CD8 + CTL. 

A herpes simplex virus (HSV) type 1 immediate early viral protein called ICP47 binds to TAP and inhibits 

its function, causing reduced expression of new class I MHC molecules on the cell surface and inability to 

present viral or other antigens with class I MHC molecules ( 276 , 277 and 278 ). As a way to evade immune 

surveillance, this strategy could contribute to viral persistence in chronic infection and viral activation in 

recurrent disease, as frequently occurs with HSV-1 and HSV-2. These findings also raise the possibility of 

making a live attenuated ICP47-defective HSV vaccine that would be more immunogenic than natural 

infection. 



Transport Pathways Leading to Class II Major Histocompatibility Complex Presentation Unlike the 

class I MHC pathway, which delivers peptides to MHC, the class II MHC pathway transports MHC 

molecules to the endosomal compartment, where antigenic peptides are produced. During transport, the 

peptide-binding groove must be kept free of endogenous peptides. The cell uses one protein, called 

invariant chain [and its processed fragment, class II-associated chain peptide (CLIP)], to block the binding 

site until needed and another protein, HLA-DM, to facilitate release of CLIP peptides and their exchange 

for antigenic peptides as they become available. Class II MHC molecules assemble in the endoplasmic 

reticulum, where a and ß chains form a complex with invariant chain ( 279 , 280 and 281 ). Invariant chain 

binds MHC and blocks the peptide-binding groove, so that endogenous peptides transported into the 

endoplasmic reticulum, for example by TAP, cannot bind ( 280 , 282 , 283 , 284 , 285 , 286 and 287 ). The 

complex of a, ß, and invariant chains, consisting of nine polypeptide chains in all ( 288 ), is transported via 

the Golgi apparatus and directed by signals on invariant chain into endosome/lysosome–like vesicles 

called class II MHC compartments. The compartments contain acid-activated proteases capable of 

digesting foreign proteins into antigenic peptides. In addition, they degrade invariant chain to CLIP, which 

corresponds to amino acids 80 to 103. As long as CLIP remains in the binding groove, antigenic peptides 

cannot bind, and so the rate of CLIP release limits the capacity of MHC to take up antigenic peptides. 

Peptide loading can be measured by its effect on MHC structure. When a class II MHC molecule binds a 

peptide, it changes conformation, and certain monoclonal antibodies are specific for the peptide-bound 

conformation ( 289 ). Also, the a-ß complex becomes more stable after peptide binding, which can be 

detected by running the MHC on an SDS gel without boiling. The peptide-bound form runs on gels as a 

large a-ßdimer, whereas MHC without peptides (but still bound to CLIP) is unstable under these conditions 

and falls apart to yield a and ß chain monomers on SDS gels ( 290 ). Mutant cell lines have been generated 

with a deletion between HLA-DP and HLA-DQ genes on chromosome 6 ( 289 , 291 , 292 and 293 ). These 

cells express normal levels of class II MHC structural proteins, HLA-DQ, and HLA-DR but fail to present 

protein antigens ( 293 ). Some of their class II MHC proteins appear on the cell surface, but more are 

retained in the class II MHC compartments. Biochemically, they still contain CLIP peptides ( 294 ), rather 

than peptide antigens, and they have not achieved the conformation ( 289 ) or SDS stability of 

peptide-binding class II MHCs ( 295 ). The defect was discovered to result from loss of either of the two 

chains of a class II molecule, HLA-DM, and the phenotype can be corrected by adding back the missing 

gene ( 296 ). In the presence of normal HLA-DM, MHC releases CLIP and binds antigenic peptides for 

presentation to T cells. The importance of HLA-DM function for T-cell help in vivo was studied in H2-DM 

knockout mice ( 297 ). These mice have reduced numbers of T cells, their class II MHC molecules reach 

the cell surface bearing high levels of CLIP peptide, and their B cells are unable to present certain 

antigens, such as ovalbumin, to T cells. When H2-DM knockout mice were immunized with 4-hydroxy 

5-nitrophenyl acetyl ovalbumin, specific immunoglobulin G antibodies were reduced 20-fold, in comparison 

to the wild type. Germinal center formation and class switching were greatly reduced, and affinity 

maturation was not observed. The phenotype was more pronounced for some MHC types, such as IA b, 

than for others, such as IA k. Because of tighter binding of CLIP peptides, these MHC types may be more 



dependent on H2-DM to maintain empty class II MHC molecules in a peptide-receptive state. In vitro 

studies with purified class II MHC molecules and biotin-labeled peptides have shown that HLA-DM can 

accelerate loading of exogenous peptides into HLA-DR binding sites ( 298 , 299 ). For example, loading of 

myelin basic protein fragment 90-102 was accomplished in 9 minutes with HLA-DM, as opposed to 60 

minutes without it ( Table 5). Other peptides were also loaded at the same rate, which suggests that the 

rate-limiting step was the same for each: removal of CLIP peptides to expose the peptide binding sites on 

HLA-DR. The kinetic effect was optimal between pH 4.5 and pH 5.8, which is typical of the 

endosomal/lysosomal compartment in which HLA-DM operates. HLA-DM did not affect the affinity, as 

measured by half maximal binding, but it had a marked effect on the kinetics of binding. 

 
TABLE 5. Effect of HLA-DM on peptide on rates and off rates for binding to HLA-DR1

Conversely, when biotinylated peptides were allowed to saturate HLA-DR binding sites overnight and then 

free peptides were removed, the “off rate” could be measured over time ( 298 , 299 ). As shown in Table 5, 

the “off” rate for different peptides could be compared in the absence or presence of HLA-DM. The half-life 

for CLIP peptides was reduced from 11 hours to 20 minutes by the addition of HLA-DM. This could explain 

the enhanced loading of all other peptides, inasmuch as they must wait for CLIP to come off. In the case 

of antigenic peptides, myelin basic protein 90-112 was released 80-fold faster in the presence of DM than 

in its absence. However, another peptide, influenza hemagglutinin 307-319, was not affected at all. The 

differential effect on these antigenic peptides suggests that HLA-DM can serve a potential role in editing 

which peptides stay on MHC long enough to be presented and which are removed ( 298 ). By releasing 

myelin basic protein preferentially and not the hemagglutinin peptide, HLA-DM would favor the stable MHC 

binding and presentation of hemagglutinin peptides over myelin basic protein peptides. The affinity of each 

peptide is determined by the fit between peptide and MHC groove, not by HLA-DM. However, HLA-DM 

can amplify the impact of the difference in affinity (i.e., signal-to-noise ratio), by facilitating release of 

low-affinity peptides and allowing the high-affinity ones to remain. This editing function could have an 

important effect on which peptides get presented and elicit a T-cell response and which do not. HLA-DM 



could contribute to immunodominance of a peptide-binding MHC with high affinity, by releasing its lower 

affinity competitors. Alternatively, HLA-DM could contribute to self-tolerance by releasing self-peptides of 

low affinity before they could stimulate self-reactive T cells. 

Major Histocompatibility Complex Binding and Assembly of a Stable Major Histocompatibility 

Complex/Peptide Complex 

Antigen Interaction with Major Histocompatibility Complex Molecules Perhaps the most selective 

step a potential antigenic site must pass is to bind with sufficiently high affinity to an appropriate MHC 

molecule. The response of T cells to antigens on APCs or target cells provided a number of hints that 

antigen interacts directly with MHC molecules of the APCs. First, inheritable genes coding for immune 

responsiveness to a specific antigen are tightly linked to the inheritance of genes for MHC-encoded cell 

surface molecules ( 102 , 141 ). Second, it became apparent that T-cell recognition of antigen is the step at 

which MHC restriction occurs ( 102 , 149 , 189 , 300 ). For example, in vitro T-cell responses to small protein 

and polypeptide antigens were found to parallel in vivo responses controlled by Ir genes, and T cells were 

exquisitely sensitive to differences in MHC antigens of the APC in all their antigen recognition functions. 

This observation in vitro made it possible to separate the MHC of the T cell from that of the APC. The 

T-cell response to antigenic determinants on each chain of insulin depended on the MHC antigens of the 

APC. This was particularly apparent when T cells from an (A × B)F1 animal responded to antigen 

presented by APCs of either the A or B parental MHC type ( 189 , 301 ). Neither parental APC stimulated an 

allogeneic response from (A × B)F1 T cells, and the response to antigen was now limited by the MHC of 

the APC. This ability of the APC to limit what could be presented to the T cells was termed determinant 

selection ( 189 , 301 ). It became obvious that even in a single (A × B)F1 animal, there exist distinct sets of 

antigen specific T cells that respond to each antigenic determinant only in association with type A or type B 

MHC ( 302 ). Experiments on the fine specificity of antigen-specific T-cell clones suggested that the MHC 

of the APC could influence the T-cell response in more subtle ways than just allowing or inhibiting it. 

Determinant selection implied that a given processed peptide should contain both a site for MHC 

interaction and a distinct functional site for T-cell receptor binding. Thus, a protein with multiple 

determinants could be processed into different peptides, each with a different MHC restriction, which is 

consistent with the independent Ir gene control of the response to each antigenic determinant on the same 

protein ( 151 ). For example, T-cell clones specific for myoglobin responded to different antigenic 

determinants on different peptide fragments of myoglobin ( 182 ): Those specific for one of the epitopes 

were always restricted to IA, whereas those specific for the other were always restricted to IE. The 

simplest interpretation was that each antigenic peptide contained an MHC association site for interacting 

with IA or IE. At the level of Ir genes, mouse strains lacking a functional IE molecule could respond to one 

of the sites only, and those with neither IA nor IE molecules capable of binding to any myoglobin peptide 

would be low responders to myoglobin. Evidence for a discrete MHC association site on peptide antigens 

came from studies with pigeon cytochrome c. The murine T-cell response to pigeon cytochrome c and its 

carboxy-terminal peptide ( 81 , 82 , 83 , 84 , 85 , 86 , 87 , 88 , 89 , 90 , 91 , 92 , 93 , 94 , 95 , 96 , 97 , 98 , 99 , 100 , 101 , 

102 , 103 and 104 ) depends on the IE molecules of the APCs ( 149 ). However, distinct structural sites on the 

synthetic peptide antigen appear to constitute two functional sites: an epitope site for binding to the T-cell 



receptor and an agretope site for interacting with the MHC molecule of the APC ( 149 , 166 , 167 and 168 ). 

Amino acid substitutions for Lys at position 99 on the peptide destroyed the ability to stimulate T-cell 

clones specific for the peptide, whereas the difference between Ala and a deletion at position 103 

determined T-cell stimulation in association with some MHC antigens but not others, independent of the 

T-cell fine specificity. In addition, immunizing with the peptides substituted at position 99 elicited new T-cell 

clones that responded to the substituted peptide but not to the original and showed the same pattern of 

genetic restriction, correlated with the residue at position 103, as the clones specific for the original 

peptide. These results implied that the substitutions at position 99 had not affected the MHC association 

site but independently altered the epitope site that interacts directly with the T-cell receptor. In contrast, 

position 103 was a probable subsite for MHC interaction, without altering the T-cell receptor binding site. It 

remained to be shown that MHC molecules without any other cell surface protein were sufficient for 

presentation of processed peptide antigens. This was demonstrated by Watts et al. ( 303 ), who showed 

that glass slides coated with lipid containing purified IA molecules could present an ovalbumin peptide to 

an ovalbumin-specific T-cell hybridoma. This result meant that no other special steps were required other 

than antigen processing and MHC association. Likewise, Walden et al. ( 304 ) specifically stimulated T-cell 

hybridomas with liposomes containing nothing but antigen and MHC molecules. Norcross et al. ( 305 ) 

transformed mouse L cells with the genes for the IA a and ß chains and converted the fibroblasts (which 

do not express their own class II MHC molecules) into IA-expressing cells. These cells were able to 

present several antigens to IA-restricted T-cell clones and hybridomas ( 305 ), and similar IE transfectants 

presented to IE-restricted T cells ( 182 ). Thus, whatever processing enzymes are required are already 

present in fibroblasts, and the only additional requirement for antigen-presenting function is the expression 

of IA or IE antigens. The planar membrane technique has been applied to determine the minimum number 

of MHC–antigen complexes per APC necessary to induce T-cell activation ( 306 ). After pulsing the 

presenting cells with antigen, the cells were studied for antigen-presenting activity, and some of the cells 

were lysed to produce a purified fraction containing MHC charged with antigenic peptides. These 

MHC/peptide complexes were used to reconstitute planar membranes, and their potency was compared 

to a reference MHC preparation pulsed with a high peptide concentration in vitro and presumed to be fully 

loaded. In this way, the relative peptide occupancy of MHC binding sites corresponding to any level of 

antigen presentation could be determined. For B cells and macrophages, the threshold of antigen loading 

necessary for triggering T cells was 0.2% of IE d molecules occupied by peptide, corresponding to about 

200 MHC/peptide complexes per presenting cell. For artificial presenting cells, such as L cells transfected 

with IE d, the threshold was 23 times greater, or 4.6% of MHC occupied by peptide. Similarly, when 

MHC/peptide binding was measured directly, using radiolabeled peptide to determine the minimum level of 

MHC/peptide complexes required for T-cell triggering, B cells were capable of presenting antigen with as 

few as 200 to 300 MHC/peptide complexes per cell ( 307 ). A similar number of peptide/class I MHC 

molecule complexes was reported to be required on a cell for recognition by CD8 + CTLs ( 308 ). These 

results explain how newly generated peptide antigens can bind enough MHC molecules to stimulate a 

T-cell response, even in the presence of competing cellular antigens, because a low level of MHC 

occupancy is sufficient. In addition, this threshold of presentation may explain how multivalent protein 



antigens, such as viral particles, with 100 to 200 protein copies each, can be over 10 3-fold more 

immunogenic than the same weight of protein monomers ( 309 , 310 and 311 ). Studies on the number of 

T-cell receptors needed for triggering, based on titrating peptide and recombinant soluble class I MHC 

molecules on plastic, suggested that interaction of three to five T-cell receptors with peptide/MHC 

complexes was sufficient, which was consistent with several T cells interacting with one APC ( 312 , 313 ). 

Biochemical evidence for the direct association between processed peptide and MHC molecules was 

demonstrated by competition between peptides for antigen presentation ( 195 , 314 , 315 , 316 and 317 ) and 

then more directly by equilibrium dialysis ( 318 ), molecular sieve chromatography ( 319 ), and affinity 

labeling ( 320 ). Equilibrium dialysis was performed by incubating detergent-solubilized class II MHC 

molecules with fluoresceinated or radioactive antigenic peptides, followed by dialysis against a large 

volume of buffer. Peptide can pass in or out of the dialysis bag, but the class II MHC molecules are 

trapped inside. In the absence of binding by class II MHC molecules, the labeled peptide would distribute 

itself equally between the inside and outside of the dialysis chamber. However, when the appropriate class 

II MHC molecules were added to the chamber, extra peptide molecules were retained inside it because of 

formation of a complex with class II MHC. In this way, direct binding of antigen and MHC was shown, and 

an affinity constant was determined ( 318 , 319 ). A second approach was to form the antigen/MHC complex 

over 48 hours, followed by rapid passage over a Sephadex G50 sizing column. The bound peptide came 

off the column early, because it is the size of class II MHC molecules (about 58 kDa), whereas free 

peptide was usually included in the column and eluted later, because it is only approximately 2 kDa ( 319 ). 

Peptide bound to specific and saturable sites on MHC. Competitive binding showed that different peptide 

antigens with the same MHC restriction bind to the same site on the class II MHC molecule ( 321 , 322 ). For 

example, Table 6 shows the results with peptide antigens that are known to be presented with IA or IE 

antigens of the d or k haplotype. Ovalbumin peptide 323-339, which is presented with IA d, also binds well 

to purified IA d, whereas nonradioactive peptide competes for the peptide-binding sites of the IA d 

molecule. Similarly, the other IA d-restricted peptide, myoglobin 106-118, competes with ovalbumin peptide 

323-339 for the same site. However, myoglobin 132-153, which is not restricted to IA d, does not compete 

for it but does compete for its own restriction element, IE d. Similarly, pigeon cytochrome c competes best 

for its restriction element IE k rather than IA k or IE d, which do not present cytochrome. Conversely, 

recombinant Eß genes have been used to map separate sites on a class II MHC molecule for binding to 

peptide antigen and to the T-cell receptor ( 323 ). 

 
TABLE 6. Correlation between MHC restriction and binding to MHC molecules



Through the use of these two biochemical methods, it has been possible to explain major losses of 

peptide antigenicity resulting from amino acid substitutions in terms of their adverse effect on epitope or 

agretope function. For example, the response of each of two ovalbumin-specific T-cell clones was 

mapped to peptide 325-335 by using a nested set of synthetic peptides. Five substitutions were made for 

each amino acid in the peptide, and each of the resulting 55 different peptides was tested for the ability to 

stimulate the clone ( 324 ). Presumably, the peptides that failed to stimulate could be defective at an 

epitope or an agretope functional site. In fact, only two amino acids (Val 327 and Ala 332) were essential 

for MHC interaction, and changes at either of these resulted in a loss of antigenicity for the clone. Seven 

other amino acids were critical for T-cell stimulation but did not affect MHC binding; thus, these must have 

been part of the functional epitope. Interestingly, certain substitutions for His 328, Ala 330, and Glu 333 

had effects on MHC binding, whereas others had effects on T-cell stimulation without affecting MHC 

binding. These amino acids might participate in both agretope and epitope functional sites, or, 

alternatively, the substitutions may affect the conformation of the peptide as it binds, thus indirectly 

affecting T-cell recognition ( 325 ) (see later discussion). The fact that substitutions at 9 of 11 amino acids 

could be tolerated without affecting MHC binding is consistent with the determinant selection hypothesis in 

that multiple antigenic peptides are capable of interacting with the same antigen binding site on the MHC 

molecule. Similarly, through the use of a T-cell clone specific for peptide 52-61 of hen egg lysozyme, 

substitutions at each amino acid were analyzed for the ability to bind to IA k and stimulate the clone ( 326 ). 

Substitutions at 4 of 11 amino acid residues had no effect, whereas substitutions at three positions 

resulted in reduced binding to IA k. Substitutions at the remaining three positions resulted in decreased 

T-cell stimulation without affecting MHC association. The epitope was very sensitive to substitutions, even 

conservative ones such as changing Leu 56 to Ile, norLeu, or Val. The results in both of these studies 

confirmed by competitive binding that the MHC molecule contains a single saturable site for peptide 

binding. This site must be capable of binding a broad range of antigenic peptides. In binding the MHC 

groove, antigenic peptides assume the extended conformation that exposes the epitope for recognition by 

the T-cell receptor. Although a full set of general principles explaining the specificity of antigen 

presentation and T cell recognition has not yet emerged, studies such as these, combined with 

complementary structural studies characterizing the antigen-interacting portions of MHC molecules ( 185 , 

223 , 224 , 323 , 327 , 328 , 329 , 330 , 331 , 332 , 333 and 334 ) (see Chapter 19) and of T-cell receptors ( 335 , 336 , 

337 , 338 , 339 , 340 and 341 ) (see Chapter 8) will ultimately lead to an understanding of these principles. One 

observation that came out of this type of structure–function study was that a single peptide can bind to a 

class II MHC molecule in more than one way and thus can be recognized by different T cells in different 

orientations or conformations ( 325 , 342 ). The same conclusion can be reached from an entirely different 

type of study, in which mutations are introduced into the MHC molecule. Mutations in the floor of the 

peptide-binding groove, which cannot directly interact with the T-cell receptor, can differentially affect 

recognition of a peptide by one clone and not another ( 343 , 344 and 345 ). In a particularly thoroughly 

studied case, it was clear that the quantitative level of peptide binding was not affected by the mutation; 

rather, the change in the floor of the groove imposed an altered conformation on the peptide that 

differentially affected recognition by different T cells ( 345 ). If indeed the T-cell receptor cannot detect the 



mutation in the MHC molecule except indirectly by its effect on the peptide conformation, then it must be 

concluded that different T cells have preferences for different conformations of the same peptide bound to 

(what appears to the T cell as) the same MHC molecule. Another general observation to come from this 

type of study is that substitution of amino acids often affects presentation by MHC and recognition by T 

cells through introduction of dominant negative interactions or interfering groups, whereas only a few 

residues are actually essential for peptide binding ( 346 ). Both for class II MHC binding ( 346 , 347 , 348 and 

349 ) and for class I MHC binding ( 350 ), most residues can be replaced with Ala or sometimes Pro without 

losing MHC binding, as long as a few critical residues are retained. Of course, T-cell recognition may 

require retention of other residues. If many of the amino acid side chains are not necessary for binding to 

the MHC molecule, then side chains of noncritical amino acids may be expected to occasionally interfere 

with binding, either directly or through an effect on conformation. That is exactly what was observed for a 

helper epitope from the HIV-1 envelope protein when a heteroclitic peptide—that is, one that stimulated 

the T cells at much lower concentrations than did the wild-type peptide—was obtained by replacing a 

negatively charged Glu with Ala or with Gln, which has the same size but no charge ( 346 ). An Asp, 

negatively charged but smaller, behaved like the Glu. Thus, this residue was not necessary for binding to 

the class II MHC molecule, but a negatively charged side chain interfered with binding to the MHC 

molecule as measured by competition studies. Information about residues that interfere with binding has 

allowed the refinement of sequence motifs for peptides binding to MHC molecules to permit more reliable 

prediction of binding ( 351 ) (see later discussion). This observation also provides a novel approach to 

make more potent vaccines by “epitope enhancement,” the process of modifying the internal sequence of 

epitopes to make them more potent—for example, by increasing affinity for an MHC molecule or T cell 

receptor—or able to induce more broadly cross-reactive T cells specific for multiple strains of a virus ( 352 , 

353 , 354 and 355 ). Proof of principle that this approach can make more potent peptide vaccines has been 

obtained ( 355 ). The modified “enhanced” helper T-cell epitope from the HIV-1 envelope protein described 

previously ( 346 ), with Ala substituted for Glu, was shown to be immunogenic at 10- to 100-fold lower 

doses for in vivo immunization than the wild-type HIV-1 peptide to induce a T-cell proliferative response 

specific for the wild-type peptide. Furthermore, when a peptide vaccine construct with this helper epitope 

coupled to a CTL epitope ( 356 , 357 ) was modified with the same Glu-to-Ala substitution, it was more 

potent at inducing CD8 + CTL specific for the CTL epitope than was the original vaccine construct, even 

though the CTL epitope was unchanged ( Fig. 10) ( 355 ). The increased potency of the vaccine construct 

was shown to result from improved class II MHC–restricted help by genetic mapping, through the use of 

congenic strains of mice expressing the same class I MHC molecule to present the CTL epitope and the 

same background genes but differing in class II MHC molecules ( 355 ). Thus, class II MHC–restricted help 

makes an enormous difference in induction of class I MHC–restricted CTL, and epitope enhancement can 

allow construction of more potent vaccines, providing greater protection against viral infection ( 358 ). 

Furthermore, the improved help was found to be qualitatively, not just quantitatively, different, skewed 

more toward Th1 cytokines ( 358 ). The mechanism was found to involve greater induction of CD40 ligand 

on the helper T cells, resulting in greater IL-12 production by the antigen-presenting dendritic cells, which 

in turn polarized the helper cells toward the Th1 phenotype ( 358 ). The dendritic cells conditioned with the 



helper T cells and the higher affinity peptide and then purified were also more effective at activating CD8 +

 CTL precursors in the absence of helper cells, supporting a mechanism of help mediated through 

activation of dendritic cells ( 359 , 360 and 361 ). This study showed also that such help was mediated 

primarily through up-regulation of IL-12 production and CD80 and CD86 expression on the dendritic cell ( 

358 ). Understanding this mechanism of epitope enhancement may contribute to the design of improved 

vaccines. 

 
FIG. 10. Enhancement of immunogenicity of a peptide vaccine for induction of class I major 

histocompatibility complex (MHC)–restricted cytotoxic T-lymphocytes by modification of the class II 

MHC–binding portion to increase CD4 + T-cell help. Peptide vaccine PCLUS3-18 IIIB contains a class II 

MHC–binding helper region, consisting of a cluster of overlapping determinants from the human 

immunodeficiency virus (HIV)–1 envelope protein, glycoprotein 160 (gp160), and a class I MHC–binding 

cytotoxic T cell (CTL) eptitope, P18 IIIB. Modification of the helper epitope to remove an adverse negative 

charge by replacement of a Glu with an Ala residue was shown to increase binding to the class II MHC 

molecule ( 346 ). Here, introduction of the same modification of the helper epitope, to produce 

PCLUS3(A)-18IIIB, is shown to greatly increase immunogenicity in vivo for induction of CTL to the class I 

MHC–binding P18IIIB portion. Immunization of A.AL mice with 5 nmol of either vaccine construct 

subcutaneously in Montanide ISA 51 adjuvant, and stimulation of resulting spleen cells with P18IIIB for 1 

week in culture, resulted in 33-fold more lytic units for lysing targets coated with P18IIIB when mice were 

immunized with the modified second-generation vaccine than when they were immunized with the original 

construct with the natural sequence. Thus, class II MHC–restricted CD4 + T-cell help has a major impact 

on induction of class I MHC–restricted CTL, and this process of “epitope enhancement” can be used to 

make vaccines more potent than the natural viral antigens. Targets: BALB/c 3T3 fibroblasts with P18IIIB ( 

solid lines) or no peptide ( dashed lines). (Modified from Ahlers et al. ( 355 ), with permission.)

Similar epitope enhancement has been carried out for class I MHC–binding viral or tumor peptides as well 

( 362 , 363 and 364 ) and, in one case, has been found to result in greater clinical efficacy of a melanoma 



vaccine used for human immunotherapy ( 365 ). These results emphasize the importance of affinity for 

MHC molecules in vaccine efficacy ( 366 ) and suggest that rational design of vaccines with higher affinity 

epitopes may produce more effective second-generation vaccines ( 367 , 368 ). To that end, the discovery of 

sequence motifs predicting MHC molecule binding and the development of bioinformatics strategies to 

predict peptide affinity have proved a great impetus to the field ( 369 ). In the case of class I MHC 

molecules, results defining sequence-binding motifs generalize the conclusion that only a few critical 

“anchor” residues determine the specificity of binding to the MHC molecule ( Table 7) ( 234 , 350 , 370 , 371 , 

372 , 373 and 374 ). These motifs were defined (a) by a detailed study of one peptide/MHC system ( 372 ), (b) 

by sequencing the mixture of natural peptides eluted from a class I MHC molecule and finding that at 

certain positions in the sequence the same residue was shared by most of the peptides ( 370 ), and (c) by 

separating and sequencing individual natural peptides eluted from a class I MHC molecule and finding a 

conserved residue at certain positions ( 371 ). These two studies also yielded the important observation that 

the natural peptides eluted from class I MHC molecules were all about the same length, eight or nine 

residues, and this was confirmed for a much larger collection of peptides eluted from HLA-A2 and 

analyzed by tandem mass spectrometry ( 373 ). This finding was consistent with other studies 

demonstrating that a minimal nonapeptide was many orders of magnitude more potent than longer 

peptides in presentation by class I MHC molecules to T cells ( 375 , 376 ). This conservation of length was 

critical to the success of the approach of sequencing mixtures of peptides eluted from a class I MHC 

molecule ( 370 ), because such a method requires that the conserved anchor residues all be at the same 

distance from the N-terminal. The fact that Falk et al. ( 370 ) could find a single amino acid at certain 

positions, such as a Tyr at position 2 in peptides eluted from K d, implies not only that most or all of the 

peptides bound to K d had a Tyr that could be aligned but also that the peptides were already aligned as 

bound to the MHC molecule, each one having just one residue N-terminal to the Tyr. This result implies 

that the position of the N-terminal residue is fixed in the MHC molecule. It is this fact that has made the 

identification of motifs for binding to class I MHC molecules much more straightforward than finding motifs 

for binding class II MHC molecules. 

 
TABLE 7. Examples of motifs for peptides binding to class I and II MHC molecules



This conclusion has been not only confirmed but also explained by the x-ray crystallographic data on class 

I MHC/peptide complexes ( 330 , 331 and 332 ). It appears that both the N-terminal a amino group and the 

C-terminal carboxyl group are fixed in pockets at either end of the MHC groove, independent of which 

amino acids are occupying those positions, and that the rest of the peptide spans these fixed points in a 

more or less extended conformation. The minimum length that can span the distance between these 

pockets is 8 residues, but 9 or 10 residues can be accommodated with a slight bulge or ß turn in the 

middle of the peptide, which explains the narrow restriction on length. Between these ends, one or two 

pockets in the groove can accommodate the side chain of an amino acid, usually either at position 2 

binding in the B pocket or at position 5 binding in the C pocket, depending on the particular MHC 

molecule. In addition, the side chain of the C-terminal residue serves as an anchor in the F pocket at the 

end of the groove. These residues that fit into pockets correspond exactly to the “anchor” residues, at 

position 2 or 5 and position 8, 9, or 10, defined by the sequence motifs, and appear to be the primary 

determinants of specificity for peptide binding, inasmuch as the rest of the interactions are largely with 

peptide backbone atoms, including the a amino and carboxyl groups, and therefore do not contribute to 

sequence specificity. This finding can explain both the breadth of peptides that can bind to a single MHC 

molecule, because most of the binding involves only backbone atoms common to all peptides, and the 

exquisite specificity of binding, determined by the anchor residues, that accounts for the Ir gene control of 

responsiveness. In contrast, when natural self-peptides were eluted from class II MHC molecules ( 222 , 377

 ), the lengths were much more variable, ranging from 13 to 18 residues, and several variants of the same 

peptide were found with different lengths of extra sequence at one end or the other (“ragged ends”). This 

finding suggested that both ends of the peptide-binding groove of class II MHC molecules are open, in 

contrast to class I, so that additional lengths of peptide can hang out either side, and trimming does not 

have to be precise. However, a corollary is that the peptides eluted from class II MHC molecules would not 

be aligned in a motif starting from the exact amino-terminal residue, and that was indeed what was found. 

Although a moderately conserved motif was found in some of the peptides eluted from the murine class II 

MHC molecule IA d, which is consistent with the motif defined on the basis of known antigenic peptides 

binding to IA d ( 378 ), the motif was neither so clearly defined nor so highly conserved as in the class I 

case, and aligning of sequences was necessary to identify a core motif of about nine amino acid residues ( 

377 ). Subsequently, a number of motifs for peptides binding to human class II MHC molecules have been 

defined ( 234 , 379 , 380 , 381 , 382 , 383 and 384 ). Unlike peptides eluted from class I MHC grooves, these 

class II MHC binding peptides may locate the core binding motif at various distances from the amino or 

carboxy end of the peptide. The crystal structure of a peptide bound to a human class II MHC molecule, 

DR1, revealed that, indeed, the ends of the groove are open and the peptide can extend beyond the 

groove in either direction ( 224 , 385 ). In addition, the more broadly defined class II MHC motifs in Table 7 

can be explained by less stringent requirements for amino acid side chains to interact with binding pockets 

in class II. In general, the class II MHC binding pockets are shallower than those of class I, and a selected 

peptide derives less binding energy from each pocket. In fact, the pockets form fewer H bonds with the 

peptide side chains, and more H bonds are directed at the peptide backbone, allowing a variety of different 

peptides to bind. Rather than requiring a specific amino acid at each position, the shallow binding pockets 



of MHC class II tend to exclude peptides on the basis of unfavorable interactions, such as side chains too 

large to fit the binding pocket. Even one amino acid side chain that binds strongly to an MHC pocket is 

sufficient to anchor the peptide to MHC class II and set the frame for the interaction of the rest of the 

peptide with the MHC groove. For example, binding of three peptides to the class II MHC molecules IA in 

mice or HLA-DQ in humans are shown in Fig. 11. The first residue of the peptide motif is designated P1, 

the next is P2, and so on. The a helical walls and ß sheet floor of the class II MHC groove ( Chapter 19) 

are peeled away to reveal the peptide backbone and side chains in relation to MHC binding pockets. For 

the ovalbumin peptide Ova 
323-329

 binding to IA d, residues P1, P4, and P9 all point down into the binding 

pockets ( 386 ). The best fit is between Val 327 and the P4 pocket, which creates mainly hydrophobic 

interactions with MHC and serves as the anchor residue. Residues P5 (His 328) and P8 (His 331) project 

upward for binding to the T-cell receptor. The shallow P4 pocket can tolerate only small hydrophobic side 

chains, such as Val, and that dictates which peptides can bind in it. The other MHC pockets, P1 and P9, 

accommodate many different residues, so they have little effect on which peptides can be presented by IA 

d. 

 
FIG. 11. Interaction of peptides with the binding groove of major histocompatibility complex (MHC) class II, 

as determined by x-ray crystallography. Anchor residue side chains (solid) fill binding pockets (stripped) to 

a greater or lesser extent, supplemented by H-bonds to the peptide backbone. Examples include IA d with 

ovalbumin peptide 323-334 ( top) ( 386 ), IA k with hen egg lysozyme 52-60 ( middle) ( 387 ), and human 

leukocyte antigen–DR3 with class II-associated invariant chain peptide ( bottom) ( 388 ).

For hen egg lysozyme peptide HEL 
50-62

 binding to IA k, interactions with MHC are observed for P1, P4, 



P6, and P9 ( 387 ). The P1 interaction is very different from IA d, inasmuch as the P1 pocket is a perfect fit 

for Asp and has an arginine at the end of the tunnel to neutralize charge. This structure explains why 

nearly all peptides presented by IA k must have Asp at this position. In contrast, the P4 and P9 pockets 

are partially filled and tolerate a number of different side chains at these positions. The P6 pocket requires 

a Glu or Gln, even though the MHC residues deep in the pocket are acidic. It is presumed that one of the 

Glu residues must be protonated to allow Glu binding at this position. This arrangement of the peptide 

leaves P2, P5, and P8 exposed to solvent in the crystal structure and to the T-cell receptor during antigen 

presentation. For the CLIP peptide binding to HLA-DR3, deep pockets at P1 and P9 are more fully 

occupied by the peptide side chains ( 388 ). pH-Dependent binding is important, because CLIP must be 

stable at neutral pH and unstable at acid pH in the presence of HLA-DM in order to perform its function. 

On the basis of affinity for MHC, these interactions explain the peptide-binding motifs for class II MHC that 

select which peptides can be presented to T cells. In addition, these interactions orient the peptide in the 

MHC groove and determine which residues are accessible for recognition by the T-cell receptor. 

T-Cell Receptor Recognition The last hurdle that a potential antigenic determinant must surmount is 

recognition by a T-cell receptor within the repertoire of the individual responding. This repertoire may be 

limited by the availability of combinations of V, D, and J genes in the genome that can combine to form an 

appropriate receptor, in view of the lack of somatic hypermutation in T-cell receptors in contrast to 

antibodies ( 337 , 389 ), and then by self-tolerance, as mediated by thymic or peripheral negative selection, 

or by limits on the repertoire that is positively selected in the thymus on existing self-peptide/MHC 

complexes. The available repertoire may also be influenced by prior exposure to cross-reactive antigens. 

In general, however, it has been hard to find holes in the repertoire ( 390 ). Furthermore, when T-cell 

receptor repertoires of mice and humans were compared for peptides presented by HLA-A2.1, they 

seemed to be capable of recognizing the same spectrum of peptides ( 391 ). Eleven peptides from hepatitis 

C virus proteins, each of which had a motif for binding to HLA-A2.1, were tested for recognition by CTL 

from HLA-A2.1 transgenic mice and human HLA-A2.1-positive patients infected with hepatitis C virus. The 

same four peptides that were recognized by the T cells from the mice were the ones recognized by the 

human T cells, whereas the others were not recognized well by either murine or human T cells. The 

selection of which peptides were recognized seemed to be determined by binding to the HLA-A2.1 

molecule, rather than by the availability of T cells. Thus, despite the differences in T-cell receptor genes in 

mice and humans, the repertoires are plastic enough that if a peptide passes the other three hurdles of 

processing, transport, and binding to MHC molecules, T cells can be elicited to respond to it in either 

species ( 391 ). On the other hand, there exists evidence that MHC binding is not the whole story. 

Schaeffer et al. ( 392 ) examined 14 overlapping peptides covering the sequence of staphylococcal 

nuclease with different class II MHC molecules, constituting 54 different peptide-MHC combinations. 

Clearly, MHC binding plays a major role because 12 of 13 immunogenic peptides were high or 

intermediate binders to MHC molecules, whereas only 1 of 37 poor binders were immunogenic. Of 

high-affinity binders, all five peptides were immunogenic. However, for intermediate affinity MHC-binding 

peptides, only 7 of 12 were immunogenic. Thus, MHC binding alone is not sufficient to ensure 

immunogenicity. The T-cell repertoire was one factor suggested that might limit the spectrum of 



immunogenic peptides. Indeed, examples for selection at the level of the T-cell receptor repertoire exist. A 

particularly elegant example described by Moudgil et al. ( 393 ) is one in which a peptide (46-61) of mouse 

lysozyme presented by IA k is recognized by T cells from CBA/J and B10.A mice, which express IA k and 

IE k, but not by T cells from B10.A(4R) mice, which express only IA k, even though the APC from 

B10.A(4R) mice can present the peptide to T cells from the other strains. T cells from the B10.A(4R) mice 

can respond to peptide 46-61 variants in which the C-terminal Arg is replaced by Ala, Leu, Phe, Asn, or 

Lys, which indicates that the C-terminal Arg is hindering recognition but not binding by IA k and, in this 

case, is not processing because the B10.A(4R) APC can present the peptide. It appears that the 

hindrance interferes with recognition by T-cell receptors available in B10.A(4R) mice but not T-cell 

receptors available in B10.A, CBA/J, or [B10.A(4R) × CBA/J]F1 mice. Because the B10.A mice are 

congenic with the B10.A(4R) mice, the difference is not one of non–MHC-linked genes such as T-cell 

receptor structural genes or non-MHC self-antigens producing self-tolerance. Furthermore, because the 

F1 mice respond, the difference is not due to a hole in the repertoire produced by a self-antigen of the 

B10.A(4R) mice. It was concluded that the CBA/J and B10.A mice contain an additional repertoire, 

positively selected on IE k or possibly an H-2D/L class I molecule in which these strains differ, that can 

recognize peptide 46-61 despite the hindering Arg at the C-terminal. An alternative related explanation is 

that strains that express IE k or D k or D d/L d have an additional repertoire of T-cell receptors positively 

selected on IA k-presenting self-peptides from processing of these other MHC molecules in the thymus. 

This example illustrates a case in point that subtle differences in T-cell receptor, presumably caused in 

this case by positive selection, can lead to responsiveness or nonresponsiveness to a determinant that 

has already passed all of the three earlier hurdles (processing, transport, and MHC binding). Another 

elegant example of T-cell repertoire limitations on immunodominance comes from a study of mice 

deficient in LMP-2 and therefore unable to make immunoproteasomes. Whereas loss of 

immunodominance of one influenza epitope was shown to result from decreased production by 

constitutive proteasomes, reduced response to another normally immunodominant influenza epitope was 

found by T-cell adoptive transfer studies to result from an alteration in the T-cell repertoire, presumably 

because of altered processing of self-peptides in the thymus ( 247 ). As more is understood about the 

molecular basis of T-cell receptor recognition, with crystallographic data now available ( 340 , 341 , 394 ), it 

becomes possible to apply epitope enhancement in a rational way to the affinity of the peptide/MHC 

complex for the T-cell receptor, as was described for the peptide affinity for MHC molecules previously. 

Sequence modifications in the peptide that increase the affinity for the T-cell receptor were shown to be 

more effective at expanding in vivo the T cells specific for tumor antigens ( 395 , 396 and 397 ). Most of these 

modifications were found empirically, but a systematic study of substitutions throughout a number of 

peptides revealed a pattern in which peptides with conservative substitutions at positions 3, 5, or 7 were 

most likely to yield increased T-cell receptor affinity, which narrows the candidate list of peptides that 

require empirical screening ( 398 ). This strategy provides a second type of epitope enhancement, derived 

from basic immunological principles, to produce more effective vaccines. 

Epitope Mapping Precise mapping of antigenic sites recognized by T cells was made possible by the fact 

that T cells would respond to peptide fragments of the antigen when they contain a complete antigenic 



determinant. A series of overlapping peptides can be used to walk along the protein sequence and find the 

antigenic site. Then, by truncating the peptide at either end, the minimum antigenic peptide can be 

determined. For example, in the case of myoglobin, a critical amino acid residue, such as Glu 109 or Lys 

140, was found by comparing the sequences of stimulatory and nonstimulatory myoglobin variants and 

large cyanogen bromide cleavage fragments ( 183 ), and then a series of truncated peptides containing the 

critical residue was synthesized with different overlapping lengths at either end ( 155 , 159 ). Because 

solid-phase peptide synthesis starts from a fixed carboxyl end and proceeds toward the amino end, it can 

be stopped at various positions to produce a nested series of peptides that vary in length at the amino 

end. Each peptide is then tested in the proliferation assay. In this way, it was found that two of the Glu 

109–specific T-cell clones responded to synthetic peptides 102-118 and 106-118 but not to peptide 

109-118 ( 159 ). One clone responded to peptide 108-118, whereas the other did not. Thus, the amino end 

of the peptide recognized by one clone was Ser 108, whereas the other clone required Phe 106, Ile 107, or 

both. Similar fine specificity differences have been observed with T-cell clones specific for the peptides 

52-61 and 74-96 of hen egg lysozyme ( 152 , 184 , 185 ), the peptide 323-339 of chicken ovalbumin ( 153 ), 

and the peptide 81-104 of pigeon cytochrome c ( 158 ): The epitopes recognized by several T-cell clones 

overlap but are distinct. In addition, nine T-cell clones recognized a second T-cell determinant in 

myoglobin located around Lys 140, and each one responded to the cyanogen bromide cleavage fragment 

132-153 ( 182 ). Further studies with a nested series of synthetic peptides (peptide 135-146 vs. 136-146 vs. 

137-146 and so forth) showed that the stimulatory sequence is contained in peptide 136-146, and 

additional studies with peptides trimmed at the carboxyl end with carboxypeptidases B and A showed that 

Lys 145 is necessary, but Tyr 146 is not, although it contributes to antigenic potency ( 155 ). What these 

studies and others demonstrated about epitopes recognized by T cells is that they are segmental 

determinants, contained on synthetic peptides consisting of no more than about 12 to 17 amino acid 

residues for class II MHC or 8 to 10 residues for class I MHC. Within this size, they must contain all the 

information necessary to survive processing within the APC, associate with the MHC antigen, and bind to 

the T-cell receptor. 

Mapping by Amino Acid Substitution and Effects of Altered Peptide Ligands Once an antigenic 

peptide is identified, the next step is to map key amino acid residues by making a series of variant 

peptides, each of which differs from the native sequence by a single amino acid substitution, as described 

previously in the section on MHC binding. One approach, an alanine scan, substitutes Ala for the natural 

amino acid at each position in the peptide or uses Ser or Gly to replace naturally occurring Ala. Ala is used 

because the side chain is only a methyl group, and so it replaces whatever functional side chain is present 

with the smallest one other than that of Gly, which is not used because of its effects on conformation. By 

this means, the investigator can determine whether the loss of the naturally occurring side chain affects 

function, without the introduction of a new side chain that might itself affect function. In general, each 

peptide has several amino acids where Ala substitution destroys antigenicity. Some of these correspond to 

contact residues for the T-cell receptor, whereas others are contact residues for MHC. In many cases, the 

MHC binding residues can be determined by testing the substituted peptides in a competitive MHC binding 

assay (discussed previously). The amino acid substitutions that knock out T-cell proliferation but not MHC 



binding are presumed to be in the epitope recognized by the T-cell receptor directly, and these can be 

studied with additional substitutions. For example, this technique was used to compare the residues 

interacting with the MHC molecule or T-cell receptor when the same HIV-1 V3 loop peptide P18 (residues 

308 to 322) was presented by three different MHC molecules: a human class I molecule, a murine class I 

molecule, and a murine class II molecule ( Fig. 12) ( 399 , 400 ). Interestingly, there was a striking 

concordance of function of several of the residues as presented by all three MHC molecules ( Fig. 12). For 

example, Pro and Phe interacted with the MHC in all three cases, and the same Val interacted with the 

T-cell receptor in all three cases. Also, the same Arg in the middle of the peptide interacted with both the 

murine class I and the murine class II molecules, and the C-terminal Ile was an anchor residue for both 

human and murine class I molecules ( 399 , 400 ). 

 
FIG. 12. Comparison of the major histocompatibility complex (MHC)–interacting (“agretopic”) and T-cell 

receptor interacting (“epitopic”) residues of the same HIV-1 envelope V3 loop peptide as it is presented by 

human class I, murine class I, and murine class II MHC molecules to CD8 + cytotoxic T cell (CTL) and 

CD4 + helper T cells. Shown is the sequence of the optimal binding portion of peptide P18 IIIB from the 

human immunodeficiency virus (HIV)–1 envelope protein V3 loop for each MHC molecule, in single-letter 

amino acid code. Arrows pointing up indicate residues determined to interact with the T-cell receptor, and 

arrows pointing down indicate residues determined to interact with the MHC molecule. Mapping of residue 

function for binding to the human class I MHC molecule HLA-A2.1 was described by Alexander-Miller et al. 

( 400 ), and binding to the murine class I MHC molecule H-2D d and the murine class II MHC molecule IA d 

was described Takeshita et al. ( 399 ). Note the common use of the Pro and Phe for binding all three MHC 

molecules and the use of the key Val residue for binding all the T-cell receptors. Also, both the murine 

MHC molecules use the central Arg residue as a contact residue, whereas both class I MHC molecules 



use the C-terminal Ile residue as an anchor residue. Thus, there is a surprising degree of concordance.

In the case of autoimmune T cells, these techniques have been used to study the number and variety of 

epitopes recognized by self-reactive T cells. In the nonobese diabetic mouse, the B chain of insulin is a 

major target of T cells recovered from pancreatic islet cells ( 401 ). Alanine scanning of B chain peptide 

9-23 revealed two patterns of T-cell recognition for the same peptide. Some T cells recognize peptide 

9-16; others respond to peptide 13-23. Each epitope appears to have distinct sites for MHC and T-cell 

receptor binding, even though they come from the same peptide chain. Similarly, in systemic lupus 

erythematosus, human T cells specific for the Sm antigen are narrowly restricted to a few epitopes that 

are found on a small group of proteins ( 402 ). On the Sm-B antigen, three epitopes were recognized. On 

Sm-D antigen, there were two. In each case, alanine scans showed that the same epitopes were 

recognized by distinct T-cell clones. These results are consistent with the hypotheses that the autoimmune 

response to insulin or to Sm antigen may be induced by abnormal exposure of a very few cryptic epitopes, 

or they may depend on selective loss of tolerance for a limited number of epitopes shared by a small 

subset of self-proteins. T-cell receptors may distinguish different chemical classes of amino acid side 

chains. An example of structural differences between amino acid side chains recognized by the T-cell 

receptor comes from an analysis of non–cross-reactive CTLs that distinguish homologous peptides from 

the V3 loop of different strains of HIV-1 envelope protein. The residue at position 8 in the minimal 

determinant was identified as a key “epitopic” T-cell receptor contact residue both in strain IIIB, which has 

a Val at this position, and in strain MN, which has a Tyr at this position ( 399 , 403 , 404 ). CTLs specific for 

strain IIIB do not recognize the MN sequence but do recognize peptides identical to MN except for the 

substitution of any aliphatic amino acid at that position, such as Val, Leu, or Ile ( 354 ). In contrast, CTLs 

specific for the MN strain do not recognize the IIIB sequence but do recognize the IIIB peptide if the Val at 

this position is replaced by a Tyr ( 403 ). Moreover, they recognize any MN variant in which the Tyr is 

replaced by another aromatic amino acid, such as Phe, Trp, or His ( 354 ). Thus, the two 

non–cross-reactive T-cell receptors recognize similar peptides but discriminate strongly between peptides 

with amino acids with aliphatic versus aromatic side chains. On the other hand, they do not distinguish 

strongly among different aliphatic residues or among different aromatic residues. Interestingly, however, in 

each category, the least active is the bulkiest member of the category, Ile and Trp, respectively, which 

suggests that these residues must fit into a pocket of limited size in the T-cell receptor. The interaction of 

peptide ligand with T-cell receptor can be studied by introducing single substitutions of conservative amino 

acids at these contact residues, such as Glu for Asp, Ser for Thr, or Gln for Asn. The T-cell receptor 

readily distinguishes among peptides with these minor differences at a single residue, and the results have 

been revealing. Depending on affinity for the T-cell receptor, closely related (altered) peptides can elicit 

very different responses in T cells. Thus, although a substituted peptide may be very weak or 

nonstimulatory by itself, it may nonetheless act as a partial agonist or even a strong antagonist of an 

ongoing T-cell response. Antagonistic peptides can be demonstrated by pulsing APCs with native peptide 

antigen first, so that competition for binding to MHC molecules is not measured, followed by pulsing with a 

10-fold or greater excess of the antagonist, before adding T cells. In the case of influenza hemagglutinin 

peptide 307-319 presented with HLA-DR1, peptide analogues such as Gln substituted for Asn 313 



inhibited the proliferation of a human T-cell clone, even though they did not stimulate the clone. Anergy 

was not induced, and the antagonist peptide had to be present throughout the culture to inhibit the 

response ( 405 , 406 ). Thus, lack of antagonist activity is another feature of the interaction between peptide 

(in complex with MHC molecule) and T-cell receptor that is required for the peptide to be a stimulatory 

antigenic determinant. Partial agonists were first demonstrated with the use of T-cell clones specific for an 

allelic form of murine hemoglobin. These T cells were from CE/J mice, which express the Hb s allele of 

mouse hemoglobin, after immunization with the Hb d allele. The minimum antigenic peptide corresponds 

to amino acids 67 to 76 of the Hb d sequence and differs from Hb s at positions 72, 73, and 76 ( 407 ). 

Peptides substituted at each residue from amino acids 69 to 76 were tested for T-cell proliferation and 

cytokine release. Some substitutions, such as Gln for Asn at position 72, blocked T-cell stimulation 

completely in both assays. Other substituted peptides, such as Asp for Glu at position 73, lost T-cell 

proliferation but still stimulated IL-4 release, and these are considered partial agonists ( Fig. 13) ( 408 ). 

Lack of stimulation was not caused by failure to bind MHC, inasmuch as both substituted peptides gave 

reasonable binding in a competitive binding assay ( 409 ). Similar alteration of cytokine profile by altering 

the peptide ligand can be seen in other systems ( 406 , 410 , 411 ). 

 
FIG. 13. Differential effect of altered peptide ligands on the response to peptide 64-76 from hemoglobin. 

A: Proliferative response of a T-cell line incubated with antigen-presenting cells and the natural 

hemoglobin (64-76) peptide or with peptides substituted at positions 72, 73, and 76. B: Interleukin-4 

release by the T-cell line under the same conditions. The peptide substituted with Asp for Glu at position 

73 is unable to induce T-cell proliferation, but it can still induce production of interleukin-4, and so it is a 

partial agonist. In contrast, substitution of Gln for Asn at position 72 knocks out both responses equally. 

Modified from Evavold and Allen ( 408 ), with permission.



For one of the hemoglobin 64-76–specific T-cell clones, PL.17, substitutions at amino acid 70, 72, 73, or 

76 reduced antigenic potency by 1,000-fold or more, even though conservative amino acids were 

substituted. Although substitution of Ser for Ala 70 prevented T-cell stimulation in both assays, there was 

clearly some response to this peptide, inasmuch as it induced expression of the IL-2 receptor ( 412 ). In 

addition, once T cells were exposed to the Ser 70 peptide, they became unresponsive to subsequent 

exposure to the natural Hb d peptide. This phenomenon closely resembled T-cell anergy and persisted for 

a week or more. The Ser 70 substitution alters a contact residue of the peptide for the T-cell receptor of 

clone PL.17 and affects its affinity. Other T-cell clones, however, can respond to this peptide presented on 

the same MHC molecule (IE K). Other Hb d peptides substituted at this position, such as Met and Gly 70, 

also induced anergy but not proliferation, whereas nonconservative substitutions such as Phe, Asn, Asp, 

and His 70 induced neither ( 413 ). Another well-studied example is influenza hemagglutinin peptide 

306-318 as presented on human HLA-DR1. On the basis of the known crystal structure of the 

peptide/MHC complex ( 223 ), amino acid substitutions could be targeted to contact residues for the T-cell 

receptor, at positions 307, 309, 310, 312, 315, and 318 ( 414 ). At each position, nonconservative 

substitutions often rendered the peptide inactive, whereas conservative substitutions at several sites 

yielded either full antigenicity or progressively lower stimulatory activity, down to 1,000-fold less than native 

peptide while retaining the ability to induce anergy. For example, substituting His or Gly for Lys 307 yielded 

1,000-fold reduced stimulation of T-cell proliferation but full ability to induce tolerance. Similarly, 

substituting His for Lys 315 produced complete loss of stimulation but nearly full anergy-inducing activity. 

As before, induction of the IL-2 receptor (CD25) was a sign of T-cell activation by these altered peptide 

ligands, even when they did not induce proliferation. Unlike these peptides, the antagonists do not induce 

interleukin receptors or secretion, and they do not cause long-lasting tolerance. Overall, researchers have 

identified a number of altered peptide ligands that, in appropriate complexes with MHC molecules, induce 

anergy or act as antagonists of the T-cell receptor and block activation by agonist ligands by delivering an 

abortive signal ( 406 ). Several methods have been found to anergize T cells to a specific antigen for up to 

a week, and all have the common theme of delivering a partial signal through the T-cell receptor, which 

results in tolerance rather than stimulation. The first method was to expose the T cells to peptide plus 

APCs treated with the carbodiimide cross-linker ECDI ( 415 ). This treatment may prevent accessory 

molecules on the presenting cell from interacting with the T-cell receptor complex or co-stimulatory signals 

from contributing to T-cell activation. The second method was to present peptide on presenting cells with 

mutated IE molecules ( 416 , 417 ). The third method was to use altered peptide ligands that act as T-cell 

receptor antagonists as described previously ( 406 , 413 , 414 ). The final method was to block CD4 function 

with a monoclonal antibody, which would delay the recruitment of CD4 to the engaged T-cell receptor ( 418 

). Because generation of a complete stimulatory signal requires the interaction of the T-cell receptor and 

accessory molecules, modifications that affect either component can block signaling. An altered peptide 

ligand, with decreased affinity for the T-cell receptor, may form an unstable complex, which cannot stay 

together long enough to recruit accessory molecules and generate a complete signal ( 418 , 419 ). Altered 

peptide ligands with low affinity for the T-cell receptor can also act as partial agonists that can compete 



with optimal agonists and reduce T-cell stimulation through a similar mechanism (short dwell time of 

peptide/MHC complex on the T-cell receptor) ( 169 ). Abnormal T-cell receptor signaling can be 

demonstrated by following the activity of protein kinases. Normal signaling produces phosphorylation of 

T-cell receptor subunits, such as ? chain, as well as phosphorylation and activation of receptor-associated 

tyrosine kinases, such as ZAP70. These kinases generate the downstream signal needed for T-cell 

activation. However, in each case studied, partial antigen signaling resulted in ? chain phosphorylation 

without phosphorylation or activation of ZAP70 ( 413 , 417 , 418 ), and so downstream activation did not 

occur. This abnormal pattern occurred regardless of the method of anergy induction. Partial signaling may 

be important for T-cell survival during negative selection in the thymus or in maintaining peripheral 

tolerance. By responding to self-antigens as if they were altered ligands presented in the thymus, T cells 

can use anergy induction as a successful strategy for avoiding clonal deletion. Similarly, peripheral 

tolerance may be an important mechanism for preventing autoimmune disease. Immunotherapy with 

altered peptide ligands can be envisioned as a way to block an ongoing response or induce tolerance to a 

specific antigen, such as the synovium in arthritis, or foreign MHC antigens in allograft rejection. However, 

a potential pitfall is that different T cells recognize the same peptide differently, and so a peptide that is 

seen as an altered peptide ligand by some T-cell clones may be seen as a complete antigen by others. In 

addition, the choice of peptide would vary with MHC type. To be effective, an altered peptide ligand should 

antagonize or anergize polyclonal T cells and should work with each patient’s MHC type. A similar 

mechanism may be invoked to explain the generally weak immunogenicity of tumor antigens. According to 

this hypothesis, the only T cells capable of responding to self-antigens on tumors may have low-affinity 

receptors for them. In effect, the natural sequence is the altered ligand that induces tolerance. In some 

cases, this anergy can be overcome with modified peptides that have greater affinity for the T-cell receptor 

and induce a full stimulatory signal, resulting in an effective immune response to the tumor antigens ( 395 ), 

as described previously in the section on epitope enhancement. 

Prediction of T-Cell Epitopes

The fact that T cells recognize processed fragments of antigens presented by MHC molecules leads to the 

ironic situation that T-cell recognition of antigen, which is more complex than antibody recognition because 

of the ternary complex needed among T-cell receptor, antigen, and MHC molecule, may actually be 

focused on simpler structures of the antigen than those seen by most antibodies specific for native protein 

antigens. In contrast to the assembled topographic antigenic sites seen by many antibodies ( 44 , 45 ), T 

cells specific for processed antigens are limited to recognizing short segments of continuous sequence ( 

147 , 203 ). Therefore, the tertiary structure of the protein plays little if any role in the structure of the epitope 

recognized by T cells, except as it may influence processing. However, the structure of the T-cell antigenic 

site itself must be limited to primary (sequence) and secondary structure, the latter depending only on 

local rather than long-range interactions. This limitation greatly simplifies the problem of identifying 

structural properties important to T-cell recognition, because it is possible to deal with sequence 

information, which can be obtained from DNA without having a purified protein, and with the secondary 

structure implicit therein without having to obtain an x-ray crystallographic three-dimensional structure of 



the native protein, a much more difficult task.

Because the key feature necessary for a peptide to be recognized by T cells is its ability to bind to an MHC 

molecule, most approaches for predicting T-cell epitopes are based on predictions of binding to MHC 

molecules. These approaches, which have been reviewed ( 369 , 420 ), can be divided into those that focus 

on specific individual MHC molecules one at a time, such as motif-based methods, and those that concern 

general structural properties of peptide sequences. We discuss first the methods based on general 

properties and then those directed to individual MHC molecules.

The first structural feature of amino acid sequences found associated with T-cell epitopes that remains in 

use today is helical amphipathicity ( 197 , 421 , 422 , 423 and 424 ), which is statistically significant independent 

of the tendency to form a helix per se ( 422 ). Because the x-ray crystallographic structures of both class I ( 

330 , 331 and 332 , 425 ) and class II MHC molecules ( 223 , 388 ) have consistently shown peptides to be 

bound in extended, not a helical conformation, helicity per se has been abandoned as an associated 

structural feature of T-cell epitopes. However, as discussed later, there are other explanations of 

amphipathic structures that do not require the peptide to be bound to the MHC molecule as an a helix. 

Amphipathicity is the property of having hydrophobic and hydrophilic regions separated in space. It was 

observed that the immunodominant T-cell epitopes myoglobin and cytochrome c corresponded to 

amphipathic helices ( 155 , 159 , 426 ). To see whether this observation was true of immunodominant T-cell 

antigenic sites in other proteins as well, DeLisi and Berzofsky ( 421 ) developed an algorithm to search for 

segments of protein sequence that could fold as amphipathic helices. The approach was based on the 

idea that the hydrophobicity of the amino acids in the sequence must oscillate around an amphipathic 

helix. For the hydrophobic residues to line up on one side and the hydrophilic residues on the other, the 

periodicity of this oscillation must be approximately the same as the structural periodicity of the helix, 

about 100 degrees per turn (360 degrees/3.6 residues per turn) ( Fig. 14).

 
FIG. 14. Plot of hydrophobicity of each amino acid in sperm whale myoglobin 102-118, according to the 

scale of Fauchère and Pliska ( 488 ), as a function of amino acid sequence, showing least-squares fit of a 



sinusoidal function to the sequence of hydrophobicities from 107 to 117. From Berzofsky ( 150 ), with 

permission.

A microcomputer program implementing this analysis was published ( 424 ). Subsequently, Margalit et al. ( 

197 ) optimized the original approach ( 421 ), correctly identifying 18 of the 23 immunodominant helper T-cell 

antigenic sites from the 12 proteins in an expanded database ( p < 0.001) ( 197 ) ( Table 4). Indeed, when 

the database was expanded to twice and then four times its original size, the correlation remained highly 

significant, and the fraction of sites predicted remained relatively stable (34 of 48 sites = 71%, p < 0.003; 

61 of 92 sites = 66%, p < 0.001) ( 427 , 428 ). A similar correlation was found for 65% of peptides presented 

by class I MHC molecules ( 428 ). A primary sequence pattern found in a substantial number of T-cell 

epitopes by Rothbard and Taylor ( 429 ) was consistent with one turn of an amphipathic helix. Another 

approach, the “strip-of-the-helix” algorithm, that searches for helices with a hydrophobic strip down one 

face, found a correlation between amphipathic helices and determinants presented by both class II and 

class I MHC molecules ( 423 , 430 ).

Newer data suggest at least two explanations, not mutually exclusive, for this correlation in the absence of 

helical structure found in the peptides bound to MHC molecules ( 431 ). First, crystal structures of peptides 

bound to class II MHC molecules have revealed that the peptides are bound in an extended conformation, 

but with a -130-degree twist like that of a type II polyproline helix ( 223 , 388 ). The first such structure 

discovered, that of an influenza peptide bound to HLA-DR1 ( 223 ), was actually quite amphipathic because 

of this twist. Although the -130-degree twist is distinct from that of an a helix, it gives a periodicity similar 

enough to be detected. Second, it was observed that spacing of the anchor residues in the motifs for 

peptides binding to class I and II MHC molecules was consistent with the spacing of turns of an a helix: for 

example, at positions 2 and 9 (seven residues apart as in two turns of a helix) or at positions 5 and 9 

(spaced like one turn of a helix) ( 431 ). Because the anchor residues are most often hydrophobic, this 

pattern resulted in an amphipathic periodicity pattern like that of an amphipathic a helix for just the anchor 

residues alone, seen in the majority of motifs ( 431 ). Thus, if the other residues have a random pattern, the 

anchor residue spacing alone, which is enforced by the spacing of the pockets in the MHC molecules that 

bind these anchor residues, produces the amphipathic helical signal, even though the peptide is bound in 

an extended conformation. This amphipathic helical periodicity has held up as a correlate for peptides 

defined as T-cell epitopes ( 431 ) and has continued to be a useful predictive tool for identifying potential 

epitopes, successful in a number of studies, when it is not desirable to focus on individual MHC alleles or 

to find regions of high epitope density.

Other approaches to predicting T-cell epitopes are generally based on sequences found to bind to specific 

MHC molecules ( 369 , 420 ). The simplest approach is to apply standard sequence search algorithms to 

known protein sequences to locate motifs for peptides binding to particular MHC molecules, using 

collections of motifs identified in the literature ( 234 ). This approach showed early success for epitopes in 



proteins from Listeria monocytogenes ( 432 ) and malaria ( 433 ), but it also became apparent that only 

about 30% of sequences bearing motifs actually bound to the corresponding MHC molecules ( 432 , 434 , 

435 ). This discrepancy may relate to adverse interactions created by nonanchor residues ( 346 , 351 , 436 ) 

and could be overcome to some extent by generating extended motifs, taking into account the role of each 

residue in the sequence ( 351 , 436 ).

To determine whether regions of proteins with high densities of motifs for binding multiple MHC molecules 

could be located, Meister et al. ( 437 ) developed the algorithm, Epimer, which determined the density of 

motifs per length of sequence. A surprising result was that the motifs were not uniformly distributed, but 

clustered. This clustering may reflect the facts that many motifs are related and that the same anchor 

residues are shared by several motifs, perhaps because MHC molecules are also related and their 

variable segments that define some of the binding pockets are sometimes exchanged by gene conversion 

events ( 438 ). This hypothesis has been confirmed and extended by studies showing that each anchor 

pocket can be grouped into families of MHC molecules sharing similar pockets and, therefore, anchor 

residues; however, the families for the B, C, and F pockets do not coincide, and so there is a reassortment 

between pockets ( 439 , 440 ). These observations allow prediction of motifs for additional MHC molecules. 

In the case of HIV, the densities of motifs for class I MHC binding were anomalous at both the low and 

high ends of the spectrum ( 441 ). Clustering at the high end may result from anchor sharing and showed 

no correlation with conserved or variable regions of the sequence. However, at the low end, long stretches 

with low motif density occurred preferentially in variable regions, which suggests that the virus was 

mutating to escape the CTL immune system ( 441 ). This clustering may be useful in vaccine development, 

because identification of sequences containing overlapping motifs for multiple MHC molecules may define 

promiscuously presented peptides that would elicit responses in a broad segment of the population ( 437 ).

Another type of MHC allele–specific approach is the use of matrices defining the positive or negative 

contribution of each amino acid possible at each position in the sequence toward binding to an MHC 

molecule. A positive or negative value is assigned to each of the 20 possible amino acids that can occur at 

each position in a peptide sequence, and these are summed to give the estimated potential of that peptide 

for binding. The values in the matrix are derived either from experimental binding studies with peptide 

panels with single positions substituted with each possible amino acid ( 384 , 442 , 443 and 444 ) or from 

comparisons of peptides known to bind in a compilation of the literature, if the number known is sufficiently 

large ( 420 , 445 ). Davenport et al. ( 446 , 447 ) also developed a motif method based on Edman degradation 

sequencing of pooled peptides eluted from MHC molecules. All of these methods have had some success 

in predicting peptides binding to particular MHC molecules ( 420 ); however, they all require the assumption 

that each position in a peptide must be acting independently of its neighbors, which is a reasonable first 

approximation, but exceptions are known ( 448 ). The more experimental data that go into generating the 

matrix, the more reliable the predictions are. Therefore, the predictive success may be greater for some of 

the more common HLA molecules for which more data exist. This matrix approach has been used for both 

class I and class II MHC molecules.



A potentially very useful observation is the finding that HLA class I molecules can be grouped into families 

(HLA supertypes) that share similar binding motifs ( 383 , 442 , 449 , 450 ). The broader motifs that 

encompass several MHC molecules have been called supermotifs. For example, HLA-A*0301, 

HLA-A*1101, HLA-A*3101, HLA-A*3401, HLA-A*6601, HLA-A*6801, and HLA-A*7401 all belong to the 

HLA-A3 superfamily ( 449 ). A peptide that carries this supermotif should be active in a broader range of 

individuals than one that is presented by a single HLA molecule. Moreover, because several HLA 

supertypes have been defined, it should be possible to design a vaccine effective in a large fraction of the 

population with only a limited number of well-selected antigenic determinants ( 451 ).

Another approach for predicting peptides that bind to MHC molecules is based on free energy calculations 

of peptides docked into the groove of a known MHC structure, for which the crystallographic coordinates 

are known, or on structural modeling of the MHC molecule by homologous extension from another MHC 

molecule, when the crystal structure is not known, followed by peptide docking calculations ( 452 , 453 ). It is 

important to use free energy rather than energy, because the latter alone cannot find the most stable 

orientation of a side chain and cannot correctly rank-order different side chains at the same position. This 

approach correctly predicts the structure of several known peptide/MHC complexes when starting with the 

crystal structure of a different complex, in each case to within a 1.2- to 1.6-Å all-atom root mean square 

deviation ( 453 ). Using this structural modeling can allow extending motifs to nonanchor positions for cases 

in which only anchor residue motifs are known, and can allow one to predict new motifs for MHC 

molecules whose motifs have not yet been determined.

Yet another approach to predicting MHC binding sequences is to use a technique called threading that has 

been developed for predicting peptide secondary structure, based on threading a sequence through a 

series of known secondary structures and calculating the energies of each structure. Altuvia et al. ( 454 ) 

showed that threading could be applied to peptides in the groove of MHC molecules, because when 

several peptides that bind to the same MHC molecule are compared crystallographically, the 

conformations of the peptides are fairly similar, as, for example, in several peptides crystallized bound to 

HLA-A2.1 ( 425 ). In testing the threading approach, Altuvia et al. ( 454 ) showed that known antigenic 

peptides are highly ranked among all peptides in a given protein sequence, and the rank order of peptides 

in competitive binding studies could be correctly predicted. The advantage of this approach is that it is 

independent of known binding motifs and can identify peptides that bind despite lack of the common motif 

for the MHC molecule in question. It can also be used to rank a set of peptides all containing a known 

motif.

Finally, artificial neural networks can be trained on a set of peptides that bind to a given MHC molecule to 

recognize patterns present in binding peptides ( 455 ). When the predictions of the artificial neural network 

are tested, the results can be used to further train the network to improve the predictive capability in an 

iterative manner.



As all these methods are further developed and refined, they will allow accurate prediction of peptides that 

will bind to different MHC molecules and thus allow the design of vaccines without empirical binding 

studies until the end of the process. Furthermore, localization of clusters of adjacent or overlapping 

binding sequences in a short segment of protein sequence can also be useful for selecting sequences that 

will be broadly recognized.

RELATIONSHIP BETWEEN HELPER T-CELL EPITOPES AND B-CELL EPITOPES 

ON A COMPLEX PROTEIN ANTIGEN

As discussed, the factors that determine the location of antigenic sites for T cells and for B cells, with the 

possible exception of self-tolerance, are largely different. Indeed, if B cells (with their surface antibody) 

bind sites that tend to be especially exposed or protruding—sites that are also more accessible and 

susceptible to proteolytic enzymes—then there is reason to think that T cells may have a lower probability 

of being able to recognize these same sites, which may be more likely to be destroyed during processing. 

Certainly, assembled topographic sites are destroyed during processing. On the other hand, there are 

examples in which T cells and antibodies seem to recognize the same, or very closely overlapping, sites 

on a protein ( 38 , 155 , 182 , 456 , 457 /SUP>and 458 ), although fine specificity analysis usually indicates that the antibody and 

T-cell fine specificities are not identical. The question dealt with here is whether there are any functional or regulatory factors in T 

cell–B cell cooperation that would produce a relationship between helper T-cell specificity and B-cell specificity for the same protein 

antigen.

Early evidence that helper T cells might influence the specificity of the antibodies produced came from a number of studies showing 

that Ir genes, which appeared to act through effects of T-cell help, could influence the specificity of antibodies produced to a given 

antigen ( 151 , 459 , 460 , 461 , 462 , 463 , 464 , 465 and 466 ). It was hard to imagine how MHC-encoded Ir genes could determine which 

epitopes of a protein elicit antibodies, when such antibodies are generally not MHC restricted. One explanation suggested was that 

the Ir genes first select which helper T cells are activated, and these in turn influence which B cells, specific for particular epitopes, 

can be activated ( 105 ). Because, for cognate help, the B cell has to present the antigen in association with an MHC molecule to the 

helper T cell, the Ir gene control of antibody specificity must operate at least partly at this step by selecting which helper T cell can 

be activated by and help a given B cell. Conversely, if the helper T cell selects a subset of B cells to be activated on the basis of 

their antibody specificity, then there is a reciprocal interaction between T and B cells that influences each other’s specificity. 

Therefore, this hypothesis was called T–B reciprocity  ( 105 ). Steric constraints on the epitopes that could be used by helper T cells 

to help a B cell specific for another particular epitope of the same protein were also proposed by Sercarz et al. ( 467 ).

The concept was first tested by limiting the fine specificity of helper T cells to one or a few epitopes and then determining the effect 

on the specificities of antibodies produced in response to the whole molecule. This was accomplished by inducing T-cell tolerance 

to certain epitopes ( 468 ) and by using T cells from animals immune to peptide fragments of the protein ( 103 , 469 , 470 ). In each 

case, the limitation on the helper T-cell specificity repertoire influenced the repertoire of antibodies produced.

One purpose of the B-cell surface immunoglobulin is to take up the specific antigen with high affinity, which is then internalized by 

receptor-mediated endocytosis and processed like any other antigen ( 471 , 472 , 473 , 474 , 475 , 476 , 477 and 478 ). Therefore, it was 

proposed that the surface immunoglobulin, which acts as the receptor to mediate endocytosis, sterically influences the rate at which 

different parts of the antigen are processed, because what the B cell is processing is not free antigen but a monoclonal 

antibody–antigen immune complex ( 105 ). This concept presupposes that many antibody–antigen complexes are stable near pH 6 

in the endosome and that what matters is the kinetics of production of large fragments, rather than the products of complete 



digestion, when both the antigen and the antibody may be degraded to single amino acids. Such protection from proteolysis of 

antigen epitopes by bound antibody can be demonstrated at least in vitro ( 49 ). More recently, the effect of antigen-specific B-cell 

surface immunoglobulin on the fragments produced by proteolytic processing of antigen was elegantly demonstrated by Davidson 

and Watts ( 479 ). They showed that the pattern of fragmentation of tetanus toxoid, as measured by SDS–polyacrylamide gel 

electrophoresis, produced during processing by B lymphoblastoid clones specific for tetanus toxoid, varied among B-cell clones, 

depending on their specificity for different epitopes within the antigen. Binding to the antibody may also influence which fragments 

are shuttled to the surface and which are shunted into true lysosomes for total degradation. Thus, different B cells bearing different 

surface immunoglobulin would preferentially process the antigen differently to put more of some potential fragments than others on 

their surface, in contrast to nonspecific presenting cells that would process the antigen indifferently. By this mechanism, it was 

proposed that B-cell specificity leads to selective antigen presentation to helper T cells and therefore to selective help from T cells 

specific for some epitopes more than from T cells specific for others ( 105 )

To test this hypothesis, Ozaki and Berzofsky ( 104 ) made populations of B cells effectively monoclonal for purposes of antigen 

presentation by coating polyclonal B cells with a conjugate of monoclonal antimyoglobin coupled to anti–immunoglobulin M 

antibodies. B cells coated with one such conjugate presented myoglobin less well to one myoglobin-specific T-cell clone than to 

others. B cells coated with other conjugates presented myoglobin to this clone equally well as to other clones. Therefore, the 

limitation on myoglobin presentation by this B cell to this T-cell clone depended on the specificity of both the monoclonal antibody 

coating the B cell and the receptor of the T-cell clone. It happened in this case that both the monoclonal antibody and the T-cell 

clone were specific for the same or closely overlapping epitopes. Therefore, it appears that the site bound by the B-cell surface 

immunoglobulin is less well presented to T cells. This finding is also consistent with results of a study of chimeric proteins in which 

one or more copies of an ovalbumin helper T-cell determinant were inserted in different positions ( 480 ). Although the position of the 

ovalbumin determinants did not affect the antibody response to one epitope, the position did matter for antibody production to an 

epitope of the chimeric protein derived from insulin-like growth factor I. An ovalbumin determinant inserted distal to this epitope was 

much more effective in providing help than was one inserted adjacent to the same epitope, when both constructs were used as 

immunogens, even though both constructs elicited similar levels of ovalbumin-specific T-cell proliferation in the presence of 

nonspecific presenting cells in vitro, as a control for nonspecific effects of flanking residues on processing and presentation of the 

helper T-cell determinants. However, circumstantial evidence from the Ir gene studies mentioned previously suggests that T cells 

may preferentially help B cells that bind with some degree of proximity to the T-cell epitope, inasmuch as there was a correlation 

between T cell and antibody specificity for large fragments of protein antigens under Ir gene control ( 102 , 105 , 151 , 462 , 463 , 466 ). 

Therefore, antibodies may have both positive and negative selective effects on processing. Further studies on presentation of 

ß-galactosidase–monoclonal antibody complexes by nonspecific APCs suggest similar conclusions ( 481 , 482 ). Presumably, the 

conjugates are taken up via crystallized fragment (Fc) receptors on the presenting cells and processed differentially according to 

the site bound by the antibody, so that they are presented differentially to different T cell clones. Thus, non–B-presenting cells can 

be made to mimic specific B-presenting cells. This also suggests that circulating antibody may have a role in the selection of which 

T cells are activated in a subsequent exposure to antigen.

The issue of whether bound antibody enhanced or suppressed presentation of specific determinants to T cells was explored further 

by Watts and Lanzavecchia ( 483 ) and Simitsek et al. ( 484 ). They first found that a particular tetanus toxoid–specific Epstein-Barr 

virus–transformed human B-cell clone 11.3 failed to present the tetanus toxoid epitope 1174-1189 to specific T cells, whereas it 

presented another epitope as well as did other B cells, and another B-cell clone presented the 1174-1189 epitope well. Moreover, 

the free 11.3 antibody also inhibited presentation of this epitope to T cells at the same time that it enhanced presentation of other 

epitopes by Fc receptor–facilitated uptake ( 483 ). They subsequently found that the same 11.3 B cell and antibody actually 

enhanced presentation of another epitope of tetanus toxoid, 1273-1284, by about 10-fold, even though both epitopes were within 

the footprint of the antibody, as determined by protection from proteolytic digestion ( 484 ). The enhancement could be mediated 

also by free antibody as well as antibody fragments thereof, indicating that the mechanism did not involve Fc receptor–facilitated 

uptake. Furthermore, the 11.3 antibody had no effect on presentation of another determinant in the same tetanus toxoid C 

fragment, 947-967, that was not within the footprint of the antibody, and another antibody to the C fragment did not enhance 

presentation of 1273-1284. The authors concluded that the same antibody or surface immunoglobulin can protect two determinants 



from proteolysis but sterically hinder the binding of one to class II MHC molecules while facilitating the binding of the other ( 484 ). 

The facilitation may involve protection from degradation. This antibody-mediated enhancement of presentation of selected epitopes 

to helper T cells can greatly lower the threshold for induction of a T-cell response and may thereby elicit responses to otherwise 

subdominant epitopes. It can also contribute to epitope spreading: for example, in autoimmune disease, in which an initial response 

to one dominant determinant leads to a subsequent response to other subdominant determinants, perhaps by helping for antibody 

production, which in turn facilitates presentation of the other determinants.

Taken together, these results support the concept of T–B reciprocity in which helper T cells and B cells each influence the 

specificity of the other’s expressed repertoire ( 105 ). This mechanism may also provide an explanation for some of the cases in 

which Ir genes have been found to control antibody idiotype ( 485 , 486 ). These relationships probably play a significant role in 

regulating the fine specificity of immune response of both arms of the immune system. Therefore, they will also be of importance in 

the design of synthetic or recombinant fragment vaccines that incorporate both T and B cell epitopes to elicit an antibody response.
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HISTORICAL BACKGROUND

Cellular receptors for immunoglobulins were anticipated by the description of cytophilic 
antibodies of the immunoglobulin (Ig) G class, identified by Boyden and Sorkin in 1960 ( 
1 ). These antibodies conferred upon normal cells, like macrophages, the capacity to 
specifically absorb antigen. Using sheep red blood cells (RBCs) as the antigen resulted 
in rosette formation between the cytophilic anti–sheep RBC antibodies and 
macrophages and provided a convenient means of visualization of the binding of 
cytophilic antibodies with normal cells. Subsequent studies by Berken and Benacerraf ( 
2 ) suggested that the crystallized fragment (Fc) of the cytophilic antibody interacted with 
a cell surface receptor on macrophages. Similar studies on B-lymphocytes extended 
the generality of these receptors and led to the term Fc receptor (FcR) to denote the 
surface molecules on lymphoid and myeloid cells that are capable of interacting with the 
Fc of immunoglobulin molecules ( 3 ). Studies on IgE, IgM, and IgA demonstrated the 
existence of distinct receptors for those isotypes as well on various immune cell types. 
Detailed biochemical characterization of Fc receptors was inaugurated by the studies of 
Kulczycki et al. ( 4 ) on the high-affinity IgE FcR of mast cells, revealing a 



hetero-oligomeric aß? 2 subunit structure. A distinction between FcRs for the IgE and 

IgG isotypes emerged with the observation of the very high (10 10 M -1) binding affinity 
of IgE for its receptor in comparison with the low binding (10 6 M -1) of IgG1 to its 
receptor. This distinction led to the realization that the functional IgG1 ligand was 
exclusively in the form of an immune complex, whereas IgE binding occurred through 
monomer interaction with its receptor. This difference in binding affinity had significant 
functional implications for the structures of these receptors and mechanisms by which 
each isotype activated its target cell. Determination of the structure of these receptors 
was facilitated by their molecular cloning, beginning with the IgG FcRs ( 5 , 6 ), followed 
by the IgE FcR ( 7 ). Two distinct types of IgG receptors, differing in their 
transmembrane and cytoplasmic sequences, were identified, which thus offered a 
molecular explanation for the apparent contradictory activation and inhibitory activities 
attributed to IgG FcRs. The primary structure of the subunits of the high-affinity IgE FcR 
revealed homology in the ligand binding a subunit to its IgG counterparts. However, the 
extent of similarity between these receptors became apparent with the observation that 
the ? chain subunit was common to both IgG and IgE FcRs, providing both assembly 
and signaling functions to these activation receptors ( 8 , 9 ). This common structure 
suggested a functional link between immune complex diseases and allergic reactions, a 
prediction that was confirmed through mouse knockout studies of IgG FcRs ( 10 , 11 ). 
The FcRs, through their dependence on the immunoreceptor tyrosine-based activation 
motif (ITAM) pathway of cellular activation, belonged to the family of immunoreceptors 
that included the antigen receptors on B cells and T cells. Three-dimensional crystal 
structures have been solved for the low-affinity IgG FcRs ( 12 , 13 ) and the high-affinity 
IgE FcR ( 14 ), alone and in complex with their immunoglobulin ligands ( 15 , 16 ), further 
establishing the close structural link between these immunoglobulin receptors.

The functional roles of IgG FcRs were suggested by the distribution of these receptors 
on both lymphoid and myeloid cells ( 17 ). On myeloid cells, they were presumed to 
mediate effector cell activation, resulting in phagocytosis, antibody-dependent cellular 
cytotoxicity (ADCC) and release of inflammatory mediators. However, the well-known 
ability of the classical pathway of complement to generate activated fragments in 
response to immune complexes capable of inducing inflammatory responses by 
myeloid cells complicated the interpretation of the physiological role of IgG FcRs. Thus, 
the contribution of IgG FcRs to the mechanism of immune complex–mediated 
inflammation, as distinct from the role of complement, remained uncertain. Insight into 
this distinction was gained through the generation of mouse strains specifically deficient 
in either FcRs ( 10 , 18 , 19 ) or components of the classical complement pathway ( 20 ). 
Studies on immune complex–mediated inflammatory responses in these animals, such 
as the Arthus reaction, led to the realization that IgG FcRs and not the classical 
pathway of complement activation were the functional mediators of inflammatory 
responses triggered by immune complexes ( 21 , 22 ). The situation for IgE was less 
confounding, and the identification and characterization of a high-affinity receptor for 
this isotype on mast cells offered a plausible explanation for many of the inflammatory 
features of allergic reactions ( 23 ), validated later by mouse knockouts of this receptor. 
IgG immune complexes had also been observed to mediate suppression of B-cell 
responses; thus, the presence of an IgG FcR activity on B cells provided a possible, but 
uncharacterized, mechanism for this inhibitory activity. Molecular characterization of this 



inhibitory activity for the B-cell FcR, FcRIIB, resulted in the first detailed description of 
an inhibitory motif, now termed the immunoreceptor tyrosine-based inhibitory motif 
(ITIM) ( 24 , 25 ), and the signaling pathway by which it abrogates ITAM-triggered 
activation. The ITIM mechanism is now recognized as ubiquitous, and has resulted in 
the recognition of a large family of inhibitory receptors on immune cells that function to 
maintain proper thresholds for activation and abrogate activation responses to 
terminate an immune reaction ( 26 ).

FcRs are now recognized as central mediators of antibody-triggered responses, 
coupling the innate and adaptive immune responses in effector cell activation ( 27 ). In 
addition to these specialized roles, the IgG FcRs have served as an example of the 
emerging class of balanced immunoreceptors, in which activation and inhibition are 
tightly coupled in response to ligand binding. Perturbations in either arm of the 
response have been shown to lead to pathological consequences and have been taken 
as a paradigm of how these systems are likely to work for those paired 
immunoreceptors with unknown ligand-binding functions. The newly described roles for 
FcRs in maintaining peripheral tolerance, shaping the antibody repertoire, regulating 
antigen-presenting cell (APC) maturation, and promoting mast cell survival indicate the 
diversity of functions that these receptors possess and their central role in modulating 
both afferent and efferent responses in the immune response.

This chapter focuses primarily on the IgG and IgE FcRs, for which substantial data on 
their structure, function, regulation, and role in a variety of physiological and 
pathological conditions are now available. The similarity in structure and signaling 
between those receptors and other members of this family, such as the IgA FcR, is also 
discussed. Other immunoglobulin receptors with specialized functions in the transport of 
immunoglobulins, such as the FcRn ( 28 ) and the poly-Ig FcR ( 29 ), will be discussed 
elsewhere in this volume.

STRUCTURE AND EXPRESSION

Molecular Genetics

Two general classes of FcRs are now recognized: the activation receptors, 
characterized by the presence of a cytoplasmic ITAM sequence associated with the 
receptor, and the inhibitory receptor, characterized by the presence of an ITIM 
sequence. These two classes of receptors function in concert and are usually found 
coexpressed on the cell surface. Because activation and inhibitory receptors bind 
immunoglobulin with comparable affinity and specificity, coengagement of both 
signaling pathways is thus the rule, setting thresholds for and ultimately determining the 
physiological outcome of effector cell responses.

Subunit Composition FcRs are typically type I integral membrane glycoproteins 
consisting of, at the least, a ligand recognition a subunit that confers isotype specificity 
for the receptor. a subunits for IgG, IgE and IgA have been described [reviewed by 
Ravetch and Kinet ( 17 , 23 ) and Daëron ( 30 )]. These subunits typically consist of two 
extracellular domains of the immunoglobulin V type superfamily: a single 



transmembrane domain and a relatively short intracytoplasmic domain. In activation 
FcRs, a signaling subunit of the ? family is often found, resulting in an a? 2 complex. 
The inhibitory FcRIIB molecule, in contrast, is expressed as a single-chain receptor. 
The a subunits have apparent molecular weights of between 40 and 75 kDa and share 
significant amino acid sequence homology in their extracellular domains. Alternatively 
spliced forms of Fc?RIIB modify the intracytoplasmic domain of this molecule. For 
example, the B2 form lacks sequences that inhibit internalization and thus 
demonstrates enhanced internalization of immune complexes, in comparison with 
RIIB1. However, all the splice variants contain the ITIM motif, a necessary and sufficient 
domain for mediating inhibitory signaling. The conservation of this sequence in mice 
and humans, its presence in all splice variants, and the hyperresponsive phenotypes 
generated in mice deficient in this receptor all support inhibition as the central function 
of RIIB. The specific structures of the a subunits are shown in Fig. 1. The notable 
exceptions to the general structure just outlined are seen for the high-affinity Fc?RIa 
subunit, which has three extracellular domains; the activation Fc?RIIAa subunit, which 
does not require additional subunits for assembly or signaling; and the (GPI)–linked 
Fc?RIIIB, which attaches to the cell surface through a glycosyl-phosphatidylinositol 
linkage, rather than through a transmembrane domain. 

 
FIG. 1. Summary of FcR structures, expression patterns and in vivo functions. The 
immunoreceptor tyrosine-based activation motif (ITAM) signaling motif is indicated by 
the green rectangle; the immunoreceptor tyrosine-based inhibitor motif (ITIM) is 
indicated as a red rectangle. Alleles of FcRIIA and FcRIIIB and their binding properties 
are discussed in the text.

The ? subunit is found associated with activation IgG, IgE, and IgA FcRs, as well as 
with non-FcR molecules, such as paired immunoglobulin-like receptor A (PIR-A) and 
natural killer (NK) cell cytotoxicity receptors ( 31 , 32 and 33 ). It is required for assembly of 
the a subunits of these receptors by protecting these subunits from degradation in the 
endoplasmic reticulum. The ? chain is found as a disulfide linked homodimer, with a 
short extracellular domain containing the cysteine involved in dimerization, a 
transmembrane domain, and an intracytoplasmic domain containing the ITAM. An 
aspartic acid residue found in the transmembrane domain is often associated with a 
basic amino acid residue in the transmembrane domain of the a subunit. The ? subunit 
belongs to a gene family that includes the T-cell receptor–associated ? chain and the 
NK receptor DAP-10– and DAP-12–associated molecules ( 34 ). Fc?RIIIA can associate 
with the ? chain, resulting in the a? 2 complex found in human NK cells. A third subunit 
is found associated with the activation FcRs FceRI and Fc?RIII, the ß subunit. This 



33-kDa subunit has four transmembrane-spanning domains and amino and carboxy 
intracytoplasmic domains, belonging to the CD20 family of tetraspan molecules ( 23 ). An 
ITAM sequence is found in the intracytoplasmic carboxy domain. In mast cells and 
basophils, the ß chain assembles into an aß? 2 complex with the a chain belonging to 
either Fc?RIII or FceRI. Its presence is required for assembly of FceRI in rodents. In 
humans, however, a? 2 complexes of FceRI are found in monocytes, Langerhans cells, 
and dendritic cells, in addition to the aß? 2 complexes found in mast cells and 
basophils. The ITAM motif found in the ß subunit is not an autonomous activation 
sequence but functions as a signaling amplifier of the ITAM found in the ? subunits ( 35 

). 
Gene Organization, Linkage and Polymorphisms All a subunits share a common 
gene organization, which indicates that the evolution of this family of receptors resulted 
from gene duplication from a common ancestor ( 36 ). Sequence divergence then 
resulted in the acquisition of distinctive specificities for these related sequences. Most 
of the genes belonging to the FcR family are found on the long arm of chromosome 1, 
including the ? chain and the a chains of Fc?RI, Fc?RII, Fc?RIII, and FceRI ( 37 , 38 ). 
This region is syntenic with a comparable region on mouse chromosome 1; however, 
Fc?RIa is found on mouse chromosome 3. In humans, the a subunit of the IgA receptor 
is found on chromosome 19, and the ß subunit is on chromosome 11. The 
Fc?RII–Fc?RIII locus on chromosome 1 is further linked to a variety of lupus 
susceptibility genes found in that region, including the Sle1 cluster ( 39 ). A locus linked 
to atopy has been identified at 11q12–13 and further delineated polymorphisms of the ß 
chain (I181V and V183L) that are associated with a heightened risk of atopy. However, 
a direct functional association of these polymorphisms with the known biological 
activities of the ß chain has not been found ( 40 ). Polymorphisms in the a chains of the 
Fc?Rs have been described, most notably in Fc?RIIA and Fc?RIII; these 
polymorphisms result in differences in binding affinity to specific IgG subclasses ( 41 ). 
For example, a histidine at position 131 in Fc?RIIA results in higher affinity binding to 
IgG2 and IgG3 than does an arginine at that position. Similarly, Fc?RIIIA with valine at 
position 158 of the a chain has a higher binding affinity for IgG1 and 3 than does the 
polymorphic form with phenylalanine at that position. This polymorphism translates into 
a more robust ADCC response for the val/val haplotype in vitro and has been positively 
correlated with the degree of an in vivo response to a B cell–depleting, anti-CD20 
antibody ( 42 ). Four amino acids are polymorphic for Fc?RIIIB at positions 18, 47, 64, 
and 88, which contributes to the neutrophil antigen polymorphisms for this receptor. 
Several studies have attempted to link specific FcR polymorphisms to autoimmune 
diseases, specifically to systemic lupus erythematosus. Although linkage to this region 
of chromosome 1 is well established in a variety of autoimmune diseases, the specific 
allelic associations that have been reported are not conclusive or consistent throughout 
these studies. Rather, these linkages are more likely to be indicative of linkage 
disequilibrium with other genes in this locus, such as the inhibitory Fc?RIIB gene, for 
which functional evidence of a contribution to autoimmunity has been established in a 
variety of murine models. 
Species Comparisons Detailed comparisons between FcRs in mice and humans have 
revealed several notable differences in both structure and expression of these 
molecules. Whereas IgG and IgE FcRs are conserved in these species, IgA FcRs are 
not. To date, a murine homolog for the IgA FcR has not been identified. In general, the 



murine IgG FcRs are less complex than their human counterparts ( 36 ). For example, 
Fc?RI is encoded by a single gene in the mouse, in comparison with three genes in the 
human ( 38 ). Mice have only a single Fc?RII gene, the inhibitory Fc?RIIB molecule. Two 
additional genes, Fc?RIIA and C, are found in the human, which is notable because of 
their unusual single-chain activation structure ( 43 ). An analogous situation is found for 
Fc?RIII. A single gene, Fc?RIIIA, is found in the mouse, whereas two genes, Fc?RIIIA 
and Fc?RIIIB, are encoded in the human ( 44 ). As mentioned previously, Fc?RIIIB is 
unique among FcRs in being expressed as a GPI-anchored protein. Its expression is 
limited to human neutrophils, in comparison with Fc?RIIIA, which is expressed widely 
on cells of the myeloid lineage, such as macrophages, NK cells, mast cells, and 
dendritic cells. The genes for the IgE FcR are conserved in mice and humans. The 
difference that is observed relates to the requirement for the ß chain to achieve surface 
expression in mice, precluding the expression of the a? 2 complex ( 23 ). In humans, this 
form of the receptor is widely expressed on monocytes, Langerhans cells, and dendritic 
cells and is likely to be found on mast cells and basophils as well. This difference in 
FceRI subunit composition is likely to result in functional differences as well. Although 
these specific interspecies differences are important, the fundamental organization of 
the FcR system, with activation and inhibitory signaling through a shared ligand 
specificity coupled to opposing signaling pathways, is well conserved. Thus, 
conclusions regarding the function of this system in immunity by the analysis of murine 
models are relevant to an understanding of the role of these receptors to human 
immunity as well. 

Expression

FcRs are expressed widely on cells of the myeloid lineage, including monocytes, 
macrophages, dendritic cells, mast cells, basophils, neutrophils, eosinophils, and NK 
cells ( 17 , 30 ). In addition, B cells and follicular dendritic cells (FDCs) express the 
inhibitory FcRIIB receptor, whereas T cells are generally negative for FcR expression. 
The specific expression pattern for each receptor varies, and these patterns are 
summarized in Fig. 1. Because FcRs represent a balanced system of activation and 
inhibition, the general rule of coexpression of FcRs of these classes is maintained. B 
cells use the B-cell antigen receptor as the activation co-receptor for FcRIIB, whereas 
NK cells appear to utilize NK inhibitory receptors to modulate Fc?RIIIA activation. The 
decoy Fc?R, Fc?RIIIB, is expressed exclusively on human neutrophils, on which it 
functions to concentrate and focus immune complexes without directly triggering cell 
activation, perhaps also playing role in neutrophil recruitment ( 45 ). The 
Fc?RIIA–Fc?RIIB pair functions on neutrophils to modulate immune complex activation. 
FceRI can be modulated by Fc?RIIB, as demonstrated both in vitro and in vivo; mice 
deficient in Fc?RIIB display enhanced IgE-triggered anaphylaxis ( 46 ) by virtue of the 
ability of IgE to bind with high affinity to FceRI and with low affinity for Fc?RIIB. Other 
mast cell inhibitory receptors, such as glycoprotein 49B1, modulate mast cell sensitivity 
to IgE: Mice deficient in this molecule display enhanced anaphylactic responses to IgE 
stimulation ( 47 ). Expression of the common ? chain is broad: It has been found on all 
myeloid and lymphoid cells examined to date. In contrast, the ß chain appears to be 
quite restricted in its expression: It has been found only on mast cells and basophils.



Regulation of FcR expression can occur at several levels. In general, cytokines involved 
in activation of inflammatory responses induce expression of activation Fc?Rs, whereas 
inhibitory cytokines down regulate these activation receptors. Transcriptional regulation 
of a chain levels has been documented for a variety of cytokines, including interferon-?, 
IL-4, and transforming growth factor ß ( 48 , 49 ). Induction of Fc?RI, Fc?RIIA, and 
Fc?RIIIA a and ? chains in myeloid cells occurs upon interferon-? treatment: IL-4 
generally inhibits expression of these activation receptors but induces expression of the 
inhibitory Fc?RIIB. The situation in B cells is likely to be more complex, whereby 
regulation of Fc?RIIB is critical for the process of affinity maturation and maintenance of 
peripheral tolerance. Germinal center B cells down-regulate Fc?RIIB, perhaps in 
response to IL-4 production by T cells. Regulation of FcR expression has also been 
documented to occur upon binding of ligand. IgE regulates the expression of FceRI by 
stabilizing the intracellular pool of receptor upon receptor engagement ( 50 ). Thus, high 
IgE levels result in the induction of surface expression of FceRI. However, this same 
mechanism of regulation is not seen for Fc?Rs: Mice deficient in IgG have Fc?R levels 
comparable with those of wild-type animals. Competition for limiting subunits also 
contributes to regulation of receptor expression. In mast cells, it appears that the level 
of ? chain is limiting. Competition between a chains for the limiting concentration of ? 
chain has been documented in mouse knockouts, whereby levels of one receptor 
increase if the a chain of the other receptor is reduced ( 51 ). This type of reciprocal 
regulation is likely to be significant in the cross-regulation of FcRs by different isotypes 
of immunoglobulin.

Three-Dimensional Structure

The crystal structures of Fc?RIIA, Fc?RIIB, Fc?RIIIA, and FceRI have been solved, 
along with the cocrystals of Fc?RIIIA–IgG1 Fc and FceRI–IgE Fc ( 52 ) ( Fig. 2). These 
studies demonstrate that the receptors have a common structure in which the two 
extracellular immunoglobulin domains fold in a strongly bent overall structure, arranged 
into a heart-shaped domain structure. A 1:1 stoichiometry between the receptor and 
ligand is observed, with the receptor inserted into the cleft formed by the two chains of 
the Fc fragment (C?2 or Ce3). The binding region of the FcR to Fc fragments consists 
mainly of rather flexible loops that rearrange upon complex formation. Only domain 2 
and the linker region connecting domains 1 and 2 interact in the complex with different 
regions of both chains of the Fc. Conserved tryptophans located on the FcRs interact 
with proline to form a “proline sandwich.” A solvent-exposed hydrophobic residue at 
position 155 is conserved among all FcRs and represents a binding site for the 
important IgG1 residue Leu 235 (not found in IgE). Specificity is generated among the 
receptor–ligand pairs in a variable region connecting the two extracellular domains that 
is in contact with the lower hinge region of the Fc fragment (residues 234 to 238), a 
region not conserved among the IgGs and IgE. The binding region of FcRs to their 
immunoglobulin ligands does not overlap with other Fc binding molecules such as 
protein A, protein G, and FcRn.



 
FIG. 2. Ribbon diagram of crystallizable fragment (Fc) receptor III–immunoglobulin G1 
(IgG1) Fc structure. The carbohydrate moiety has been removed from the IgG1 Fc 
fragment in this visualization, although it is present in the crystal structure. The 
extracellular domains of Fc receptor III are shown, together with the Fc fragment of 
IgG1. Some of the contact residues are shown for the binding interface. See text for 
details. Adapted from Sondermann et al. ( 15 ), with permission.

The structure of the FcR bound to their ligand reveal that the antigen-binding fragment 
(Fab) arms are quite sharply bent and may adopt a perpendicular orientation toward the 
Fc. This arrangement would give the Fab arms maximal flexibility to bind antigen when 
the Fc fragment is oriented parallel to the membrane of the FcR-expressing cell. The 
asymmetrical interaction of the two Fc chains with a single FcR prevents a single 
antibody molecule from triggering dimerization of receptors and initiating signaling. 
Instead, dimerization is initiated by the interaction of antigen with the Fab arms, thus 
linking adaptive responses to effector cell triggering.

IN VITRO ACTIVITY

Binding Properties

As outlined in Fig. 1, immunoglobulin binding to FcRs falls into either high- or 
low-affinity binding classes. The high-affinity binding class is typified by FceRI, with a 
binding affinity of 10 10 M -1 for IgE, which ensures a monomeric interaction between 
IgE and its receptor. Fc?RI binds with relatively high affinity for IgG1 and IgG3 (human) 
and IgG2a (mouse) with an affinity constant of 10 8 M -1. In contrast to these 
high-affinity FcRs, the low-affinity receptors, such as Fc?RIIA, Fc?RIIB, Fc?RIIIA, 
Fc?RIIIB, and FcaRI, bind with affinities ranging from 5 × 10 5 M -1 (Fc?RIII) to 5 × 10 7 
M -1 (FcaRI). This low-affinity binding ensures that these receptors interact with immune 
complexes and not monomeric ligands. As described later, this dependence on 
high-avidity and low-affinity interactions ensures that these receptors are activated only 
by physiologically relevant immune complexes and not by circulating monomeric 
immunoglobulin, thus avoiding inappropriate activation of effector responses. In 
general, low-affinity Fc?Rs bind IgG1 and IgG3 preferentially; binding to IgG2 and IgG4 
is observed at even lower affinities. As mentioned previously, polymorphisms in 
Fc?RIIA and Fc?RIIIA affect binding to IgG2 and IgG1, respectively, which may have 
significance in vivo in predicting responses to specific cytotoxic antibodies. Binding has 



been observed between aglycosyl FcRs and immunoglobulin, with Ka values similar to 
that observed for the glycosylated forms. Subunit interactions have also been reported 
to influence affinity for ligand, as demonstrated for the common ? chain associating with 
Fc?RIIIA ( 53 ). Its affinity for IgG1 is higher than the GPI-anchored form of this receptor, 
Fc?RIIIB.

The crystal structures of IgG1-Fc?RIIIA and IgE-FceRI reveal similarities in the binding 
properties of these two complexes. Of significance is the 1:1 stoichiometry of the 
complexes, which ensures that a single receptor binds to a single immunoglobulin 
molecule ( 15 , 16 ). This property in turn ensures that activation occurs upon 
cross-linking of receptor complexes by multivalent ligands. Two binding sites on the 
receptor interact asymmetrically with two sites on the Fc molecule. The FcR inserts into 
the cleft formed by the two chains of the Fc molecule, burying a binding surface of 895 
Å for each binding site. Alterations in the Fc structure that reduce the cleft, such as 
deglycosylation of IgG, inhibit FcR binding. Four distinct regions have been defined in 
the Fc domains involved in FcR interactions. For IgE, this includes residues 334 to 336, 
362 to 365, 393 to 396, and 424. The homologous regions for IgG are residues 234 to 
239, 265 to 269, 297 to 299, and 327 to 332. Interactions of these residues occur with 
the carboxy-terminal domain 2 of the respective FcRs. In view of the similarities of these 
complexes and the homologies among the receptors and their ligands, an obvious 
question that arises concerns the molecular basis for specificity. Attempts to resolve 
that question have relied on mutagenesis studies of the ligands and domain exchanges 
between receptors. For example, exchange of the FG loop in domain 2 of Fce to Fc? 
receptors confers detectable IgE binding; similarly, variation in this loop in Fc?Rs may 
provide interactions that determine IgG specificity for these receptors. Mutagenesis of 
IgG1 revealed that a common set of residues is involved in binding to all Fc?Rs, but 
Fc?RII and Fc?RIII also utilize distinct residues ( 54 ). Several IgG1 residues not found 
at the IgG–FcR interface by crystallographic determination had a profound effect on 
binding, which indicates the greater complexity of these interactions in solution.

The implications of these structural studies are that the Fc domain of IgG may be 
selectively mutated to direct its binding to specific Fc?Rs. Fc mutants that selectively 
engage activation FcRs (IIIA and IIA) while minimally interacting with inhibitory and 
decoy FcRs (IIB and IIIB) would confer optimal cytotoxic potential for tumoricidal 
applications. Indications that such Fc engineering is possible are suggested by IgG 
mutants with selective binding to FcRIII or FcRII.

Effector Cell Activation

The critical step in triggering effector cell response by FcRs is mediated by the 
cross-linking of these receptors by immunoglobulin. This can occur either by 
interactions of low-affinity, high-avidity IgG immune complexes or of IgG opsonized cells 
with activation Fc?Rs or by the cross-linking of monomeric IgG or IgE bound to Fc?RI or 
FceR, respectively, by multivalent antigens binding to the Fab of the antibody. 
Cross-linking of ITAM-bearing FcRs results in common cellular responses, determined 
by the cell type, rather than the FcR. Thus, for example, FceRI or Fc?RIII cross-linking 
of mast cells results in degranulation of these cells, whereas cross-linking of 
macrophage expressed FcaRI or Fc?RIII by opsonized cells triggers phagocytosis. 



These functions underlie the functional similarity of activation FcRs in which 
cross-linking mediates cellular responses by ITAM-mediated tyrosine kinase cascades. 
In addition to degranulation and phagocytosis, activation FcR cross-linking has been 
demonstrated to induce ADCC, the oxidative burst, and the release of cytokines and 
other inflammatory cell mediators. A sustained calcium influx is associated with these 
functions, as are transcription of genes associated with the activated state.

Cellular activation initiated by ITAM-bearing activation FcRs can be enhanced by 
coengagement with integrin and complement receptors. Although the ability of these 
receptors to mediate phagocytosis, for example, are modest, synergistic interactions 
with FcRs result in sustained activation and enhancement. Synergistic interactions 
between activation FcRs and toll receptors, mannose receptors, and other 
pattern-recognition molecules have also been reported in vitro and suggest that 
interplay between the innate and adaptive effector mechanisms of an immune response 
are involved in mediating efficient protection from microbial pathogens.

In contrast to the activation of effector cell responses triggered by cross-linking of 
ITAM-bearing FcRs in vitro, cross-linking of an ITIM-bearing inhibitory receptor to an 
ITAM-bearing receptor results in the arrest of these effector responses. 
Homoaggregation of FcRIIB by its cross-linking on effector cells by immune complexes 
does not result in cellular responses; rather, it is the coengagement of ITAM- and 
ITIM-bearing receptors that results in the functional generation of an inhibitory signal. In 
vitro, it is possible to ligate any ITAM-bearing receptor to any ITIM-bearing receptor with 
a resulting inhibitory response. This activity is used functionally to define putative ITIMs 
and has proved to be a useful device in dissecting the signaling pathways induced by 
ITAM-ITIM coligation.

B-Lymphocyte Suppression

B-cell stimulation through the B-cell antigen receptor can be arrested by the coligation 
of Fc?RIIB to the B-cell receptor (BCR). This occurs naturally when immune complexes, 
retained on FDCs in the germinal center, interact with both the BCR and Fc?RIIB during 
the affinity maturation of an antibody response. In vitro suppression of B-cell activation 
has been demonstrated by coligation of BCR and Fc?RIIB, resulting in arrest of calcium 
influx and proliferative responses triggered by the BCR ( 24 , 55 ), the result of recruitment 
of the SH2-containing inositol 5'-phosphatase (SHIP)–1 ( 56 ). Calcium release from the 
endoplasmic reticulum is not affected, and there is thus an initial rise in intracellular 
calcium; however, this calcium flux is not sustained, because SHIP recruitment blocks 
calcium influx by uncoupling of the capacitance channel. A third activity has been 
defined for Fc?RIIB that is independent of the ITIM sequence. Homoaggregation of 
Fc?RIIB by immune complexes triggers apoptosis in B cells, as demonstrated in the 
DT40 B-cell line and in murine splenocyte preparations ( 57 ). This activity is retained in 
ITIM mutants and is dependent on the transmembrane sequence of Fc?RIIB. This 
pathway has been proposed to provide a mechanism for negative selection of 
somatically mutated B cells that have reduced affinity for BCR. The loss of Fc?RIIB on 
B cells results in the loss of peripheral tolerance, which may be explained by the loss of 



this censoring pathway in the germinal center reaction.

SIGNALING

Immunoreceptor Tyrosine-Based Activation Motif Pathways

The general features of signal transduction through ITAM receptors are conserved 
among all members of this family, including T-cell receptors, BCRs, and various FcRs. 
The 19–amino acid–conserved ITAM is necessary and sufficient to generate an 
activation response, as demonstrated by the analysis of chimeric receptors. With a 
single exception, FcRs associate with accessory subunits that contain these signaling 
motifs. As described previously, the common ? chain contains an ITAM and is 
associated with FceRI, Fc?RI, Fc?RIII, and FcaRI. In addition, both FceRI and Fc?RIII 
may associate with the ß subunit in mast cells. The ITAM found in the ß chain does not 
function as an autonomous activation cassette, as has been found for most other 
ITAMs. Rather, it functions to amplify the activation response generated by the ? chain 
ITAM by increasing the local concentration of Lyn available for activation upon 
aggregation of the receptor ( 35 ). Fc?RIIA contains an ITAM in the cytoplasmic domain 
of its ligand recognition a subunit and is thus able to activate in the absence of any 
associated subunit.

Upon sustained receptor aggregation Src family kinases that may be associated with 
the receptor in an inactive form become activated and rapidly tyrosine-phosphorylate 
the ITAM sequences, creating SH2 sites for the docking and subsequent activation of 
Syk kinases. Ligands that become rapidly dissociated from the receptors result in 
nonproductive signaling complexes that fail to couple to downstream events and 
behave as antagonistic ligands ( 58 ). The specific Src kinase involved for each FcR 
depends on the receptor and cell type in which it is studied. Thus, Lyn is associated 
with the FceRI pathway in mast cells, Lck is associated with Fc?RIIIA in NK cells, and 
both of these kinases as well as Hck are associated with Fc?RI and Fc?RIIA in macro- 
phages. After activation of the Src kinase, tyrosine phosphorylation of the ITAM motif 
rapidly ensues, leading to the recruitment and activation of Syk kinases. This two-step 
process is absolutely necessary to transduce the aggregation signal to a sustainable 
intracellular response. Once activated, Syk kinases lead to the phosphorylation or 
recruitment of a variety of intracellular substrates, including PI3K, Btk and other Tec 
family kinases, phospholipase C-? (PLC?), and adaptor proteins such as SLP-76 and 
BLNK. The Ras pathway is also activated through Sos bound to Grb2 that is recruited 
upon phosphorylation of Shc. Ras phosphorylates Raf, which in turn leads to MEK 
kinase and MAP kinase activation. A summary of these intracellular pathways is shown 
in Fig. 3. A crucial step in this sequential activation cascade occurs with the activation 
of PI3K by Syk. By generating phosphatidyl inositol polyphosphates, such as PIP 3, 
PI3K leads to the recruitment of pleckstrin homology (PH) domain–expressing proteins 
such as Btk and PLC?, which in turn leads to the generation of inositol triphosphate 
(IP3) and diacylglycerol (DAG), intermediates crucial to the mobilization of intracellular 
calcium and activation of protein kinase C (PKC), respectively.



 
FIG. 3. Signaling by activation FcRs. FcRIII signaling in natural killer cells is shown as 
an example of the activation class of FcRs. Cross-linking by an immune complex 
initiates the signaling cascade. The specific Src family kinase varies, depending on the 
cell type.

Immunoreceptor Tyrosine-Based Inhibitory Motif Pathways

The inhibitory motif, embedded in the cytoplasmic domain of the single-chain Fc?RIIB 
molecule, was defined as a 13–amino acid sequence AENTITYSLLKHP, shown to be 
both necessary and sufficient to mediate the inhibition of BCR-generated calcium 
mobilization and cellular proliferation ( 24 , 25 ). Significantly, phosphorylation of the 
tyrosine of this motif was shown to occur upon BCR coligation and was required for its 
inhibitory activity. This modification generated an SH2 recognition domain that is the 
binding site for the inhibitory signaling molecule SHIP ( 56 , 59 ). In addition to its 
expression on B cells, where it is the only IgG FcR, Fc?RIIB is widely expressed on 
macrophages, neutrophils, mast cells, dendritic cells, and FDCs, absent only from T 
and NK cells. Studies on Fc?RIIB provided the impetus to identify similar sequences in 
other surface molecules that mediated cellular inhibition and resulted in the description 
of the ITIM, a general feature of inhibitory receptors.

Fc?RIIB displays three separable inhibitory activities, of which two are dependent on 
the ITIM and one is independent of this motif. Coengagement of Fc?RIIB to an 
ITAM-containing receptor leads to tyrosine phosphorylation of the ITIM by the Lyn 
kinase, recruitment of SHIP, and the inhibition of ITAM-triggered calcium mobilization 
and cellular proliferation ( 56 , 60 , 61 ). These two activities result from different signaling 
pathways; calcium inhibition requires the phosphatase activity of SHIP to hydrolyze PIP 

3 and the ensuing dissociation of PH domain—containing proteins such as Btk and 

PLC? ( 62 ) ( Fig. 4). The net effect is to block calcium influx and prevent sustained 
calcium signaling. Calcium-dependent processes such as degranulation, phagocytosis, 
ADCC, cytokine release, and proinflammatory activation are all blocked. Arrest of 
proliferation in B cells is also dependent on the ITIM pathway, through the activation of 
the adaptor protein Dok and subsequent inactivation of MAP kinases ( 63 , 64 ). The role 
of SHIP in this process has not been fully defined, inasmuch as it can affect 
proliferation in several ways. SHIP, through its catalytic phosphatase domain, can 
prevent activation of the PH domain survival factor Akt by hydrolysis of PIP 3 ( 65 , 66 ). 
SHIP also contains PTB domains that could act to recruit Dok to the membrane and 



provide access to the Lyn kinase that is involved in its activation. Dok-deficient B cells 
are unable to mediate Fc?RIIB–triggered arrest of BCR-induced proliferation, while 
retaining their ability to inhibit a calcium influx, which demonstrates the dissociation of 
these two ITIM-dependent pathways.

 
FIG. 4. Signaling pathways triggered by B-cell receptor–FcR IIB coligation. Cellular 
activation is inhibited by the recruitment of the SH2-containing inositol 5'-phosphatase 
(SHIP) to the FcR-phosphorylated immunoreceptor tyrosine-based inhibitor motif (ITIM).

The third inhibitory activity displayed by Fc?RIIB is independent of the ITIM sequence 
and is displayed upon homoaggregation of the receptor. Under these conditions of 
Fc?RIIB clustering, a proapoptotic signal is generated through the transmembrane 
sequence ( Fig. 5). This proapoptotic signal is blocked by recruitment of SHIP, which 
occurs upon coligation of Fc?RIIB to the BCR, because of the Btk requirement for this 
apoptotic pathway ( 57 ). This novel activity has been reported only in B cells and has 
been proposed to act as a means of maintaining peripheral tolerance for B cells that 
have undergone somatic hypermutation. Support for this model comes from the in vivo 
studies of Fc?RIIB-deficient mice in induced and spontaneous models of autoimmunity.

 
FIG. 5. A model for the role of FcR IIB in affinity maturation of germinal center B cells. 
Higher affinity B-cell receptors rescue somatically hypermutated B cells from 
FcRIIB-triggered apoptosis and negative selection by coligation to FcRIIB, leading to 
the recruitment of SH2-containing inositol 5'-phosphatase (SHIP) and release of the 
plekstrin homology (PH) domain–containing protein Btk.



IN VIVO FUNCTIONS

Fc? Receptors in the Afferent Response

The ability of IgG immune complexes to influence the afferent response has been 
known since the 1950s and can be either enhancing or suppressive, depending on the 
precise combination of antibody and antigen and the mode of administration ( 67 ). 
Investigators have attempted to define the molecular mechanisms behind these 
activities with the availability of defined mouse strains with mutations in activation or 
inhibitory FcRs. Direct effects on B cells stem from the ability of the inhibitory Fc?RIIB 
molecule to influence the state of B-cell activation and survival by providing a means of 
discriminating between the rare somatically hypermutated germinal center B cells that 
have high-affinity cognate antigen binding and the predominant population with 
low-affinity and potentially cross-reactive specificities. Because antigen is retained in 
the form of immune complexes on FDCs, it can interact with B cells either through 
Fc?RIIB alone, resulting in apoptosis, or by coengaging Fc?RIIB with BCR, favoring 
survival, as summarized in Fig. 5. Support for this model comes from the B-cell 
autonomous loss of peripheral tolerance in Fc?RIIB knockout mice on the C57Bl/6 
background ( 68 ). Those animals develop anti-DNA and antichromatin antibodies and 
die of a fatal, autoimmune glomerulonephritis at 8 months of age. The phenotype is 
strain dependent and is not seen in BALB/c or 129 strains of mice. Fc?RIIB thus acts as 
a genetic susceptibility factor for autoimmune disease, under the control of epistatic 
modifiers to suppress the emergence of autoreactivity and maintain peripheral 
tolerance. Further support for this conclusion is provided by the observations that 
autoimmune disease–prone strains of mice, such as New Zealand black (NZB), BXSB, 
SB/Le, MRL, and nonobese diabetic (NOD), have reduced surface expression of 
Fc?RIIB attributed to DNA polymorphisms in the promoter region of the gene encoding 
this receptor ( 69 , 70 ). This reduced expression of Fc?RIIB is thus suggested to 
contribute to the increased susceptibility of these animals to the development of 
autoantibodies and autoimmune disease.

If Fc?RIIB indeed functions in vivo to maintain peripheral tolerance, then its loss should 
allow for the emergence of autoantibodies when otherwise resistant animals are 
challenged with potentially cross-reactive antigens. This hypothesis has been validated 
in models of collagen-induced arthritis and Goodpasture’s syndrome. Fc?RIIB-deficient 
mice, with the nonpermissive H-2 b haplotype, develop arthritis when immunized with 
bovine type II collagen ( 71 ). The loss of Fc?RIIB thus bypasses the requirement for the 
specific H-2 q and H-2 r alleles previously demonstrated to be necessary in this model 
by allowing Fc?RIIB-deficient autoreactive B cell clones to expand and produce 
pathogenic autoantibodies. When the permissive DBA/1 strain (H-2 q) is made deficient 
in Fc?RIIB, autoantibody development is augmented and disease is greatly enhanced. 
In a similar manner, immunization of H-2 b mice deficient in Fc?RIIB with bovine type IV 
collagen results in cross-reactive autoantibodies to murine type IV collagen, with 
dramatic pathogenic effects ( 72 ). These mice develop hemorrhagic lung disease and 
glomerulonephritis with a “ribbon deposition” pattern of immune complexes in the 



glomeruli. These characteristics are indicative of Goodpasture’s syndrome, a human 
disease not previously modeled in an animal species.

Expression of the inhibitory Fc?RIIB on B cells thus provides a mechanism for the 
suppressive effects of immune complexes on antibody production, particularly during 
the germinal center reaction when immune complexes retained on FDCs interact with 
somatically hypermutated B cells. The enhancing property of immune complexes on the 
afferent response is likely to arise from the expression of FcRs on APCs, such as 
dendritic cells ( 73 , 74 and 75 ). Dendritic cells express all three classes of IgG FcRs as 
well as FceRI. Although in vitro studies have suggested that triggering of activation 
FcRs can induce dendritic cell maturation, the in vivo significance of this pathway has 
not been established ( 76 ). The ability of FcRs, particularly Fc?RI, to internalize immune 
complexes could provide a mechanism for enhanced presentation and augmented 
antibody responses, whereas the presence of the inhibitory Fc?RIIB molecule appears 
to reduce the enhancing effect. Mice deficient in Fc?RIIB display enhanced antibody 
responses to soluble antibody–antigen complexes, in some cases dramatically so, 
which is likely to result from enhanced presentation ( 77 , 78 ). In addition, in vitro studies 
suggest that internalization through specific FcRs on APCs may influence the epitopes 
presented and T-cell response generated as a result. At present, a growing body of 
data suggests that FcRs are indeed involved in enhancement of the afferent response, 
by influencing antigen presentation and cognate T-cell interactions. It is also possible 
that FcRs function on APCs in the establishment of tolerance by influencing the 
differentiation of dendritic cells and their capacity to induce either anergy or T-cell 
activation. Defining the precise role of each FcR expressed on APCs will require 
conditional knockouts of these molecules on specific dendritic cell populations to 
resolve the contribution of these systems to the generation of an appropriate antibody 
response.

Fc? Receptors in the Efferent Response

The first FcR knockout to be described was for the common activation subunit, the ? 
chain, which resulted in the loss of surface assembly and signaling of Fc?RI and 
Fc?RIII as well as FceRI ( 10 ). Mice deficient in the common ? chain were systematically 
studied in diverse models of inflammation and found to be unable to mediate 
IgG-triggered inflammatory responses, which was attributed to the loss of the 
low-affinity activation receptor Fc?RIII; the Fc?RI played a minimal role in the in vivo 
inflammatory response triggered by IgG ( 21 , 79 , 80 and 81 ). The results were further 
confirmed by comparisons of mice deficient in either Fc?RI or Fc?RIII ( 19 , 82 ). The loss 
of FceRI ablated IgE-mediated anaphylaxis; this was demonstrated independently by 
gene disruption in the a subunit of that receptor ( 11 ). Subsequent studies on mice 
deficient in the inhibitory Fc?RIIB molecule established the opposing action of this 
receptor, in which mice deficient in that receptor displayed enhanced B-cell responses, 
autoimmunity, and augmented IgG-mediated inflammation ( 18 , 81 , 83 ). The general 
finding, which is discussed in detail later, illustrates that IgGs initiate their effector 
responses in vivo through coengagement of activating and inhibitory FcRs. The 
physiological response is thus the net of the opposing activation and inhibitory signaling 
pathways that each receptor triggers and is determined by the level of expression of 



each receptor and the selective avidity of the IgG ligand. The absence of a murine 
homolog for FcaRI has precluded similar studies for that receptor. Studies on mice 
bearing a human transgene of FcaRI suggest that this receptor is involved in IgA 
nephropathy (Berger’s disease) ( 84 ).

Type I: Immediate Hypersensitivity Both cutaneous and systemic models of passive 
anaphylaxis, induced by IgE, were studied in FcR? chain–deficient mice and were found 
to be absent, a finding fully consistent with the observations obtained in FceRI-deficient 
mice and confirming the role of the high-affinity IgE receptor in mediating IgE-induced 
anaphylactic responses ( 10 , 11 , 35 , 85 ). Fc?RIIB-deficient mice, challenged in this 
model, displayed an unexpected enhancement of IgE-mediated anaphylaxis, which 
suggests a physiological interaction between this inhibitory receptor and FceRI ( 46 ). 
The molecular basis for this modulation of FceRI signaling by Fc?RIIB has not been 
determined, although previous studies have indicated that IgE can bind with low affinity 
to Fc?RII/Fc?III, which suggests that there exists a mechanism for coengagement of 
these receptors. Deletion of the mast cell inhibitory receptor glycoprotein 49B1 also 
results in enhanced IgE-induced anaphylaxis ( 47 ). In addition to FceRI, mast cells also 
express the IgG FcRIIB and FcRIII. Passive systemic anaphylaxis induced by IgG was 
attenuated in FcR? chain–deficient and Fc?RIII-deficient mice, which indicates the 
capacity of IgG and Fc?RIII to mediate mast cell activation in vivo. Fc?RIIB-deficient 
mice displayed enhanced IgG-induced anaphylaxis. Active anaphylaxis, induced by 
immunization with antigen in alum, was enhanced in FceRI-, Fc?RIIB-, and glycoprotein 
49B1–deficient mice and attenuated in FcR?- and Fc?RIII-deficient mice. All these 
animals displayed antigen-specific antibodies for IgE and IgGs, which indicates that the 
active anaphylaxis seen was attributed primarily to IgG antibodies. The reason for the 
enhancement of anaphylactic responses in FceRI-deficient animals resulted from the 
increased expression of Fc?RIII on mast cells in these mice, normally limited by 
competition of a chains for the available pool of the common ? chain ( 51 ). In the 
absence of FceRI a chain, FcR? chain is available to associate with Fc?RIII a chain and 
assemble on the cell surface as a functional signaling receptor. These studies indicated 
the importance of the ? chain in regulating the level of surface expression of FceRI and 
Fc?RIII. Because ? chain is also associated with other members of the 
activation/inhibition paired receptors expressed on mast cells, such as PIR-A/PIR-B, the 
intracellular competition between these diverse a subunits and the common ? chain 
determines the level of surface expression of individual receptors and thus their ability 
to respond to specific biological stimuli. The absolute level of surface expression of 
FcRs on mast cells is clearly of therapeutic significance in both IgE- and IgG-mediated 
inflammatory responses; modulation of ? chain expression could thus represent a new 
therapeutic avenue for intervention in diseases such as anaphylaxis and asthma. 
Type II Inflammation: Cytotoxic Immunoglobulin G Cytotoxic IgGs are found in a 
variety of autoimmune disorders and have been developed for therapeutic indications in 
the treatment of infectious and neoplastic diseases. The mechanisms by which these 
antibodies trigger cytotoxicity in vivo have been investigated in FcR knockout mice. 
Anti-RBC antibodies trigger erythrophagocytosis of IgG-opsonized RBCs in an 
FcR-dependent manner; ? chain-deficient mice were protected from the pathogenic 
effect of these antibodies, whereas complement C3–deficient mice were 
indistinguishable from wild-type animals in their ability to clear the targeted RBCs ( 86 , 87

 ). Fc?RIII plays the exclusive role in this process for mouse IgG1 and IgG2b isotypes of 



antibodies; murine IgG3 antibodies were not pathogenic, which is consistent with the 
minimal engagement of IgG3 by FcRs. Murine IgG2a anti-RBC antibodies utilize 
primarily the Fc?RIII receptor pathway despite the singular ability of murine IgG2a 
antibodies to bind as monomers to Fc?RI. These and other studies suggest that the role 
of the high-affinity Fc?RI in IgG-mediated inflammation is likely to be restricted to 
augmenting the effector response (determined by Fc?RIII) in situations that involve high 
concentrations of murine IgG2a or human IgG1 antibodies that are found at localized 
inflammatory sites where Fc?RI expression is induced on recruited macrophages. 
Experimental models of immune thrombocytopenic purpura (ITP) in which murine IgG1 
antiplatelet antibodies trigger thrombocytopenia, yielded results similar to those of the 
anti-RBC studies cited previously; FcR?- or Fc?RIII-deficient mice were protected from 
the pathogenic activity of these antibodies, whereas Fc?RI- or C3-deficient mice were 
fully susceptible to antibody-induced thrombocytopenia. Fc?RIIB-deficient mice were 
indistinguishable from wild-type animals in their ability to mediate either anti-RBC or 
antiplatelet clearance, which indicates that the specific effector cells involved in 
clearance were not expressing significant levels of this inhibitory receptor constitutively. 
In a passive protection model of Cryptococcus neoformans–induced disease, passive 
immunization with mouse IgG1, IgG2a, and IgG2b antibodies resulted in protection in 
wild-type animals but not in FcR? chain–deficient animals; murine IgG3 antibodies 
enhanced disease in wild-type and FcR-deficient strains, which again indicates that a 
distinct pathway, not requiring known Fc?Rs, is involved in murine IgG3 
antibody–mediated internalization of this pathogen ( 88 ). IgG antibodies raised to murine 
glomerular basement membrane preparations induce acute glomerulonephritis in 
wild-type but not FcR?- or Fc?RIII-deficient animals ( 89 , 90 ). Fc?RIIB-deficient animals 
displayed enhanced disease in this model, which indicates that the effector cells 
involved were constitutively expressing significant levels of Fc?RIIB. Similar results 
were obtained when DBA/1 animals were immunized with bovine type II collagen to 
induce arthritis. Deficiency of FcR? chain protected these mice from the pathogenic 
effects of the anticollagen antibodies that were generated ( 91 ). As mentioned 
previously, deficiency of Fc?RIIB in the DBA/1 collagen-induced arthritis model resulted 
in enhanced disease, through increased autoantibody production and elevated effector 
responses. A dramatic example of the importance of these pathways in determining the 
in vivo activity of cytotoxic antibodies was obtained in models of antitumor antibody 
response. In a syngenic murine model of metastatic melanoma, a murine IgG2a 
antimelanocyte antibody was able to reduce tumor metastasis in wild-type animals but 
was ineffective in FcR?-deficient mice ( 92 ) ( Fig. 6). In the absence of Fc?RIIB, the 
activity of the antibody was enhanced 50-fold, which indicates that the in vivo cytotoxic 
activity of the antibody was the net of activation and inhibitory receptor engagement ( 83 

). Identical results were obtained in xenograft models in nude mice, with human breast 
carcinoma or lymphoma lines and either murine IgG1 or humanized IgG1 antibodies 
[trastuzumab (Herceptin) and rituximab (Rituxan)]. A point mutation that eliminated FcR 
binding of the anti-Her2/neu antibody 4D5 abolished the in vivo cytotoxic activity of the 
antibody against a human xenograft but did not affect the in vitro growth inhibitory 
activity; this again illustrates the difference between in vivo and in vitro mechanisms. 
The conclusions that can be drawn from these studies support a dominant role for 
Fc?RIII in mediating cytotoxicity by IgG antibodies. Fc?RIIB restricts the effector 
response in situations in which the effector cell expresses this inhibitory molecule. 



 
FIG. 6. Passive protection from pulmonary metastasis is modulated by FcR expression. 
Mice were injected intravenously with B16 melanoma cells on day 0 and with 
monoclonal antibody TA99 on alternate days. Lungs were harvested on day 14. 
Adapted from Clynes et al. ( 83 ), with permission.

Type III Responses: Immune Complex–Mediated Inflammation The classic example 
of this reaction, the Arthus reaction, has been studied in a variety of FcR- and 
complement-deficient animals. The initial studies were performed by using the 
cutaneous reverse passive Arthus reaction, in which antibody was injected intradermally 
and antigen was given intravenously. An inflammatory response, characterized by 
edema, hemorrhage, and neutrophil infiltration, developed within 2 hours. This reaction 
was elicited in a variety of complement- and FcR-deficient animals. The results from 
several independent studies confirmed the initial observations: that IgG immune 
complexes triggered cutaneous inflammatory reactions even in the absence of 
complement but displayed an absolute requirement for Fc?RIII activation. Fc?RIIB 
modulated the magnitude of the response, with enhanced Arthus reactions observed in 
Fc?RIIB-deficient strains. The effector cell in the cutaneous reaction was determined to 
be the mast cell, as demonstrated by the use of mast cell–deficient strains and by mast 
cell reconstitution studies. The generality of this result was demonstrated in similar 
reactions performed in the lung, illustrating the FcR dependence and relative 
complement independence of this response. Thus, all studies have demonstrated an 
absolute dependence on FcR expression in the Arthus reaction. One model for immune 
complex–induced arthritis, the KRN/NOD model, has been shown to depend on both 
FcRIII and C3 but not on components of the classical pathway, such as C1q and C4; 
transfer of serum to animals deleted for FcRIII or C3 prevented the development of 
disease ( 93 , 94 ). The difference between the Arthus reaction induced in the KRN/NOD 
model and provoked in the reverse passive reaction has not been determined but may 
be related to the solubility, stability, or membrane association of the immune complex 
formed in each reaction. Deficiency in the late components of complement, such as 
C5a or its receptor, have also been reported to result in a partial reduction in the 



magnitude of the response in immune complex–induced lung inflammation ( 95 ) and a 
result in a complete block in the KRN/NOD arthritis model. These studies have led to a 
revision of the hypotheses about the mechanism of immune complex–mediated 
inflammation, typified by the Arthus reaction, in which there is an absolute requirement 
for Fc?RIII in initiating mast cell activation by immune complexes. Fc?RIII activation is, 
in turn, modulated by the inhibitory receptor Fc?RIIB. The ratio of these two molecules 
determines the concentration threshold for immune complex activation and the 
magnitude of the effector response that can be obtained. The classical pathway of 
complement activation is not required; however, C3 activation, through the alternative 
pathway, may be required under some circumstances, perhaps because of its ability to 
stabilize the immune complex and interact with the macrophage. Late components of 
complement, such as C5a, are generated as a result of FcRIII activation, along with 
other inflammatory mediators (vasoactive amines, chemokines, and cytokines). These 
mediators lead to the hallmarks of this reaction: edema, hemorrhage, and neutrophil 
infiltration at the site of immune complex deposition. The significance of the FcR 
pathway in initiating immune complex inflammation in autoimmune disease was further 
established by investigating a spontaneous murine model of lupus, the B/W F1 mouse. 
The Arthus reaction results predicted the absolute requirement of activation Fc?R in 
initiating inflammation and tissue damage in immune complex diseases such as lupus. 
The FcR? chain deletion was backcrossed onto the NZB and New Zealand white strains 
for eight generations, and the intercrossed progeny were segregated into B/W FcR? -/- 
and FcR? +/-. Anti-DNA antibodies and circulating immune complexes developed in all 
animals; immune complex and complement C3 deposition was similarly observed in all 
animals. However, mice deficient in the common ? chain showed no evidence of 
glomerulonephritis and had normal life expectancy, despite comparable levels of 
circulating immune complexes and glomerular deposition of these complexes along with 
complement C3. Mice heterozygous for the ? chain mutation were indistinguishable 
from B/W F1 animals with wild-type ? chains in developing glomerulonephritis and 
displaying reduced viability ( 80 ). This spontaneous model supports the conclusions 
stated previously about the absolute requirement for FcRIII in the activation of 
inflammatory disease by immune complexes: In the absence of this receptor, deposited 
immune complexes and C3 are not sufficient to trigger effector cell activation, which 
indicates that it is possible to uncouple pathogenic immune complexes from 
inflammatory disease by removing FcRIII engagement. These results further indicate 
that intervention in the effector stage of immune complex diseases, such as lupus, 
would be accomplished by blocking Fc?RIII activation to prevent initiation of effector cell 
responses. 

DISEASE ASSOCIATIONS

Autoimmunity and Tolerance

In view of their functional capacity to link autoantibodies to effector cells, FcRs have 
naturally been considered to have a pathogenic role in the development of autoimmune 
diseases. Several studies have attempted to correlate specific polymorphisms in 
FcRIIA, FcRIIIA, or FcRIIIB with incidence or severity of lupus or rheumatoid arthritis ( 96

 ). In view of the heterogeneity of these diseases, it is perhaps not surprising that 
inconsistent results have been obtained. Alleles that increase the ability of FcRIIA to 



bind IgG2 or FcRIIIA to bind IgG1 might be expected to correlate with disease severity 
in some populations. Indeed, these types of associations have been reported in some 
studies but not in others. These variable results have often been explained as an 
indication that other genes may be in linkage disequilibrium with the FcR alleles under 
investigation. This is a plausible explanation when viewed in light of the autoimmunity 
susceptibility genes mapping in or near the region of the FcR genes, chromosome 
1q21–24 ( 97 ). This region of chromosome 1 has been implicated in a variety of human 
and murine linkage studies. For example, the Sle1 alleles derived from NZB flank the 
FcRIIB gene and form a linkage group with the ability to break tolerance to nuclear 
antigens, resulting in production of antichromatin antibodies. FcRIIB interacts with Sle1, 
as demonstrated by the construction of hybrids between these two loci. As 
heterozygotes, neither gene is capable of driving autoantibody production. However, the 
double heterozygote of Sle1 and RIIB develops antichromatin antibodies with a high 
degree of penetrance ( 97a). These data further support the hypothesis put forward that 
FcRIIB functions in the maintenance of peripheral tolerance by eliminating B cells 
expressing potentially cross-reactive BCRs from the germinal center. Other epistatic 
interactions between FcRIIB and lupus susceptibility genes have been demonstrated in 
the murine lupus model of B6.RIIB. Crossing the yaa gene to this strain accelerates the 
development of disease; 50% survival is decreased from 8 months to 4 months, with 
100% fatality by 8 months. This increase in severity correlates with a change in the 
specificity of the autoantibodies, from diffuse antinuclear antibodies to antibodies that 
stain with a punctate, nucleolar pattern on antinuclear antibody staining. Together, 
these studies point to FcRIIB as a susceptibility factor in the development of 
autoimmunity with the ability to interact with other susceptibility factors to modify both 
the afferent and efferent limbs of the autoimmune response. Future studies aimed at 
demonstrating an association between RIIB expression on lymphoid and myeloid cells 
and the incidence and severity of autoimmune disease are necessary to extend this 
model to human disease.

Inflammation

Antibody-mediated inflammatory diseases have been clearly demonstrated to involve 
the coupling of pathogenic autoantibodies or immune complexes to cellular FcRs. 
Therapeutics targeted to disrupt these interactions are in development, beginning with a 
monoclonal antibody to human IgE that functions to reduce IgE binding to its 
high-affinity receptor and thereby prevent allergic and anaphylactic reactions ( 98 ). 
Because IgE is required for the survival of mast cells as well as in the regulation of 
FceRI expression, reduction in IgE has synergistic effects on the ligand, receptor, and 
effector cell. The success of this approach will undoubtedly lead to other approaches 
that target the receptor or its signaling pathway. Blocking Fc?RIII is expected to mimic 
the phenotype of FcRIII-deficient animals in models of IgG-induced disease. Early 
attempts to use this approach in ITP were promising but limited by the cross-reactivity 
to receptors on neutrophils, which led to neutropenia and the development of immune 
response to the murine antibody ( 99 ). Development of second-generation anti-FcRIII 
antibodies with greater specificity and reduced toxicity now appears to be a viable 
approach for the treatment of autoimmune diseases.

An alternative approach to limiting the activation of FcRs is to utilize the endogenous 



inhibitory pathway to abrogate IgE or IgG activation of their cognate receptors through 
coligation to Fc?RIIB. This mechanism has been proposed to explain the ability to 
induce desensitization for the treatment of allergic diseases ( 30 ). Inducing production of 
IgG antibodies to an allergen may facilitate cross-linking of Fc?RIIB to FceRI. The ability 
to exploit the inhibitory pathway to reduce the activity of activation Fc?Rs has been 
demonstrated to account for some of the anti-inflammatory activity associated with 
high-dose intravenous gamma globulin (IVIG) ( 100 ). The use of IVIG for the treatment 
of ITP and other autoimmune diseases is well established, although the mechanism of 
action has been elusive. With a murine model of ITP, it has been demonstrated that 
protection by IVIG is dependent on the presence of FcRIIB; deletion of FcRIIB or 
blocking FcRIIB by a monoclonal antibody eliminates the ability of IVIG to protect the 
animal against the thrombocytopenia induced by a pathogenic antiplatelet antibody. 
IVIG was demonstrated to lead to the in vivo induction of FcRIIB on splenic 
macrophages, which would raise the threshold required for platelet clearance by FcRIII 
on these cells. These results suggest that inducing expression of FcRIIB is a clinically 
feasible approach and would be effective at modulating pathogenic autoantibodies from 
activation effector cell responses through FcRIII.

Studies on the FcaRI receptor have demonstrated a role for this molecule in the 
pathogenesis of IgA nephropathy, in which circulating macromolecular complexes are 
deposited in the mesangium, resulting in hematuria and eventually leading to renal 
failure. Soluble FcaRI is found in the circulating IgA complexes, which suggests a role 
for the receptor in the formation of these pathogenic complexes. A transgenic mouse 
expressing FcaRI spontaneously develops IgA nephropathy resulting from the 
interaction of polymeric mouse IgA and the human FcaRI receptor to release soluble 
receptor–IgA complexes, which leads to deposition in the mesangium and the sequelae 
of IgA neuropathy.

SUMMARY AND CONCLUSIONS

Receptors for the Fc of immunoglobulins provide an essential link between the humoral 
and adaptive response, translating the specificity of antibody diversity into cellular 
responses. These receptors mediate their biological responses through the coupling of 
Fc recognition to ITAM/ITIM-based signaling motifs. A diverse array of biological 
responses depends on the FcR system, influencing both the afferent and efferent limbs 
of the immune response. Detailed biochemical, structural, and molecular biological data 
have provided a detailed understanding of how these receptors are regulated, are 
assembled, bind their ligand, and transduce specific cellular signals. FcRs play a 
significant role in vivo in maintaining peripheral tolerance by deleting autoreactive B 
cells that potentially arise during somatic hypermutation in germinal centers, in 
augmenting T-cell responses by enhancing antigen presentation and maturation by 
dendritic cells, and in mediating the coupling of antigen recognition to effector cell 
activation. They are the primary pathways by which pathogenic IgG and IgE antibodies 
trigger inflammatory responses in vivo. Allergic reactions, cytotoxic IgG responses, and 
immune complex–mediated inflammation are all critically dependent on FcR 
cross-linking and have resulted in a fundamental revision of such classic immunological 
responses as the Arthus reaction. Blocking of these receptors uncouples the 
pathogenic potential of autoantibodies and represents an important new therapeutic 



target for the development of anti-inflammatory therapeutic agents. Central to the 
correct functioning of these responses is the balance that is maintained through the 
pairing of activation and inhibitory receptors that coengage the IgG ligand; perturbations 
in either component result in pathological responses. The study of FcRs defined the 
ubiquitous inhibitory motif, the ITIM, and has provided a paradigm for how these 
pathways modulate ITAM-based activation responses. Studies in mice deficient in 
individual FcRs have provided the necessary insights for defining comparable activities 
in human autoimmune diseases and suggest ways in which manipulation of the 
IgG–FcR interaction may lead to new classes of therapeutics for the treatment of these 
diseases. Modulation of the inhibitory response, a novel activity associated with IVIG to 
account for some of its anti-inflammatory activity in vivo, represents a novel approach to 
the regulation of immunoglobulin-mediated inflammation and suggests that therapeutic 
agents based on those pathways are likely to be effective. Conversely, engineering of 
therapeutic antibodies targeted to eliminate infectious or neoplastic disease will 
probably benefit from optimization of their Fc domains for interaction with specific FcRs.
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OVERVIEW AND ISSUES OF NOMENCLATURE

Cytokines are proteins that are secreted by cells and exert actions either on the 
cytokine-producing cell (autocrine actions) or on other target cells (paracrine actions). 
Cytokines exert these effects by interacting with and transducing signals through 
specific cell surface receptors. From this operational type of definition, it is clear that the 
distinction among cytokines, growth factors, and hormones is often imprecise. In 
general, cytokines and growth factors can be thought of quite similarly, except that 
molecules involved in host defense that act on white blood cells (leukocytes) are 
generally called cytokines, whereas those that act on other somatic cell types are more 
typically described as growth factors. However, there is a major difference between 
hormones and the majority of cytokines: Cytokines generally act locally. For example, in 
the interaction between a T cell and an antigen-presenting cell, cytokines are produced 
and usually exert potent actions only locally, and have rather limited half-lives in the 
circulation. In contrast, following their release, hormones are generally disseminated by 
the bloodstream throughout the body, acting on a wide range of distal target organs. 
However, certain cytokines can act at longer distances as well, which makes the 
distinction between hormones and cytokines less absolute.

In the immune system, terms such as lymphokines and monokines were originally used 
to identify the cellular source for the cytokine ( 1 ). Thus, interleukin-1 (IL-1), which was 
first recognized to be made by monocytes, was a monokine, whereas IL-2, which was 
first described as a T-cell growth factor, was a lymphokine. A major limitation of this 
nomenclature became evident when it was recognized that many of these lymphokines 
and monokines were in fact produced by a wide spectrum of cell types; this recognition 
resulted in the adoption of the term cytokine, first coined by Stanley Cohen in 1974 ( 2 , 
3 ). The term, in effect, refers to a factor made by a cell (“cyto”) that acts on target cells. 
The range of actions of cytokines is diverse, including the abilities to induce growth, 
differentiation, cytolytic activity, apoptosis, and chemotaxis. The term interleukin refers 
to cytokines that are produced by one leukocyte and act on another leukocyte ( 4 ). In 
many cases, however, some interleukins (e.g., IL-1 and IL-6) are additionally produced 
by other cell types and/or can additionally act on other cell types, and IL-7 is produced 
by stromal cells rather than by typical leukocytes. A number of cytokines have more 



distinctive names, such as thymic stromal lymphopoietin (TSLP); however, such names 
are also not always descriptive, inasmuch as one of the major sources of human TSLP 
is epithelial cells and a site for its action is on dendritic cells (discussed later).

Among the many different cytokines, the “type I” cytokines share a similar four–a helical 
bundle structure, as detailed later, and their receptors correspondingly share 
characteristic features that have led to their description as the cytokine receptor 
superfamily, or type I cytokine receptors ( 5 , 6 , 7 and 8 ). Although many of the 
interleukins are type I cytokines, not all are molecules of this class. For example, of the 
“proinflammatory cytokines” IL-1, tumor necrosis factor a (TNF-a), and IL-6, IL-6 is a 
type I cytokine, whereas IL-1 and TNF-a are not (IL-1 and TNF-a are discussed in 
Chapter 24 and Chapter 25). One interleukin, IL-8, is a chemokine (see Chapter 26). 
Moreover, as discussed later, IL-10, IL-19, IL-20, IL-22, IL-24, IL-26, IL-28, and IL-29 
are more similar to interferons and are denoted type II cytokines. Thus, the term 
interleukin refers to a relationship to leukocytes, whereas the characterization of a 
cytokine as type I or type II has implications regarding the three-dimensional structure 
of the cytokine and evolutionary considerations for both the cytokines and their 
receptors that are important for ligand binding and the mechanisms of signal 
transduction. In reality, however, the fact that a molecule is an “interleukin” generally 
provides little more information than its being a type I or type II cytokine of 
immunological interest, although actions of interleukins are certainly not limited to the 
immune system. For example, IL-6 can exert actions related to the heart.

In addition to molecules that primarily are of immunological interest, other extremely 
important proteins, including growth hormone, prolactin, erythropoietin, thrombopoietin, 
and leptin are also type I cytokines, and their receptors are type I cytokine receptors. As 
detailed later, these nonimmunological type I cytokines share important signal 
transduction pathways with type I cytokines of immunological interest. Thus, the 
grouping in this chapter emphasizes evolution and signaling pathways, rather than 
common functions. Hence, although IL-6 exerts many actions that overlap those of IL-1 
and TNF-a, these latter molecules are discussed elsewhere because the signaling 
pathways they use are very different from those used by type I cytokines and their 
receptors. This, however, raises the important concept that similar end functions can be 
mediated via more than one type of signaling pathway.

The field of interferon (IFN) research started earlier but then developed in parallel to the 
cytokine field. IFNs were first recognized as antiviral agents and, as such, have been of 
great excitement both for basic science and for potential clinical uses. Over time, it has 
become clear that the type I cytokines and IFNs share a number of features, so that 
they are addressed together in one chapter in this book. It is also noteworthy that the 
International Interferon Society changed its name to the International Society of 
Interferon and Cytokine Research and that the International Cytokine Society focuses 
on the IFNs as well as on cytokines; together, these developments emphasize the 
importance of the common themes of IFNs and cytokines that are the subject of part of 
this chapter.

TYPE I CYTOKINES AND THEIR RECEPTORS



Type I Cytokines: Structural Considerations

Despite the existence of extremely limited amino acid sequence similarities between 
different type I cytokines, it is striking that all type I cytokines whose structures have 
been solved (by nuclear magnetic resonance or x-ray crystallographic methods) are 
known to have similar three-dimensional structures ( 5 , 6 , 7 and 8 ). Moreover, type I 
cytokines whose structures have not yet been solved also appear, on the basis of 
modeling and comparison to the solved structures, to have similar three-dimensional 
structures ( 5 , 6 , 7 and 8 ). Type I cytokines are appropriately described as four–a helical 
bundle cytokines, because they exhibit characteristic three-dimensional structures 
containing four a helices ( Fig. 1). In their structures, the first two and last two a helices 
are each connected by long-overhand loops. This results an “up-up-down-down” 
topological structure, because the first two helices (A and B) can be oriented in an 
“up”-orientation and the last two helices (C and D) can be oriented in a 
“down”-orientation, as viewed from the NH 2- to COOH-terminal direction. As shown in 
Fig. 1, the N- and C-terminals of the cytokines are positioned on the same part of the 
molecule.

 
FIG. 1. Four–a helical bundle cytokines. Schematic drawing showing typical short-chain 
and long-chain four–helical bundle cytokines. Although both of these exhibit an 
“up-up-down-down” topology to their four a helices, note that in the short-chain 
cytokines, the AB loop is behind the CD loop, whereas in the long-chain cytokines, the 
situation is reversed. See text. The figure was provided by Dr. Alex Wlodawer, National 
Cancer Institute.

Type I cytokines can be grouped as either short-chain and long-chain four–a helical 
bundle cytokines, according to their sizes ( 8 ). The short-chain cytokines include IL-2, 
IL-3, IL-4, IL-5, granulocyte-macrophage colony-stimulating factor (GM-CSF), IL-7, IL-9, 
IL-13, IL-15, macrophage colony-stimulating factor (M-CSF), stem cell factor (SCF), and 
TSLP; the long-chain cytokines include growth hormone, prolactin, erythropoietin, 
thrombopoietin, leptin, IL-6, IL-11, leukemia inhibitory factor (LIF), oncostatin M (OSM), 
ciliary neurotrophic factor (CNTF), cardiotrophin-1 (CT-1), novel neurotrophin 1/B 



cell–stimulating factor 3 (NNT-1/BSF-3), and granulocyte colony-stimulating factor 

(G-CSF) ( Table 1) ( 8 /SUP>, 9 ). In addition to a difference in the length of the helices, which typically 

are approximately 15 amino acids long for the short-chain helical cytokines and 25 amino acids long for 

the long-chain helical cytokines, there are differences in the angles between the pairs of helices, and the 

AB loop is “under” the CD loop in the short cytokines but “over” the CD loop in the long cytokines ( Fig. 1) ( 

7 , 8 , 10 ). Short-chain, but not long-chain, cytokines have ß structures in the AB and CD loops. The 

groupings according to short-chain and long-chain cytokines have evolutionary considerations and also 

correlate with grouping of receptor chains for these two subfamilies of type I cytokines. An analysis of 

short-chain cytokines has revealed that 61 residues constitute the family framework, including most of the 

31 residues that contribute to the buried inner core. The similarities and differences in the structures of 

IL-2, IL-4, and GM-CSF have been carefully analyzed ( 6 ). Among these cytokines, there is considerable 

variation in the intrachain disulfide bonds that stabilize the structures. For example, IL-4 has three 

intrachain disulfide bonds, GM-CSF has two, and IL-2 has only one. In IL-4, the first disulfide bond 

(between Cys 24 and Cys 65) connects loop AB to BC, the second disulfide bond (between Cys 46 and 

Cys 99) connects helix B and loop CD, and the third disulfide bond (between Cys 3 and Cys 127) connects 

the residue preceding helix B with helix D. In GM-CSF, the N-terminal of helix B and the N-terminal of ß 

strand CD are connected by one disulfide bond, whereas the other disulfide bond connects the C-terminal 

of helix C and a strand that follows helix D. In IL-2, a single essential disulfide bond between Cys 58 and 

Cys 105 connects helix B to strand CD. Thus, each cytokine has evolved distinct disulfide bonds to 

stabilize its structure, although it is typical that helix B is connected to the CD loop. The structures formed 

by helices A and D are more rigorously conserved than those formed by helices B and C, primarily 

because of the interhelical angles; helix D and the connecting region are the most highly conserved 

elements among the three cytokines ( 6 ). This is of particular interest, because the regions of type I 

cytokines that are most important for cytokine–cytokine receptor interactions (according to analogy to the 

growth hormone receptor structure; see later discussion) include helices A and D and residues in the AB 

and CD loops, whereas helices B and C do not form direct contacts ( 6 ).



 
TABLE 1. Four helical-bundle cytokines

Certain variations on these typical structures can occur. For example, IL-5 is unusual in that it is a dimer, 

positioned in such a way so that the ends containing the N- and C-terminals are juxtaposed ( 11 ). Helix D 

is “exchanged” between the two covalently attached molecules, so that helix D of each molecule actually 

forms part of the four-helix bundle of the other monomer ( 11 ). M-CSF is also a helical cytokine dimer, but 

no exchange of helix D occurs ( 10 ). The IFNs achieve related albeit somewhat different structures and 

also are known as type II cytokines ( 8 ). IFN-ß has an extra helix that is positioned in place of the CD 

strand ( 12 ). IFN-? is a dimer, each molecule of which consists of six helices ( 13 ), as can be seen in Fig. 

2. Two of these helices are interchanged, including one from each four-helix bundle ( 10 , 13 ). IL-10, which 

is closely related to IFN-?, has a similar structure ( 14 ), and it can be predicted that more recently identified 

IL-10–like molecules, such as IL-19, IL-20, IL-22, IL-24, IL-26, IL-28, and IL-29, presumably have similar 

structures. It is interesting that the majority of helical cytokines have four exons, with helix A in exon 1, 

helices B and C in exon 3, and helix D in exon 4 ( 7 ). A related organization is found for IFN-? as well as 

for the long-chain helical cytokines, growth hormone, and G-CSF. However, there are a number of 

exceptions: For example, IL-15 is divided into nine exons and IFN-ß has only one exon, being devoid of 

introns. Thus, there are general “rules,” but each of these has exceptions.



 
FIG. 2. Structure of the growth hormone and interferon (IFN) ? receptors. Shown are ribbon diagrams of 

the structures of the IFN-? receptor (above) and growth hormone receptor (below) as examples of type II 

and type I cytokine receptors. In the IFN-? receptor, only IFNGR-1 complexed to the IFN-? dimer is 

shown, inasmuch as the full structure with IFNGR-2 is not yet known. For growth hormone, both growth 

hormone receptor monomers are shown. See text for discussion of the structures. The growth 

hormone/growth hormone receptor structure is from de Vos et al. ( 23 ), and the IFN-?-IFNGR-1 structure 

is from Walter et al. ( 242 ). The figure was provided by Dr. Alex Wlodawer, National Cancer Institute.

Receptors for Type I Cytokines

The first published report suggesting that type I cytokine receptors had shared features came from a 

comparison of the sequences of the erythropoietin receptor and the IL-2 receptor ß chain ( 15 ), but an 

analysis of a larger number of type I cytokine receptors provided a much clearer view of this superfamily ( 

16 ). Type I cytokine receptors are generally type I membrane-spanning glycoproteins (N-terminal 

extracellular, C-terminal intracellular), the only exceptions being proteins such as the CNTF receptor a 

chain (see later discussion) that lack a cytoplasmic domain and instead have a 

glycosyl-phosphatidylinositol (GPI) anchor; however, the orientation of this protein is otherwise similar to 

that of a type I membrane protein. In their extracellular domains, a number of conserved similarities have 

been noted ( Table 2). These include four conserved cysteine residues that were predicted to be involved 

in intrachain disulfide bonding and a tryptophan residue, located two amino acids C-terminal to the second 

conserved cysteine. In addition, a membrane proximal region WSXWS (Trp-Ser-X-Trp-Ser) motif is 

generally conserved, although, again, exceptions exist: For example, in the growth hormone receptor, the 

motif is a substantially different YGEFS (Tyr-Gly-Glu-Phe-Ser) sequence, and in the IL-23 receptor, it is a 

more similar WQPWS (Trp-Gln-Pro-Trp-Ser) motif.



 
TABLE 2. Features common to type I cytokine receptors

Interestingly, an analysis of a number of the receptors reveals that the two sets of cysteines are typically 

encoded in two adjacent exons, and the exon containing the WSXWS motif is typically just 5' to the exon 

encoding the transmembrane domain. Although serines can be encoded by six different codons (i.e., 

sixfold degeneracy in codon usage), the codons used to encode the serines in WSXWS motif are far more 

limited, with two of the six possible codons (AGC and AGT) dominating. These data are consistent with a 

common ancestral precursor. Although complementary deoxyribonucleic acids (cDNAs) encoding many of 

the known cytokine receptors were identified on the basis of expression cloning with a defined ligand, the 

limited degeneracy of the WSXWS motif facilitated the cDNA cloning of several type I cytokine receptor 

members by the use of polymerase chain reaction, leading to the first identification of IL-11R ( 17 , 18 ), 

IL-13Ra ( 19 ), and an OSM receptor ( 20 ). With the advances in sequencing the human genome, receptors 

have also been identified on the basis of computer predictions of open reading frames that appeared to 

encode type I receptors (e.g., IL-21 receptor) ( 21 ) and have allowed computer-based homology searches 

when homology was too low for cloning by hybridization (e.g., identifying the human TSLP receptor on the 

basis of the sequences of the murine TSLP receptor) ( 22 ). Another shared feature of type I cytokine 

receptors is the presence of fibronectin type III domains. In some cases, such as the common cytokine 

receptor ß chain, ß 
c
, which is shared by the IL-3, IL-5, and GM-CSF receptors (see later discussion), the 

extracellular domain is extended, with a duplication of the domains containing the four conserved 

cysteines and the WSXWS motif.

Overall, the different receptor molecules, like the cytokines, have extremely limited sequence identity. 

Nevertheless, they appear to form similar structures, according to the known structures for the growth 

hormone, prolactin, erythropoietin, and IL-4 receptors ( 23 , 24 , 25 and 26 ) and the modeling of other 

cytokine receptor molecules on the basis of the known structures. Thus, the available data indicate closely 

related three-dimensional structures for the different type I cytokines and closely related structures for type 

I cytokine receptors, despite the widely divergent sequences. Of importance, however, is that the only type 

I cytokine receptors whose structures have been completely solved correspond to long-chain type I 

cytokines. A partial structure is available for the IL-4 receptor, containing IL-4 and IL-4Ra but not either of 

the essential second possible chains (? 
c
 or IL-13Ra1, which are part of the type I and type II IL-4 



receptors, respectively). The cytokines and their receptors have presumably coevolved, whereby the 

differences in amino acid sequences between different cytokines allow for their distinctive interactions with 

their cognate receptor chains. At times, however, as illustrated later, despite amino acid differences, there 

are a number of sets of cytokines that are capable of interacting with shared receptor chains, allowing a 

number of the different cytokines and their receptors to be grouped into subfamilies ( 8 ).

In addition to the similarities just noted in the extracellular domains, there are sequence similarities that 

are conserved in the cytoplasmic domain of cytokine receptors. In particular, a membrane proximal area 

known as the Box 1/Box 2 regions are conserved ( Table 2), with a proline-rich Box 1 region being the 

most conserved ( 27 ). This is discussed in greater detail later.

Type I Cytokine Receptors Are Homodimers, Heterodimers, or Higher Order Receptor Oligomers

The first cytokine receptor structure to be solved was that for growth hormone ( Fig. 2) ( 23 ). Before the 

x-ray crystallographic analysis, it was believed that growth hormone bound to its receptor with a 

stoichiometry of 1:1. Remarkably, however, the x-ray crystal structure solution was necessary to establish 

that a single growth hormone molecule interacted with a dimer of the growth hormone receptor, in which 

each receptor monomer contributes a total of seven ß strands. Perhaps the most striking finding was that 

totally different parts of the growth hormone molecule interacted with the same general region of each 

growth hormone receptor monomer. The three-dimensional x-ray crystal structure for the growth 

hormone/growth hormone receptor complex is shown in Fig. 2. Solving the structure also clarified the 

basis for the assembly of the growth hormone receptor complex ( 23 ). Kinetically, growth hormone is 

believed to interact first with one receptor monomer via a relatively large and high-affinity interaction 

surface (site I), spanning approximately 1,230 Å 2. A second receptor monomer then interacts with the 

growth hormone/growth hormone receptor complex via two contact points: one on growth hormone 

(spanning approximately 900 Å 2) (site II) and the other on the first receptor monomer (spanning 

approximately 500 Å 2) (site III), located much more proximal to the cell membrane. Thus, a total of three 

extracellular interactions are responsible for the formation and stabilization of the growth hormone/growth 

hormone receptor complex ( 23 ). Intuitively, critical mutations in site I should prevent growth hormone from 

binding to its receptor, whereas mutations in site II would potentially prevent dimerization and signal 

transduction, providing a rational method for the design of antagonists.

The growth hormone/growth hormone receptor structure revealed that the growth hormone receptor 

extracellular domain is composed of two fibronectin type III modules, each of which is approximately 100 

amino acids long and contains seven ß strands, resulting in the formation of an immunoglobulin-like 

structure. The contact surface between ligand and receptor occurs in the hinge region that separates 

these two fibronectin type III modules. Analysis of a growth hormone/prolactin receptor complex revealed 

the anticipated similar structure for the prolactin receptor ( 24 ).

The growth hormone/growth hormone receptor structure was obviously of great importance in the growth 



hormone field. In addition, however, the structure has been of great importance by serving as a paradigm 

for the structures of all type I cytokine receptors. Because the growth hormone receptor forms a 

homodimer, it immediately served as a model for other homodimers, such as the erythropoietin receptor, 

whose structure has also been solved ( 25 ). Interestingly, the structure of the erythropoietin receptor 

complex was solved by using a small protein mimetic (20–amino acid–long peptide) of erythropoietin that 

was identified through the use of random phage display peptide libraries and affinity selective methods ( 28

 ). These studies on erythropoietin provided direct evidence that a small molecule not only mimicked 

erythropoietin action, but also could induce dimerization of the erythropoietin receptor, thus forming a 

structure similar to that of the growth hormone receptor. The greatest difference, however, is that the “site 

III” stem region interaction surface in the erythropoietin receptor is much smaller than that in the growth 

hormone receptor, comprising only 75 Å 2 ( 25 ).

In addition to the similarities between the structures for the growth hormone ( 23 ) and erythropoietin ( 25 ) 

receptors and presumably with other homodimeric receptors, it is immediately evident that the same type 

of structure could be achieved by heterodimeric receptors, as demonstrated by the growth 

hormone–growth hormone receptor/prolactin receptor structure ( 24 ), in which one of the growth hormone 

receptor monomers is replaced by the prolactin receptor monomer. Thus, the growth hormone/growth 

hormone receptor system can be viewed as a specialized system in which two parts of growth hormone 

interact with the same receptor chain. It is reasonable to hypothesize that cytokine-receptor systems with a 

homodimeric receptor evolutionarily might be older than those with heterodimeric receptors and that the 

coordination of two different receptor chains in heterodimeric receptors might reflect added levels of 

specialization that have evolved. Because type I cytokines and their receptors are members of 

superfamilies, if there were a single original primordial type I cytokine receptor molecule from which all the 

others have been derived, it is reasonable to hypothesize that the original type I cytokine/receptor system 

might have involved a receptor that formed homodimers. In this regard, it is interesting that growth 

hormone and erythropoietin, whose actions are vital for growth and erythropoiesis, bind to receptors that 

are homodimers, whereas the heterodimeric structures that typify the immune system are perhaps more 

“specialized” functions that arose later in evolution.

Interestingly, all type I cytokines known to interact with homodimers (growth hormone, prolactin, 

erythropoietin, and G-CSF) are long-chain helical cytokines, although other long-chain helical cytokines 

[e.g., the cytokines whose receptors contain glycoprotein 130 (gp130); see later discussion] interact with 

heteromeric receptors. The short-chain cytokines that signal through homodimers are SCF and M-CSF, 

but in these cases, the receptors (c-kit and CSF-1 receptor, respectively) are different from type I cytokine 

receptors in that they contain intrinsic tyrosine kinase domains. Thus, SCF and M-CSF are not typical type 

I cytokines, and all other short-chain cytokines signal through heterodimers or more complex receptor 

structures (e.g., IL-2 and IL-15 signal through high-affinity receptors that have three components).

By analogy to the structure of the growth hormone receptor, for cytokines whose receptors are 

heterodimers, it is easy to envision that heterodimeric receptors would occur with cytokines in which site II 



on the cytokine had evolved to a point at which it interacted with a different receptor molecule than did site 

I, resulting in formation of a heterodimer rather than a homodimer. This latter situation is the case for 

many cytokines, including all short-chain type I cytokines except for SCF and M-CSF. Overall, there are a 

number of distinct groups of cytokines, and each group shares at least one common receptor component. 

This phenomenon is true for certain sets of both short-chain and long-chain four–a helical bundle 

cytokines, and, depending on the set of cytokines, the shared chain interacts with either site I or site II.

TYPE I CYTOKINE RECEPTOR FAMILIES AND THEIR RELATIONS

Cytokines that Share the Common Cytokine Receptor ? Chain (Interleukins-2, -4, -7, -9, -15, and 

-21)

The receptors for six different immunologically important cytokines—IL-2, IL-4, IL-7, IL-9, IL-15, and 

IL-21—share the common cytokine receptor ? chain, ? 
c
 (CD132) ( 29 , 30 , 31 , 32 , 33 , 34 , 35 , 36 and 37 ) 

[reviewed by Leonard ( 38 , 39 )]. These cytokines are all short-chain four–helical bundle cytokines; basic 

features of these cytokines are summarized in Table 3. The properties of these cytokines and their unique 

receptor chains are summarized, followed by a discussion of the discovery that they share a common 

receptor component and the implications thereof.

 
TABLE 3. Features of cytokines whose receptors share ? 

C
 

Mature IL-2 is a 133–amino acid–long peptide that is produced solely by activated T-lymphocytes and is 

the major T-cell growth factor, in keeping with its original discovery as a T-cell growth factor ( 40 ). IL-2 has 

other important actions as well, however, including its ability to exert effects on a number of other 

lineages; most notably, it can increase immunoglobulin synthesis and J chain transcription in B cells ( 41 , 

42 ), potently augment the cytolytic activity of natural killer (NK) cells ( 43 , 44 and 45 ), and induce the 

cytolytic activity of lymphokine-activated killer cells. In addition, IL-2 plays an important role related to the 



elimination of autoreactive cells in a process known as antigen-induced (or activation-induced) cell death 

(AICD) ( 46 , 47 ) ( Table 3). This is discussed further in Chapter 27.

IL-2 is particularly important historically, because it is the first type I cytokine that was cloned ( 48 ) and the 

first type I cytokine for which a receptor component was cloned ( 49 , 50 ). Many general principles were 

derived from this cytokine, including its being the first cytokine that was demonstrated to act in a growth 

factor–like manner through specific high-affinity receptors, which is analogous to the growth factors being 

studied by endocrinologists and biochemists ( 47 , 51 ).

Although not produced by resting T cells, production of IL-2 is rapidly and potently induced after antigen 

encounter with resting T cells. As a result, transcription and synthesis of IL-2 are often used as key 

indicators of successful T-cell receptor activation. Although the antigen determines the specificity of the 

T-cell immune response, the interaction of IL-2 with high-affinity IL-2 receptors helps regulate the 

magnitude and duration of the response, on the basis of the amount of IL-2 produced, the levels of high 

affinity receptors expressed, and the duration of IL-2 production and receptor expression. IL-2 can act in 

either an autocrine or paracrine manner, depending on whether the producing cell is also the responding 

cell or whether the responding cell is a nonproducing cell. IL-2, as noted previously, is also important for 

the process of AICD ( 46 ). The gene encoding IL-2 is located on chromosome 4 ( 52 ), and, like many other 

helical cytokines, its gene consists of four exons ( 7 ).

IL-2 binds to three classes of receptors. These are formed by different combinations of three chains: 

IL-2Ra ( 49 , 50 , 53 ), IL-2Rß ( 54 , 55 , 56 and 57 ), and a protein initially called IL-2R? ( 29 ) but now known as 

the common cytokine receptor ? chain, ? 
c
 ( 31 , 39 ). The different classes of IL-2 receptors are discussed 

later.

Like IL-2, IL-4 is produced primarily by activated CD4 + T cells ( 58 , 59 ). IL-4 is also produced by CD4 

+NK1.1 + “natural” T cells ( 60 ), and by mast cells and basophils [reviewed by Nelms et al. ( 59 )]. IL-4 is the 

major B-cell growth factor and is vital for immunoglobulin class switch, enhancing the production and 

secretion of immunoglobulins (Ig) G1 and E ( 59 ). IL-4 induces expression of class II major 

histocompatibility complex molecules on B cells and increases cell surface expression of crystallized 

fragment e receptor I (FceRI) (the receptor for IgE) on B cells. In addition to its actions on B cells, IL-4 can 

also act as a T-cell growth factor, inducing proliferation in both human and murine T cells, and the 

differentiation of T helper 2 (Th2) cells (discussed later). When combined with phorbol myristate acetate 

(PMA), IL-4 is also a potent comitogen for thymocytes. Of importance is that IL-4 can inhibit certain 

responses of cells to IL-2 [reviewed by Paul ( 61 )]. Moreover, IL-4 can exert actions on macrophages, 

hematopoietic precursor cells, stromal cells, and fibroblasts ( 58 ). Human IL-4 is 129 amino acids long, 

and its gene is located on human chromosome 5 (5q31.1–31.2) and mouse chromosome 11 ( 58 , 62 ), in 

the same region as IL-3, IL-5, IL-13, and GM-CSF. Its receptor on T cells and other hematopoietic cells 

consists of the 140-kDa IL-4Ra protein ( 59 , 63 , 64 and 65 ) and ? 
c
 ( 30 , 32 ). This form of receptor is known 



as the type I IL-4 receptor. Expression of IL-4Ra tends to be quite low, and cells that potently respond to 

IL-4 often express only a few hundred receptors per cell. As discussed later, in addition to the type I IL-4 

receptor, an alternative form of the receptor, containing IL-4Ra and IL-13Ra (now denoted IL-13Ra1), 

although not expressed on T cells, is expressed on a number of other cell types and can transduce IL-4 

signals into these cells.

IL-7 is not a lymphokine (i.e., it is not produced by lymphocytes) but instead is produced by stromal cells ( 

66 , 67 ). Its major role is to enhance thymocyte growth, survival, and differentiation ( 68 , 69 , 70 , 71 and 72 ), 

as well as low-affinity peptide-induced proliferation and thus homeostatic proliferation of naïve and CD8 + 

memory T cells ( 72 , 73 and 74 ). IL-7 has some activity for the growth of mature T cells ( 72 , 75 , 76 ). It also 

is vital for the growth of murine pre–B cells ( 66 , 70 , 71 , 76 ), but from studies of humans with defective IL-7 

signaling [patients with X-linked severe combined immunodeficiency disease (SCID), Janus kinase 3 

(Jak3)–deficient SCID, and IL-7Ra-deficient SCID; see later discussion), it is now clear that human B cells 

can develop in the absence of IL-7 responsiveness. This demonstrates that in humans, IL-7 is not as vital 

for the growth of human pre–B cells as for that of thymocytes ( 39 , 77 ). IL-7 is 152 amino acids long ( 67 ), 

and its gene is located on human chromosome 8q12–13 ( 78 ) and on murine chromosome 3. The 

functional IL-7 receptor contains the 75-kDa IL-7Ra ( 79 ) and ? 
c
 ( 31 , 33 ). According to chemical 

cross-linking experiments and Scatchard analyses, there is a suggestion, however, that the receptor may 

contain a third component as well ( 31 ), although such a protein has not yet been identified.

IL-9 was originally described as a murine T-cell growth factor ( 80 ). Human and murine forms of IL-9 are 

126 amino acids long ( 80 , 81 ). IL-9 is produced by activated T cells and supports the growth of T helper 

clones but not cytolytic clones ( 82 ). In contrast to IL-2, its production is much more delayed, which 

suggests its involvement in later, perhaps secondary signals. In the mouse, IL-9 has also been reported to 

exert effects on erythroid progenitors, B cells (including B1 cells), mast cells, and fetal thymocytes. With 

regard to mast cells, IL-9 has been shown to be identical to mast cell growth–enhancing activity, a factor 

present in conditioned medium derived from splenocytes ( 83 ). IL-9 can also synergize with IL-3 for 

maximal proliferation of these cells. The action of IL-9 on thymocytes in vitro is interesting in view of the 

development of thymomas in IL-9 transgenic mice, coupled to the observation that IL-9 is a major 

antiapoptotic factor for thymic lymphomas ( 84 ). Nevertheless, IL-9 knockout mice do not have a defect in 

T-cell development ( 85 ). Instead, they exhibit a defect in pulmonary goblet cell hyperplasia and 

mastocytosis after challenge with Schistosoma mansoni eggs, a synchronous pulmonary granuloma 

formation model; however, there was no defect in eosinophilia or granuloma formation ( 85 ). Interestingly, 

mice in which transgenic IL-9 is expressed in the lung exhibit airway inflammation and bronchial 

hyperresponsiveness; nevertheless, in the IL-9 -/- mice, there was normal eosinophilia and airway 

hyperreactivity in an ovalbumin-mediated allergen (ovalbumin)–induced inflammatory model ( 86 , 87 and 88 

). Thus, although IL-9 clearly can contribute to allergic/pulmonary responses, it appears that there are 

compensatory cytokines that substitute for IL-9 in at least certain settings. Whereas murine IL-9 is active 

on human cells, human IL-9 is not biologically active on murine cells (the situation opposite that for IL-2). 



Human IL-9 is located on chromosome 5 in the 5q31–35 region ( 89 ), which is also the location for the 

genes encoding IL-3, IL-4, IL-5, IL-13, and GM-CSF. In contrast, murine IL-9 is “isolated” on chromosome 

13, whereas IL-3, IL-4, IL-5, IL-13, and GM-CSF are clustered on chromosome 11. IL-9 binds to the 

64-kDa IL-9Ra–binding protein, which is similar in size to ? 
c
 ( 90 ), and the functional IL-9 receptor, which 

binds IL-9 with a dissociation constant (K 
d
) of 100 pM, consists of IL-9Ra plus ? 

c
 ( 34 , 35 ).

IL-15 was identified as a novel T-cell growth factor that was also unexpectedly expressed in the 

supernatants of a human T-lymphocyte virus type I (HTLV-I)–transformed T-cell line ( 91 , 92 ). Although 

IL-15 messenger ribonucleic acid (mRNA) is produced by a range of nonlymphocytic cell types, it is quite 

difficult to detect IL-15 protein production ( 93 ). IL-15 is located at human chromosome 4q31 and at 

murine chromosome 8. Thus, a clear understanding of the cellular sources of actual production is 

important and still requires further investigation. IL-15 receptors are widely expressed, but IL-15 appears 

to be most important for NK cell development ( 94 , 95 and 96 ) and the development of CD8 memory T-cell 

development ( 95 , 96 ). Interestingly, the receptor for IL-15 on T cells contains IL-2Rß ( 36 , 93 , 97 ), ? 
c
 ( 36 ), 

and one unique protein, IL-15Ra. IL-15Ra shares a number of structural similarities with IL-2Ra, including 

the presence of so-called sushi domains ( 98 ), and the IL2RA and IL15RA genes are closely positioned on 

human chromosome 10p14 ( 99 ). An alternative form of receptor for IL-15, denoted IL-15RX has been 

detected on mast cells ( 100 ), with apparently distinctive signaling features, but cDNAs have not been 

identified. If more than one type of IL-15 receptor does exist, then it is possible that distinct types of IL-15 

signals may be induced in distinct cell lineages. In contrast to IL-2, which is both a growth factor and a 

mediator of AICD, the role of IL-15 appears to be more focused on growth ( 101 ).

IL-21 is the most recently identified member of the IL-2 family of cytokines. The IL-21 binding protein 

(IL-21R) was identified as an open reading frame as part of a genomic DNA sequencing project ( 21 ) and 

independently as a novel expressed sequence tag ( 102 ). IL-21 was then cloned by an expression 

approach, on the basis of its ability to bind IL-21R ( 102 ). At least in vitro, IL-21 can bind to and has been 

reported to have effects on T, B, and NK cells. It augments T-cell proliferation as a comitogen ( 102 ), 

augments B-cell proliferation when combined with anti-CD40, and inhibits proliferation in response to 

anti-IgM plus IL-4 ( 102 ). On NK cells, it has been reported to cooperate with IL-15 and Flt-3 ligand to 

increase development ( 102 ) but oppose the actions of IL-15 ( 103 ). A clear understanding of the biological 

role for this cytokine is still emerging. The receptor for IL-21 consists of IL-21R plus ? 
c
 ( 37 ) [reviewed by 

Leonard ( 39 )]. IL-21R is most related to IL-2Rß, and, like IL-2Rß, its expression is induced after cellular 

stimulation with anti-CD3 or phytohemagglutinin; in addition, its expression is augmented in T cells after 

transformation with HTLV-I ( 21 ). Both human and murine IL-21 can act on cells of one another’s species, 

although a rigorous comparison of the relative potency on cells of the homologous versus heterologous 

species has not been reported. IL-21 is on chromosome 4q26–27, whereas its receptor is on chromosome 

16p11.



Thus, IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21 collectively exhibit overlapping roles related to T cells, NK 

cells, B cells, and mast cells and together are expected to play vital roles for normal development or 

function, or both, of these cellular lineages. The fact that these six cytokines share ? 
c
 is therefore of 

particular interest, and a historical review of the basis for the discovery that IL-2, IL-4, IL-7, IL-9, IL-15, and 

IL-21 share a common chain is instructive.

X-Linked Severe Combined Immunodeficiency Disease Results from Mutations in ? 
c
 The ? chain 

was originally identified as a third component of the IL-2 receptor ( 29 ), after it became clear that IL-2 

receptor a and ß chains alone were not sufficient to transduce an IL-2 signal. The hypothesis that the ? 

chain was a shared component of receptors in addition to the IL-2 receptor was motivated from a 

comparison of the clinical phenotypes in humans that result from defective expression of IL-2 versus ? 
c
. 

In 1993, it was reported that the ? chain was located on the X chromosome and that it was the gene that 

was mutated in X-linked severe combined immunodeficiency (XSCID; the disease is formally designated 

as SCIDX1) ( 104 ) (see also Chapter 49). XSCID is characterized by profoundly diminished numbers of T 

cells and NK cells ( 38 , 39 , 105 , 106 and 107 ) ( Table 4). Although the B cells are normal in number, they are 

nonfunctional, apparently because of a lack of T-cell help as well as an intrinsic B-cell defect that is not 

typically corrected solely by the addition of T cells ( 38 , 107 , 108 ). In contrast to the profound decrease in 

the number of T cells in patients with XSCID, IL-2–deficient humans ( 109 , 110 ) and mice ( 111 ) were found 

to have normal numbers of T cells [the phenotypes of mice deficient in type I and type II cytokines, their 

receptor, Janus kinases (Jaks), and signal transducer and activator of transcription (STAT) proteins are 

summarized later in Table 14]. This observation seemed to greatly minimize the possibility that a 

component of the IL-2 receptor would be defective in XSCID; therefore, the finding that the ? chain was 

mutated in XSCID was all the more unexpected. Thus, the conundrum was why a defect in a component 

of a receptor would be more severe than a defect in the corresponding cytokine. This led to the hypothesis 

that the ? chain was part of other immunologically important cytokine receptors as well ( 104 ). In this 

model, the defects in XSCID would be explained by the combination of defects resulting from 

simultaneous inactivation of multiple signaling pathways, rather than from a selective defect in IL-2 

signaling ( 38 , 104 ). The initial two cytokines for which it was hypothesized that the ? chain might play a 

role were IL-4 and IL-7. The reasons for this were as follows [reviewed by Leonard ( 38 )]: (a) IL-7 was 

known to be the major thymocyte growth factor, so that defective IL-7 signaling could potentially explain 

the basis for defective T-cell development. (b) Defective IL-4 and IL-7 signaling might explain the defects 

in B-cell function in XSCID. In XSCID, B-cell function was often known not to improve after successful 

bone marrow transplantation with T-cell engraftment, which suggested that there may be an intrinsic B-cell 

defect that persisted even when T-cell help was provided. Moreover, the ? chain appeared to be required 

for terminal B-cell differentiation, according to random X chromosome inactivation patterns in immature 

surface IgM + B cells from XSCID female carriers but nonrandom X-inactivation patterns in their more 

mature surface IgM B cells (i.e., only those B cells containing the active X chromosome with wild-type ? 
c
 



could mature) [reviewed by Noguchi et al. ( 104 )]. Because both IL-4 and IL-7 were known to be important 

for B-cell function, defective IL-4 and IL-7 signaling could help explain these defects. (c) At the time of the 

studies, only a single chain had been identified for both the IL-4 and IL-7 receptors; therefore, it was 

reasonable that a second type I cytokine receptor chain might form part of their receptors. (d) Like IL-2, 

both IL-4 and IL-7 could exert actions as T-cell growth factors; thus, it was possible that the sharing of a 

common chain might partially account for shared actions. (e) In at least some situations, IL-2 and IL-4 

were known to have opposing actions. If IL-2 and IL-4 competed for the recruitment of a shared receptor 

component present in limited amounts, this could help to explain how they might have opposing actions 

(discussed later). A series of experiments, including chemical cross-linking, Scatchard analyses on cells 

reconstituted with IL-4Ra with or without ? 
c
 or with IL-7Ra with or without ? 

c
, and functional analyses, led 

to the establishment that the ? chain was also an essential functional component of both the IL-4 and IL-7 

receptors on T cells ( 30 , 31 , 32 and 33 ). In view of its multifactorial role, the ? chain was renamed as the 

common cytokine receptor ? chain, ? 
c
 ( 31 , 32 ). IL-9, another T-cell growth factor, was subsequently 

shown to also use ? 
c
, whereas the receptor on T cells for IL-15, a cytokine quite similar to IL-2, shares 

both IL-2Rß and ? 
c
 [reviewed by Leonard ( 39 )] and differs only in that it has a different a chain. IL-15 

appears even more dependent on IL-15Ra than is IL-2 on IL-2Ra for binding, inasmuch as the 

IL-15/IL-2Rß/? 
c
 complex appears to be less stable than the IL-2/IL-2Rß/? 

c
 complex ( 112 ). Most recently, 

IL-21 was also shown to share ? 
c
, so that at least six cytokines share ? 

c
 ( 39 ) ( Fig. 3). 

 
FIG. 3. Schematic of the receptors for interleukin (IL)–2, IL-4, IL-7, IL-9, IL-15, and IL-21, showing 

interactions with Janus kinases 1 and 3 (Jak1 and Jak3). The illustration shows that IL-2, IL-4, IL-7, IL-9, 

IL-15, and IL-21 all share ? 
c
. IL-2Ra and IL-15Ra are not shown. Whereas the distinctive chains 

associate with Jak1, ? 
c
 associates with Jak3. Mutations in ? 

c
 cause X-linked severe combined 

immunodeficiency disease or more moderate forms of X-linked immunodeficiency. Mutations in Jak3 

cause an autosomal recessive form of severe combined immunodeficiency disease (see text).



 
TABLE 4. Features of XSCID

 
TABLE 14. Cytokines and the STATs they activate

In view of the sharing of ? 
c
 by six different cytokine receptors, XSCID is clearly a disease of defective 

cytokine signaling, and it is reasonable to try to explain the major deficiencies in XSCID in terms of the 

disrupted signaling pathways. T-cell development is dramatically diminished not only in IL-7–deficient ( 71 ) 

and IL-7Ra–deficient mice ( 70 ) but also in IL7R-deficient humans with T -B +NK + SCID ( 113 , 114 ); 

however, T-cell development is normal in mice deficient in IL-2 ( 111 ), IL-4 ( 115 , 116 ), in both IL-2 and IL-4 

( 117 ), in IL-9 ( 85 ), in IL-15 ( 96 ), or in IL-15Ra ( 95 ). On the basis of these observations, it seems likely 



that most if not all of the defect in T-cell development in patients with XSCID results from defective IL-7 

signaling [reviewed by Leonard ( 39 )]. It is nevertheless possible that other ? 
c
-dependent cytokines might 

contribute, in view of, for example, the responsiveness of thymocytes to IL-9 and the fact that IL-15 is a 

T-cell growth factor and important for the development of CD8 + memory T cells. As noted previously, 

IL-21 receptors are expressed on T cells, B cells, and NK cells and thus theoretically may contribute to 

T-cell or NK-cell development as well. Additional work is necessary to determine whether this is the case. 

In addition to profoundly diminished numbers of T-cells, humans with XSCID lack NK cells. As discussed 

previously, NK-cell development is defective in IL-15– and IL-15Ra–deficient mice, which indicates that 

defective IL-15 signaling is responsible for the defective NK cell development in XSCID [reviewed by 

Leonard ( 39 )]. In contrast to the greatly diminished number of T cells and absence of NK cells in XSCID 

patients, the B-cell numbers are normal. This is in marked contrast to the greatly diminished numbers of B 

cells in ? 
c
-deficient mice ( 118 , 119 ) and in mice deficient in either IL-7 or IL-7Ra, and it strongly suggests 

that IL-7 is not required for pre–B cell development in humans. Indeed, as noted previously, IL7R-deficient 

SCID patients have a T -B +NK + form of SCID ( 114 ). Although B cells develop, they are nonfunctional. 

This results in part from a lack of T-cell help (in view of the near absence of T cells in XSCID), but various 

data have suggested an intrinsic B-cell defect as well ( 39 ). Indeed, defective ? 
c
-dependent signaling 

(and, in particular, defective signaling by cytokines that act on B cells, such as IL-4 and IL-21) may explain 

the intrinsic B-cell defect in XSCID ( 119a), and these cytokines may be required for the transition from 

random to nonrandom X chromosome inactivation patterns in surface IgM + versus IgM - B cells from 

XSCID female carriers. 

Rationale for the Sharing of ? 
c
 Why should there have been evolutionary pressure to maintain the 

sharing of ? 
c
, in view of the obvious increased risk that sharing a receptor component has when 

mutations arise? There are at least two types of models ( 38 , 120 ). First, because IL-2, IL-4, IL-7, IL-9, 

IL-15, and IL-21 can each act as T-cell growth factors, at least in vitro, it is possible that ? 
c
 might couple 

to one or more signal-transducing molecules that would promote this function. The second type of model, 

which is diametrically different, suggests that the sharing of ? 
c
 is a means by which each cytokine can 

modulate the signals of the other cytokines whose receptors contain ? 
c
. To understand this model, it is 

important to emphasize that cytokine receptors individually are targeted to the cell surface and that the 

formation or stability of different receptor complexes is dependent on the ligand. This was suggested 

previously in the discussion of the growth hormone receptor, wherein the second receptor monomer 

recognizes the combined surface of growth hormone and the first growth hormone receptor monomer ( 23 

). Moreover, there are direct data for the IL-2 receptor, in which ? 
c
 was originally detected as a receptor 

component that could be coprecipitated with IL-2Rß in the presence but not in the absence of IL-2 ( 121 ), 

and dimerization of IL-2Rß and ? 
c
 is known to be required for efficient signaling ( 122 , 123 ). Thus, receptor 

heterodimerization at a minimum is stabilized by the cytokine and physiologically may be absolutely 

dependent on the presence of the cytokine. However, BIAcore optical biosensor experiments have 



indicated that, under the proper experimental conditions, dimers between IL-2Ra and IL-2Rß (only the 

latter of which is a type I cytokine receptor) can form in the absence of IL-2 ( 124 , 125 ). In the absence of 

stable preformed cytokine receptor complexes between ? 
c
 and the other receptor chains, ? 

c
 might 

differentially associate with the different ? 
c
-dependent cytokine receptors, depending on which cytokine 

was present. This model allows for the possibility that ? 
c
 is differentially recruited to different receptors 

according to the relative amount of a cytokine or its relative binding efficiency. In a situation in which ? 
c
 is 

limiting, a cytokine then not only might induce its own action but also could simultaneously inhibit the 

action of another cytokine that was less efficient at recruiting ? 
c
 to its cognate receptor complex. An 

analysis of mice deficient in IL-2 ( 111 ), IL-2Ra ( 126 ), IL-2Rß ( 127 ), and ? 
c
 ( 118 , 119 ) provides the rather 

interesting observation that, although the mice lacking ? 
c
 have defective signaling in six different cytokine 

pathways, mice deficient in IL-2, IL-2Ra, and IL-2Rß appear to be less healthy than the ? 
c
-knockout mice 

when maintained under specific pathogen-free conditions, although a direct comparison of all of the mice 

with the same genetic background in the same animal facility has not yet been performed. Although all of 

the mice have activated T cells, the development of autoimmunity is apparently less severe in ? 
c
-deficient 

mice. This suggests that the signals induced by IL-2 may normally be counterbalanced by signals from 

other ? 
c
-dependent cytokines and that when ? 

c
 itself is mutated or deleted, there is something of a 

normalization of the balance of signals. These and other data suggest that ? 
c
 plays a major role in 

regulating lymphoid homeostasis ( 128 ). 

Cytokine Receptors that Share the Common ß Chain, ß 
c
 (IL-3, IL-5, GM-CSF)

The hematopoietic cytokines, IL-3, IL-5, and GM-CSF ( Table 5) are all synthesized by T cells and exert 

effects on cells of hematopoietic lineage ( 129 , 130 and 131 ). These cytokines are vital for proliferation as 

well as differentiation of myeloid precursor cells. Of these three cytokines, IL-3 is the most pluripotent ( 130 

) and historically was also called multi–colony-stimulating factor (multi-CSF), which reflects the large 

number of lineages on which it can act. It can act to promote proliferation, survival, and development of 

multipotent hematopoietic progenitor cells and of cells that have become dedicated to a range of different 

lineages, including granulocyte, macrophage, eosinophil, mast cell, megakaryocyte, and erythroid 

lineages. IL-3 also can exert end-function effects, such as enhancing phagocytosis and cytotoxicity. 

GM-CSF is mainly restricted to the granulocyte and monocyte/macrophage lineages, but its actions are 

nevertheless quite broad ( 129 ). It is both a growth and survival factor. In addition, it can expand the 

number of antigen-presenting cells, such as dendritic cells, and thereby may greatly expand the ability of 

the host to respond to antigen. Whereas IL-3 and GM-CSF can act on eosinophils, they act at much 

earlier stages than does IL-5, presumably expanding the number of eosinophil-committed precursor cells. 

IL-5 stimulates the eosinophilic lineage and eosinophil release from the bone marrow, is essential for 

expanding eosinophils after helminth infections ( 132 , 133 ), and can mediate the killing of S. mansoni. IL-5 

can also induce immunoglobulin production in B cells activated by contact with activated T helper cells in 



murine systems, and IL-5 and IL-5Ra knockout mice have diminished numbers of CD5 + B1 cells and 

thymocytes until approximately 6 weeks of age ( 132 , 133 ).

 
TABLE 5. Features of cytokines whose receptors share ß 

C
 

On cells that express receptors for more than one of these cytokines, such as eosinophilic progenitors that 

express receptors for IL-3, IL-5, and GM-CSF, or on murine pre–B cells, which express receptors for IL-3 

and IL-5, the signals induced are indistinguishable ( 130 , 131 ). Thus, we can conclude that the differential 

lineage specificities of these cytokines are determined by the cellular distribution of their receptors rather 

than by fundamental differences in the signals that are induced by each cytokine. These observations are 

explained by studies demonstrating that each of these three cytokines has its own unique 60- to 80-kDa a 

chain (i.e., IL-3Ra, IL-5Ra, and GM-CSFRa) ( 134 , 135 , 136 , 137 , 138 and 139 ) but that they share a common 

120- to 130-kDa ß chain, ß 
c
 ( 140 , 141 ) [reviewed by Geijsen et al. ( 131 ) and Miyajima et al. ( 142 )]. The a 

chains are the principal binding proteins for the cytokines, whereas the shared ß 
c
 subunit can augment 

binding affinity but does not exhibit binding activity in the absence of the proper a chain. The a chains have 

relatively short cytoplasmic domains (approximately 55 amino acids each for IL-3Ra, IL-5Ra, and 

GM-CSFRa) and are not believed to play major roles in signaling function, whereas ß 
c
, with its 

cytoplasmic domain of 432 amino acids, is the primary determinant of the signal. As a result, there is a 

relative compartmentalization of binding and signaling function for these cytokines, although the 

cytoplasmic domains of the GM-CSFRa and IL-5Ra chains (and by analogy, perhaps the IL-3Ra chains) 

as well as that of ß 
c
 appear to be capable of at least modulating the growth signals in transfected cells ( 

131 , 143 , 144 and 145 ). In any case, the sharing of ß 
c
 helps explain why the signals induced by IL-3, IL-5, 

and GM-CSF are similar on cells that can respond to more than one of these cytokines. The situation for 

the ß 
c
 family of cytokines is therefore quite different from that of the receptors for IL-2, IL-4, IL-7, IL-9, 

IL-15, and IL-21 wherein the chains with the largest cytoplasmic domains (IL-2Rß, IL-4Ra, IL-7Ra, IL-9Ra, 

and IL-21R) not only contribute most to signaling specificity but also are the proteins principally involved in 

binding the ligands. (Note that in the case of IL-2 and IL-15, the IL-2Ra and IL-15Ra chains importantly 

cooperate with IL-2Rß for this function.) The shared chain, ? 
c
, serves a vital accessory function that, 

when disrupted, causes XSCID, but it plays little role in cytokine binding and does not provide an obvious 



basis for signaling specificity (see later discussion).

One of the surprising features of the hematopoietic cytokines is that, despite their potent in vitro effects as 

well as some in vivo effects, there appears to be considerable redundancy of function, so that knockout 

mice that lack the ability to respond to GM-CSF, IL-3, and IL-5 (mice that lack ß 
c
 as well as a murine 

IL-3–specific ß 
c
–like protein, discussed later) exhibit relatively normal hematopoiesis. These observations 

do not minimize the potency of these particular cytokines; instead, they underscore a substantial 

redundancy for a particularly important set of functions ( 130 , 131 , 146 ). It is noteworthy that ß 
c
-deficient 

mice exhibit defective host responses to infectious challenge, which suggests that these hematopoietic 

cytokines play a vital role in promoting immune function.

Cytokine Receptors that Share gp130 (IL-6, IL-11, Oncostatin M, Ciliary Neurotropic Factor, 

Leukemia Inhibitory Factor, Cardiotrophin-1, and NNT/BSF-3)

Seven cytokines are now known to utilize gp130 as a signal-transducing molecule ( 17 , 147 , 148 , 149 , 150 , 

151 , 152 , 153 , 154 and 155 ). Some of the properties of these cytokines are summarized in Table 6. This 

family is sometimes referred to as the IL-6 family of cytokines and includes IL-6, IL-11, OSM, LIF, CNTF, 

CT-1, and NNT/ BSF-3. This group of cytokines comprises molecules with a diverse range of actions, 

ranging beyond the hematopoietic and immune systems to also include the central nervous system and 

cardiovascular systems, and thus they are even more “multifunctional” than the ? 
c
 and ß 

c
 families of 

cytokines, which appear to exert actions largely restricted to the lymphoid and hematopoietic systems.

 
TABLE 6. Cytokines whose receptors share gp130

IL-6 was the first member of this family to be recognized. It was originally identified and then cloned as a 

B-cell differentiation factor that stimulated terminal differentiation/maturation of B cells into 

antibody-producing plasma cells ( 156 ). However, IL-6 also can exert effects for T-cell growth and 

differentiation (and thus is a thymocyte “comitogen”); induce myeloid differentiation into macrophages; 



induce acute-phase protein synthesis of hepatocytes; and exert actions on keratinocytes, mesangial cells, 

hematopoietic stem cells, the development of osteoclasts, and neural differentiation of PC12 cells 

[reviewed by Taga and Kishimoto ( 152 )]. IL-6 binds to an 80-kDa IL-6–binding protein, denoted IL-6Ra, 

which has a comparatively short (82–amino acid–long) cytoplasmic domain ( 157 ). This IL-6/IL-6Ra 

complex then interacts with and recruits the 130-kDa signal-transducing molecule, gp130, which together 

with IL-6Ra can form a functional IL-6 receptor ( 152 ). Gp130 is the molecule that is the common 

component of the receptors for the family of cytokines being discussed in this section. Of interest from a 

structural perspective is that gp130 contains a total of six fibronectin type III modules, with the four 

conserved cysteine residues and the WSXWS motif located in the second and third of these modules, 

starting from the N-terminal. These regions are topologically positioned a greater distance external to the 

cell membrane than is the case for the other type I cytokine receptors discussed previously.

Remarkably, the IL-6 system illustrates a novel twist on the properties of their principal binding proteins: 

The cytoplasmic domain of IL-6Ra is superfluous for signaling; a soluble form of the IL-6Ra extracellular 

domain is sufficient for ligand binding and coordination with gp130. Thus, in the presence of soluble 

IL-6Ra and IL-6, many cell types that express gp130 but not IL-6Ra are capable of signaling. It was 

observed that IL-6 signaling requires the dimerization of gp130 ( 158 , 159 ). In fact, subsequent data 

revealed that IL-6 signals through a complex containing two molecules each of IL-6, IL-6Ra, and gp130 (a 

dimer of a trimer) ( 160 ), providing a possible paradigm for the stoichiometry of subunits for other members 

of the IL-6 family of cytokines.

IL-11 was originally identified as a factor produced by a stromal cell line in response to stimulation with 

IL-1 [reviewed by Du and Williams ( 161 ) and Goldman ( 162 )]. It was noted to exert a number of effects on 

hematopoiesis, particularly in combination with IL-3 and SCF. Because IL-11 exhibited “IL-6–like 

activities,” a cDNA was isolated on the basis of the presence of IL-6–like activity in the presence of 

antibodies to IL-6 ( 163 ). Other actions of IL-11 include the ability to stimulate the proliferation of lymphoid 

and hematopoietic progenitor cells, stimulate megakaryocytic progenitors and megakaryocyte maturation, 

and stimulate erythroid progenitors (an action not shared by IL-6). Like IL-6, IL-11 can induce acute-phase 

proteins and augment antigen-specific B-cell responses, but it does not stimulate human myeloma cells ( 

161 , 162 , 163 and 164 ). Subsequently, adipogenesis inhibitory factor was cloned and found to be identical to 

IL-11 ( 165 ); this finding revealed another action of IL-11. IL-11 is also produced in the lung eosinophils 

and various structural cells in the lung and is expressed in patients with modest to severe asthma ( 166 ). 

IL-11 signals through a receptor complex containing both IL-11Ra and gp130 ( 17 ). Interestingly, IL-11Ra 

mRNA can be alternatively spliced to yield a form lacking the cytoplasmic domain, and, like IL-6Ra, a 

soluble form of IL-11Ra can coordinate with IL-11 to signal in cells expressing gp130 ( 167 ). Studies on the 

stoichiometry of the IL-11 receptor complex failed to reveal dimerization of gp130 to itself or LIFRß. Thus, 

assuming that it forms a hexameric receptor complex, only five of the members—two molecules of IL-11 

and IL-11Ra and one of gp130—are known, which suggests that another component may still be found ( 

168 ). IL-11 is located at human chromosome 19q13.3—13.4 and murine chromosome 7.



LIF is another multifunctional cytokine originally cloned on the basis of the activity associated with its name 

( 169 ). LIF can suppress the differentiation of pluripotent embryonic stem cells, inhibit adipogenesis, and 

induce monocyte differentiation of the M1 murine leukemia cell line, thus mimicking a number of the 

actions of IL-6 [reviewed by Hilton and Gough ( 170 )]. In addition, it exerts a number of actions in the 

central nervous system and was shown to be identical to cholinergic neural differentiation factor ( 171 ), 

which can induce acetylcholine synthesis while simultaneously suppressing catecholamine production, 

thereby inducing cholinergic function while suppressing noradrenergic function ( 171 ). LIF has been shown 

to be essential for embryo implantations ( 172 ). LIF binds to a receptor (LIFRß) that is structurally related 

to gp130 ( 173 ), but the functional LIF receptor requires the heterodimerization of LIFRß and gp130 as well 

( 148 ).

CNTF was discovered on the basis of its ability to promote neuronal survival ( 174 , 175 ). CNTF signals 

through a receptor comprising LIFRß and gp130 but additionally requires a specific binding protein ( 176 , 

177 ), now denoted CNTFRa. Interestingly, the CNTFRa chain lacks transmembrane and cytoplasmic 

domains and instead is a GPI-linked receptor molecule. CNTFRa appears to provide a receptor-cytokine 

surface with which gp130 and LIFRß can interact. Thus, CNTF is like IL-6 in that each requires initial 

binding to a receptor component (CNTFRa or IL-6Ra) that does not require its own cytoplasmic domain for 

signaling. Whereas IL-6 signaling involves homodimerization of gp130, CNTF signaling involves the 

heterodimerization of LIFRß and gp130. In fact, the functional CNTF receptor appears to be a hexameric 

structure containing two molecules of CNTF, two of CNTFRa, and one each of gp130 and LIFRß ( 178 ). 

The receptor is expressed largely within the nervous system and in skeletal muscle, accounting for largely 

restricted actions of CNTF ( 176 ).

OSM was originally identified on the basis of its ability to inhibit the growth of A375 human melanoma cells 

( 179 ), and cloning confirmed its actions as a growth regulator ( 180 ). OSM is a potent growth factor for 

Kaposi’s sarcoma in patients with acquired immunodeficiency syndrome (AIDS) ( 181 , 182 ). OSM can bind 

directly to gp130 and signals through a receptor combination of gp130 and LIFRß ( 148 ), but it also has an 

alternative receptor comprising a specific OSM receptor subunit (OSMRß) and gp130 ( 20 ). These are 

now known as the type I and type II OSM receptors, respectively. OSM is known to enhance the 

development of both endothelial cells and hematopoietic cells, possibly by increasing hemangioblasts, a 

common precursor for endothelial and hematopoietic cells ( 153 ).

(CT-1 was initially isolated on the basis of its actions on cardiac muscle cells ( 183 ). However, it is now 

clear that it is a multifunctional cytokine with hematopoietic, neuronal, and developmental effects, in 

addition to its effects on cardiac development and hypertrophy ( 184 , 185 ). The basis for these 

multifunctional actions became clear when it was found that, like OSM and LIF, CT-1 can also signal 

through a heterodimer of LIFRß and gp130 ( 151 ). Interestingly, the CT-1 receptor on motor neurons may 

involve a third receptor component, possibly GPI-linked ( 186 , 187 ).



NNT-1/BSF-3, like CNTF, can also support the survival of chicken embryonic sympathetic and motor 

neurons ( 155 ). Interestingly, in mice, NNT-1/BSF-3 can augment the effects of IL-1 and IL-6 and is a 

B-cell stimulating factor. The NNT-1 receptor contains LIFRß and gp130 ( 155 ). NNT-1 is also known as 

cardiotrophin-like cytokine (CLC) and forms a complex with a soluble receptor protein known as 

cytokine-like factor 1 (CLF-1). Together, this complex is a second ligand for CNTFR ( 188 ).

Thus, seven cytokines (IL-6, IL-11, LIF, CNTF, OSM, CT-1, NNT-1/BSF-3) all have receptors that are 

dependent on gp130 [reviewed by Ozaki and Leonard ( 189 )]. These can be divided into two sets of 

cytokines: those known not to require LIFRß (namely, IL-6 and IL-11) and those that use both gp130 and 

LIFRß (LIF, CT-1, OSM, CNTF, and NNT-1/BSF-3) ( Table 7). As noted previously, OSM has two forms of 

receptors, each of which contains gp130 but only one of which contains LIFRß. When cytokines share 

essentially the same receptor, two cytokines might exert identical actions on cells that can respond to both 

cytokines. It is clear that the presence of IL-6Ra, IL-11Ra, and CNTFRa (either on the cell surface or as a 

soluble receptor form, discussed later) determines whether a cell can respond to IL-6, IL-11, and CNTF. 

This raises the interesting question as to whether functional homologs of IL-6Ra, IL-11Ra, and CNTFRa 

also exist for LIF, OSM, CT-1, and NNT-1/BSF-3. As noted previously, this may well be the case for CT-1. 

There is added complexity, at least for OSM, in that it can also signal through the OSMRß/gp130 

heterodimer in a manner apparently independent of LIFRß.

 
TABLE 7. Composition of receptors for the interleukin-6 family of cytokines

Significance of the Sharing of Receptor Chains

Interestingly, ? 
c
, ß 

c
, and gp130 all contribute to signaling, but none of these shared cytokine receptor 



proteins has primary binding activity for any known cytokine. Instead, they each increase binding affinity in 

the context of the primary binding protein for each cytokine. Consequently, the capacity of a cell to 

respond to a given cytokine is determined by the unique binding chain, but signaling pathways can be 

shared.

Other Receptors with Similarities to gp130 (G-CSF Receptor, Obesity Receptor, and IL-12R)

As noted previously, LIFRß, and OSMRß bear some similarities to gp130 ( 20 ). In addition, the G-CSF 

receptor, the leptin receptor [also denoted obesity receptor (OB-R)], and the IL-12 receptor resemble 

gp130. The amino acid identity among these different receptors, compared pairwise, ranges from 18% to 

32%; LIFRß and OSMRß are the most similar.

Leptin Leptin is the product of the obesity ( ob) gene, an adipose tissue–derived signaling factor that plays 

a role in body weight homeostasis ( 190 , 191 ). The leptin receptor, OB-R, was cloned and found to be most 

closely related to the gp130 signal transducer, G-CSF receptor, and LIFRß ( 192 ). Interestingly, this 

receptor is encoded by the “diabetes gene,” which is mutated in db/ db mice ( 193 ). 

IL-12 and IL-23 IL-12 is produced primarily by phagocytic cells in response to bacterial and intracellular 

parasites, such as Toxoplasma gondii, but it is also produced by other antigen-presenting cells, such as B 

cells ( 194 ). IL-12 potently induces the production of IFN-? by NK cells and T cells and is also a growth 

factor for preactivated but not resting NK and T cells. IL-12 was originally discovered as NK cell 

stimulatory factor ( 195 ). IL-12 is a unique inducer of T helper 1 (Th1) cell differentiation (see later 

discussion). IL-12 can also induce the production of IL-2, IL-3, GM-CSF, IL-9, TNF-a, and M-CSF, 

although inducing IFN-? is probably its most important recognized action ( 194 ). As is discussed later in the 

section on immunodeficiency diseases, IL-12 is essential for the proper clearing of mycobacterial 

infections. IL-12 can be thought of as having vital roles in both innate immunity and later immune 

responses. It is rapidly produced by NK cells and then T cells in response to antigens or foreign 

pathogens. This rapid response facilitates the activation of first-line defense against infections. In addition, 

however, IL-12 is also required for the subsequent differentiation of specialized T-cell populations, 

including the priming of Th1 cells for optimal production of IFN-? and IL-2 (discussed later). IL-12 also has 

the ability to act synergistically with hematopoietic growth factors, such as IL-3 and SCF, to support the 

proliferation and survival of hematopoietic stem cells ( 194 ). Structurally, IL-12 is a covalent dimer of 35- 

and 40-kDa peptides ( 194 ); thus, successful production of IL-12 requires that a cell be able to transcribe 

both the p35 and p40 genes ( 196 ). Interestingly, whereas p35 bears sequence similarity to IL-6 and 

G-CSF, p40 is homologous to the extracellular domains of IL-6Ra, CNTFRa, and G-CSF receptor and 

bears some of the features typical of type I receptors, including four conserved cysteines, a conserved 

tryptophan, and a WSEWAS motif, which has obvious similarity to the typical WSXWS motif [reviewed by 

Trinchieri ( 194 )]. Moreover, because both IL-12 receptor (IL-12Rß1 and IL-12Rß2) chains bear some 

similarity to gp130 ( 195 , 196 and 197 ), p40 can be considered a functional homolog of the soluble p80 

IL-6Ra chain. Thus, for this cytokine, part of the “receptor” has become part of the cytokine. Interestingly, 



all the cells that produce IL-12 synthesize a much greater amount of p40 than p35, which suggests that 

the careful control of signaling is at the level of the “primordial” p35 cytokine part of IL-12. The p40 gene is 

on human chromosome 5q31–33, whereas p35 is on 3p12–13.2 ( 194 ). IL-23 is a more recently 

recognized cytokine that is similar to IL-12 in that p40 is part of the cytokine ( 199 ). However, rather than 

representing a p35– p40 heterodimer, IL-23 is a dimer of a p40 and p19, a more recently recognized gene 

product. IL-23 signals through a receptor containing IL-12Rß1 but not IL-12Rß2 ( 200 ). Instead, another 

receptor chain, denoted IL-23R, is the second component of the IL-23 receptor ( 201 ); both IL-12Rß2 and 

IL-23R are located on chromosome 1 with 150 kb of each other ( 201 ). Both IL-12 and IL-23 activate Jak2 

and tyrosine kinase 2 (Tyk2). Although IL-12 and IL-23 can activate STAT1, STAT3, STAT4, and STAT5, 

STAT4 is clearly the dominant STAT protein activated by IL-12, and the complexes induced by IL-23 are 

somewhat different ( 201 ). Interestingly, in comparison with human IL-23R, murine IL-23R contains a 

20–amino acid duplicated region that spans the WQPWS motif. 

IL-27 Another IL-6–related cytokine has been reported ( 202 ). This cytokine is denoted IL-27 and 

represents a dimer of the p28 protein and Epstein Barr virus–induced gene 3 (EBI3) that can induce 

proliferation of naïve CD4 + T cells. IL-27, IL-12, IL-23, and CLC/CLF-1 are four cytokines that represent 

dimers, including a type I cytokine and a soluble receptor-like protein. IL-27 signals through the WSX-1/ 

T-cell cytokine receptor (TCCR) ( 202 ) (discussed later in the section on diseases of cytokine receptors 

and related molecules). 

Other Examples of Shared Receptor Molecules

IL-7 and Thymic Stromal Lymphopoietin Share IL-7R In addition to IL-7, a second stromal factor, 

TSLP, that shares at least some actions with IL-7 ( 203 , 204 ) and whose receptor is a heterodimer of TSLP 

receptor and IL-7Ra ( 205 , 206 ) has been identified. Interestingly, TSLP receptor is 24% identical to ? 
c
, 

and it is thus the cytokine receptor most like ? 
c
 in available databases ( 205 ). Human TSLP and murine 

TSLP share only 43% amino acid identity, and human and murine TSLP receptors share only 39% amino 

acid identity ( 22 ). These percentages are extremely low for human and murine ortholog cytokine 

receptors; for example, human and murine ? 
c
 are 70% identical ( 207 ). In addition to their wide sequence 

divergence, murine TLSP and human TSLP appear to differ functionally. So far, the known major actions 

of murine TSLP are as a B-cell differentiation factor that is important for the development of IgM + 

immature B-cells from pre–B cells and as a weak thymic comitogen. In contrast, human TSLP appears not 

to exert effects on these lineages but instead to be important for dendritic cell activation related to Th2 

allergic responses, an action not known to be shared by murine TSLP ( 208 ) [reviewed by Leonard ( 209 )]. 

This underscores a basic important principle: that there can be different effects of cytokines in different 

species. As a result, it is vital to evaluate effects in human systems in vitro and, when possible, in vivo to 

confirm the relevance of murine findings to human physiology and pathophysiology. 

Two Types of IL-4 Receptors, One of which Also Responds to IL-13 As detailed previously, on T cells, 



IL-4 acts through a receptor comprising IL-4Ra and ? 
c
 (now known as the type I IL-4 receptor) ( 30 , 32 ). 

However, it has been demonstrated that IL-4 can also signal through receptors on non–T cells (type II IL-4 

receptors) that do not express ? 
c
 (or Jak3, which is the Janus family tyrosine kinase that couples to ? 

c
; 

see later discussion) ( 210 ). Other studies suggested that IL-13, another T-cell derived cytokine that is very 

similar to IL-4 in action, could induce signals identical to those of IL-4 on non–T cells that respond to IL-4 

but had no effect in T cells, because these cells do not bind IL-13 ( 211 ). The shared actions of IL-4 and 

IL-13 include the abilities to (a) decrease expression of inflammatory cytokines, (b) induce class II major 

histocompatibility complex expression, (c) induce CD23 expression and IgE production by B cells, (d) 

inhibit IL-2–induced proliferation of chronic lymphocytic leukemia cells of B-cell origin, and (e) co-stimulate 

with anti-CD40 antibodies. In addition to the shared biological actions on non–T cells, a variety of data 

indicated that IL-4Ra was a component of both the IL-4 and IL-13 receptors ( 210 , 211 , 212 and 213 ) but that 

IL-4Ra could bind only IL-4. Specifically, antibodies to IL-4Ra inhibited both IL-4 and IL-13–induced 

proliferation, whereas soluble IL-4Ra could inhibit only IL-4–induced proliferation, which is consistent with 

its serving a major role for binding IL-4 but not IL-13. It was also shown that IL-13 as well as IL-4 could 

induce phosphorylation of IL-4Ra, which again suggests that it was a component of the IL-13 receptor. It 

was therefore hypothesized ( 210 ) and subsequently confirmed ( 19 , 214 ) that the type II IL-4 receptor 

consists of IL-4Ra plus IL-13Ra1 and that both IL-4 and IL-13 induce indistinguishable signals on cells 

expressing these receptors. Interestingly, IL-4 binds primarily to IL-4Ra and IL-13 binds primarily to 

IL-13Ra1. This situation may be analogous to the situation for LIF, CT-1, and OSM, all of which can act 

through receptors ontaining LIFRß and gp130 but differ in their abilities to directly interact with each of 

these receptor proteins. An additional IL-13 binding protein that has much higher binding affinity for IL-13 

than does IL-13Ra1 was identified ( 215 ). This protein, now denoted IL-13Ra2, appears to be nonfunctional 

in terms of signaling and perhaps functions as a “decoy” receptor. IL-13 may be vital in the treatment of 

asthma, inasmuch as blocking IL-13 can inhibit pathophysiological changes of asthma ( 216 , 217 ). The 

phenotype of IL-13 knockout mice has revealed an important role for IL-13 in Th2 cell development and 

the ability to expel helminths ( 218 ). 

An Example of Multiple Affinities of Binding for a Single Cytokine: Three Classes of IL-2 Receptors

Although cytokines typically signal through a single class of high-affinity cell surface receptor, more 

complex situations can exist. One particularly well-studied system in which there are three distinct classes 

of receptor is the IL-2 system. The high-affinity IL-2 receptor, which contains IL-2Ra, IL-2Rß, and ? 
c
, was 

discussed previously. The IL-2 system provides the very interesting illustration of a system with three 

classes of affinities of receptors ( Table 8). In addition to the high-affinity receptor (K 
d
 = 10 -11 M), there 

are both low-affinity receptors (for IL-2Ra alone, K 
d
 = 10 -8 M) and intermediate-affinity receptors (for 

IL-2Rß plus ? 
c
, K 

d
 = 10 -9 M) [reviewed by Lin and Leonard ( 47 , 51 )]. Low- and high-affinity receptors are 

expressed on activated lymphocytes, whereas intermediate-affinity receptors are found on resting 

lymphocytes, particularly on NK cells. Both intermediate- and high-affinity receptors can signal, which thus 



suggests that IL-2Rß and ? 
c
 are necessary and sufficient for signaling, in keeping with the theme of 

dimerization indicated previously. Because the intermediate-affinity form is functional, what then is the 

rationale for having a high-affinity IL-2 receptor that also contains IL-2Ra? This is a particularly relevant 

question in view of the fact that IL-2Ra has an extremely short cytoplasmic domain that does not appear to 

play a role in signaling. The importance of IL-2Ra is clearly demonstrated by the severely abnormal 

phenotype of IL-2Ra-deficient mice, which exhibit autoimmunity, inflammatory bowel disease, and 

premature death ( 126 ), and by the recognition that IL-2Ra mutations can cause an autoimmune syndrome 

in humans as well ( 219 ). One of the clues to the importance of IL-2Ra comes from the kinetics of 

association of IL-2 with each chain. Although the IL-2Ra appears to lack a direct signaling function, it has 

a very fast “on” rate for IL-2 binding ( 220 ). Thus, the combination of this rapid “on” rate with the slow “off” 

rate from IL-2Rß/? 
c
 dimers results in high-affinity binding that is vital for responding to the very low 

concentrations of IL-2 that are physiologically present in vivo. Moreover, as T cells express approximately 

10 times as many low-affinity as high-affinity receptors, IL-2Ra may serve as an efficient means of 

recruitment and concentration of IL-2 on the cell surface, allowing more efficient formation of IL-2/IL-2Rß/? 

c
 signaling complexes.

 
TABLE 8. Classes of interleukin-2 receptors

As mentioned previously, IL-2Ra is not a type I cytokine receptor. In the mid-1980s, it was noted to have 

homology to the recognition domain of complement factor B ( 221 ). However, the IL-15 receptor a chain 

was subsequently shown to have a similar structure ( 98 ); both IL-2Ra and IL-15Ra have sushi domains. 

The fact that both IL-2 and IL-15 have related a chains is consistent with the close relationship between 

IL-2 and IL-15 and the fact that the receptors for both IL-2 and IL-15 contain both IL-2Rß and ? 
c
.

Of importance is that, as IL-2Ra cannot transduce a signal by itself, the detection of IL-2Ra on the cell 

surface does not necessarily reflect IL-2 responsiveness. Because IL-2Ra was discovered before IL-2Rß 

and ? 
c
, many early reports in the literature evaluated IL-2 receptor expression based on IL-2Ra 

expression without studying IL-2Rß or ? 
c
. Thus, for example, the presence of IL-2Ra on a subpopulation 

of double-negative thymocytes is a useful phenotypic marker corresponding to a stage of development, 

but it does not reflect IL-2 responsiveness. Each of the components of the IL-2 receptor is located on a 

different chromosome: In humans, IL-2Ra is located on chromosome 10p14–15 ( 222 ); IL-2Rß is located 



at chromosome 22q ( 223 , 224 ), and ? 
c
 is located at Xq13.1 ( 104 ); the murine homologs are located at 

chromosomes 2, 15, and X, respectively.

Erythropoietin, Thrombopoietin, and Stem Cell Factor

Erythropoietin is vital for erythropoiesis and thrombopoietin for thrombopoiesis. These cytokines each bind 

to receptors that are homodimers ( 25 , 225 ). Interestingly, erythropoietin signaling may depend in part on 

the functional cooperation of the erythropoietin receptor and c-kit, the receptor for SCF ( 226 ). This latter 

receptor has intrinsic tyrosine kinase activity and is not a type I cytokine receptor.

CYTOKINE PLEIOTROPY, CYTOKINE REDUNDANCY, CYTOKINE RECEPTOR 

PLEIOTROPY, AND CYTOKINE RECEPTOR REDUNDANCY

It is well recognized that many cytokines exhibit the phenomena of cytokine “pleiotropy” and “redundancy” 

( 189 ). Cytokine pleiotropy is the ability of a cytokine to exert many different types of responses, often on 

different cell types, whereas cytokine redundancy refers to the fact that many different cytokines can 

induce similar signals. One set of cytokines that exhibit cytokine pleiotropy is the family of cytokines whose 

receptors contain ? 
c
. For example, IL-2 can induce T-cell growth, augment B-cell immunoglobulin 

synthesis, increase the cytolytic activity of lymphokine-activated killer and NK cells, and play an essential 

role in mediating AICD; IL-4 can induce B-cell growth and immunoglobulin class switch; and IL-7 plays a 

major role in thymocyte development but also can stimulate mature T cells and, at least in the mouse, can 

act as a pre–B cell growth factor. The gp130 set of cytokines also exhibit broad actions. For example, IL-6 

exerts effects ranging from that of a co-mitogen for thymocyte activation to that of a mediator of the 

acute-phase response in liver cells. With regard to cytokine redundancy, it has already been highlighted 

that IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21, whose receptors contain ? 
c
, can act as T-cell growth factors 

and that IL-3 has actions that overlap with those of IL-5 and GM-CSF.

The recognition that cytokines not only have overlapping actions but also share receptor components led 

to the concepts of “cytokine receptor pleiotropy” and “cytokine receptor redundancy” [reviewed by Ozaki 

and Leonard ( 189 )]. The first of these terms can be defined by the ability of a single cytokine receptor 

subunit to function in more than one receptor. Thus, examples include the sharing of ? 
c
, ß 

c
, and gp130, 

as summarized previously, as well as the sharing of IL-2Rß by IL-2 and IL-15 receptors and the sharing of 

IL-4Ra and IL-13Ra in type II IL-4 receptors and IL-13 receptors. Another way of viewing receptor 

pleiotropy is to regard certain receptor chains as useful “modules.” In other words, just as domains of 

proteins, such as src homology domains 2 and 3 (SH2 and SH3), are used by many different proteins, 

shared receptor chains can be thought of as an analogous situation in which entire receptor chains is a 

module that functions in more than one context.

The final concept, cytokine receptor subunit redundancy, is the one with fewest examples. There is one 



well-documented example in mice but none in humans. IL-3 signals through IL-3Ra plus either ß 
c
 or an 

alternative unique IL-3Rß [also known as ? 
IL-3

 ( 227 )], which shares 91% amino acid identity with ß 
c
 and 

appears to be a completely functionally redundant protein for IL-3 signaling, but ? 
IL-3

 cannot substitute for 

ß 
c
 in the context of IL-5 or GM-CSF signaling ( 142 ). Other potential examples exist. For example, in type 

I and type II IL-4 receptors, IL-4Ra coordinates with either ? 
c
 or IL-13Ra, respectively, and there are two 

types of OSM receptors, both of which contain gp130 but one of which contains a specific OSM receptor, 

and the other contains LIFRß. What remains unknown, however, is whether the signals mediated by these 

different types of receptors are truly identical so that there is redundancy, or whether there are distinctive 

features to the signals that IL-4, OSM, and IL-15 induce through the different receptors.

In addition to the examples related to type I cytokines just mentioned, the IL-10 subfamily of type II 

cytokines is interesting in that IL-10Rß, IL-20Ra, IL-20Rß, and IL-22Ra are each shared components, 

collectively affecting signaling in response to IL-10, IL-19, IL-20, IL-22, and IL-24 [reviewed by Ozaki and 

Leonard ( 189 ) and in later-mentioned references related to the IL-10 family of cytokines]. Specifically, 

IL-10 signals through a receptor containing IL-10Ra and IL-10Rß, IL-19 signals through a receptor 

containing IL-20Ra and IL-20Rß, IL-20 signals through receptors containing IL-20Rß and either IL-20Ra or 

IL-22Ra, IL-22 signals through receptors containing IL-10Rß and IL-22Ra, and IL-24 signals through 

receptors containing IL-20Rß plus either IL-20Ra or IL-22Ra.

SOLUBLE RECEPTORS

Soluble forms of many cytokine receptors have been identified, including those for IL-1, IL-2, IL-4, IL-5, 

IL-6, IL-7, GM-CSF, type I and type II IFNs, and TNF ( 228 , 229 ). As is clear from this list of cytokines, 

soluble receptors are not restricted to receptors that are type I cytokine receptors, and in the case of IL-2, 

the principal soluble receptor protein is IL-2Ra, which is not a type I cytokine receptor. Soluble receptors 

can be created by alternative splicing that truncates the protein N-terminal to the transmembrane domain, 

resulting in a secreted protein rather than a membrane-anchored membrane in the case of IL-4Ra, 

IL-5Ra, IL-6Ra, IL-7Ra, IFN-aR ß chain (IFNAR-2), and GM-CSFRa. Alternatively, they can be created by 

proteolytic cleavage of the membrane receptor, as is found for the receptors for IL-2Ra and TNFRI and 

TNFRII [reviewed by Fernandez-Botran et al. ( 229 )] ( Table 9). Although it is theoretically possible that a 

distinct gene might encode the soluble forms of a receptor, no such examples have been reported. In the 

cases in which proteolytic cleavage occurs, the identity of the proteases has not been identified. The major 

questions related to these soluble receptors are as follows: (a) Do they have physiological or 

pathophysiological functions? (b) How do their affinities compare to the corresponding cell surface 

receptor? (c) Do they have diagnostic, prognostic, and therapeutic applications?



 
TABLE 9. Soluble cytokine receptors

Unfortunately, there is little information available on the in vivo role of soluble receptors. In general, in in 

vitro studies, soluble receptors can compete with their corresponding cell surface receptors, thereby 

serving negative regulatory roles. However, soluble IL-6Ra exerts an agonistic role, because, as 

summarized previously, IL-6 signaling occurs equally well through gp130 when the soluble rather than 

transmembrane form of IL-6Ra interacts with IL-6. Nevertheless, a mutated form of IL-6Ra that cannot 

interact with gp130 but still binds IL-6 can effectively inhibit ( 230 ). In the case of IL-2Ra, there is no 

reported physiological function for soluble IL-2Ra, because the affinity of the released receptor is, as 

expected, similar to that of the low-affinity receptor (K 
d
 = 10 -8 M), which makes it unlikely to effectively 

compete with the high-affinity cell surface receptor (K 
d
 = 10 -11 M). However, this and other soluble 

receptors could serve as cytokine carrier proteins and potentially could increase stability of a cytokine by 

protecting it from proteolysis ( 229 ). Nevertheless, there are potential diagnostic and prognostic uses for 

measuring the numbers of these shed IL-2 receptors ( Table 10).



 
TABLE 10. Soluble interleukin-2 receptors in human disease

INTERFERONS (TYPE II CYTOKINES) AND THEIR RECEPTORS

IFNs represent an evolutionarily conserved family ( Table 11) of cytokines that, as noted previously, are 

related to the type I cytokines. IFNs were discovered in 1957 on the basis of their antiviral activity ( 231 ). 

Because of the existence of both type I and type II IFNs ( 232 , 233 , 234 , 235 , 236 and 237 ), the nomenclature 

of IFNs is reviewed first. Type I IFNs include IFN-a (originally known as leukocyte IFN), IFN-ß (originally 

known as fibroblast IFN), and IFN-?. IFN-? is closely related to the IFN-as and was formerly designated as 

an IFN-a. There are a large number of IFN-as. In contrast, the other type I IFNs, IFN-ß and IFN-?, are 

each encoded by single human and murine genes near the IFN-a cluster, and there are multiple 

pseudogenes most closely related to IFN-a and IFN-?. The type I IFNs are clustered on human 

chromosome 9 and murine chromosome 4. Type II IFN is IFN-?, which is encoded by a single gene on 

human chromosome 12 and murine chromosome 10. In addition, another IFN, denoted IFN-d, has been 

reported ( 238 ).



 
TABLE 11. Type II cytokines

The grouping of IFN-a and IFN-ß together as type I IFNs is logical not only because of the similar amino 

acid sequences and structures of these IFNs but also because they share the same receptor and induce 

essentially the same signals [reviewed by Stark et al. ( 233 ) and Langer et al. ( 239 )]. Although DNA array 

analysis does show some differences in the genes induced by IFN-a and IFN-ß, the basis for these 

differences are unclear ( 240 ). These signals include antiproliferative and antiviral activities and also the 

ability to stimulate cytolytic activity in lymphocytes, NK cells, and macrophages. In contrast, IFN-? has a 

distinct receptor. Type I and type II IFN receptors share a degree of similarity to each other sufficient to 

form a family ( 241 ). The structure of the IFN-? receptor ( 242 ) is shown in Fig. 2. IFN receptors are 

referred to as type II cytokine receptors to reflect the substantial differences between these receptors and 

the type I cytokine receptors ( 8 ). Because both type I and type II IFNs bind to type II cytokine receptors, 

IFNs are occasionally referred to as type II cytokines but more generally are referred to as IFNs, which 

helps to minimize confusion of nomenclature. On the basis of the similarity of the IL-10 receptor to the 

IFN-? receptors ( 8 ), IL-10 was designated as a type II cytokine, and, indeed, when its x-ray crystal was 

determined, IL-10 was found to be topologically related to IFN-? ( 14 ). As noted previously, a series of 

IL-10–related cytokines has been identified, including IL-19, IL-20, IL-22, IL-24, IL-26, IL-28, and IL-29, 

and these are also designated as type II cytokines. Among type II cytokines, IFN-? has helices similar to 

those of the type I short-chain helical cytokines, but its short helices that occupy the AB and CD loops 

exhibit the long-chain cytokine-like AB-over-CD topology. IL-10 and IFN-aß have long-chain structures ( 8 

). Thus, the short-chain and long-chain theme of type I cytokines also extends to the IFNs and the IL-10 

family of type II cytokines.

Type I IFNs signal through a receptor containing a receptor known as the type I IFN receptor ( 232 , 233 ). 

This receptor consists of at least two chains ( 243 , 244 , 245 and 246 ). In contrast to the chains’ being 

denoted as a and ß chains, which is analogous to the nomenclature for type I cytokine receptors, the 

Interferon Nomenclature Committee proposed that the chains be denoted as IFNAR-1 (previously also 

denoted IFN-aR1, IFNAR1, and IFN-Ra) and IFNAR-2 [previously also known as IFN-a/ß receptor 

(IFN-a/ßR), IFN-aR2, IFNAR2, and IFN-Rß] ( 238 ). Accordingly, this nomenclature is used in this chapter.

Interestingly, IFNAR-2 has both short and long forms as well as a soluble form ( 247 ). The long form has a 



much larger cytoplasmic domain and serves a more important role in signal transduction. Whereas 

IFNAR-1 cannot bind IFN-a, IFNAR-2 binds with low affinity, and the combination of both chains results in 

high-affinity binding ( 247 ) and function. As detailed later, IFNAR-1 binds the Tyk2, whereas IFNAR-2 binds 

Jak1. In addition to these cellular receptors, it is interesting that vaccinia virus and other orthopoxviruses 

encode a soluble form of type I IFN receptor that is related to the IL-1 receptors and that is capable of 

binding IFN-a, IFN-ß, and IFN-? ( 248 , 249 ). This form of IFN receptor is therefore not a member of the 

type II cytokine family but, rather, is a member of immunoglobulin superfamily. Usually IFN-as are species 

specific, so that the human IFN-as do not typically bind to the murine receptor. However, IFN-a8 is 

unusual in that it is one of the few or perhaps the only human type I IFN that can bind to the murine 

receptor. IFNAR-1 confers species specificity of binding.

IFN-? was cloned in 1982 ( 250 ) [see Farrar and Schreiber ( 232 ), Stark et al. ( 233 ), and Bach et al. ( 251 )]. 

IFN-? is encoded by four exons on chromosome 12. IFN-? forms a homodimer with an apparent 

molecular weight of 34 kDa. Little of the monomeric form can be detected, and it is not biologically active. 

As noted previously, each IFN-? monomer has six a helices, four of which resemble the short-chain helical 

cytokines, and there is no ß sheet structure. The subunits interact in an antiparallel manner. In contrast to 

IFN-a, which is produced by many different cells, IFN-? is produced only by NK cells, CD8 + T cells, and 

the Th1 subclass of CD4 + T cells [reviewed by Farrar and Schreiber ( 232 ); see later discussion]. IFN-? 

exerts its effects through specific receptors that are expressed on all cells except for erythrocytes. 

Interestingly, even platelets express IFN-? receptors, which raises the possibility that they can serve a 

function in transporting IFN-? in the circulation ( 232 ). The functional human receptor consists of two 

chains ( 252 ): IFNGR-1, also denoted IFN-?R1 or IFN-?Ra ( 238 , 253 ), a 90-kDa protein whose gene is 

located on human chromosome 6q16–22 and murine chromosome 10 ( 251 ), and IFNGR-2, also denoted 

as IFN-?Rß ( 254 , 255 ), located on human chromosome 21q22.1 and murine chromosome 16 ( 251 ). 

IFNGR-1 is required for ligand binding, whereas IFNGR-2 plays a role in signaling. Jak1 associates with 

the Leu-Pro-Lys-Ser sequence in the membrane proximal region of the cytoplasmic domain of IFNGR-1 ( 

256 ), whereas Jak2 binds to IFNGR-2 ( 257 ). Interestingly, as noted previously, IFN-? itself is a 

homodimer. Thus, binding of IFN-? induces the homodimerization of IFNGR-1, which then allows the 

recruitment of IFNGR-2, and the functional IFN-? receptor is believed to contain two molecules each of 

IFNGR-1 and IFNGR-2. Normal IFN-? production is dependent on IL-12, and defective IFN-? signaling is 

associated with failure to appropriate clear mycobacterial infections (discussed later).

Interleukin-10, a Type II Cytokine, and Related Cytokines IL-19, IL-20, IL-22, IL-24, IL-26, IL-28, and 

IL-29

IL-10 is a cytokine that is produced by activated T cells, B cells, monocytes, and keratinocytes ( 258 ). The 

IL-10 gene is divided into five exons and is located on chromosome 1 in both mice and humans ( 258 ). 

IL-10 has an open reading frame of 178 amino acids, including the signal peptide, and the mature protein 

is 18 kDa. Human IL-10 receptor maps to 11q23.3. It can inhibit the production of a number of cytokines, 

including IL-2, IL-3, IFN-?, GM-CSF, and TNF and belongs to the category of a Th2 cytokine ( 258 ) (see 



below). IL-10 inhibits monocyte-dependent T-cell proliferation, in part by markedly decreasing synthesis of 

a variety of cytokines. Nevertheless, in addition to these indirect effects on T cells, IL-10 appears to exert 

direct stimulatory effects on thymocytes and T cells in vitro. Interestingly, the BCRF1 protein that is 

encoded by Epstein Barr virus is very similar to IL-10 and shares many of its biological properties as a 

macrophage “deactivating” factor and as a co-stimulator of proliferation of B cells ( 258 , 259 ). The EBV 

IL-10 homolog is a selective agonist, although its binding to the IL-10 receptor is somewhat impaired ( 259 

). IL-10 is a major inhibitor of Th1 functions ( 258 ). Although it was suggested that IL-10 might also favor 

Th2 development, it is clear that IL-4 is the major mediator of Th2 cell development. It is clear that IL-10 

plays a major role in limiting and terminating inflammatory responses ( 258 ).

As noted previously, the IL-10 receptor is most closely related to IFN receptors, which makes it a type II 

rather than type I cytokine receptor ( 260 , 261 ). This corresponds to the close structural relationship of 

IL-10 to IFN-?. An IL-10Ra chain was initially isolated. The previously recognized “orphan” IFN receptor 

family member denoted CRF2-4 that is located on chromosome 21 within 35 kb of IFNGR-2 ( 262 , 263 ) is 

now known to be the IL-10Rß chain ( 258 ).

A series of IL-10-related cytokines have been been identified, including IL-19, IL-20, IL-22, IL-24, IL-26, 

IL-28, and IL-29 ( 264 , 265 , 266 , 267 , 268 and 269 , 269a, 269b). Data on biological roles of some of these 

proteins is limited. IL-19 was discovered as a gene that was induced in lipopolysaccharide-stimulated 

monocytes. IL-20 was found in epidermal cells, with overexpression resulting in aberrant epidermal 

differentiation; it was suggested to have a role in psoriasis. IL-22 was found as an IL-9–induced cytokine 

that can in turn induce acute-phase reactant production by hepatocytes. IL-24 was originally discovered as 

melanoma differentiation–associated antigen 7, and IL-26 was originally discovered as AK155. 

Interestingly, IL-10, IL-19, IL-20, and IL-24 co-localize at human chromosome 1q32 whereas IL-22 and 

IL-26 are at 12q15 [see Fickenschur et al. ( 270 ) for a review]. IL-28 and IL-29 share IL-10R? and 

additionally use IL-28R? ( 269a, 269b).

SPECIES SPECIFICITY OF CYTOKINES

There are no general rules for the species specificity of human and murine cytokines and how the 

cytokines and their receptor chains have coevolved. As examples of each situation, human IL-2 can 

stimulate both human and murine cells, whereas murine IL-2 exhibits little action on human cells ( 41 ). 

Conversely, human IL-12 does not work on murine cells, whereas murine IL-12 is biologically active on 

both murine and human cells ( 194 ). This selective property of IL-12 is dependent on the species origin of 

p35. Finally, IL-4 exhibits rather strict specificity so that human and murine IL-4 induce responses only on 

human and murine cells, respectively ( 58 , 62 ). In addition to these examples, varying degrees of relative 

species specificity have been demonstrated, depending on the cytokine; in other words, at times a 

cytokine from one species will work on another species but with attenuated potency. Thus, virtually any 



combination of species specificities has been observed.

SIGNALING THROUGH INTERFERON AND CYTOKINE RECEPTORS

Our understanding of signaling through IFN and cytokine receptors has increased tremendously over the 

past decade. Multiple signaling pathways/molecules have been observed for various cytokines. 

Collectively, these include the Jak-STAT pathway, the Ras–mitogen-activated protein (MAP) kinase 

pathway, Src and ZAP70 and related proteins, phosphatidyl inositol 3-kinase (PI3K), insulin receptor 

substrates 1 and 2 (IRS-1 and IRS-2), and phosphatases. Each of these pathways is discussed in turn, 

with an initial focus on Janus kinases and STAT proteins.

OVERVIEW OF JANUS KINASES AND STATS

The Jak-STAT pathway ( 39 , 233 , 271 , 272 and 273 ) is particularly exciting in that it serves as a rapid 

mechanism by which signals can be transduced from the membrane to the nucleus. Jaks are also known 

as Janus family tyrosine kinases. STAT proteins are substrates for Jaks. There is now a tremendous 

amount of information on Jaks and STATs that demonstrate their importance related to development, 

differentiation, proliferation, cellular transformation, and tumorigenesis.

Janus Kinases

The Jaks are 116 to 140 kDa and comprise approximately 1,150 amino acids ( 233 , 272 ). The seven 

regions of conserved sequences in Jaks, denoted JH1 to JH7, are depicted in Fig. 4. One of the hallmark 

features of these kinases is that, in addition to the presence of a catalytic tyrosine kinase domain (JH1), 

there is also a pseudo-kinase region (JH2), respectively. The name Janus kinase reflects the two faces of 

the mythological Roman god, with one face representing the true kinase and the other the pseudo-kinase. 

Although the JH nomenclature has been used historically, it has obvious limitations in that, except for the 

JH1 catalytic domain and JH2 pseudo-kinase domain, it remains unclear whether the other JH regions 

correspond to discrete domains. Moreover, sequence analysis suggests that Jaks may have an SH2 

domain, which spans approximately two of the JH domains. So far, the three-dimensional structures have 

not been solved for any of the Jaks.

 



FIG. 4. Schematic of Janus kinases. Shown are the locations of the seven JH domains. JH1 is the 

catalytic domain. JH2 is the pseudo-kinase domain, the presence of which prompted the naming of this 

family as Janus family tyrosine kinases. As noted in the text, the JH nomenclature has limitations and in 

fact masks the presence of an SH2 domain that spans parts of the JH4 and JH3 domains. Also shown is 

the conserved tyrosine (Y1007 in Jak2) whose phosphorylation is required for maximal catalytic activity.

There are four mammalian Jaks: Jak1 ( 274 ), Jak2 ( 275 ), Jak3 ( 276 , 277 ), and Tyk2 ( 278 ). Interestingly, 

none of the Jaks was cloned on the basis of purification or function. Instead, all the Jaks were identified as 

parts of studies intended to identify new kinases ( 272 ). At least one Jak is activated by every IFN and 

cytokine, and some cytokines activate two or three Jaks ( 233 , 271 , 272 and 273 ). Table 12 lists a number of 

features of each Jak, whereas Table 13 summarizes the Jaks that are activated by a variety of cytokines.

 
TABLE 12. Features of Janus family kinases



 
TABLE 13. Cytokines and the Jaks they activate

Because Jak1, Jak2, and Tyk2 are ubiquitously expressed, each cell type expresses either three or all four 

Jaks. The Jaks that are activated within the cells are those that can physically bind to the receptor chains. 

Jaks physically bind to the membrane proximal Box 1/Box 2 regions of the cytoplasmic domains ( 277 , 278 , 

279 , 280 , 281 and 282 ), and the N-terminal region of the Jaks is required for this function ( 283 , 284 and 285 ). 

The Box 1 regions are proline-rich ( 27 ), which suggests that Jaks may have SH3-like domains in their 

N-terminal regions to mediate these interactions. Because each receptor is a homodimer, heterodimer, or 

higher order oligomer, it is reasonable to assume that at least two Jak molecules (either two molecules of 

one Jak or one molecule each of two different Jaks) will be activated, inasmuch as one Jak is associated 

with each receptor chain. In accord with their ubiquitous expression, Jak1, Jak2, and Tyk2 are activated by 

a variety of different sets of cytokines ( Table 12 and Table 13). For example, Jak1 is activated not only by 

type I and type II IFNs but also by the ? 
c
 family of cytokines (e.g., IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21), 

and Jak2 is activated not only by IFN-? but also by growth hormone, erythropoietin, prolactin, and the 

hematopoietic cytokines IL-3, IL-5, and GM-CSF ( 271 , 272 ). Tyk2 is somewhat more restricted in that it is 

activated by IFN-aß and IL-12/IL-23; the significance of its activation by gp130 family cytokines is less 

clear. Interestingly, Jak1, Jak2, and Tyk2 are all recruited by each of the cytokines that share gp130 as a 

signal transducing molecule; this raises the question as to whether in this context three Jaks are required 

or whether any one or two are sufficient. At least for IL-6, Jak1 is absolutely vital ( 286 , 287 ), whereas the 

importance of Jak2 and Tyk2 is less clear.

Jak3 is different from the other Jaks in that it is much more inducible. Moreover, Jak3 is activated by only 

the cytokines whose receptors contain ? 
c
 [reviewed by Sprang and Bazan ( 8 ) and Leonard ( 39 )]. It is 

interesting that each cytokine whose receptor contains ? 
c
 activates not only Jak3 but also Jak1. The basis 

for the activation of both Jak1 and Jak3 by IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21 is that Jak1 associates 



with each of the unique signaling chains (IL-2Rß, IL-4Ra, IL-7Ra, IL-9Ra, and IL-21R), whereas Jak3 

associates with ? 
c
 ( 38 , 39 ). Although this could be coincidental, these observations raise the possibility 

that Jak1 is the Jak that can most efficiently cooperate functionally with Jak3. In view of the wide range of 

cytokines that activate any particular Jak and because in some cases multiple cytokines can activate the 

same set of Jaks, it is clear that the Jaks by themselves do not determine signaling specificity. For 

example, IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21 all activate Jak1 and Jak3 but induce a range of signals. 

Moreover, Jak2 is the only Jak that is activated by growth hormone and erythropoietin, cytokines with little 

in common in terms of function. Interestingly, Jak2 is the Jak that interacts with all cytokine receptors that 

form homodimers. Because homodimeric receptors are probably the oldest cytokine receptors in 

evolution, Jak2 might be the “first” Jak from which others evolved.

Importance of Janus Kinases in Signaling

In addition to the activation of Jaks by multiples cytokines and IFNs, various other data indicate their 

importance for signaling. One of the vital series of experiments that led to the establishment of the critical 

role of Jaks in IFN signaling involved a group of mutant cell lines that were defective for IFN signaling but 

wherein signaling could be rescued by genetic complementation [reviewed by Stark et al. ( 233 )]. Defective 

signaling in response to IFN-a and IFN-ß was found in a mutant cell line (U1 cells) lacking Tyk2; defective 

signaling in response to IFN-a, IFN-ß, and IFN-? was found in a mutant cell line lacking Jak1 (U4 cells); 

and defective IFN-? signaling was found in cells lacking Jak2 (?1 cells) ( 233 ). Various other data have 

indicated the importance of Jaks for other cytokine pathways. First, a dominant negative Jak2 inhibits 

signaling by erythropoietin and growth hormone ( 288 , 289 ), whereas a dominant negative Jak3 inhibits 

signaling in response to IL-2 ( 290 ), and, as noted previously, Jak1 is vital for IL-6 signaling. Second, 

humans ( 291 , 292 ) and mice ( 293 , 294 and 295 ) deficient in Jak3 exhibit developmental and signaling 

defects consistent with defective signaling. Third, in Drosophila, the hopscotch gene encodes a Jak 

wherein loss-of-function alleles result in lethality and decreased proliferation, whereas a gain-of-function 

allele, hopscotch Tumorous-lethal, results in melanotic tumors and hypertrophy of the hematopoietic organs ( 

296 and 297 ). Fourth, in zebrafish, Jak1 is vital for normal cell migration and anterior specification ( 298 ). 

Fifth, as discussed later, Jaks are constitutively activated in many cell lines infected with a number of 

viruses, including HTLV-I, v-Abl, spleen focus forming virus, and with v-Src ( 299 , 300 , 301 and 302 ). Sixth, a 

Jak2 inhibitor inhibited the growth of acute lymphoblastic leukemia cells in vitro ( 303 ). These data together 

demonstrate the vital role of Jaks in cytokine signaling. Depending on the function of the particular 

cytokine (e.g., development, differentiation, or proliferation), the particular Jaks may therefore be involved 

in a variety of processes, and when dysregulated, in at least certain settings, they appear to contribute to 

cellular transformation.

Janus Kinase 3 Mutations Result in an Autosomal Recessive Form of Severe Combined 

Immunodeficiency that is indistinguishable from X-Linked Severe Combined Immunodeficiency



As mentioned previously, mutations in ? 
c
 result in XSCID in humans. A very large number of different 

mutations have been observed in XSCID (these are summarized on the World Wide Web; see 

http://www.nhgri.nih.gov/DIR/LGT/SCID/IL2RGbase.html). As might be expected, in cases in which it has 

been examined, amino acid substitutions in the extracellular domain result in defective cytokine binding 

[reviewed by Kimura et al. ( 35 )]. In contrast, mutations or truncations in the ? 
c
 cytoplasmic domain result 

in defective signaling. Analysis of an interesting family in which a number of boys and men exhibit a 

moderate form of X-linked combined immunodeficiency (XCID) revealed that this disease also resulted 

from a mutation in ? 
c
 ( 34 ). The mutation (Leu 271?Gln) was found to result in a decrease, but not total 

loss, of Jak3 association, in contrast to the loss of Jak3 interaction seen with mutations in the ? 
c
 

cytoplasmic domain that cause XSCID. The severity of the immunodeficiency therefore appeared to 

inversely correlate with the degree of Jak3 activation. Thus, XSCID is truly a disease of defective cytokine 

signaling ( 38 , 39 ). Moreover, it was predicted that Jak3 was required for T-cell and NK-cell development 

and that mutations in Jak3 might result in a clinical phenotype indistinguishable from that in XSCID ( 34 ). 

Indeed, this is indeed the case in humans ( 291 , 292 ). As would be hypothesized, a number of distinct 

mutations in Jak3 were found ( 272 ). Presumably, any mutation that interferes with its interaction with ? 
c
, 

with its catalytic activity, or with recruitment of substrates could result in clinical disease.

In an analogy to the similarity of XSCID and SCID associated with Jak3 deficiency, mice deficient in either 

? 
c
 or Jak3 also have very similar phenotypes ( 118 , 119 , 293 , 294 and 295 ). These in vivo data underscore 

the vital role of Jak3 in mediating ? 
c
-dependent functions and suggest that Jak3 would be essential for 

most if not all ? 
c
 functions. Some in vitro data indicate that ? 

c
 may do more than recruit Jak3 ( 290 , 304 ), 

but the recruitment of Jak3 is clearly essential, and the defects in T-cell and NK-cell development 

associated with ? 
c
 or Jak3 deficiency are indistinguishable. Theoretically, it is possible that Jak3 might 

interact with one or more other important cytokine receptor chains that have not yet been identified. 

However, because Jak3 deficiency is not clinically or phenotypically worse than ? 
c
 deficiency in humans 

and mice, it seems likely that Jak3 associates only with ? 
c
. One report has suggested that Jak3 is 

associated with CD40 ( 305 ), which raises the possibility of a role for Jak3 is a system distinct from 

cytokine receptors, although a functional role for Jak3 in CD40 signaling has not yet been established and 

this finding has been questioned ( 306 ). The phenotypes of mice lacking each of the four Jaks are 

summarized as part of Table 14.

ACTIVATION OF JANUS KINASES AND THE JANUS KINASE–STAT PARADIGM

Although the vital roles of Jaks in cytokine signaling have been discussed, little regarding how they are 

activated, how they are regulated, and how they phosphorylate substrates has been mentioned. The 



paradigm of Jak-STAT activation is included in Fig. 5, which also shows activation of other pathways, such 

as the Ras-MAP kinase and PI3K/Akt/p70 S6 kinase pathways. After IFN or cytokine engagement, 

dimerization or higher order oligomerization of receptor complexes is induced. This in turn allows the 

juxtapositioning of Jaks, allowing their potential transphosphorylation and activation. In receptors with only 

two chains, the direct transphosphorylation of one Jak by the other seems likely to occur. In more complex 

receptors, additional subtleties may exist. For example, for the IFN-? system, because the receptor is a 

heterotetramer with two a (IFNGR-1) chains (each of which binds Jak1) and two ß (IFNGR-2) chains 

(each of which binds Jak2), it is not clear whether Jak1 and Jak2 transactivate each other or whether one 

of the Jaks plays a dominant role. In fact, one study suggested that Jak2 may play the dominant role and 

that it is responsible for phosphorylating both itself and Jak1, thereby increasing the catalytic activities of 

both kinases ( 307 ). Jak1 in turn phosphorylates IFNGR-1, allowing the recruitment of STAT1. In this 

model, it is additionally suggested that Jak2 phosphorylates STAT1 ( 307 ). Interestingly, a kinase-dead 

mutant of Jak1 was able to mediate the induction of certain IFN-?-induced genes, which indicates a 

potential “structural” role for Jak1, but catalytically active Jak1 was essential for the establishment of the 

antiviral state ( 307 ), which emphasizes the essential role of both Jak1 and Jak2 catalytic activities for 

normal IFN-? function.

 
FIG. 5. Schematic of cytokine signaling showing multiple signaling pathways activated by IL-2. Shown is 

the association of Janus kinases 1 and 3 (Jak1 and Jak3) with different chains of the receptor. Activation 

of Jaks results in tyrosine phosphorylation of interleukin-2 receptor ß (IL-2Rß). This allows the docking of 

signal transducer and activator of transcription (STAT) 5 proteins through their SH2 domain. The STATs 

themselves are tyrosine-phosphorylated, dimerize, and translocate to the nucleus, where they modulate 

expression of target genes. The schematic also indicates that another phosphotyrosine mediates 

recruitment of Shc, which then can couple to the Ras/Raf/MEK/mitogen-activated protein (MAP) kinase 

pathway. Also shown is the important phosphatidylinositol 3-kinase pathway. These and other pathways 

are activated by many type I cytokines.



In the preceding discussion, it is assumed that transphosphorylation of Jaks is a mechanism for the 

amplification of catalytic activity. Unless other kinases are involved, however, implicit in this idea is that the 

Jaks themselves must exhibit some basal activity that is amplified to a higher level by autophosphorylation 

or transphosphorylation. Consistent with activation of Jaks by phosphorylation, mutagenesis of a critical 

tyrosine in Tyk2 ( 308 ) or Jak2 ( 309 ) (e.g., tyrosine 1007 in the case of Jak2) in the activation loop of the 

kinase domain inhibits activity. It is conceivable that phosphorylation of other tyrosines on the Jaks may 

create appropriate motifs for the recruitment of additional signaling molecules, but mutation of other 

tyrosines has not so far had obviously deleterious functional effects ( 310 ).

The function of the pseudo-kinase domain remains unclear. No other metazoan protein tyrosine kinases 

contain such a domain. The JH2 lacks the third glycine in the critical Gly-X-Gly-X-X-Gly motif, is missing 

an aspartic acid that serves as the proton acceptor that is typically conserved in the catalytic loop of both 

tyrosine and serine kinases, and is missing the conserved phenylalanine in the Asp-Phe-Glu motif that 

binds ATP [reviewed by Leonard and O’Shea ( 272 )]. The absence of the critical amino acids previously 

summarized presumably explains the lack of catalytic function of the JH2 domain ( 274 ). Despite the lack 

of catalytic activity of the JH2 domain, there are increasing data in support of vital functions for this region. 

Although the kinase domain alone can act as an active kinase, it is interesting that a mutation in the Jak 

JH2 domain can hyperactivate the Drosophila ( hopTum-l/D-STAT) Jak-STAT pathway and that the 

corresponding Glu695-to-Lys mutation in murine Jak2 also resulted in increased autophosphorylation of 

Jak2 and phosphorylation of STAT5 in transfected cells ( 311 ). Moreover, the JH2 domain may play an 

important role in mediating the interaction of Jaks with STAT proteins ( 312 ).

Because Jaks are associated with cytokine receptors and activated by cytokines, it is important to achieve 

an understanding of the range of cytokine signals that are mediated by these kinases. These include 

important roles in development (as demonstrated by the lack of T-cell and NK cell development 

associated with Jak3 deficiency, a defect at least partially caused by defective signaling in response to 

IL-7 and IL-15), in signaling in response to cytokines that are mitogenic growth factors (e.g., IL-2, IL-3), 

and in the antiviral response (IFNs). The analysis of the role of Jak1 in zebrafish was interesting not only in 

that it showed a role for Jak1 in early vertebrate development but also because it was demonstrated that 

during early development Jak1 kinase was exclusively of maternal origin ( 298 ). These developmental 

roles for Jak1 in zebrafish are consistent with the importance of a Jak in early Drosophila development as 

well ( 313 ).

Although the significance is unknown, splice variants have been found for Jak3 ( 314 ). One Jak, Jak2, is 

involved in a chromosomal translocation to create the Tel-Jak2 fusion protein that is causally related to 

leukemia ( 315 ).

STAT PROTEINS ARE SUBSTRATES FOR JANUS KINASES THAT AT LEAST IN 



PART HELP DETERMINE SPECIFICITY

Because the Janus family kinases cannot by themselves determine specificity (as demonstrated by the 

facts that different cytokines with different actions activate the same Jaks), a reasonable hypothesis was 

that the same Jaks might have different substrates, depending on the receptor. The best characterized 

substrates for Jaks are STATs ( 271 , 272 and 273 ). Among the mutant cell lines with defects in IFN 

signaling, in addition to the ones with defects in Jaks noted previously, others were defective in STAT 

proteins. These data were among the first to prove a vital role for STAT proteins in signaling in response 

to IFNs.

STAT proteins are latent transcription factors that initially exist in the cytosol and then are translocated to 

the nucleus. STATs were first discovered on the basis of the identification of factors that were capable of 

binding to the promoters of IFN-inducible genes. There are seven mammalian STAT proteins: STAT1 ( 316

 ), STAT2 ( 317 ), STAT3 ( 318 , 319 ), STAT4 ( 320 , 321 ), STAT5a ( 322 , 323 , 324 , 325 and 326 ), STAT5b ( 324 , 

325 , 326 and 327 ), and STAT6 ( 328 ). Table 15 summarizes the cytokines that activate each of the STATs. 

Although the STATs conserve a reasonable level of homology, STAT5a and STAT5b are unusually closely 

related: They are 91% identical at the amino acid level ( 324 , 325 , 326 and 327 ). Although these proteins 

might be thought to have redundant functions, it is interesting that murine and human STAT5a are more 

related than are STAT5a and STAT5b within the same species. The same is true for murine and human 

STAT5b. Together, these data suggest that there has been evolutionary pressure to maintain the 

difference between STAT5a and STAT5b and that these two proteins, at least in part, have important 

distinctive actions and may selectively activate different target genes. Indeed, STAT5a and STAT5b 

knockout mice exhibit a number of major differences in their phenotypes ( 329 , 330 , 331 and 332 ).



 
TABLE 15. Phenotypes of mice deficient in type I and type II cytokines, their receptors, Jaks, and STATs

As active STAT proteins exist as dimers, the ability of at least some STATs to form heterodimers [e.g., 

STAT1 with STAT2 or STAT3; reviewed by Horvath and Darnell ( 273 )] increases the number of different 

complexes that can form. In addition, further complexity can be generated by the ability of at least some of 

the STATs to exist in alternatively spliced forms ( 327 , 333 ). Some of these forms are inactive, and if 

alternative splicing of certain forms were regulated, it would allow for negative regulation.

A schematic of STAT proteins is shown in Fig. 6. The STATs can be divided into two basic groups: those 

that are longer (STAT2 and STAT6, approximately 850 amino acids) and those that are shorter (STAT1, 

STAT3, STAT4, STAT5a, and STAT5b, between 750 and 800 amino acids). Interestingly, the 

chromosomal locations of the STATs suggest three different clusters. Both murine STAT2 and STAT6 are 

located on chromosome 10; STAT1 and STAT4 are located on chromosome 1; and STAT3, STAT5a, and 

STAT5b are located on chromosome 11 ( 334 ). Correspondingly, human STAT5a and STAT5b are closely 

positioned on chromosome 17q ( 327 ).

 
FIG. 6. Architecture of a typical signal transducer and activator of transcription (STAT) protein. Shown are 



the locations of the following important regions: ( 1 ) The N-terminal region has been shown to mediate the 

interaction of STAT dimers bound to adjacent ?-interferon–activated sequence (GAS) sites (known to be 

important for STAT1, but presumably true for all STATs), ( 2 ) the DNA–binding domain, ( 3 ) the SH2 

domain that mediates STAT docking on receptors and STAT homodimerization/heterodimerization after 

tyrosine phosphorylation, and ( 4 ) the location of the conserved tyrosine whose phosphorylation allows the 

SH2-mediated dimerization. At least in STAT1 and STAT3, serine 727, which is C-terminal to the 

conserved tyrosine, is an important site for phosphorylation. In the case of STAT1, p48 interacts 

downstream of the STAT dimerization domain. CBP/p300 interacts with two sites: at both the N-terminal 

and the C-terminal. Although it has been suggested that the region between the DNA-binding domains 

and the SH2 domain is an SH3 domain, this remains unproven, and no interactions with proline-rich 

regions have been reported; as a result, this region is not labeled as an SH3 domain. Note that this 

structure is typical of that for STAT1, STAT3, STAT4, STAT5a, and STAT5b. The main features are 

conserved in STAT2 and STAT6, but these are approximately 50 to 100 amino acids longer.

In order for STATs to be “activated” and to be able to function as transcriptional activators, a number of 

cellular events must occur. They must be able to bind to phosphorylated tyrosines, to be 

tyrosine-phosphorylated, to dimerize, to translocate from the cytosol to the nucleus, to bind to target DNA 

sequences, and to activate gene expression. A number of conserved structural features common to all 

STATs help to explain these functions. These include an SH2 domain, a conserved tyrosine residue, a 

DNA binding domain, a C-terminal transactivation domain, and an N-terminal STAT tetramerization region. 

Other regions as well contribute important functions. These special features of STATs are discussed as 

follows.

Docking of STATs on Receptors or Other Molecules, Tyrosine Phosphorylation of STATs, and 

STAT Dimerization

Each STAT protein has an SH2 domain that plays two important roles: (a) for receptor docking, as, for 

example, has been shown for STAT1 docking on IFNGR-1 ( 335 ), STAT2 docking on IFNAR-1 ( 336 ), 

STAT3 docking on gp130 ( 337 ), STAT5 docking on IL-2Rß and IL-7Ra ( 210 , 338 ), and STAT6 docking on 

IL-4Ra ( 339 ), and (b) for STAT dimerization, wherein dimerization is mediated by the SH2 of one STAT 

protein interacting with the conserved phosphorylated tyrosine of another STAT protein. In the case of the 

IFN-a receptor, no STAT1 docking site on IFNAR-1 or IFNAR-2 has been identified, and it is believed that 

STAT1 may interact with STAT2 after STAT2 is itself tyrosine phosphorylated ( 272 ). It is also possible that 

STATs can dock on Jaks, given the ability to directly coprecipitate Jaks and STATs ( 299 , 312 ). After 

docking has occurred, a conserved tyrosine (e.g., tyrosine 701 in STAT1, tyrosine 694 in STAT5a) can be 

phosphorylated. This phosphorylation is required for the SH2 domain–mediated dimerization of STATs, 

and the phosphorylation probably occurs while the STAT is docked on the receptor in physical proximity to 

receptor-associated Jaks. After STAT protein phosphorylation, the STAT protein dissociates from the 

receptor, and its dimerization with itself or another STAT is then favored over its reassociation with the 



cytokine receptor chain. One reason for favoring STAT dimerization over receptor reassociation is that 

STAT dimerization involves two phosphotyrosine–SH2 interactions (a bivalent interaction), whereas 

docking on a receptor involves only one (a monovalent interaction). Thus, efficient activation of STATs 

requires the presence in STATs of a conserved SH2 domain and a critical tyrosine.

It is interesting that whereas IFNGR-1 ( 335 ) and IL-7Ra ( 210 ) each have only a single STAT docking site 

(for STAT1 and STAT5, respectively), a number of receptor molecules, including IL-2Rß ( 210 , 338 ), 

IL-4Ra ( 339 ), gp130 ( 337 ), erythropoietin receptor ( 340 ), and IL-10Ra ( 341 ), have more than one docking 

site for their respective STATs. The presence of more than one site provides functional redundancy but 

also potentially could allow the simultaneous activation of two STATs, providing a high local concentration 

of phosphorylated STATs that facilitates their dimerization.

STAT Nuclear Translocation, DNA Binding, and Tetramerization

After dimerization, the STATs translocate into the nucleus, where they can bind DNA. The mechanism for 

nuclear translocation has been poorly understood because of the absence of an obvious nuclear 

localization signal ( 342 ). However, it has been shown that tyrosine phosphorylated STAT1 dimers can 

directly interact with importin-a5, allowing internalization. This suggests that there indeed is a nuclear 

localization signal that is normally masked, and mutation of Leu407 does not interfere with tyrosine 

phosphorylation, dimerization, or DNA binding, but it does prevent nuclear localization ( 342 ). After its 

dephosphorylation, nuclear STAT1 is exported to the cytosol by a process that is dependent on the 

chromosome region maintenance 1 export reporter ( 343 ). Thus, both import and export of STAT1 appear 

to be regulated processes. Whether these considerations generalize to other STAT proteins is unknown 

and requires additional investigation.

Whereas the majority of STAT dimers directly bind DNA, in the case of IFN-a/ß, STAT1-STAT2 

heterodimers are formed, and these bind DNA in conjunction with a 48-kDa DNA binding protein; the 

STAT1-STAT2-p48 complex is known as ISGF3 [reviewed by Horvath and Darnell ( 273 )]. In the case of 

other STAT dimers, accessory proteins are not required for DNA binding. The motif recognized by ISGF3 

complexes is an AGTTTNCNTTTCC motif, known as an for IFN-stimulated response element (ISRE), 

whereas the other STAT complexes tend to bind more semi-palindromic motifs TTCNmGAA 

[?-IFN–activated sequence (GAS) motifs], which reflects their original discovery in the context of IFN-? ( 

233 , 271 , 272 ). Some variation is allowed in these GAS motifs, as discussed later.

DNA binding is mediated by a DNA-binding domain ( 339 ). A series of chimeric STATs were used to 

delineate a region of approximately 180 amino acids, with two conserved subdomains, as conferring DNA 

binding specificity. Although many of the STATs can bind to the same motifs, their relative efficiencies can 

vary considerably, which indicates the fine specificities conferred by the different DNA binding domains. 

For example, whereas STAT1 homodimers favor a TTCN3GAA motif, STAT6 prefers a TTCN4GAA motif 

( 339 ). These differences between the different STATs in terms of their DNA binding specificity provide 



part of the basis to explain why different STATs modulate the expression of nonidentical sets of target 

genes. The structures of STAT1 and STAT3ß bound to DNA have been solved ( 344 , 345 ). The structure 

of STAT1 ( Fig. 7) almost resembles that of a vertebral column, wherein the DNA represents the spinal 

cord. The N-terminal and coiled-coil domains are spatially the farthest from the DNA, whereas the 

DNA-binding domain, the linker, and the SH2 domain surround the DNA; the stability is apparently 

provided by the SH2–phosphotyrosine interaction between the STAT monomers and each STAT 

monomer–DNA interaction with the DNA, presumably through a “half GAS site” ( 346 ).

 
FIG. 7. Three-dimensional structure of a STAT1 bound to deoxyribonucleic acid (DNA). Reproduced from 

Chen et al. ( 344 ), with permission of Dr. Kuriyan and Cell Press.

N-terminal regions can mediate cooperative DNA binding of STAT proteins when multiple STAT binding 

sites are in close proximity ( 347 , 348 ). Such situations have been shown for the IFN-? gene, in which 

multiple STAT binding sites are present ( 347 ); this also occurs, for example, in the well-studied IL-2 

receptor a chain gene, in which two IL-2 response elements have been described (one in the 5' regulatory 

region and one in the first intron), each of which has more than one GAS motif that are closely juxtaposed 

and are known to functionally cooperate for IL-2–induced IL-2Ra transcription ( 349 , 350 , 351 and 352 ). The 

N-terminal domains (N-domains) allow formation of STAT tetramers and potentially higher order STAT 

oligomers ( 346 , 347 and 348 , 352a, 352b).

Historically, STAT proteins were the first transcription factors that were recognized to be targets for 



tyrosine phosphorylation. Previously, tyrosine phosphorylation was associated primarily with membrane 

proximal events. A key feature of STATs is that the tyrosine phosphorylation is in fact associated with a 

membrane proximal event, but this phosphorylation then allows the rapid dimerization that facilitates 

nuclear localization and DNA binding. STATs can interact directly with Jaks, as was first shown for STAT5 

and Jak3 ( 299 ), which provides added support for the idea that STATs are indeed phosphorylated by Jaks 

and also suggesting that STATs may at times dock on Jaks rather than on receptors.

In addition to the classical tyrosine phosphorylation–mediated dimerization and nuclear translocation, it is 

now clear that STAT proteins can exist in the nucleus even without being tyrosine phosphorylated ( 353 , 

354 ) and, at least in the case of STAT1, are capable of modulating the expression of at least certain 

genes. It is reasonable to assume that this type of situation will apply to other STAT proteins as well.

Optimal Binding Sites for STATs

Optimal binding motifs for a number of STAT proteins have been determined. For STAT1, STAT3, and 

STAT4, a TTCCSGGAA motif was defined ( 273 , 347 ); STAT5a and STAT5b optimally bind a 

TTCYNRGAA motif; and STAT6 binds a TTCNTNGGAA motif (in which S is C or G, Y is C or T and R is 

G or A) ( 346 ). An unexpected finding was that purified STAT5a expressed in a baculoviral expression 

system efficiently binds either as a dimer or tetramer, whereas similarly prepared STAT5b binds primarily 

as a dimer. This suggests a greater efficiency for homotetramerization of STAT5a than for STAT5b ( 346 ). 

Interestingly, whereas dimeric STAT protein binding strongly preferred canonical motifs, the range of 

sequences recognized by STAT5a tetramers was quite broad, so that very often tetrameric binding was 

found to occur not in two canonical motifs but rather in the setting of two imperfect motifs or with one 

canonical motif that appeared to be separated from a “half GAS motif” that comprises, for example, the 

“TTC” or “GAA.” The optimal inter–GAS motif spacing appears to be 5 to 7, although some naturally 

occurring sites, such as that in the PRRIII element of the IL-2Ra gene, have a spacing of 11 ( 346 ). The 

presence of suboptimal GAS motifs spaced at appropriate distances to allow tetrameric binding has been 

suggested to allow greater specificity through cooperative binding of STAT oligomers. It is indeed 

interesting that a number of STAT-regulated genes, such as bcl-x and Pim-1, have such half GAS motifs 

located at appropriate distances from the GAS motifs that had been recognized, which suggests that 

tetrameric binding is involved in the regulation of these genes.

Transcriptional Activation by STATs

An area of considerable interest is how STAT proteins trigger the initiation of transcription. In addition to 

tyrosine phosphorylation, some STATs can be phosphorylated on serine. For example, for STAT1 and 

STAT3, it has been shown that serine phosphorylation is required for full activity ( 355 , 356 ), whereas 

STAT2 is not serine-phosphorylated ( 273 ). The phosphorylation site in STAT1 and STAT3 (Ser 727) is 

located in the C-terminal region of the protein, within the C-terminal transactivation domain ( 357 , 358 ). 

Interestingly, the region of Ser 727 resembles a MAP kinase recognition site, and one study has indicated 



that MAP kinase activity is required for IFN-a/ß–induced gene expression ( 359 ). Ser 727 is important for 

the interaction of STAT1 with MCM5, a member of the minichromosome maintenance family of proteins; 

this interaction presumably is important for maximal transcriptional activation ( 360 ). Interestingly, STAT5a 

and STAT5b are also targets for serine phosphorylation, but the motif is different from that found in STAT1 

and STAT3, and it is unclear that this phosphorylation is important for transcriptional activation.

STAT1 has also been shown to be a target for arginine methylation ( 361 ), a posttranslational modification 

that is essential for transcriptional activation. Inhibition of this methylation results in impaired gene 

induction and antiproliferative responses to IFN-a/ß.

In addition to this regulated modification of the STAT proteins, considerable interest has focused on the 

ability of STATs to interact with other factors. As noted previously, STAT1-STAT2 heterodimers bind DNA 

only in the context of a DNA binding protein. The STAT1-STAT2-p48 complex is known as ISGF3 ( 273 ), 

and it is now clear that the region between amino acids 150 and 250 of STAT1 is required for the 

interaction with p48 ( 273 ). STAT1 has been reported to interact with and synergize with Sp1 for 

transcriptional activation in the intercellular adhesion molecule 1 gene ( 362 ). An alternatively spliced 

shorter form of STAT3, denoted STAT3ß, was found to associate with c-Jun in a yeast two-hybrid analysis 

and that this interaction enhanced transcriptional activity of a reporter construct ( 363 ). Moreover, both 

STAT1 and STAT2 have been shown to interact with the potent transcriptional activators CBP/p300 ( 364 , 

365 and 366 ), and these co-activators have been shown to interact with other STAT proteins as well. In the 

case of STAT1, this interaction appears to be mediated by interactions involving both the N-terminal and 

C-terminal regions of STAT1 and the CREB and E1A binding regions of CBP, respectively ( 365 ). STAT5a 

has been shown to associate with the glucocorticoid receptor ( 367 ). In addition, the well-defined IL-2 

response element in the IL-2Ra gene requires not only STAT5 binding but also the binding of Elf-1, an Ets 

family transcription factor, to a nearby site ( 349 ). Thus, active STAT complexes appear to involve the 

coordination of STAT proteins with other factors. The co-repressor silencing mediator for retinoic acid 

receptor and thyroid hormone receptor (SMRT) was identified as a potential STAT5-binding partner. 

SMRT binds to both STAT5a and STAT5b and potentially plays a negative regulatory role related to the 

action of STAT5 proteins ( 368 ).

Specificity of STATs

In the analysis of STAT protein activation in response to different cytokines, it was observed that, in an 

analogy to the Jaks, the same STATs were induced by multiple cytokines. The degree of specificity 

conferred by the different STATs was therefore unclear. There are now published reports on at least the 

phenotypes of mice lacking expression of each of the seven STAT proteins. STAT1 knockout mice exhibit 

defects that are very selective for the actions of type I and type II IFNs, which suggests that STAT1 is vital 

only for the actions of IFNs, even though a variety of other cytokines have been reported to activate 

STAT1 ( 369 , 370 ). Although it is possible that STAT1 plays an important but redundant role for at least 

some of these other cytokines, the phenotype of STAT1-deficient mice indicates a need for caution in the 



interpretation of in vitro experiments that employ very high concentrations of cytokines and cell lines 

expressing very large numbers of receptors, because it is possible that these experiments may not always 

yield physiologically relevant patterns of STAT activation. STAT2-deficient mice exhibit defects consistent 

with selective inactivation of IFN-a/ß signaling ( 371 ). STAT3-deficient mice die in utero, and lethality is 

evident early in embryogenesis ( 372 ). Interestingly, the embryos implant, but they exhibit defective 

development and growth. With Cre-loxP methods, STAT3 has also been selectively deleted within specific 

lineages. Mice that lack STAT3 in T cells ( 373 ) have normal lymphoid development but exhibit a defect in 

IL-2–induced IL-2Ra expression, which is somewhat analogous to what is seen in STAT5a and 

STAT5b-deficient mice (see later discussion). Neutrophils and macrophages lacking STAT3 exhibit 

defective signaling to IL-10, and it is known that STAT3 is important for the normal involution of the 

mammary epithelium, for wound healing, and for normal hair growth cycle ( 374 , 375 ). STAT4-deficient 

mice exhibit a phenotype indistinguishable from that of IL-12–deficient mice (i.e., defective Th1 

development), a finding consistent with the observation that STAT4 is activated only by IL-12 ( 376 , 377 ). 

Analogously, STAT6-deficient mice exhibit a phenotype indistinguishable from that of IL-4–deficient mice 

(i.e., defective Th2 development) ( 378 , 379 and 380 ), in keeping with the observation that STAT6 is 

activated only by IL-4 and the closely related cytokine, IL-13. Interestingly, mice lacking STAT5a exhibit a 

defect in prolactin-mediated effects, including defective lobuloalveolar proliferation ( 381 ), whereas mice 

lacking STAT5b have defective growth similar to that found in Laron dwarfism ( 382 ). Thus, although 

STAT5a and STAT5b appear to always be coordinately induced, it is clear that these similar STATs 

cannot substitute for each other and have distinctive actions. In addition to these defects, both 

STAT5a-deficient and STAT5b-deficient mice have defects in T-cell development and signaling ( 329 , 330 ). 

STAT5a-deficient mice have diminished numbers of splenocytes and exhibit a defect in IL-2–induced 

IL-2Ra expression ( 329 ). STAT5b-deficient mice have similar defects but also have diminished numbers 

of thymocytes ( 330 ). The most dramatic finding is that these mice have a major defect in the proliferation 

of freshly isolated splenocytes ( 330 ). In accordance with the observation that the NK population of cells 

has the greatest degree of proliferation among fresh splenocytes, NK cytolytic activity is also decreased in 

these animals. As expected, STAT5a/STAT5b double-knockout mice have a more severe phenotype, 

characterized by a greater defect in T-cell proliferation as well as no development of NK cells ( 331 ). 

Presumably, this latter phenotype is related to defective IL-15–dependent STAT5 activation. Another 

dramatic defect seen in double-knockout mice is the severe anemia that develops in the STAT5a/STAT5b 

double-knockout mice ( 383 ).

STATs Are Evolutionarily Old

Just as Drosophila has a Jak, there is a Drosophila STAT, denoted as either DSTAT or STAT92E ( 384 , 

385 ). The existence of Jaks and STAT proteins in lower organisms suggest that the system is 

evolutionarily old, and these other systems may help to elucidate some of the subtleties of this system. In 

addition, a STAT has been identified in Dictyostelium that recognizes the sequence TTGA ( 386 ). This 

STAT has highest sequence similarity to STAT5b and can bind mammalian ISREs ( 386 ). Interestingly, 



Saccharomyces cerevisiae do not appear to have STATs, inasmuch as no DNA sequence encoding SH2 

domains have been identified in the entire S. cerevisiae genome.

What Are the Functions of STATs?

Because STAT proteins translocate to the nucleus and bind DNA, it is self-evident that they can bind to 

the regulatory regions of the target genes and influence transcription. Although STAT proteins are 

generally assumed to be activators of transcription, at least in the case of the c-Myc gene, STAT1 has 

been shown to also be capable of functioning as a transcriptional repressor ( 387 ). Presumably, STAT 

proteins can negatively regulate the expression of other genes as well.

STAT proteins were originally discovered on the basis of the study of IFN-inducible genes as part of 

studies intended to understand the cellular differentiation events that lead to development of the antiviral 

state. However, it is quite evident that, rather than being solely differentiation factors, STAT proteins can 

contribute to mitogenic/proliferative responses that typify hematopoietic and immunological cytokines, 

such as IL-3, IL-5, GM-CSF, IL-2, IL-4, and IL-7, and also can be important as survival factors. Indeed, a 

variety of observations indicate roles in proliferation partially reviewed by Leonard and O’Shea ( 272 ): As 

noted previously, a number of in vitro systems have demonstrated that viruses or viral oncogenes are 

associated with activated Jak-STAT pathways, which suggests a role for STATs in cellular transformation. 

Second, there is diminished proliferation in a number of the STAT knockout mice that have been 

analyzed. For example, STAT4-deficient cells exhibit diminished proliferation to IL-12 ( 376 , 377 ), whereas 

STAT6-deficient mice exhibit diminished proliferation in response to IL-4 ( 378 , 379 ), and STAT5-deficient 

mice have diminished T-cell proliferation in response to IL-2 ( 329 , 330 ). However, it is not clear that the 

effect of STAT proteins on proliferation is always through a direct mechanism. For example, 

STAT6-deficient mice exhibit decreased IL-4Ra expression, which suggests that the effect on proliferation 

may be indirect. Similarly, mutation of the key tyrosines in IL-2Rß that results in decreased proliferation 

also results in decreased IL-2Ra expression ( 388 ). Thus, although there are strong data suggesting a role 

for a number of STATs in proliferation, in at least some cases, the effect may be indirect, resulting from 

regulating the level of receptor components. STAT5a and STAT5b appear to regulate bcl-xL induction, 

indicating their ability to affect cell survival ( 383 ). Finally, it is interesting that STAT1 has been linked to cell 

growth arrest and induction of the CDK inhibitor p21 WAF1/CIP1 ( 389 ) and that activation of STAT1 occurs 

in thanatophoric dysplasia type II dwarfism as the result of a mutant fibroblast growth factor receptor 

(FGFR3) ( 390 ). In this chondrodysplasia, the mutant FGFR3 induces nuclear translocation of STAT1, 

expression of p21 WAF1/CIP1, and growth arrest, which suggests a possible relationship to the disease. 

Thus, different STATs may potentially mediate either growth expansion or growth arrest. Moreover, 

STATs may potentially play other types of roles as well. For example, STAT3 has been reported to serve 

as an adapter to couple PI3K to the IFNAR-1 component of type I IFN receptors ( 391 ). A more complete 

understanding of the actions of the different STAT proteins should in part be achieved when investigators 

have collectively compiled a complete list of the genes that are regulated by each STAT. Progress in this 



area has been made for a number of cytokines but particularly for the IFNs ( 240 ). Of importance, however, 

is that not all cytokine signals are dependent on STATs, as has been well demonstrated—for example, in 

the case of IFNs, in which there are STAT1-independent IFN signals ( 392 ).

Do Other Proteins Bind to ?-Interferon–Activated Sequence Motifs?

Although additional STAT proteins have not been identified, one non-STAT protein that binds to GAS 

motifs has been discovered. The bcl-6 gene is frequently found to be mutated or to have undergone 

translocations in diffuse large cell (B-cell) lymphomas. Interestingly, Bcl-6 binds to GAS motifs capable of 

binding STAT6 and specifically can inhibit IL-4 action ( 393 ). These data suggest that dysregulated 

IL-4/IL-13 signaling may contribute to the development of these lymphomas. Furthermore, mice lacking 

expression of Bcl-6 exhibit defective germinal center formation, which suggests that formation of germinal 

centers is dependent on Bcl-6-regulated (presumably negative) control of certain STAT-responsive genes 

( 393 ).

OTHER LATENT TRANSCRIPTION FACTORS AS EXAMPLES OF 

CYTOPLASMIC-TO-NUCLEAR SIGNALING (NF?B, NF-AT, AND SMADs)

One of the exciting features of STAT proteins is that they exist in an inactive form in the cytosol and then 

are rapidly translocated to the nucleus. The rapid activation within minutes of signals from cell membrane 

to nuclear DNA binding makes the STAT acronym seem very appropriate, in view of the urgency 

associated with physician’s “STAT” emergency orders in clinical medicine. The rapid activation of STAT 

proteins is somewhat analogous to several other systems ( 394 ). In the case of NF?B, there is rapid 

nuclear translocation, but this uses a completely different mechanism from STATs. In contrast to STAT 

proteins, for which the tyrosine phosphorylation of the STATs is an initiator of nuclear translocation, for 

NF?B it is the serine phosphorylation and/or ubiquitination of I?B that results in its dissociation and/or 

destruction, allowing the release and translocation of NF?B ( 395 , 396 and 397 ). A third example of 

cytosolic-to-nuclear translocation occurs with nuclear factor of activated T-cell (NF-AT) family proteins ( 398

 , 399 ), which are vital for regulating transcription of a number of cytokines, including IL-2, IL-4, and 

GM-CSF. In this case, NF-AT is translocated to the nucleus, where it associates with AP-1 family proteins 

to form a functional complex. The activation of calcineurin and the dephosphorylation of NF-AT allow its 

nuclear translocation. A fourth example of cytosolic-to-nuclear translocation occurs with the Sma- and 

Mad-related proteins (SMAD) that mediate transforming growth factor ß signaling. In this case, the 

phosphorylation is on serine, and the kinase is intrinsic to the receptor, but there are a number of basic 

parallel features in terms of the rapid activation of latent transcription factors after binding of a growth 

factor. Thus, multiple different types of mechanisms, each involving phosphorylation or dephosphorylation, 

have evolved to allow nuclear-to-cytoplasmic translocation of latent transcription factors ( 400 ).



OTHER SUBSTRATES FOR JANUS KINASES

As Jaks are potent cytosolic tyrosine kinases, it is immediately evident that the activation of STATs may 

not be the sole function of Jaks. Various data indicate that Jaks have the ability to phosphorylate tyrosine 

on receptors where STAT proteins dock, as well as the ability to phosphorylate STATs. There are also in 

vitro data that indicate that Jaks can phosphorylate tyrosines on receptor chains other than those that are 

docking sites for STATs. For example, in overexpression experiments in COS cells, Jak1 appears to 

phosphorylate IL-2Rß not only on tyrosines 392 and 510, which are needed for docking STAT proteins, but 

also on tyrosine 338, which is the docking site for Shc ( 338 ). Simultaneous mutation of all three of these 

tyrosines abrogates proliferation, which suggests that the molecules that dock on these tyrosines couple to 

vital pathways. Thus, Jaks may facilitate the recruitment of additional substrates to the receptors; in 

addition, it is well known that Jaks can phosphorylate themselves (autophosphorylate) or 

transphosphorylate other Jaks. Because Jaks contain a number of conserved tyrosine residues, it is 

possible that some of these are phosphorylated and serve as docking sites for important signaling 

molecules. Multiple other molecules, including the signal-transducing adapter molecule ( 401 ) and the p85 

subunit of PI3K, are potentially phosphorylated by Jaks ( 402 ).

OTHER SIGNALING MOLECULES IMPORTANT FOR CYTOKINES

Other Tyrosine Kinases besides Janus Kinases

In addition to their activation of Jaks, a number of cytokines can activate Src family kinases. For example, 

IL-2 can activate p56 Lck ( 403 , 404 ) in T cells and p59 Fyn and p53/p56 Lyn in B-cell lines ( 405 , 406 ). The 

activation of some of these kinases has been reported to be mediated by association with the A region of 

IL-2Rß. Another tyrosine kinase, Syk, has been reported to associate with the S region of IL-2Rß ( 407 ). 

However, the significance of these interactions is less clear than that for Jaks. First, cells lacking Lck can 

vigorously proliferate in response to IL-2 ( 408 , 409 ). Second, when the A region is deleted, proliferation still 

occurs, albeit at a lower level than seen with wild-type IL-2Rß ( 410 ). However, Y338, which is required for 

the recruitment of Shc, is in the A region and is required for normal proliferation ( 338 ). Thus, it is possible 

that the decrease in proliferation associated with deletion of the A region is related more to the loss of 

Y338 than to the loss of association of Lck. Moreover, in IL-2Rß -/- mice reconstituted with an IL-2Rß 

A-region mutant, proliferation is increased rather than diminished ( 411 ). Additional investigation is 

necessary to clarify the role of activation of Src family kinases by IL-2 and for other cytokines as well. The 

significance of the Syk interaction also remains unclear. Because both Syk and Jak1 associate with the S 

region of IL-2Rß, mutations that delete the S region simultaneous prevent both associations, making it 

impossible if the effect is caused solely by a loss of one of these. The fact that Syk-deficient mice exhibit 

normal IL-2 proliferation ( 412 ) further suggests that Syk may not play an important role in IL-2–induced 

proliferation. Analogously, the G-CSF receptor forms a complex with Lyn and Syk ( 413 ), but, again, 



Syk-deficient mice do not exhibit a defect in G-CSF signaling ( 412 ). With regard to other kinases, ß 
c
 has 

been reported to interact with Src family kinases ( 414 ). Gp130 has been reported to associate with a 

number of other kinases, including Btk, Tec, and Fes ( 415 , 416 and 417 ), and IL-4Ra has been shown to 

interact with Fes ( 418 ). Overall, outside of the essential role of Jaks, relatively little is known about the 

significance of other tyrosine kinases in cytokine signaling. It is possible that they play important roles that 

have been difficult to evaluate, perhaps in part because of the existence of redundant pathways.

Insulin Receptor Substrate Proteins

IRS-1 was originally noted to be a tyrosine-phosphorylated substrate of the insulin receptor ( 419 ). 

Interestingly, both insulin and IL-4 could induce tyrosine phosphorylation of an IRS-1–like molecule in 

hematopoietic cells, and 32D myeloid progenitor cells lack IRS-1 and could signal in response to insulin or 

IL-4 only when they were transfected with IRS-1 ( 420 ). Both the insulin receptor and IL-4Ra proteins 

contain NPXY sequences that are important for IRS-1 or IRS-2 binding; in IL-4Ra, this is contained within 

a sequence called the I4R motif ( 421 ).

Other cytokines have subsequently been shown to activate IRS-1 or IRS-2 or both. For example, growth 

hormone can induce phosphorylation of IRS-1 ( 422 ) and IRS-2 ( 423 ), IFN-? and LIF induce 

phosphorylation of IRS-2 ( 423 ), and the ? 
c
-dependent cytokines, IL-2, IL-7, and IL-15, can induce tyrosine 

phosphorylation of IRS-1 and IRS-2 in T cells ( 424 ). The significance of these findings remain unclear, 

because 32D cells (which constitutively express ? 
c
) can proliferative vigorously in response to IL-2 when 

they are transfected with only IL-2Rß ( 408 ), whereas, as noted previously, in these same cells, IL-4 

responsiveness requires coexpression of both IL-4Ra and IRS-1. Thus, IRS proteins appear to have 

differential importance for different cytokines. Because IRS proteins have a large number of 

phosphotyrosine docking sites, particularly for the p85 subunit of PI3K, they presumably serve to recruit 

important accessory molecules, and perhaps these differ in importance for mediating proliferation in 

response to different cytokines.

Phosphatidylinositol 3-Kinase

PI3K is a lipid kinase that consists of an 85-kDa regulatory subunit and a 110-kDa catalytic subunit ( 425 ). 

PI3K phosphorylation and activation can be induced by a number of cytokines ( 426 , 427 , 428 and 429 ), and 

the use of inhibitors, such as wortmannin or LY294002, has demonstrated its importance in signaling for at 

least certain cytokines. IRS-1 has multiple docking sites for PI3K (YXXM motifs), and thus for some 

cytokines, such as IL-4, the association of IRS-1 might be the mechanism by which PI3K can be recruited.

The Ras/Mitogen-Activated Protein Kinase Pathway

Another major signaling pathway for a number of cytokines is the Ras/MAP kinase pathway ( 430 ). This 



pathway presumably is used by cytokines whose receptors recruit the Shc adaptor molecule, which in turn 

mediates the recruitment of Grb2 and Sos, eventually leading to the activation of Ras. In turn, Ras couples 

to the MAP kinase pathway through a well-established signaling cascade. Certain cytokines, such as IL-2, 

appear to use this pathway, whereas others, such as IL-4, do not. Thus, like other pathways, this pathway 

is differentially important, depending on the cytokine that is being used.

DOWN-MODULATION OF CYTOKINE SIGNALS

Much of the preceding discussion has centered on the mechanisms by which cytokines induce signals. 

However, the mechanisms by which cytokine signals can be terminated are also extremely important. 

There are multiple levels at which negative regulation can occur. In broad mechanistic terms, these 

include (a) a balance among the production (transcriptional and translational control) of the cytokine, its 

receptor, or downstream signaling molecules and the degradation of these same molecules and (b) 

regulation of the activation state of the receptor and downstream signaling molecules.

Transcriptional control of cytokine production is a widely used mechanism. Many T cell–derived cytokines 

such as IL-2, IL-3, and IL-4 are produced only by activated T cells, and their production is lost with the loss 

of activation. IL-15 provides an example in which translation of the protein is carefully regulated, in part by 

the existence of multiple upstream ATGs ( 93 ). Most cytokine receptor chains are constitutive, but some, 

such as IL-21R and IL-2Rß, are regulated in part by signals that act through the T-cell receptor. The most 

regulated receptor chain may be the IL-2 receptor a chain, whose expression is absent on resting 

lymphocytes but strongly induced after stimulation with antigens, mitogens, and certain cytokines; 

however, the transcriptional/translational control of most cytokine receptors has been poorly studied.

Because phosphorylation events are vital for the creation of phosphotyrosine docking sites, 

dephosphorylation is an obvious mechanism of control. Indeed, two tyrosine phosphatases, Shp-1 

(formerly also known as SHP, HCP, SH-PTP1, and PTP1C) and Shp-2 (formerly also known as Syp and 

PTP1D) have been shown to play roles related to cytokine signaling ( 431 , 432 ). The most well-studied 

example is Shp-1, mutations of which cause the motheaten ( me) and viable motheaten ( mev) 

phenotypes in mice ( 433 , 434 ). The viable motheaten mouse has a less severe phenotype that is 

associated with increased numbers of erythroid progenitor cells and hyperresponsiveness to erythropoietin 

(Epo) ( 435 ), which suggests that Shp-1 might normally diminish responsiveness to Epo. Indeed, it was 

demonstrated that Shp-1 binds directly to the Epo receptor when Y429 is phosphorylated ( 436 ). This 

tyrosine is located in a “negative” regulatory region of the Epo receptor and, when it is mutated, 

Epo-responsive cells can grow in lower concentrations of Epo. After Shp-1 binding to Y429, 

dephosphorylation and inactivation of Jak2 is facilitated ( 436 ). Thus, the negative regulation of Epo 

signaling appears to be at the level of a receptor-dependent inactivation of a Jak. Shp-1 has also been 

shown to interact with ß 
c
 and to mediate diminished IL-3–induced signaling ( 437 ) and to be able to 

associate with both Tyk-2 ( 438 ) and Jak2 ( 439 ).



Shp-2 has generally been thought to be more of an “activating” phosphatase; it is therefore interesting that 

it has also been shown that it can interact with Jak1, Jak2, and Tyk2 ( 440 ). In addition to the presumed 

dephosphorylation of Jaks by phosphatases, STAT proteins appear to be regulated at the level of tyrosine 

dephosphorylation ( 441 ). Finally, another type of phosphatase, the lipid phosphatases, known as 

Sh2-containing inositol 5'-phosphatase (SHIP) and SHIP2, can act as negative regulators of cytokine 

signals ( 442 ).

In addition to dephosphorylation, another mode of negative regulation is by degradation. In addition to the 

degradation of receptor molecules, STAT1 is regulated by the ubiquitin-proteasome pathway ( 443 ). 

Finally, it is possible that regulation also can occur at the level of alternative splicing. In this regard, 

alternatively spliced versions of some of the STATs ( 273 , 327 , 333 ) have been reported.

THE CIS/SOCS/JAB/SSI FAMILY OF INHIBITORY ADAPTER PROTEINS

In the 1990s, an interesting class of proteins that modulate the actions of cytokines was discovered. The 

prototype molecule was discovered in 1995 and was named CIS, for cytokine-inducible, SH2-containing 

protein ( 444 ). CIS was observed to be rapidly induced by a variety of cytokines, including IL-2, IL-3, 

GM-CSF, and erythropoietin; to physically associate with both the ß 
c
 and erythropoietin receptors; and to 

be a negative regulator of cytokine action ( 444 , 445 ). Subsequently, researchers identified a related 

protein, variably denoted SOCS-1 (suppressor of cytokine signal 1), JAB (Jak-binding protein), and SSI-1 

(STAT-induced STAT inhibitor 1), that could negatively regulate the activity of other cytokines, including 

IL-6 ( 446 , 447 and 448 ) and IL-2. Interestingly, this protein could associate with Jak family kinases, whereas 

this function has not been reported for CIS. A total of eight CIS/SOCS/JAB/SSI family members that 

collectively regulate signals in response to multiple cytokines have been identified ( 449 , 450 ). These 

proteins are now most typically denoted as SOCS proteins. They share an SH2 domain and a region 

known as a SOCS box. Additional SOCS box–containing proteins lack SH2 domains. The knowledge of 

the range of actions mediated by these proteins is still evolving, primarily on the basis of multiple-knockout 

mice that have been created. Mice with knockouts for each of the SOCS proteins are being prepared, 

alone and in combination. Interestingly, the analysis of SOCS1 -/- mice revealed an essential role for this 

protein in thymocyte differentiation, and that these mice die at a very young age as the result of 

augmented responsiveness to IFN-?. SOCS3 -/- mice reveal an important role for this protein in 

erythropoiesis in the fetal liver [reviewed by Kovanen and Leonard ( 451 )].

PIAS PROTEINS

Protein inhibitor of activated STAT (PIAS) proteins are other negative regulators of cytokine actions ( 452 , 

453 , 454 , 455 and 456 ); PIAS-1 is an inhibitor of STAT1 binding activity, and PIAS-3 is a similar inhibitor of 

STAT3 binding activity. Two other members, PIASx (which has both a and ß splice variants) and PIASy, 



have also been described, and the interactions are not restricted to the context of STAT inhibition. For 

example, PIASy is a nuclear matrix–associated small ubiquitin-related modifier (SUMO) E3 ligase (a 

ubiquitin-related protein) that can repress the activity of the Wnt-responsive transcription factor LEF1 ( 455 

). PIASy coexpression results in the covalent modification of LEF1 by SUMO. Thus, as a class, PIAS 

proteins have more than one type of action, and it is interesting to consider whether STAT proteins might 

be targets for SUMO-based modification.

TH1/TH2 CELLS: THE T HELPER PARADIGM

Th1 and Th2 cells were originally described on the basis of the patterns of cytokine production by murine 

T cells ( 457 ), but the paradigm was extended to human cells as well ( 458 , 459 , 460 , 461 and 462 ). Th1 cells 

secrete IL-2, IFN-?, and lymphotoxin, whereas Th2 cells produce IL-4, IL-5, IL-6, IL-9, IL-10, and IL-13. 

The cytokines produced by Th1 and Th2 cells are sometimes referred to as type 1 and type 2 cytokines 

(for Th1 and Th2 cytokines); unfortunately, this results in potential confusion, because IL-4 is a type I 

(four–a helical bundle) cytokine that is functionally a type 2 cytokine (in that it is produced by Th2 cells).

In humans, the Th1 and Th2 patterns are similar, but not all the cytokines are as tightly restricted ( 458 , 459 

, 460 , 461 and 462 ). IFN-? is the cytokine most reliably produced by Th1 cells, whereas IL-4, IL-5, and IL-9 

are produced by Th2 cells. In both species, certain cytokines, including IL-3 and GM-CSF, are produced 

by both Th1 and Th2 cells. The Th1/Th2 division of T helper cells has proved useful in correlating the 

function of Th1 cells with cell-mediated immunity (inflammatory responses, delayed-type hypersensitivity, 

and cytotoxicity) and that of Th2 cells with humoral immunity. Of the Th2 cytokines, IL-4 is particularly 

important in driving IgE responses. Because the division of Th1 and Th2 cells is not always perfect, when 

cells produce both Th1 and Th2 cytokines, they are called Th0 cells, whereas Th3 cells produce high 

levels of transforming growth factor ß.

A number of murine and human physiological and disease states correspond to Th1 or Th2 

responses/patterns [reviewed in detail by Mosmann and Sad ( 458 ), Abbas et al. ( 459 ), Lucey et al. ( 460 ), 

and Romagnani ( 462 )]. In general, among infectious diseases, resistance to intracellular bacteria, fungi, 

and protozoa is linked to mounting a successful Th1 response. Th1 responses can also be linked to 

pathological conditions, such as arthritis, colitis, and other inflammatory states. Effective protection against 

extracellular pathogens, such as helminths, requires a Th2 response, and the enhanced humoral immunity 

may result in successful neutralization of pathogens by the production of specific antibodies. In humans, 

Th1 and Th2 cytokines each have dominant roles in the different types of lesions found in leprosy: Th1 

cytokines dominate in tuberculoid lesions, and Th2 cytokines dominate in lepromatous lesions. In HIV, a 

simple Th1/Th2 pattern does not exist. The situation has been complicated by the fact that IL-4 expression 

is relatively transient, whereas IL-10 expression is more sustained. This has led to the thought that IL-10 

and IL-12 may be the most important cytokines controlling disease progression in AIDS ( 460 ). 

Interestingly, Th0 and Th2 cells seem to be more susceptible to HIV than are Th1 cells, which potentially 

explains why the virus can persist even in the absence of Th1 cells. Overall, human diseases that are 



characterized primarily by Th1 responses include Hashimoto’s thyroiditis, Graves’ ophthalmopathy, 

multiple sclerosis, type 1 diabetes mellitus, Crohn’s disease, rheumatoid arthritis, lyme arthritis, reactive 

arthritis, acute allograft rejection, unexplained recurrent abortions, Helicobacter pylori–induced peptide 

ulcer, and sarcoidosis. In contrast, diseases characterized primarily by Th2 responses include Omenn 

syndrome, vernal conjunctivitis, atopic disorders, progressive systemic sclerosis, cryptogenic fibrosing 

alveolitis, chronic periodontitis, progression to AIDS in HIV infection, and tumor progression ( 462 ).

It is believed that Th1 and Th2 cells are derived from a common precursor (Thp cells). IL-12 is the major 

driving force to induce Th1 differentiation, whereas IL-4 induces Th2 differentiation. In accordance with 

these findings, as discussed earlier, STAT4-deficient mice are defective in IL-12 signaling and exhibit a 

defect in Th1 development. Lineage commitment to Th1 and Th2 is now better understood in terms of 

transcription factors, whereby T-bet and ERM are transcription factors influencing Th1 commitment and 

c-Maf and GATA-3 are specific for Th2 cells [reviewed by Okamura and Rao ( 463 ) and Ho and Glimcher ( 

464 )]. The process by which the differentiated T helper cells produce cytokines is one in which the genetic 

loci need to become competent for efficient transcription. This process can be thought of as involving an 

initiation phase, dependent on STAT proteins; a commitment phase, mediated by factors such as T-bet 

and GATA3; and a final stabilization phase, in which transcription is maintained without further stimulation 

( 465 ). Part of this process involves chromatin remodeling, a process that involves histone-modifying 

enzymes as well as specific transcription factors. Such a process allows coordinated transcription—for 

example, of the IL-4/IL-13 locus ( 465 ).

In addition to the major differences between Th1 and Th2 cells in the production of IFN-?, it was observed 

that T helper subsets differed markedly in their abilities to respond to IFN-?, whereby the proliferation of 

Th2 clones was inhibited and that of Th1 clones was not ( 466 ). Interestingly, the unresponsiveness of Th1 

clones resulted from the absence of IFNGR-2, whereas Th2 cells express IFNGR-2 ( 467 , 468 ). Thus, Th1 

cells produce IFN-? and can thereby inhibit the proliferation of Th2 cells. As noted previously, IL-12 is the 

major inducer of Th1 cells. It is therefore interesting that Th2 cells do not respond to IL-12, and it is now 

clear that this extinction of IL-12 signaling results from their loss of expression of the IL-12Rß2 subunit of 

the IL-12 receptor ( 469 ). Apparently, IL-4 inhibits IL-12Rß2 expression, whereas IFN-? overcomes this 

inhibition ( 469 ). The ability of mice to survive infections is critically linked to the T helper patterns of 

cytokines. For example, the ability to survive toxoplasmosis is strictly depend on IFN-?/IL-12 production (a 

Th1 pattern) ( 461 ).

DISEASES OF CYTOKINE RECEPTORS AND RELATED MOLECULES

Range of Cytokine-Related Causes of Severe Combined Immunodeficiency Disease

As detailed previously, mutations in the common cytokine receptor ? chain, ? 
c
, causes a profound 

immunodeficiency known as XSCID, a T -B +NK - SCID. This indicates that XSCID is a disease of 

defective cytokine signaling and suggests that defects in molecules in downstream signaling pathways 



might also result in clinical disease. Indeed, it was directly confirmed that mutations in Jak3 also resulted 

in T -B +NK - SCID. Because ? 
c
-dependent cytokines activate primarily STAT5a and STAT5b as signaling 

molecules downstream of the Jaks, it remains an open question as to whether mutations in these STAT 

proteins also cause human disease. Although it might have been assumed that mutations in either 

STAT5a or STAT5b alone might not cause a phenotype because of their similarity and potential 

redundancy, mice lacking either STAT5a or STAT5b alone do have distinctive phenotypes. For example, 

STAT5a-deficient female mice exhibit a prolactin-related deficiency ( 381 ), whereas STAT5b-deficient mice 

have defective growth and a syndrome similar to that found in Laron dwarfism ( 382 ). Moreover, both 

STAT5a and STAT5b-deficient mice exhibit defects in T-cell proliferation and NK cytolytic activity. Mice 

lacking both STAT5a and STAT5b have an even more profound defect, with more defective T-cell 

proliferation and a lack of NK cell development ( 331 ). Because STAT5a and STAT5b are tandem genes 

on human chromosome 17, it seems likely that if both genes were simultaneously inactivated—for 

example, by a deletion of the STAT5a/STAT5b region of chromosome 17—that a SCID phenotype would 

be observed.

It can be predicted that human immunodeficiencies might also result from mutations in some of the 

cytokines whose receptors contain ? 
c
 or from mutations in other components of the receptors for these 

cytokines. Indeed, as noted previously, patients with IL-2 deficiency exhibit a SCID-like syndrome, 

characterized by inadequate function of their T cells, and an unusual immunodeficiency has been found to 

result from a mutation in IL-2Ra ( 219 ). One patient with defective IL-2Rß expression also had an 

immunodeficiency syndrome characterized by autoimmunity ( 470 ), somewhat analogous to the situation in 

IL-2Rß-deficient mice. Because mutations in IL-7Ra in humans cause T -B +NK + SCID ( 113 ), mutations 

in IL-7 might be predicted to cause a similar syndrome. The one major difference might be that 

IL-7–deficient humans might not be capable of receiving a successful bone marrow transplant if stromal 

IL-7 is required for the graft. In any case, such patients have not yet been identified. In view of the 

defective NK cell development and CD8 + memory T-cell development in IL-15– and IL-15Ra–deficient 

mice, it is likely that these types of defects would also occur in humans lacking either of these proteins. 

However, such individuals have not yet been identified. Although IL-9 transgenic mice develop lymphomas 

( 81 ), IL-9–deficient mice exhibit defects related to mast cells and mucus production rather than lymphoid 

defects. Thus, defects related to the IL-9 system seem unlikely as causes of SCID. At least for the 

moment, defects in expression of IL-2, IL-2Ra, IL-2Rß, IL-7Ra, ? 
c
, and Jak3 are the only cytokine-related 

mutations that have been found to cause SCID. More time is necessary to determine whether mutations in 

other cytokines, cytokine receptors, Jaks, or STATs can also cause SCID.

Defects in the Ability to Clear Mycobacterial Infections

A number of immunodeficiencies in which affected individuals cannot properly clear mycobacterial 

infections have been characterized. These have also turned out to be diseases of defective cytokine 

signaling. Mutations have been found in the components of either IL-12 itself or in the IFN or IL-12/IL-23 



receptors, specifically in either the gene encoding the p40 subunit of IL-12 (which, as noted previously, is 

also a component of IL-23) ( 471 ), in IL-12Rß1 (which, as noted previously, is a component of both the 

IL-12 and IL-23 receptors) ( 472 ), or in either the IFNGR1 or IFNGR2 components of IFN-? receptors ( 473 , 

474 ). The critical role of IL-12 for Th1 cell–mediated differentiation and production of IFN-? provides the 

explanation for finding similar clinical syndromes in humans lacking the p40, IL-12Rß1, IFNGR1, or 

IFNGR2. Moreover, one patient with a mutation in the STAT1 gene was also identified with a similar 

clinical syndrome ( 475 ), which indicates that, as anticipated, STAT1 is a critical mediator of the IFN-? 

signal. Interestingly, this patient had a mutation on only one STAT1 allele, but the mutation was a 

dominant negative mutation that selectively inhibits the formation of STAT1 dimers (hence abrogating 

IFN-? signaling) but yet had at most only a modest effect on the ability to form ISGF3, which thus left 

signaling in response to IFN-a/ß relatively intact.

Mutations in the WSX-1/TCCR Type I Receptor

The type I cytokine receptor denoted TCCR or WSX-1 is related to IL-12ß2, and its mutations result in 

defective T-cell responses and diminished IFN-? production ( 476 , 477 ). Interestingly, TCCR/WSX-1 is an 

essential component of the receptor for IL-27 ( 202 ).

Other Diseases Associated with Cytokine Receptors

A number of other diseases that related to cytokine receptors have been reported. First, mutations in the 

growth hormone receptor have been found in a form of dwarfism (Laron dwarfism) in which target cells 

cannot respond to growth hormone ( 478 ); interestingly, some aspects of STAT5b deficiency are related to 

this syndrome. Second, a single patient with a form of congenital neutropenia (Kostmann’s syndrome) has 

been found to have a mutation in one of his G-CSF receptor alleles ( 479 ). Third, a kindred of patients with 

familial erythrocytosis has truncation in the erythropoietin receptor, which results in hypersensitivity to 

erythropoietin ( 480 ). Finally, it is interesting that the thrombopoietin receptor (c-Mpl) was first identified as 

an orphan cytokine receptor when a viral oncogene, v-Mpl, was originally identified as the oncogene of the 

myeloproliferative leukemia virus ( 481 ).

CONCLUDING COMMENTS

Type I cytokines and IFNs are involved in the regulation of an enormous number of immunological and 

nonimmunological processes. There has been a progressive transition from viewing these as discrete 

molecules with special actions to viewing them as sets of molecules that can be grouped according to 

shared receptor components and common signaling pathways. Signaling is one area in which the 

understanding has greatly expanded; the pathways that are activated are similar for many cytokines, even 

when the biological functions that they induce are dramatically different. Although some of the differences 

can be explained by “compartmentalization” according to which cells produce the cytokine and which cells 

express receptors that allow them to respond to the cytokine, a tremendous amount still needs to be 



learned about how distinctive signals are triggered and about the sets of genes that are induced by each 

cytokine. This knowledge will provide vital information important to the quest to completely understand the 

mechanisms by which type I cytokines and IFNs can effect their actions. At the same time, the generation 

of mice with knockouts for most cytokines and their receptors, as well as many signaling molecules, has 

provided in vivo clues as to vital functions served by these cytokines. Caution is clearly needed, however, 

in generalizing from these findings to human biology, in view of some apparently major differences in roles 

served, such as the fact that IL-7 plays an essential role in both humans and mice for T-cell development, 

whereas IL-7 is also essential for B-cell development in mice but not in humans. The identification of so 

many humans disorders associated with cytokines and cytokine receptors has tremendously helped to 

teach more about human biology as well.
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INTRODUCTION

The TNF superfamily is comprised of at least 19 genes encoding 20 type II (i.e., 
intracellular N-terminus, extracellular C-terminus) transmembrane proteins ( Table 1). 
Included are several well-known members, such as TNF-a (formerly termed cachectin), 
TNF-ß (lymphotoxin-a, LT-a), Fas ligand (FasL), and CD40 ligand (CD40L), as well as 
an increasing number of newly described mediators, including APRIL (a 
proliferation-inducing ligand), TRAIL (TNF-related apoptosis inducing ligand), TWEAK 
(TNF-like and weak inducer of apoptosis), BLyS (B-lymphocyte stimulator), LIGHT 
(homologous to lymphotoxins, exhibits inducible expression, and competes with HSV 
glycoprotein D for herpesvirus entry mediator [HVEM], a receptor expressed by 
T-lymphocytes), CD27 ligand, CD30 ligand, OX40 ligand, 4-1BB ligand, ED1, and 
RANK ligand (receptor activator of NF?B ligand), among others. In 1998, a unified 
nomenclature similar to that accepted for the chemokine family was adopted, 



composed of the term TNFSF for TNF superfamily or TNFRSF for TNF receptor 
superfamily and a number ( 1 ).

 
TABLE 1. Members of the tumor necrosis factor (TNF) superfamily and their known 
receptors

The biological activities of TNF-a and lymphotoxin were first described in the 1960s and 
1970s with the identification of macrophage- and lymphocyte-derived products that 
produced hemorrhagic necrosis of solid tumors ( 2 , 3 and 4 ). The physical structure of 
the two proteins has been known for approximately 20 years, having been cloned and 
sequenced in the mid-1980s by several laboratories nearly simultaneously ( 5 , 6 and 7 ). 
Within a few years of its sequence and cloning, the principal biological activities of 
TNF-a had been identified and reproduced using purified or recombinant protein, 
including its ability to cause hemorrhagic necrosis of tumors, tissue injury, and shock 
through its pro-inflammatory properties on the vascular endothelium; to induce 
apoptosis in some cancerous or transformed cell lines, and in lymphocyte and epithelial 
cell populations; and to alter intermediate substrate and energy metabolism and induce 
cachexia (for review, see Beutler and Cerami [ 8 ]).

However, it took another 10 to 15 years to fully realize that TNF-a and lymphotoxin were 
only two members of an ever-increasing family of proteins with both structural and 
functional homology. Large-scale sequencing of many similar expressed sequence tags 
identified related ligands in the same “superfamily.” Their biological functions have often 
overlapped with TNF-a and lymphotoxin; but not unexpectedly, their activities have also 
demonstrated considerable diversity. In addition, the roles of many of these TNF 
superfamily ligands are not so much as orchestrators of the acquired or innate immune 
responses, but rather critical parts in development and organogenesis. (For review, see 
Wallach et al. [ 9 ], Mackay and Kalled [ 10 ], Zhou et al. [ 11 ], Griffith and Lynch [ 12 ], 
Idriss and Naismith [ 13 ], Schluter and Deckert [ 14 ], Sedgwick et al. [ 15 ], and Locksley 
et al. [ 16 ].) Not surprisingly, the receptors for these ligands of the TNF superfamily also 
comprise a related gene superfamily with common and distinct structure and signal 
transduction pathways ( Table 1 and Fig. 1).



 
FIG. 1. Interrelationships among members of the TNF superfamily and the TNF 
receptors. Members of the TNF superfamily with the exception of APRIL/BLyS and 
lymphotoxin-a/ß2 are homotrimers, while lymphotoxin-a/ß2 is a heterotrimer comprised 
of a single lymphotoxin-a chain and two lymphotoxin-ß chains. Adapted from Bodmer et 
al. ( 20 ), with permission.

All of the diverse functions of the TNF superfamily ligands are still not fully known, and 
their roles in normal growth and development, as well as in disease pathogenesis have 
only been partially established. However, there is general recognition that ligands of the 
TNF superfamily regulate and control the inflammatory and immune response. 
Nevertheless, the range of activities that these ligands have on specific components of 
the immune response has only begun to be appreciated, and in many ways, their 
diversity is quite remarkable. For example, during development and organogenesis, 
ligands such as TNF-a, lymphotoxin-a, RANK ligand, and LT-a/ß provide critical signals 
for the development of secondary lymphoid organs ( 17 ). Knockout mice lacking the 
genes for these proteins show abnormal lymph node development. The development 
and maturation of several key lymphocyte and myeloid cell populations are also 
dependent on the organized and timed release of several TNF superfamily ligands, 
including BLyS, CD40 ligand, 4-1BB ligand, OX40 ligand, CD27 ligand, CD30 ligand, 
and RANK ligand. Equally important, several ligands of the superfamily, including 
TNF-a, FasL, and TRAIL, provide the cytotoxic activity of effector cells and are 
responsible for the removal and re-establishment of homeostasis of leukocyte 
populations via activation induced cell death ( 10 ). Several members of this 
family—most notably TNF-a, TWEAK, and FasL—also appear to play critical roles in 
the communication between immune and parenchymal or endothelial cells, which is 
particularly important for induction of the acute-phase response and maintenance of 
vascular hemostasis (reviewed below). These proteins provide the fundamental 
communication between immune and somatic tissues. Other TNF superfamily ligands 
regulate the differentiation and development of epithelial structures (ED1) and 
bone-resorbing osteoclasts (RANK ligand and TNF-a).

Most notably, TNF superfamily ligands and their receptors are associated with several 
disorders that are secondary to either genetic defects or acquired processes. Two 
chronic inflammatory diseases in particular, rheumatoid arthritis and inflammatory bowel 
disease, have been shown to be caused by exaggerated and inappropriate local 



production of TNF-a, and two FDA-approved TNF inhibitors (Embrel TM and Remicaid 
TM) have now been approved for rheumatoid arthritis ( 18 ). However, inappropriate 
production of TNF-a has also been implicated in the pathogenesis of a number of other 
chronic and acute inflammatory diseases, such as septic shock, meningococcemia, 
adult-respiratory distress syndrome, otitis media, hepatitis B and C infection, Reyes’ 
syndrome, and cerebral malaria, among others (reviewed in Ksontini et al. [ 19 ]). 
Several hereditary diseases of the immune system are also associated with mutations 
in the ligands or receptors of the TNF superfamily, including hyper IgM syndrome 
(CD40L), type I autoimmune lymphoproliferative syndrome (FasL/FAS), and the TNF 
receptor I–associated periodic fever syndrome ( Table 2). Mutations in either the ED1 
ligand or EDAR lead to devastating defects in skin, hair, and teeth development 
associated with ectodermal dysplasia syndrome. Because our knowledge of the 
functions of other ligands of the TNF superfamily is considerably less than for TNF-a 
and FasL, it is likely that other relationships between ligands of the TNF superfamily 
and diseases will be discovered in the future.

 
TABLE 2. Major classification of TNF ligands, their receptors, and their association with 
autoimmune diseases and infections

STRUCTURE–FUNCTION RELATIONSHIPS IN THE TNF 
SUPERFAMILY

The most identifiable single structural characteristic of individual ligands of the TNF 
superfamily is their propensity to trimerize. All members of the TNF superfamily with the 
exception of APRIL/BLyS and lymphotoxin-a/ß2 are homotrimers, while 
lymphotoxin-a/ß2 is a heterotrimer comprised of a single lymphotoxin-a chain and two 
lymphotoxin-ß chains ( Fig. 2). APRIL and BLyS also can apparently form heterotrimers, 
comprised of one or two of the respective members. The key to homotrimerization of 
the other species is a generally conserved 150-amino-acid–long C-terminal domain that 
has recently been coined the “TNF-homology domain” or THD ( 20 ). It is this trimeric 
domain that is responsible for ligand binding to its receptor, and it contains a conserved 
region of aromatic and hydrophobic residues. Although the THDs among TNF 
superfamily members do vary somewhat at their primary amino acid structure, they 
share a near identical tertiary folding to create ß-pleated sheets that adopt a 
“jelly-roll”–like complex ( 21 , 22 ). Trimeric THDs are approximately 60 angstroms in 



height comprised of bell-shaped, truncated pyramids with loops of variable size 
extending from a compact core of conserved ß-sheets ( 20 ). The trimer is assembled in 
such a manner that each subunit is tightly packed against the inner sheet of its 
neighbor, creating a very stable hydrophobic interface ( 20 , 21 and 22 ). It is at these three 
grooves that the TNF-superfamily ligand interacts with its cellular or soluble receptor 
and provides its specificity of binding.

 
FIG. 2. TNF-a and lymphotoxin ligands and their receptors. TNF-a exists exclusively as 
a homotrimer, and binds to both the TNF-RI and TNFR-II receptors. Lymphotoxin is 
comprised of an a and a ß chain. Homotrimeric lymphotoxin-a binds to similar receptors 
as TNF-a, whereas lymphotoxin heteromers comprised of a and ß chains bind to a 
unique Ltß-R.

Similarities in this topology between the THD and the globular gC1q domain of the C1q 
family suggest a distant evolutionary link between the two families ( 23 ). C1q, for 
example, is comprised of 18 chains, six heterotrimeric gC1q domains held together by a 
bundle of collagen domains. C1q is involved in the recognition of immune complexes 
and initiation of the classical complement pathway ( 24 ). It is enticing to suggest that 
these two families of immune regulatory proteins may have arisen from a common 
ancestral gene.

STRUCTURE–FUNCTION RELATIONSHIPS IN THE TNF RECEPTOR 
SUPERFAMILY

Like the TNF-a ligand superfamily, the TNF receptor family comprises a large number 
(at least 29) of primarily type I (extracellular N-terminus, intracellular C-terminus) 
transmembrane proteins ( Table 1, Fig. 1). (For review, see Idriss and Naismith [ 13 ] and 
Locksley et al. [ 16 ].) There are, however, some notable exceptions including BCMA, 
TACI, BAFFR, and ZEDAR, which are type III proteins (lacking a signal peptide), and 
OPG and DcR3, which are essentially secreted as soluble proteins. Many of the 
membrane-associated receptors can be further processed by proteolytic cleavage to 
soluble receptors (such as CD27, CD30, CD40, TNF-RI, and TNF-RII) while soluble 



forms of others can be generated by alternative splicing (Fas and 4-1BB). Several of 
these secreted or soluble receptors are biologically active, and can either serve as 
receptor antagonists for their corresponding ligands (as seen for OPG and the TNF-RI, 
under certain circumstances) or serve as ligand passers (as may be the case for 
TNF-RII). Most of the TNF superfamily receptors show high specificity for specific 
ligands with the exception of the NGF receptor, which will also bind with low affinity to 
several neurotrophins, including BDNF and NGF.

All members of the TNF receptor superfamily share extracellular domains characterized 
by cysteine-rich domains (CRDs) that typically contain six cysteine residues with three 
disulfide bonds. The number of CRDs, however, can vary from one to four, with the 
notable exception of CD30 where there are six CRDs in the human but not the mouse ( 
20 , 25 ). The CRDs also vary in their primary amino acid sequence, numbers of modules 
and their distance from the three disulfide bridges, all of which determine their 
specificity for their respective ligand. The presence of these CRDs confers onto the 
receptor an elongated shape and often contains the “pre-ligand association domain” 
(PLAD), which is required for self-association and oligomerization of the receptors ( 25 ).

REGULATION OF TNF-a EXPRESSION

Human TNF-a is translated as a 233–amino acid, 26-kDa pro-protein that lacks a 
classic signal peptide. Newly synthesized pro-TNF-a is first displayed on the plasma 
membrane and is then cleaved in the extracellular domain to release the mature 
monomer through the actions of matrix metaloproteases ( Fig. 3) ( 26 ). The primary 
enzyme responsible for the processing of cell-associated to secreted TNF-a is TNF-a 
converting enzyme (TACE) ( 27 ). TACE is an adamalysin, a member of a class of 
membrane-associated enzymes that contain both disintegrin and matrix metaloprotease 
domains. This class of enzymes appears to play a critical role in the processing of 
several membrane-associated proteins, including TNF-a, FasL, the TNF receptors, and 
the EGF receptor. At the present time, the primary substrates for TACE and other 
matrix metaloproteases are not completely known. The functions of TACE, however, 
are not limited solely to the processing of TNF-a, since ablation of the TACE gene is 
developmentally lethal in the mouse ( 28 ), whereas TNF-a gene ablation results in 
normal development, growth, and reproduction ( 29 ).



 
FIG. 3. Processing of cell-associated TNF-a and its receptors. TNF-a is first presented 
as a cell-associated molecule that can signal in a juxtacrine fashion. However, both 
TNF-a and its cellular receptors can be cleaved from the cell surface by proteases, and 
the soluble TNF-a can still serve as a ligand. The cleaved or shed receptors, however, 
can still bind the ligand, and depending upon their relative concentrations, can serve as 
either inhibitors or “ligand passers.”

Membrane-associated TNF-a is biologically active and is thought to mediate the 
cytotoxic and inflammatory effects of TNF-a through cell-to-cell contact ( 30 , 31 ). After 
proteolytic cleavage, the pro-protein is converted to the 157–amino acid, 17.3-kDa 
secreted protein, which circulates as a homotrimer. The C-terminus of each subunit is 
embedded in the base of the trimer, and the N-terminus is relatively free of the base 
structure. Thus, the N-terminus does not participate in trimer interactions, and is not 
crucial for the biological activities of TNF-a. Results from mutational analysis have 
shown that each TNF-a trimer has three receptor interaction sites located in grooves 
between the subunits near the base of the trimer structure ( 13 ).

TNF-a is produced by numerous cell types that include immune cells (B cells and T 
cells, basophils, eosinophils, dendritic cells, NK cells, neutrophils, and mast cells); 
nonimmune cells (astrocytes, fibroblasts, glial cells, granulosa cells, keratinocytes, 
neurons, osteoblasts, retinal pigment epithelial cells, smooth muscle cells, and 
spermatogenic cells); and many kinds of tumor cells ( 32 ). However, monocytes and 
tissue macrophages are the primary cell sources for TNF-a synthesis. TNF-a synthesis 
is stimulated by a wide variety of agents. In macrophages, TNF-a synthesis is induced 
by biologic, chemical, and physical stimuli that include viruses, bacterial and parasitic 
products, tumor cells, complement, cytokines (IL-1, IL-2, IFN-g, GM-CSF, M-CSF, and 
TNF-a itself), ischemia, trauma, and irradiation. In other cell types, other stimuli are 
effective: LPS in monocytes, engagement of the T-cell receptor in T-lymphocytes, 
cross-linking of surface immunoglobulin in B-lymphocytes, ultraviolet light in fibroblasts, 
and phorbol esters and viral infections in many other cell types ( 32 ).

Biosynthesis of TNF-a is tightly controlled at several levels to ensure the silence of the 
TNF-a gene in the absence of exogenous stimulation, or in tissues that are not destined 
to synthesize the protein. Therefore, TNF-a is produced only in barely detectable 
quantities in quiescent cells, but is one of the major factors secreted by activated 
macrophages ( 33 ). The gene for TNF-a is one of the “immediate early” genes induced 
by a variety of stimuli. Early studies suggest that in blood monocytes and tissue 
macrophages, levels of TNF-a mRNA increase 5- to 50-fold after exposure to an inciting 



agent ( 34 ). Furthermore, the efficiency of mRNA translation can increase over 100-fold. 
Both the human and mouse TNF-a promoter region have been shown to contain 
multiple sites capable of binding NF?B. A particular site at -655 in the mouse promoter 
is of particular interest because it is conserved in all mammalian species ( 35 ). However, 
there have been some curious contradictory results between the human and murine 
systems regarding the quantitative importance of NF?B to TNF-a gene expression. In 
the human system, there is some controversy over whether NF?B-binding sites are 
required for transcriptional regulation of TNF-a ( 36 , 37 and 38 ), although in murine 
systems, LPS induction of TNF-a gene transcription is dependent on NF?B signaling ( 
35 , 39 ).

Levels of TNF-a mRNA increase sharply within 15 to 30 minutes with no requirement for 
de novo protein synthesis. However, TNF-a production is also regulated 
post-transcriptionally. The 3' region of TNF-a mRNA includes a series of AU sequences 
that confer instability to the TNF-a message (mRNA) and determine its translational 
efficiency ( 40 ). These sequences are common in mRNA for several pro-inflammatory 
cytokines ( 41 ), and the presence of these sequences ensures that TNF-a mRNA 
cannot be translated, but is rapidly degraded by cytosolic RNAases without some 
de-repression. These AU-rich elements are known to be recognition sequences for 
several RNA-binding proteins, of which only a few have been characterized to date 
(e.g., AU, HU, TIA, TTP, and Tpl2) ( 42 , 43 and 44 ). Some of these proteins appear to be 
involved in determining TNF-a mRNA stability, while others are involved in translational 
silencing. The presence of these 3' AU-rich elements was responsible for both the 
suppression of TNF-a mRNA expression in the unstimulated state, as well as the 
derepression that occurs following stimulation of macrophages with bacterial endotoxin. 
The varying capabilities of different tissues to express TNF-a appears to depend as 
much upon its transcriptional regulation as well as the ability to derepress these 
translational signals in the AU-rich 3' untranslated region ( 40 ). These findings also 
explain how activated complement, IL-1, and TNF-a itself may induce TNF-a mRNA 
expression ( 45 , 46 ), but not translation, since these stimuli are not efficient at 
derepressing the translational blockade that exists in resting macrophages.

Many of the downstream mediators induced by TNF-a also serve to down-regulate 
TNF-a expression both transcriptionally and post-transcriptionally. For example, 
induction of corticosteroids and prostanoids by TNF-a down-regulates expression, as 
does the induction of anti-inflammatory cytokines such as IL-10 ( 47 ). Corticosteroids 
also appear to suppress the translation of the TNF-a mRNA ( 47 , 48 ). The net result of 
this feedback loop is an integrated effort to restrict the duration and magnitude of TNF-a 
expression once induced. This becomes particularly important in chronic inflammatory 
diseases in which TNF-a production becomes inappropriately sustained, as occurs in 
the arthritic synovium. Under these conditions, increased endogenous production of 
prostaglandins, corticosteroids, and IL-10 is generally ineffective at preventing 
sustained TNF-a expression. In fact, the use of NSAIDs in rheumatoid arthritis patients 
may actually increase TNF-a production ( 49 , 50 ).



BIOLOGICAL FUNCTIONS OF TNF-a

TNF-a was characterized simultaneously in the 1980s as a factor that produced tumor 
necrosis in vivo and exhibited antitumor activity by inducing cell apoptosis. It has 
subsequently been recognized that TNF-a (a) modulates growth, differentiation, and 
metabolism in a variety of cell types; (b) produces cachexia in vivo by stimulating 
lipolysis and inhibiting lipoprotein lipase activity in adipocytes and by stimulating hepatic 
lipogenesis; (c) initiates apoptosis in malignant or transformed cells, virally-infected 
cells, T-lymphocytes, and epithelial cells; and (d) produces inflammation (reviewed in 
Ksontini et al. [ 19 ] and Dinarello and Moldawer [ 51 ]).

Like IL-1, TNF-a is a powerful inducer of the inflammatory response and is a central 
regulator of the innate immune response. Inflammatory responses to TNF-a are 
mediated both directly and through stimulation of the expression of IL-1 and more distal 
pro-inflammatory cytokines. Secondary mediators that are known to be induced by 
systemically administered TNF-a include the cytokines (IL-1, IL-2, IL-4, IL-6, IL-10, 
IL-12, IL-18, and IFN-?), transforming growth factor-ß (TGF-ß), LIF, and migration 
inhibitory factor (MIF); hormones (cortisol, epinephrine, glucagon, insulin, and 
norepinephrine); and assorted other molecules (acute phase proteins, IL-1Ra, 
leukotrienes, oxygen-free radicals, PAF, and prostaglandins). It is also recognized that 
TNF-a is not only involved in tissue inflammation and injury, but also appears to be a 
prominent ligand for the activation of programmed cell death through apoptosis ( 9 ). 
This latter function occurs not only during normal growth and development, as well as 
the re-establishment of homeostasis after an immune response, but may also result 
from pathologic conditions in which local and systemic production of TNF-a is 
increased. Exogenous administration of TNF-a to animals with experimentally implanted 
tumors produces antineoplastic activity secondary to its ability to induce apoptosis in 
selected tumor cell populations and through its inflammatory properties to disrupt 
neovascularization of solid cancers ( 52 ). Apoptosis of lymphoid cell populations 
associated with activation-induced cell death is also mediated in part by TNF-a ( 53 ).

TNF-a also plays an important role in the regulation of the TH1 immune response. This 
is particularly important in the pathogenesis of a number of chronic inflammatory 
diseases, including inflammatory bowel disease and rheumatoid arthritis, in which a 
positive feedback loop linking the autoimmune and the inflammatory or innate immune 
responses has been established ( 54 ). TNF-a induces the synthesis of IL-12 and IL-18, 
two cytokines that are potent inducers of IFN-?. Therefore, TNF-a, by itself and through 
up-regulation of IL-12 and IL-18, amplifies the TH1 response, increasing CD4 + T-cell 
activation and IFN-? production. In turn, this leads to increased macrophage production 
of TNF-a and activation of the inflammatory response.

TNF-a SIGNALING THROUGH ITS TWO RECEPTORS

Biological responses to TNF-a are mediated by ligand binding via two structurally 
distinct receptors ( Fig. 1 and Fig. 2): type I (TNF-RI; p60 or p55;CD120a) and type II 



(TNF-RII; p80 or p75; CD120ß) ( 51 ). Both receptors are transmembrane glycoproteins 
that have multiple cysteine-rich domains (CRDs) in the extracellular N-terminal domain ( 
16 ). TNF-RI and TNF-RII are present on all cell types except erythrocytes. Although the 
distribution of TNF-RI is more widespread, TNF-RII is present in greater amounts on 
endothelial and hematopoietically derived cells. TNF-RI expression is constitutive in 
most cell types, whereas expression of TNF-RII appears to be more inducible. Both 
TNF receptors are subject to proteolytic cleavage by members of the matrix 
metaloprotease family and are shed from the surface of cells in response to 
inflammatory signals such as TNF-a ligand-receptor binding ( 55 ). The shed extracellular 
domains of both receptors retain their ability to bind TNF-a and therefore may act as 
natural inhibitors of TNF-a bioactivity. During chronic and acute inflammatory 
conditions, the concentrations of both receptors increase dramatically, although the 
concentration of TNF-RII is generally more labile than is the concentration of TNF-RI. 
Both shed receptors are cleared by the kidney and excreted in the urine ( 56 ), usually 
immunologically intact ( 57 ). This shedding of the cellular receptors, their increased 
plasma concentrations, and their ability to bind TNF-a have led to the hypothesis that 
shed TNF receptors may serve either as natural antagonists or as delivery peptides 
(ligand passers) for circulating TNF-a, depending on their relative concentrations ( 58 , 59 

) ( Fig. 3).

The two TNF receptors differ significantly in their binding affinities for TNF-a, as well as 
in their intracellular signaling pathways ( 51 ). These differences in ligand binding affinity 
and kinetics are presumed to reflect differences in the primary function for the two 
receptors. Early studies suggested that binding of TNF-a to both receptors appears to 
be of high affinity ( 60 ). However, more recent pulse-chase experiments demonstrate 
that the kinetics by which TNF-a binds to and is released from the two receptors differ 
significantly. TNF-a appears to bind both TNF-RI and TNF-RII with rapid association 
kinetics (1.1 × 10 9 and 1.5 × 10 9 M -1min -1, respectively) ( 61 ). However, these 
pulse-chase experiments suggest that binding of TNF-a to TNF-RI is nearly irreversible, 
due to very slow K off kinetics (0.021 min -1, T 1/2 = 33 min) versus TNF-RII, which had 

very rapid K off kinetics (0.631 min -1, T 1/2 = 1.1 min).

The very different kinetics of binding of TNF-a to the two TNF receptors had originally 
raised speculation that, in vivo, the two receptors may have different functions ( Fig. 4). 
TNF-RII may serve as a ligand passer, that is, a means to deliver or pass TNF-a to 
TNF-RI for signaling when concentrations of TNF-a are low ( 51 ). Supporting the 
hypothesis that TNF-RII functions primarily as a ligand passer is the observation that 
under in vivo conditions, the primary inflammatory responses to soluble 17-kDa TNF-a 
are mediated by TNF-RI, rather than by TNF-RII signaling ( 62 , 63 and 64 ).



 
FIG. 4. Differences in TNF-a signaling between the two TNF-a receptors. Grell et al. ( 30 

) have speculated that due to the differences in the on-off kinetics for the two TNF 
receptors, the cell-associated and secreted forms of TNF-a may signal differently 
through the two receptors. Because of the rapid on–off kinetics of the TNF-RII, soluble 
TNF-a may be passed from the TNF-RII to the TNF-RI under conditions of low TNF-a 
conditions. In contrast, because of steric hindrence associated with the cell-associated 
forms, they may be preferential ligands for the TNF-RII receptor.

TNF-a signaling through both the TNF-RI and TNF-RII is triggered by juxtaposition of 
the intracellular domains of receptor molecules following ligand binding ( Fig. 5). Binding 
of a monomeric TNF-a to a single receptor is not sufficient to transduce a signal. 
Rather, homotrimeric TNF-a plays an essential role in this juxtaposition of the 
intracellular domains since oligomerization of the intracellular domains of the TNF 
receptors is required for signal transduction. It has been suggested that 
self-associations in the TNF-RI intracellular motifs contribute to the initiation and 
amplification of the signal. Interestingly, overexpression and oligomerization of the 
TNF-RI receptor can transduce a signal, even in the absence of ligand binding ( 65 ).

 
FIG. 5. One proposed model by which TNF receptor signaling occurs. Interactions 
between a trimeric form of TNF-a (as represented here by an inverted cone) with a 
dimeric TNF-RI complex ( A and B) results in a conformational change in the 
intracellular domains bringing the “death domains” in proximity sufficient to interact with 
“death effector domains” on docking proteins such as TRADD. Adapted from Idriss and 
Naismith ( 13 ) with permission, based on Bazzoni and Beutler ( 32 ).

The intracellular signaling domains of TNF-RI actually share greater homology with the 
intracellular signaling domains of Fas (CD95) than they do with those of TNF-RII, 



particularly with regard to the highly conserved intracellular domain called the death 
domain (DD). This sequence of approximately 70 amino acids plays a pivotal role in the 
ability of TNF-a to trigger apoptosis in the cell ( Fig. 5). Their intracellular death domains 
recruit other DD-containing and death effector domain (DED)–containing molecules, 
and initiate the intracellular signaling cascade. The recruitment of intracellular signaling 
molecules to the intracellular domain of the TNF-RI occurs via intermediate adaptor or 
docking proteins, most of which have no enzymatic (kinase) activity of their own. There 
are several of these docking proteins, including a protein called receptor interacting 
protein (RIP), which requires another DD-containing protein, TNF receptor I–associated 
death domain protein (TRADD) ( 66 ). TRADD can also interact with two other proteins, 
TRAF-1 and TRAF-2, from another family of signal-transducing proteins called TNF 
receptor–associated factors (TRAFs) ( 9 ). TRAF-2 is an intermediary in the activation of 
NF?B and JNK activation by TNF-a and its induction of pro-inflammation. TRADD lies at 
the bifurcation of the apoptotic and pro-inflammatory signaling pathways of TNF-a ( Fig. 
6).

 
FIG. 6. Bifurcation of the TNF-RI signaling pathway that leads to apoptosis and through 
NF?B activation. TRADD can interact TRAF-2, which is an intermediary in the activation 
of NF?B and JNK activation by TNF-a and its induction of pro-inflammation. TRADD lies 
at the bifurcation of the apoptotic and pro-inflammatory signaling pathways of TNF-a. 
TRAF-2 activation is also involved in TNF-RII–mediated activation of NF?B.

The DD of TNF-RI is not the only region in the intracellular domain involved in signal 
transduction. Upstream of the DD in the membrane proximal region of TNF-RI, three 
proteins bind and are involved in signal transduction—FAN, TRAP2, and TRAP1. FAN 
appears to play a role in the activation of neutral sphongomyelinase responsible for the 
generation of ceramide ( 67 , 68 ). The functions of TRAP2 and TRAP1 are presently not 
known, although TRAP2 may be involved in the regulation of protease function ( 69 ).

TNF-RII may also participate in the pro-inflammatory signal of TNF-a via TRAF-2 ( Fig. 
6). Some investigators, however, have observed that TNF-RII agonists are able to 
induce apoptosis ( 70 , 71 ) despite the lack of a TRADD/FADD (Fas–associated death 



domain protein) binding region as found in TNF-RI. Induction of apoptosis by TNF-RII 
does not share the same pathways as TNF-RI, but seems to rely on the induction of 
TRAF-2. As with TNF-RI, TNF-RII has been found to associate with the C-terminus of 
TRAF-2, which mediates activation of NF?B. A protein kinase, NIK, which binds to 
TRAF-2 and stimulates NF?B activity, has been described ( 72 , 73 ).

The binding of TNF-a to its receptor can simultaneously initiate several signaling 
pathways, including those that promote and inhibit apoptosis. Intracellular mechanisms 
must exist, therefore, to define which pathway is activated and/or dominant. The 
apoptosis-inhibition pathway is NF?B dependent, as shown by studies demonstrating 
that TNF-a–induced apoptosis of malignant cells was inhibited by simultaneous 
activation of NF?B-dependent pathways and that inhibition of NF?B markedly increased 
the apoptotic response to TNF-a in several malignant tumor cell lines ( 74 , 75 ). The 
selection of the dominant pathway appears to rest with a “molecular switch” that acts in 
part through the intracellular concentration of cell-signaling intermediates. This has 
been best shown in T cells in which the intracellular concentration of RIP determines 
whether TNF-RII signaling occurs through apoptotic or NF?B-dependent pathways ( 76 ). 
Increases in the intracellular concentration of RIP, induced by IL-2, triggered cell death. 
Under the same conditions, depletion of RIP reduced the susceptibility of the cell to 
TNF-a–dependent apoptosis. These findings suggest that the signaling outputs are 
regulated by intracellular factors. They may also help explain some of the conflicting 
data regarding the pro-apoptotic versus activating effects of TNF-a.

It should be noted, however, that much of the experimental data from in vivo and in vitro
 studies does not identify the quantitative importance of the individual receptor types in 
TNF-mediated signaling, particularly in response to secreted, homotrimeric 17-kDa 
TNF-a. For example, in vitro studies have revealed that upon binding of the ligand, both 
TNF-RI and TNF-RII can transduce a signal for NF?B activation ( 73 ), whereas in vivo 
studies have suggested that TNF-RI is the receptor primarily responsible for the 
pro-inflammatory properties of TNF-a ( Table 3). In fact, in vivo studies by Peschon et 
al. ( 77 ) and Nowak et al. ( 78 ) using TNF-RII knockout mice suggest that TNF-RII may 
function at times like a decoy receptor, since mice lacking a functional TNF-RII will often 
manifest an exaggerated inflammatory response. In addition, studies in baboons have 
shown that TNF-a muteins with specificity for TNF-RI are pro-inflammatory, whereas 
TNF-RII agonists are not ( 62 , 63 and 64 ). These primate data are consistent with earlier 
studies performed using transgenic mice or receptor-specific antagonists. For example, 
antibodies that prevented TNF-a binding to TNF-RI, but not TNF-RII, protected mice 
from lethal endotoxic shock but blocked development of a protective response against 
Listeria monocytogenes infection ( 79 ). Similarly, transgenic mice lacking a functional 
TNF-RI are more resistant to TNF-a, but more susceptible to infection by L. 
monocytogenes ( 80 , 81 ). Although TNF-RII–deficient mice exhibit normal T-cell 
development and activity, these animals are also more resistant to TNF-a–induced 
death, suggesting that TNF-RII may have no intrinsic pro-inflammatory properties of its 
own, but can potentiate the actions of TNF-RI ( 82 ).



 
TABLE 3. Inflammatory properties associated with TNF-RI and TNF-RII signaling

Based on observations that in vivo inflammatory responses to soluble 17-kDa TNF-a 
are mediated primarily by TNF-RI, and that TNF-a binding to TNF-RII is associated with 
very rapid on–off kinetics, it was postulated that TNF-a signaling was mediated primarily 
by binding of the 17-kDa ligand to TNF-RI. The proposal that in vivo TNF-a signaling of 
inflammation and apoptosis in vivo occurs principally through TNF-RI has been 
questioned ( 51 ). For example, Grell et al. ( 30 ) demonstrated that the secreted and 
cell-associated forms of TNF-a have markedly different affinities for the two TNF 
receptors. They propose that the principal ligand for TNF-RI is the 17-kDa secreted 
form of TNF-a, whereas cell-associated TNF-a is the primary signaling ligand for 
TNF-RII. The on–off kinetics of 17-kDa TNF-a with the type II receptor are very fast and 
thus, at low TNF-a concentrations, TNF-RII may serve only as a ligand passer for the 
type I receptor and increase TNF-a binding to TNF-RI. Conversely, because of the 
close juxtaposition of 26-kDa cell-associated TNF-a to TNF-RII that occurs during 
cell-to-cell contact, TNF-a/TNF-RII complexes may be generated with increased stability 
and signaling potential. Steric hindrance by cell-associated TNF-a would prevent ligand 
passing from TNF-RII and permit signal transduction to occur. These investigators 
propose that cell-associated TNF-a is the prime physiologic activator of TNF-RII, 
implying that TNF-RII contributes to the local TNF-a response in tissues, as occurs in 
experimental hepatitis and rheumatoid arthritis ( 83 , 84 and 85 ). Along these same lines, 
the investigators have demonstrated that overexpression of human TNF-RII can induce 
an exaggerated inflammatory response in several organs, suggesting that signaling 
through this receptor has the potential to directly induce tissue damage ( 86 ).

Data published to date suggest that the 17-kDa secreted TNF-a (and not the 26-kDa 
cell-associated form) is primarily responsible for mortality in endotoxin- or 
bacteremia-induced shock ( 87 ) ( Table 3), and that this occurs primarily through TNF-RI 
signaling. Conversely, hepatocyte apopotosis, synovial inflammation, and joint erosion 
appear to be dependent, at least in part, on cell-associated TNF-a signaling, with 
involvement of TNF-RII. Using a novel transgenic mouse that expresses only a 
membrane-associated form of TNF-a, Alexopoulou et al. ( 84 ) have demonstrated that 
expression of the 26-kDa form of TNF-a was adequate by itself to induce arthritis. 
These animals spontaneously developed a pattern of arthritic lesions similar to human 
rheumatoid arthritis at about 6 to 8 weeks of age. In addition, Williams et al. ( 88 ) noted 
that treatment of rheumatoid synovial explants with a matrix metaloprotease inhibitor 
blocked the processing of TNF-a and stabilized TNF receptors on cell membranes, but 
did not affect IL-1, IL-6, or chemokine release. In contrast, an antibody against TNF-a 



blocked the downstream induction of these other pro-inflammatory cytokines. The data 
suggest that cell-associated forms of TNF-a in synovial explants not inhibitable with 
matrix metaloprotease inhibitors may contribute to the local production of other 
pro-inflammatory cytokines.

These findings emphasize the complexity of the TNF-a signaling system and the 
multiple levels at which TNF-a signaling is regulated. Not only is the expression of 
TNF-a tightly controlled at the level of gene transcription and subsequent translation, 
but its processing from a cell-associated to a secreted form is regulated by protease 
activity. TNF-a signaling is also antagonized or aided by circulating extracellular 
domains of the TNF receptors, which, depending on their concentration, may serve as 
either inhibitors or ligand passers. Finally, the distribution of receptors on the target cells 
ultimately determines the responsiveness of a tissue to TNF-a.

LYMPHOTOXIN, NOT JUST ANOTHER TNF

TNF-a and lymphotoxin (LT) were first identified in the 1960s and 1970s based on their 
ability to kill various cell lines and tumor cells ( 2 , 4 ), with the primary difference being 
that lymphotoxin was the product of lymphocytes whereas TNF-a was the product of 
monocytes and macrophages. Like TNF-a, lymphotoxin-a is a structurally related 
homotrimeric protein of about 17 kDa. Both TNF-a and lymphotoxin-a3 can bind to both 
of the two TNF receptors, TNF-RI and TNF-RII. Because of the similar binding of these 
two ligands to the TNF receptors, the activities of these two proteins are assumed to be 
similar. The principal difference between the two species is that lymphotoxin-a3 is a 
predominantly secreted protein, whereas TNF-a is first synthesized as a cell-surface 
type II membrane protein that is only secreted as a result of TACE-mediated cleavage 
from the cell surface. Yet, it was quickly realized that lymphotoxin could also exist as a 
membrane-associated form, with a single lymphotoxin-a chain forming a heterotrimer 
with two copies of a structurally related type II transmembrane protein, designated 
lymphotoxin-ß ( 89 ). The genes encoding TNF-a, lymphotoxin-a and lymphotoxin-ß are 
genetically linked, adjacent to the major histocompatibility complex, probably resulting 
from tandem duplication of a common ancestral gene ( 32 , 90 ). Unlike TNF-a, the 
membrane-associated lymphotoxin heterotrimer (comprised of lymphotoxin-a1ß2) does 
not undergo proteolytic cleavage and appears to exist only as a membrane-associated 
protein. Unlike lymphotoxin-a3, lymphotoxin-a1ß2 does not bind to either the TNF-RI or 
TNF-RII receptor, but binds and signals through another receptor of the TNF receptor 
superfamily, designated the lymphotoxin-ß receptor ( 91 ). The lymphotoxin-ß receptor 
appears to be specific for lymphotoxin-a1ß2 and shows no measurable affinity for either 
homotrimeric TNF-a or lymphotoxin-a3.

Thus, the TNF-a and the lymphotoxin families encode two sets of ligands: one 
membrane associated and one secreted ( Fig. 2). The secreted forms of TNF-a and the 
lymphotoxin-a3 both interact with the TNF-RI and TNF-RII receptors, whereas the 
membrane lymphotoxin-a1ß2 heterotrimer interacts with the lymphotoxin-ß receptor. By 
signaling through the different intracellular domains of their receptors, these two sets of 
ligands and receptors would be expected to mediate independent sets of cellular and 



tissue responses.

There are also differences in the distribution of the two sets of receptors. As previously 
stated, the TNF-RI and TNF-RII receptors are expressed very broadly, whereas the 
lymphotoxin-ß receptor is not expressed on lymphoid cells, but is expressed on stromal 
cells in various lymphoid tissues ( 92 , 93 ). Because the ligand for this receptor is 
membrane associated, it is likely that lymphotoxin-a1ß2–mediated responses require 
cell-to-cell contact between the lymphotoxin-expressing cell and its lymphotoxin-ß 
receptor–bearing target.

Although many of the biological activities of lymphotoxin-a3 overlap with TNF-a, 
lymphotoxin-a3 and lymphotoxin-a1ß2 play unique roles in the genesis of secondary 
lymphoid organs, which is not seen with other members of the TNF superfamily, with 
perhaps the partial exception of LIGHT. Studies in mice with deletion of the 
lymphotoxin-a gene showed a profound defect in the formation of lymph nodes and the 
complete absence of Peyer’s patches ( 94 ). Similar defects were not seen in either 
TNF-a–null mice or mice deficient in both TNF-RI and TNF-RII ( 95 , 96 ), suggesting that 
TNF-a signaling through the same receptors could not rescue lymphoid organ 
development. Furthermore, not all lymphotoxin-a–null mice failed to develop secondary 
lymph nodes; approximately 5% of the animals developed some modest mesenteric 
node.

It was immediately recognized that lymphotoxin-a was acting during some stage of 
ontogeny, but it was not originally clear whether the synthesis of homotrimeric 
lymphotoxin-a3 or the heterotrimeric lymphotoxin-a1ß2 was required for lymph node 
development. It was actually some elegant studies by Rennert et al. ( 97 ) who blocked 
lymphotoxin-ß receptor signaling with administration of a lymphotoxin-ß 
receptor–immunoglobulin fusion protein. Treatment of mice in utero with these 
immunoadhesin ablated the appearance of Peyer’s patches, and some lymph nodes, 
depending on when the immunoadhesin was administered. Surprisingly, there was a 
distinctly variable response by different lymph nodes to lymphotoxin-ß receptor 
blockade. Later studies using lymphotoxin-ß–null mice confirmed that genesis of 
Peyer’s patches and peripheral lymph nodes required signaling through the 
lymphotoxin-ß receptor, whereas mesenteric and cervical lymph nodes were still 
present in these null mice ( 98 , 99 ). Rather, genesis of mesenteric and cervical lymph 
nodes appear to be dependent on signaling by lymphotoxin-a through the TNF 
receptors, since lymphotoxin-a–null mice lack mesenteric and cervical lymph nodes ( 94 

), and blocking TNF-RI signaling in lymphotoxin-ß–null mice also eliminates cervical and 
mesenteric lymph nodes ( 98 ).

LIGHT OR HVEM LIGAND

LIGHT is homologous to lymphotoxins, exhibits inducible expression, and competes 
with HSV glycoprotein D for herpes virus entry mediator (HVEM), a receptor expressed 
by T-lymphocytes) or HVEM ligand. It is a newly described member of the TNF 
superfamily that shares homology with both Fas ligand and lymphotoxin-ß ( 100 ). LIGHT 
is a 29-kDa type II transmembrane protein produced by activated T cells and other cells 



including dendritic cells, which also engages the lymphotoxin-ß receptor, but does not 
form heteromeric complexes with either lymphotoxin-a or lymphotoxin-ß. The herpes 
virus glycoprotein D inhibits the interaction of LIGHT with its second receptor, HVEM ( 
100 ). Furthermore, the cytokine LIGHT and the herpes virus glycoprotein D interfere with 
HVEM-dependent cell entry by HSV1.

Since LIGHT binds to both the lymphotoxin-ß receptor and HVEM, it would not be 
surprising that it shares some biological activities with lymphotoxin. By signaling through 
HVEM and the lymphotoxin-ß receptor, LIGHT participates in multiple immunologic 
functions, similar to lymphotoxin and TNF-a. LIGHT mediates apoptosis in some tumor 
cell lines, leading to growth suppression in vitro and in vivo ( 101 , 102 and 103 ). LIGHT 
also serves as a co-stimulatory molecule for T-cell activation, leading to enhanced 
proliferation, as well as stimulating TH1-type cytokine production and NF?B 
translocation ( 104 , 105 ). Importantly, LIGHT plays a central role in fostering T-cell 
development as well as maintaining homeostasis of peripheral T cells. Signaling of 
LIGHT through the HVEM receptor also stimulates the maturation of dendritic cells in 
cooperation with CD40 signaling, resulting a mature phenotype consistent with 
increased expression of co-stimulatory molecules and cytokine production ( 106 ). Finally, 
LIGHT appears to play a complementary role with lymphotoxin in lymphoid 
organogenesis. Mice deficient in the lymphotoxin-ß receptor (the receptor for both 
lymphotoxin-ß and LIGHT) fail to develop any lymph nodes (LN) ( 98 , 107 ), whereas 
mice deficient in lymphotoxin-ß, but have unaffected LIGHT expression still develop 
mesenteric and cervical lymph nodes ( 108 ). These differential responses suggest 
indirectly that LIGHT signaling through the lymphotoxin-ß receptor may well play an 
important role in genesis of some lymph nodes.

FAS AND FAS LIGAND

Fas ligand (FasL), another member of the TNF cytokine superfamily, is both structurally 
and functionally related to TNF-a and other members of its superfamily. Like TNF-a, 
FasL is synthesized and expressed first as a homotrimeric membrane-associated 
protein and is then processed further by matrix metaloproteases to a secreted form ( 109 

). Historically, FasL was presumed to have predominantly apoptosis-inducing properties 
that were associated primarily with its cell-associated form. Although it was noted that 
secreted FasL formed trimeric structures and retained its ability to engage the Fas 
receptor, it was unclear whether soluble FasL could induce apoptosis ( 110 , 111 ). These 
studies suggested that the soluble forms of FasL might actually be receptor antagonists 
of Fas and inhibit cell-associated FasL-mediated apoptosis.

The hypothesis that soluble FasL is strictly an inhibitor of Fas has recently been 
amended by several groups who have reported that soluble FasL is also chemotactic 
for neutrophils. Ottonello et al. ( 112 ) have demonstrated that human soluble FasL is 
also endowed with potent chemotactic properties for neutrophils at concentrations 
incapable of producing apoptosis. Furthermore, FasL did not appear to activate 
neutrophils, but only to recruit them, since neutrophil calcium flux, superoxide 
production, and degranulation were not affected. Other investigators have 
demonstrated that the chemotactic properties of FasL are separate and distinct from its 



apoptosis-inducing properties ( 113 , 114 ). The observation is significant in part because it 
suggests that FasL, like TNF-a and other members of the superfamily, may contribute 
to neutrophilic infiltration and recruitment as part of the host inflammatory response.

FasL was originally described for its ability to induce apoptosis in defined 
immune-privileged sites such as the eye, testis, and brain. It was recognized that 
immune cells entering these tissue compartments were rapidly killed, primarily through 
apoptotic processes mediated by FasL, and it was revealed that both inflammatory and 
noninflammatory cells expressing FasL were responsible, in part, for this elimination of 
immune cells. The concept of an immune-privileged site has been expanded by the 
recent observation that many tumors evade killing by tumor-infiltrating inflammatory or 
lymphoid cells through overexpression of FasL and are themselves resistant to 
Fas-mediated apoptosis ( 115 ).

Although FasL was originally thought to be expressed only by cells of the lymphoid or 
myeloid lineage, predominantly including T cells, B cells, phagocytes, and NK cells, it is 
now recognized that FasL can frequently be expressed by nonlymphoid cells ( 116 , 117 ). 
Fas, also called CD95 or Apo-1, is widely expressed on a variety of cell types. Fas 
shares structural homology with TNF-RI. The Fas apoptotic-signaling pathway, like that 
of TNF-RI, involves activation of caspase-8 via concatemerization of FADD and 
TRADD. However, there has been more recent evidence that Fas signaling can also 
lead to pro-inflammatory events through the activation of NF?B- and JNK-dependent 
pathways. NF?B-inducing kinase, which binds to TRAF-2 and induces the 
phosphorylation and activation of MAP kinases, is an intermediate in these pathways ( 
73 ). TRAF-2, a more proximal signal-transduction peptide, appears to be involved in 
both TNF-a– and FasL–induced pathways of NF?B activation and may be responsible 
for their chemotactic properties.

RANK LIGAND, RANK, AND OSTEOPROTEGERIN

The identification of the OPG/RANKL/RANK system as the predominant mediator of 
osteoclastogenesis represented a major advance in understanding the regulation of 
bone mass ( 51 ). It ended a long-standing search for the mediators produced by 
pre-osteoblastic stromal cells that were required for osteoclast development. It provided 
the common final mediators responsible for increased osteoclastic activity. The initial 
cloning and characterization of osteoprotegerin (OPG) as the soluble, decoy receptor 
belonging to the TNF receptor superfamily was the first step in this search that 
eventually led to more of a full understanding of this system ( 118 ). Soon thereafter, the 
protein blocked by OPG, initially called OPG-ligand/osteoclast differentiating factor 
(ODF) and subsequently termed RANK ligand, was identified as the key mediator of 
osteoclastogenesis. RANK ligand, in turn, was shown to bind its receptor, RANK, on 

osteoclast lineage cells ( 119 /SUP>).

The agonist in this pathway is a member of the TNF superfamily that has been named RANK ligand ( 120 ). 

It is also known as osteoprotegerin ligand (OPG ligand) ( 121 ) or osteoclast differentiation factor (ODF) ( 

122 , 123 ). RANK ligand is expressed in at least two distinct forms, including the cell-associated peptide of 



317 amino acids, as well as a truncated ectodomain created from the cell-bound form by cleavage of the 

extracellular domain by a TACE-like protease, and as a primary secreted form ( 121 , 124 ). While the 

cell-associated form is most common and is expressed by many cell types, activated T cells and some 

squamous cell carcinoma cell lines secrete the soluble form. Various cell types are capable of 

synthesizing RANK ligand, including stromal cells, osteoblasts, osteoclasts, mesenchymal periosteal cells, 

chondrocytes, and endothelial cells ( 120 , 121 and 122 ).

RANK ligand injected into mice induces mild hypercalcemia within 1 hour ( 125 ). Interestingly, RANK ligand 

may also have important immunomodulatory effects that indirectly affect bone mass, as well as other 

tissues, since transgenic mice deficient in RANK ligand have lymph node agenesis and thymic hypoplasia 

( 126 , 127 ). In this latter regard, RANK ligand is also thought to play a role in T-cell and dendritic cell 

interactions, since RANK ligand was found to stimulate dendritic cell survival through up-regulation of 

Bcl-XL and to increase dendritic cell activation of T-cell proliferation ( 128 , 129 and 130 ).

Osteoprotegerin (OPG) is a specific antagonist of RANK ligand and is a secreted soluble member of the 

TNF receptor superfamily. In vitro, OPG has been shown to be a potent inhibitor of osteoclast 

differentiation, by blocking RANK ligand activity. Unlike other members of the TNF receptor superfamily, 

OPG exists only as a secreted, soluble decoy receptor, since the gene does not code for a 

membrane-bound form.

The importance of OPG and RANK ligand in normal physiology of bone has been revealed by targeted 

gene disruption. Mice lacking a functional OPG gene develop severe osteoporosis associated with skeletal 

deformities and fractures. Mice that are heterozygous for the defective OPG gene have a mild osteopenic 

phenotype ( 131 ). In contrast, mice that lack a functional gene for RANK ligand or its signaling receptor 

RANK have severe osteopetrosis with radiologically dense bones, failure of tooth eruption, and 

club-shaped long bones. These mice lack osteoclasts and suffer from a complete failure of bone 

resorption ( 132 ). Mice lacking the signaling receptor RANK have also been shown to be resistant to the 

hypercalcemic and osteoclastogenic effects of exogenous parathyroid hormone (PTH); parathyroid 

hormone-related protein (PTHrP); 1,25 dihydroxyvitamin D3 (1,25(OH)2D3); RANK ligand; IL-1ß; and 

TNF-a. Only with TNF-a treatment was the formation of very occasional osteoclasts observed ( 132 ). 

These observations demonstrate an essential role for RANK ligand, RANK, and OPG in the regulation of 

osteoclast differentiation and in normal and pathologic bone resorption. Both OPG and RANK ligand are 

produced in the bone environment by stromal cells (fibroblast cells that support the hematopoietic cells of 

the marrow) and/or osteoblasts. Their expression is regulated by hormones, cytokines, and 

prostaglandins, as would be expected for mediators of the resorptive effects of these factors. For 

example, PGE2, which is known to increase bone resorption, increases RANK ligand expression and 

decreases OPG expression ( 132 ). On the other hand, cytokines such as TNF-a and IL-1 increase both 

OPG and RANK ligand expression ( 133 ). However, in this situation the expression of RANK ligand relative 

to OPG may be increased.



Since RANK ligand and its membrane-bound, signal-transducing receptor RANK are also expressed by 

activated T cells and dendritic cells, respectively, there may be a role for RANK ligand in both bone and 

non–bone-related immune responses, perhaps in modulating interactions between T cells and dendritic 

cells ( 123 , 134 ). The expression of RANK ligand by T cells raises the intriguing possibility that T cells in an 

inflammatory infiltrate could produce RANK ligand and directly enhance bone resorption. For example, 

OPG treatment of rats with adjuvant-induced arthritis resulted in almost complete protection of bone but 

had no effect on inflammation, as indicated by joint swelling and inflammatory cell infiltration of bone 

marrow ( 132 ).

TNF-RELATED APOPTOSIS-INDUCING LIGAND (TRAIL)

TRAIL, which has also been designated as Apo-2 ligand, represents another member of the TNF 

superfamily, with several unique twists ( 135 , 136 and 137 ). Like other members of the TNF superfamily, 

TRAIL is expressed primarily as a 33-kD type II membrane protein, and can also exist as a soluble form, 

although controversy exists regarding its biological activities. However, unlike other members of the TNF 

superfamily, the extracellular form of TRAIL contains a unique loop of 12 to 16 amino acids near its amino 

terminal end ( 138 , 139 ). In addition, TRAIL requires a zinc ion positioned at the interface of the trimer (at 

position Cys230), which is required for its structural integrity and function. Although many members of the 

TNF superfamily are involved in the regulation of cell proliferation and apoptosis, TRAIL is relatively 

unique in that it induces apoptosis specifically in transformed and cancer cells, whereas most normal cells 

appear to be resistant to TRAIL activation ( 137 , 140 ). Normal cells are believed to be resistant to TRAIL 

because they express higher levels of TRAIL decoy receptors TRID (DcR1) or TRUNDD (DcR2) on their 

cell surface ( 141 , 142 and 143 ), but this has been recently brought into question ( 144 , 145 ). Recent studies 

have investigated the potential role of TRAIL as an antineoplastic agent, and there is now accumulating 

evidence that systemic administration of TRAIL is relatively safe in mice ( 146 ), but perhaps not in humans 

( 147 ). There is some concern that human hepatocytes, unlike those from rodents and primates ( 148 ), are 

sensitive to TRAIL mediated apoptotic cell death, which may limit its utility as anticancer therapeutic ( 149 ). 

TRAIL has been shown to be effective in killing some human breast and colon tumors when studied as 

xenografts, and prolongs the life of tumor-bearing mice ( 146 , 148 ) ( Table 4).



 
TABLE 4. Tumor cell types that have been treated with tumor necrosis factor–related apoptosis-inducing 

ligand (TRAIL) in combination with chemotherapeutics

Trail Receptors

TRAIL can interact with five distinct receptors, and all are members of the TNF receptor superfamily. Two 

of them contain cytoplasmic death domains and can be considered pro-apoptotic since ligation with TRAIL 

induces cell death in sensitive cell types. These two receptors, termed TRAIL-R1 or DR4 and TRAIL-R2 or 

DR5 (also called KILLER and TRICK2), interact through classical scaffolding proteins with death effector 

domains such as FADD, and signal in part through a prototypical caspase-8 extrinsic signaling pathway ( 

135 ). In contrast, TRAIL can also bind to two other specific receptors, but these receptors lack traditional 

cytoplasmic death domains. TRAIL-R3 (also called decoy receptor-1 [DcR1], LIT, or TRID) is bound to the 

cell membrane through a GPI linker, and appears to function primarily to antagonize the activity of the 

death domain containing–receptors, DR4 and DR5 ( 137 ). Forced overexpression of TRAIL-R3 in sensitive 

cell lines protects them from the cytotoxic actions of TRAIL ( 141 , 150 ). The mechanism(s) of TRAIL-R3 

protection is(are) still unresolved, since it is unclear whether the receptor acts simply by ligand depletion or 

whether TRAIL-R3 can act as a dominant negative repressor by forming inactive heterotrimeric complexes 

with DR4 and DR5 (for review, see Wajant et al. [ 136 ]). In contrast to TRAIL-R3, TRAIL-R4 (also called 

decoy receptor 2 [DcR2] or TRUNDD) contains a truncated cytoplasmic death domain that cannot 

transduce an apoptotic signal ( 142 , 143 ). Thus, it appears to act as a decoy receptor in a manner similar to 

TRAIL-R3, although there are controversial data in the literature that TRAIL-R4 signaling can inhibit 

TRAIL-mediated apoptosis by inducing NF?B pathways ( 145 ).

The final receptor that can bind to TRAIL is osteoprotegerin (OPG), the soluble member of the TNF 

receptor family that inhibits osteoclastogenesis by competitive binding to the RANK ligand ( 151 ). The 

importance of OPG as a decoy receptor for TRAIL and its ability to regulate TRAIL bioactivity remains 

unclear at the present time.

The potential use of TRAIL as an antineoplastic agent has generated some potentially interesting 

information about the relative specificity of soluble versus membrane-associated TRAIL for its 

pro-apoptotic receptors. At least for some of the recombinant forms of soluble TRAIL used in preclinical 

and clinical trials, there is growing evidence to suggest that soluble recombinant TRAIL has only limited 

activity on signaling through TRAIL-R2, whereas membrane-associated TRAIL is capable of stimulating 

both TRAIL receptors with similar effectiveness ( 136 , 152 ). Similar observations have been made for 



secreted and cell-associated TNF-a interactions with its two active receptors ( 30 ). Caution must be 

exercised, however, since little is known about whether the naturally occurring 20-kD soluble form of 

TRAIL has the same bioactivity of recombinant proteins.

Although TRAIL shares many similarities in its signaling pathways with other members of the TNF 

receptor superfamily, most notably FAS and TNF-R1, resolution of the signaling intermediates involved in 

TRAIL-mediated apoptosis has not been completed. Like other members of the TNF receptor superfamily, 

overexpression of TRAIL-R1 and TRAIL-R2 alone can induce signal transduction, suggesting that creation 

of the intracellular scaffolding and recruitment of adaptor proteins can be accomplished simply by 

recruitment of the receptor proteins. There is also general agreement that TRAIL-induced cell death is 

mediated by apoptotic processes induced by proximal activation of caspase-8 and subsequent activation 

of the effector caspase, caspase-3 ( 153 , 154 ) ( Fig. 7). What remains unclear, however, is the relative 

importance of the adaptor proteins FADD, DAP-3, and RIP in mediating this process.

 
FIG. 7. Schematic representation of TRAIL signaling of cellular apoptosis or necrosis through 

caspase-8/caspase-3 or RIP-dependent pathways. In contrast to the DR4/DR5 (TRAIL-R1/TRAIL-R2) 

receptors, the decoy receptors DcR1 (TRAIL-R3) and DcR2 (TRAIL-R4) do not contain intracellular death 

domains, and therefore do not induce apoptosis. Adapted from from Srivastava ( 137 ), with permission.

Initially, it was presumed that TRAIL-induced apoptosis proceeded through a FADD-dependent process, 

analogous to TNF-R1 and FAS signaling. However, some investigators have shown that TRAIL-mediated 

apoptosis can proceed normally in some tissues from FADD-null mice ( 155 ), although more recent studies 

suggest that embryonic fibroblasts from FADD-null mice are resistant to TRAIL-mediated cell death ( 156 ). 

Similarly, Jurkat cells are sensitive to TRAIL-mediated death, but comparable FADD-deficient and 

caspase-8–deficient cells are resistant to the apoptotic effects of FADD ( 153 , 157 ).

However, other adaptor proteins also appear to be essential for TRAIL-induced apoptosis. For example, a 

mediator of interferon-a–induced cell death, DAP3 has been identified as an additional adaptor protein that 



binds to the death domains of TRAIL-R1 and TRAIL-R2, and to the death effector domain of FADD ( 158 ). 

It should be noted that in some cells, activation of caspase-8 is sufficient in itself to lead to a robust 

caspase-3 activation (type I cells) of cell death. However, in other cell types (most notably type II), 

TRAIL-mediated apoptosis can lead from a caspase-8 activation through a mitochondria-dependent 

amplification pathway; which promotes the release of cytochrome c ( 159 , 160 ). Cytoplasmic cytochrome c 

induces the formation of a complex, comprised of itself, Apaf-1, and caspase-9, which can activate 

caspase-3. In addition, Smac/Diablo released from the mitochondria, concomitant with cytochrome c 

antagonizes the actions of the caspase inhibitors cIAP1 and cIAP2 ( 161 , 162 ). This amplification pathway, 

as well as the direct signaling via caspase-8 induced by TRAIL is regulated by a large number of proteins 

including members of the Bcl-2 and cIAP families, as well as by the caspase-8 homologue (cFLIP or 

FLICE inhibitory protein).

TRAIL as a Cancer Chemotherapeutic

The overall goal of an effective cancer therapy is the ability to selectively kill neoplastic cells without 

interfering with the growth or viability of normal noncancer cells. It was originally proposed that the reduced 

TRAIL sensitivity by non-neoplastic cells was due to increased expression of decoy receptors in normal 

cells, with an absence or reduced expression of these receptors in transformed cells ( 140 ). However, as 

more and more cells and cell lines have been evaluated, the expression levels of both the pro-apoptotic 

and decoy receptors did not correlate with TRAIL sensitivity. Rather, there is growing consensus that 

resistance to TRAIL-mediated sensitivity is conferred intracellularly, and not at the level of cell receptors. 

More surprisingly, different forms of native and recombinant soluble and cell-associated TRAIL have been 

tested, and biological activity and cytotoxicity have varied considerably among the different preparations.

Development of TRAIL as a chemotherapeutic agent has been slowed by its apparent hepatotoxicity and 

the need to develop synthetic derivatives without systemic toxicity. The current limitation with this 

approach has been that with the advent of supposedly safe forms of TRAIL, antitumor activity has been 

dramatically reduced (for review, see Wajant et al. [ 136 ]). Further research has focused on increasing 

tumor sensitivity to TRAIL-mediated apoptosis through the use of chemotherapy or radiation therapy 

induced increased expression of TRAIL receptors (TRAIL-R1 and TRAIL-R2) ( Table 5). Another 

approach has been to modify the TRAIL ligand by fusing it with an antibody derivative, making it a better 

ligand for the TRAIL receptors that have restricted signaling capacity to soluble forms ( 163 ). Nevertheless, 

the potential role of TRAIL as an antineoplastic or antiviral agent has not been fully realized.



 
TABLE 5. Expression of CD30, CD30 ligand, and soluble CD30

TWEAK

TWEAK is a recently identified member (1997) of the TNF superfamily that is expressed on interferon-?, 

LPS, or cyclohexamide-stimulated monocytes and can induce apoptotic cell death in several tumor cell 

lines ( 164 ). However, more recent studies have demonstrated that TWEAK can have other biological 

activities, including the ability to stimulate proliferation of endothelial cells and angiogenesis ( 165 ), as well 

as induce the expression of other cytokines such as IL-8 ( 166 , 167 ). The putative TWEAK receptor 

(termed DR3, Apo-3, TRAMP, LARD, or WSLI) is a type I membrane protein ( 168 , 169 and 170 ). Like FAS 

and TNF-RI, DR3 contains a homologous death domain, and is thought to mediate apoptotic cell killing 

through traditional caspase-8 and caspase-3 extrinsic pathways ( 171 ). There remains a fair amount of 

controversy, however, about whether TWEAK-DR3 interactions are biologically significant for its apoptotic 

activities. Schneider et al. ( 172 ) reported that TWEAK-induced cell death in malignant Kym-1 cells was 

mediated not by DR3, but rather through the endogenous production of TNF-a and TNF-RI signaling. In a 

very recent report, Nakayama et al. ( 173 ) noted that TWEAK induced multiple pathways of apoptosis and 

necrosis in several cancer cell lines, and in some cell lines, this appeared to be DR3 independent. Thus, 

at present, little is known regarding how TWEAK induces both its pro-apoptotic and pro-inflammatory 

responses.

T-LYMPHOCYTE CO-STIMULATORY MOLECULES: CD27, CD30, 4-1BB, AND OX40

Many of the members of the TNF ligand and TNF receptor superfamily are involved as co-stimulatory 

molecules for specific T-cell and B-cell populations. The diversity of these peptides and their relative 

specificity for individual T- and B-cell populations suggest that they have evolved for specific 

co-stimulatory functions independent of CD28 and B7. Many of these peptides are not constitutively 

expressed on either the effector or target cells, but their expression requires induction. Thus, it has been 

suggested that these molecules are not meant to replace the co-stimulatory properties of CD28 and the 

B7 family of peptides, but rather play complementary but independent functions ( 174 ). Most of these 

peptides share some structural homology to each other, as do their ligands. The receptors are most 

notable for the absence of any death domain in their cytoplasmic region and their lack of any pro-apoptotic 

activities. Rather, the primary signaling pathways of these members of the TNF receptor superfamily 

involve TRAF-2 and activation of NF?B and JNK signaling pathways.

CD27



CD27 is a lymphocyte-specific member of the TNF receptor superfamily that is expressed as a 

transmembrane homodimer with subunits of 55 kDa ( 175 , 176 ). In this regard, it differs from many other 

members of the TNF receptor superfamily that are predominantly trimers. Soluble forms of CD27 with an 

apparent mass of 32 kDa have also been detected, most likely via proteolytic cleavage of the surface 

molecule. The ligand for CD27 is a peptide identified as CD70 which is also cell associated ( 177 ). 

Although it is clear that CD70 binding to CD27 enhances T-cell proliferation, the nature of this signal has 

not been well described (for review, see Lens et al. [ 178 ]). For example, CD27 ligation by CD70 does not 

induce IL-2 secretion, whereas surprisingly, it does augment TNF-a production by CD4 + cells and 

enhances cytotoxicity by stimulated CD8 + T cells ( 178 ). Part of the difficulty in describing the actions of 

CD27 ligation is because the co-stimulatory signal delivered by CD27 differs in varying T- and B-cell 

subsets. Whereas CD70–CD27 interactions are potent co-stimulatory signals for naive T cells ( 179 ), 

CD27–CD70 has only marginal effects on B-cell proliferation induced by Staphylococcus aureus and IL-2 ( 

180 ). CD27’s effects on B cells may be limited primarily to enhance immunoglobulin production and 

plasma cell differentiation into B cells ( 178 ).

Unlike most other members of the TNF receptor superfamily, CD27 exists primarily as a disulfide-linked 

homodimer. CD27 itself does not contain any death domains, but may associate with proteins that contain 

death domains similar to that seen in RIP and FADD. More importantly, the cytoplasmic domain of CD27 

appears to associate with TRAF-2 and TRAF-5 ( 181 , 182 ). The coupling of TRAF-2 is significant, because 

this process is shared with other TNF receptor members that lack an intrinsic death domain (e.g., 

TNF-RII, CD30, CD40, OX40, and 4-1BB). The involvement of TRAF-2 in CD27-mediated NF?B and JNK 

activation, as well as the ability of TRAF-2 to bind cellular inhibitors of apoptosis (cIAP), is consistent with 

its capacity to enhance T-cell proliferation and B-cell differentiation ( 178 , 183 ).

CD30

CD30 was initially described as a surface antigen expressed on Reed–Sternberg cells in Hodgkin’s 

disease ( 184 ). Later studies showed that CD30 was expressed on anaplastic large-cell lymphoma cells, 

but more importantly, was seen on activated lymphoid cells ( 185 , 186 ). Soluble CD30 was detected in 

patients with CD30-expressing neoplasms and during Th2-type immune responses ( 187 , 188 ) ( Table 5). 

When CD30 was cloned and sequenced in 1992, it became clear that CD30 was a member of the TNF 

receptor superfamily ( 189 ). CD30 is a prototypical, type I glycosylated–membrane protein. Like other 

members of the TNF receptor superfamily that lack pro-apoptotic properties, CD30 lacks a cytoplasmic 

death domain, but contains sequences with binding to TRAF-2. Also, like other members of this 

superfamily, interactions with TRAF-2 appear to be responsible for the subsequent activation of NF?B and 

JNK signaling pathways that lead to proliferation, differentiation, and cytokine secretion. (For review, see 

Opat and Gaston [ 190 ] and Horie and Watanabe [ 191 ].)

CD30 is generally not expressed on resting lymphocytes, although expression has been detected on some 



resting peripheral blood CD8 + T cells ( 192 ). In lymph nodes, CD30 expression has been detected in cells 

around B-cell follicles and germinal centers ( 191 ). Under in vitro conditions, CD30 expression is inducible 

in T cells and B cells by stimulation with mitogens such as PHA, or by retroviruses such as HTLV and HIV 

( 193 , 194 and 195 ). CD4 + T cells in particular will express CD30 when stimulated in vitro. It is now 

generally recognized that activation-induced expression of CD30 is dependent on either co-stimulation 

with CD28 or the addition of IL-4 ( 196 , 197 ). CD28 in particular induces CD30 expression through both 

IL-4–dependent and IL-4–independent mechanisms ( Table 5).

Soluble forms of CD30 have been detected, and it appears to be a product of proteolytic cleavage of the 

cell membrane protein. Increased plasma concentrations of sCD30 have been detected in a number of 

pathologic conditions, including viral infections; autoimmune diseases such as rheumatoid arthritis, lupus, 

and systemic sclerosis; and hematolymphoid neoplasms ( 187 , 188 , 193 , 194 , 198 , 199 ). Unfortunately, the 

functions of sCD30 are unclear, although it may serve as a natural inhibitor of the membrane-associated 

CD30.

The CD30 ligand, or CD153, has been reported to be constitutively expressed by many hematologic cells, 

including neutrophils, eosinophils, B cells, monocytes, macrophages, dendritic cells, and megakaryocytes 

( 200 , 201 ). CD30 ligand expression is also markedly up-regulated on CD4 + and CD8 + T cells after 

activation. CD30 ligand is a prototypical type II transmembrane protein, 40 kDa in mass, which forms a 

homotrimer when interacting with its receptor. In T cells, signaling through CD30 has been shown to 

induce NF?B, p42 MAP kinase/ERK2, and p38 MAP kinase activation. It has been recognized, however, 

that fine-tuning of the T-cell proliferative response involves a large number of different co-stimulatory 

molecules with differing specificity and functionality.

4-1BB

Many molecules have been identified as having co-stimulatory activity in T-cell activation. Of these, CD28 

and its B7 ligands have been considered to be most critical for the T-cell proliferative response. However, 

it is clear that not all T-cell co-stimulatory signals are provided by CD28 and its ligands, and two additional 

members (besides CD27, CD30, and CD40) of the TNF superfamily and TNF receptor superfamily 

participate. These TNF superfamily members include 4-1BB and its ligand 4-1BB ligand and OX40 and its 

ligand OX40 ligand.

4-1BB was originally identified from activated mouse T-cell clones ( 202 ). The gene for 4-1BB resides on 

chromosome 1 in a cluster of other related TNF-receptor–family genes including CD30, OX40, TNFR II, 

HVEM, and DR3, suggesting that they all may have evolved through a localized gene duplication event 

(reviewed in Kwon et al. [ 203 ]). Like these other members of the TNF receptor superfamily, 4-1BB lacks a 

cytoplasmic death domain, and induces NF?B and JNK activation through TRAF2 signaling.

Expression of 4-1BB is inducible in T-lymphocytes by various stimuli for T-cell activation. 4-1BB is 



expressed primarily on activated CD4 and CD8 T cells, activated NK cells and activated NK T cells ( 204 ). 

In contrast, the ligand for 4-1BB is expressed primarily on antigen-presenting cells, such as mature 

dendritic cells, activated B cells, and activated macrophages ( 205 , 206 ). This expression pattern suggests 

that the relationship between 4-1BB and 4-1BB ligand is important for communication between 

antigen-presenting cells and T cells.

The co-stimulatory properties of 4-1BB are well demonstrated in T cells. 4-1BB is able to stimulate both 

T-cell proliferation and high production of IL-2 by resting T cells when the T cells are provided T-cell 

receptor signals. 4-1BB co-stimulation can be as effective as CD28 co-stimulation for the induction of IL-2 

when the T-cell receptor signals are strong. 4-1BB is also able to replace CD28 in stimulating IL-2 

production by resting T cells in the absence of CD28. The principal difference between the two is that 

CD28 is expressed constitutively, whereas 4-1BB expression must be induced, suggesting that 4-1BB and 

CD28 may play differential roles in the stages of the immune response. Whereas CD28 may play a 

greater role in the induction of the immune response, 4-1BB may be more important for perpetuating an 

established T-cell proliferative response. In fact, 4-1BB may play an important role in providing survival 

signals as well as co-stimulatory signals for activated T cells.

The 4-1BB ligand (CD137) is expectedly a member of the TNF ligand superfamily. Like the receptor, the 

gene for the 4-1BB ligand is clustered with those belonging to the TNF ligand superfamily such as CD27 

ligand and CD40 ligand on chromosome 19 ( 207 ). Expression of 4-1BB has been detected on activated T 

cells, B cells, dendritic cells, and macrophages. 4-1BB is somewhat unique among members of the TNF 

ligand superfamily in that in addition to transmitting a signal through 4-1BB, it also receives a signal 

through ligation of 4-1BB. For example, cross-linking of 4-1BB ligand with a soluble 4-1BB 

immunoadhesin on activated T cells can inhibit their proliferation and promote cell death. Ligation of 4-1BB 

ligand also activates monocytes to produce TNF-a, IL-6, and IL-8, as well as induce apoptosis ( 206 , 208 ). 

These results suggest that in addition to providing a co-stimulatory signal to 4-1BB, 4-1BB ligand may 

have broader functions on regulation of immune responses.

OX40 and OX40 Ligand

OX40, like many other cell-surface receptors discussed in this section was first identified on CD4 + T cells 

activated with mitogens (for review, see Weinberg et al. [ 209 ]). Using initially an antibody to OX40 with 

antagonistic properties, it was readily shown that ligation of OX40 delivered a co-stimulatory signal to 

mature, differentiated CD4 + T cells ( 210 ). Once the protein was cloned, it became evident that OX40 was 

a member of the TNF receptor superfamily and shared homology with CD40 ( 211 , 212 ). Expression of 

OX40 occurs on both human CD4 + and CD8 + T cells after stimulation with either PHA or Concanavalin A 

( 213 ). The latter finding may be controversial since OX40 expression appears to be limited to CD4 + T 

cells from lymph nodes of animals immunized with antigen and complete Freund’s adjuvant (reviewed in 

Weinberg et al. [ 209 ]). Increased expression of OX40 can be induced in naïve or effector T cells solely by 



engagement of the T-cell receptor ( 214 ).

The ligand for OX40 was originally termed gp34 ( 215 ) and is also a type II membrane protein with some 

homology to other members of the TNF superfamily. Like other members of this family, OX40 ligand is 

found exclusively as a cell-associated protein, and its expression appears to be restricted to activated 

antigen-presenting cells. OX40 ligand appears to be involved in the amplification of co-stimulatory signals 

between antigen-presenting cells and T cells, since activation by CD40 of B cells and dendritic cells 

up-regulates OX40 ligand expression. However, cells expressing OX40 ligand may also receive a 

bi-directional signal from ligation with its receptor ( 216 ). This signal appears to promote differentiation of B 

cells and dendritic cells, and leads to increased production of IL-12, TNF-a, and IL-1ß from dendritic cells ( 

217 ). Thus, OX40/OX40 ligand may be involved in bi-directional communication between 

antigen-presenting cells and T cells.

Originally, OX40 ligation was shown to stimulate T-cell proliferation during the later stages of a mitogenic 

response ( 209 , 210 ). Importantly, there is evidence supporting the hypothesis that OX40 provides an 

alternate CD28-independent co-stimulatory pathway that drives antigen-specific T cells to proliferate. In 

combination with other co-stimulatory molecules, OX40 appears to play a role in sustaining a T-cell signal, 

which may promote more efficient T-cell memory ( 209 ).

BLYS AND APRIL: B-LYMPHOCYTE CO-STIMULATORS

The B-lymphocyte stimulator (also known as BAFF, THANK, TALL-1, and zTNF4) represents a newer 

recognized member of the TNF superfamily of ligands, and like APRIL, plays a critical role in B-cell 

immunity. APRIL and BlyS show considerable sequence homology between themselves, and lesser 

homology with other TNF ligand superfamily members including TNF-a, TRAIL, RANK ligand, and 

lymphotoxin-a ( 218 , 219 ). BLyS exists primarily as a type II membrane protein, but also exists as a soluble 

protein derived from the membrane-bound form by cleavage with a putative furin family protease. The 

soluble form consists of the extracellular domain, and BLyS circulates predominantly as a homotrimer, like 

many other members of this superfamily. Very recent data suggest that circulating BLyS may actually form 

very large “virus-like” particles comprised of multiple homodimers. This is mediated by a “flap” region that 

is not present in APRIL ( 220 ). These findings are controversial, however, since no proposed mechanism 

of how these large structures may interact with the receptor has been described. Furthermore, other 

investigators have not found soluble BLyS in any other form than a trimer ( 221 , 222 ). Interestingly, there is 

now some evidence that APRIL and BLyS can actually form heterotrimers when co-expressed in cell lines, 

and that biologically active heterotrimers may be present in serum samples from patients with systemic 

immune-based rheumatic diseases ( 223 ). If these recent data are substantiated, then BLyS/APRIL 

heterotrimers would represent only the second member of this superfamily (after lymphotoxin) not to form 

exclusively homotrimers.

BLyS expression is restricted to cells of the myeloid lineage, particularly macrophages and dendritic cells ( 



Fig. 8) ( 218 , 221 ). Expression of BLyS is up-regulated by inflammatory mediators, most notably by 

interferon-? and to a lesser extent IL-10 ( 224 ). In contrast, APRIL gene expression is seen in peripheral 

blood monocytes and macrophages as well as in peripheral blood lymphocytes. APRIL expression is also 

seen on a number of neoplastic cell lines, including malignant glioma cell lines, where it may be either a 

growth factor ( 225 ) or pro-apoptotic ( 226 ).

 
FIG. 8. Expression of BlyS/APRIL and their putative receptors. Although APRIL and BLyS can both signal 

through the BCMA and TACI receptors, only BLyS signals through the BAFF-R on B-cells (B). M, myeloid 

derived macrophages and dendritic cells; T, T cells. Adapted from Do and Chen-Kiang ( 231 ), with 

permission.

The search for the BLyS and APRIL receptors has yielded a number of candidates. TACI and BCMA were 

two receptors originally identified as members of the TNF receptor superfamily ( 227 ). It is now recognized 

that both BLyS and APRIL can signal through these two receptors. TACI was first described as a surface 

receptor on both B cells and T cells activated with ionomycin and phorbol esters. Collectively, this shared 

pattern of binding to the same receptors with the same affinity suggests that BLyS and APRIL may share a 

similar function, primarily affecting B cells and T cells to a lesser extent. This pattern, however, does not 

hold true for the BAFF receptor, which is expressed only on B cells and has BLyS as its only ligand ( 228 ). 

An analysis of the signaling events downstream of TACI and BCMA (and BAFF-R to a lesser extent) 

suggest that like other receptors of the TNF receptor superfamily, ligation of the receptor induces NF?B 

and JNK activation. In B-cell lines, the end product of this NF?B and JNK activation is the increased 

expression of a number of cell-survival genes, including Bcl-2 cFLIP and cIAP2. Not surprisingly, there is 

some indication that the TACI and BCMA receptors initiate NF?B activation through several members of 

the TRAF family, including TRAF-1, TRAF-2, TRAF-3, TRAF-5, and TRAF-6 ( 229 , 230 ). Some of the data 

remain unresolved over the relative contributions of these individual TRAF members, although there is 

little doubt that TRAFs play an important role in BLyS and APRIL signaling.



The actions of BLyS and APRIL are somewhat overlapping and serve to modulate B-cell responses. 

These cytokines appear to enhance the humoral immune response as a B-cell maturation agent, regulate 

antibody function, and inhibit B-cell apoptosis ( 231 ). BLyS signaling through the BAFF receptor appears to 

be critical to its role as a B-cell maturation agent.

ECTODYSPLASIN AND EDAR

One newly described member of the TNF superfamily was identified from studies cloning the genes 

responsible for ectodermal dysplasia syndrome ( 232 ), which is characterized by congenital defects in 

several organs including teeth, hair, and some exocrine glands. Positional cloning of the gene defective in 

the most common X-linked form of this ectodermal dysplasia led to the identification of a novel TNF family 

member, ectodysplasin or ED1. The autosomal form of this disease appears to result from mutations in 

the ED1 receptor, EDAR ( 233 , 234 ), or its downstream signaling mediators.

Interestingly, several splice variants have been observed for both the mouse and human forms of ED1. 

However, only one isoform actually encodes a TNF-like domain, suggesting that it is the only important 

isoform. It does share the characteristics of many TNF superfamily members; it is a glycosylated, 

homotrimeric membrane–associated type II protein. Where it differs from other family members, however, 

is that it contains two short collagen-like regions that are required for its biological activity.

EDAR (the ED1 receptor) is a protein containing 448 amino acids with one complete and two incomplete 

cysteine-rich repeats ( 233 ). EDAR shows the closest structural homology with TNFRSF19 members 

including TROY and TAJ. Like many other members of the family, the cytoplasmic domain of EDAR 

contains DD-like sequences, although EDAR signaling is not frequently associated with increased 

apoptosis. EDAR signaling leads to NF?B activation, possibly through TRAF-2 signaling ( 235 , 236 ).

ED1 and EDAR represent a ligand receptor pair in the TNF superfamily responsible for normal embryonic 

morphogenesis. These two proteins are expressed in partially overlapping or adjacent tissues in skin and 

are thus able to interact with each other.

CONCLUSIONS

There is remarkable diversity in the TNF superfamily of ligands and the TNF receptor superfamily. 

Although the ligands share some structural homology, they have evolved in diverse ways to fulfill specific 

niches in innate and acquired immunity and in organogenesis. However, when reviewing the family of 

ligands as a whole, there are some general commonalities that deserve mention. The ligands in general 

are membrane associated, although several can be processed from the cell membrane and are active in 

soluble form. The majority of these ligands form homotrimers that are required for their activity, although 

lymphotoxin and BLyS/APRIL can form heterotrimers. Nevertheless, it is this trimerization of the ligand 

that is required for their biological activities, since parallel oligomerization of the receptors is essential to 



construct the docking platforms required for signal transduction. As a group, there are two recurring 

themes in the actions of the receptors: the ability to interact with TRAF molecules to signal a 

pro-inflammatory response through NF?B, and to a lesser extent, JNK signaling, and the possession of 

death domains in the cytoplasmic region required for initiating apoptosis through extrinsic 

caspase-8–mediated pathways. Members of the receptor superfamily that contain death domains are 

primarily involved in apoptosis, while those containing regions that serve as platforms for the TRAF 

proteins are involved in inflammation, co-stimulatory activities, differentiation, and maturation. Many of 

these ligands serve both functions.

Members of the TNF superfamily contribute to the complexity of the innate and acquired immune 

responses. Each of the proteins has found an important niche where they serve to initiate, regulate, and 

terminate critical aspects of organogenesis and the immune response. In many cases, these functions are 

essential to appropriate developmental and immunologic response.
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Unlike interleukin (IL)–2 and cytokines that affect primarily lymphocyte function and 
lymphocyte expansion, IL-1 and its related family members are primarily 
proinflammatory cytokines because of their ability to stimulate the expression of genes 



associated with inflammation and autoimmune diseases. The most salient and relevant 
properties of IL-1 in inflammation are the initiation of cyclooxygenase type 2 (COX-2), 
type 2 phospholipase A, and inducible nitric oxide synthase (iNOS). This accounts for 
the large amounts of prostaglandin E 2 (PGE 2), platelet-activating factor, and nitric 
oxide produced by cells exposed to IL-1 or in animals or humans injected with IL-1. 
Another important proinflammatory property of IL-1 is its ability to increase the 
expression of adhesion molecules such as intercellular adhesion molecule 1 on 
mesenchymal cells and vascular cell adhesion molecule 1 on endothelial cells. This 
latter property promotes the infiltration of inflammatory and immunocompetent cells into 
the extravascular space. IL-1 is also an angiogenic factor and plays a role in tumor 
metastasis and blood vessel supply. However, in addition to these and other 
proinflammatory properties, IL-1 is also an adjuvant during antibody production and acts 
on bone marrow stem cells for differentiation in the myeloid series. Mice lacking IL-1 
receptors fail to develop proliferative lesions of vascular smooth muscle cells in 
mechanically injured arteries. In humans with rheumatoid arthritis, the inflammatory and 
joint destructive nature of their disease is treated with systemic injections of the IL-1 
receptor antagonist (IL-1Ra), a member of the IL-1 family that prevents IL-1 activity.

IL-1a, IL-1ß, and IL-18 are unique in the cytokine families. Each is initially synthesized 
as precursor molecules without a signal peptide. After processing by the removal of 
N-terminal amino acids by specific proteases, the resulting peptides are called mature 
forms. The 31-kDa precursor form of IL-1ß is biologically inactive and requires cleavage 
by specific intracellular cysteine protease called IL-1ß converting enzyme (ICE). ICE is 
also termed caspase-1, the first member of a large family of intracellular cysteine 
proteases with important roles in programmed cell death. However, there is little 
evidence that ICE participates in programmed cell death ( 1 ). Rather, ICE seems to be 
used by the cell primarily to cleave the IL-1ß and IL-18 precursors. As shown in Fig. 1, 
ICE cleaves both the IL-1ß as well as the IL-18 precursors that immediately follow the 
aspartic acid in the P1 position. As a result of cleavage, the mature form of IL-1ß, a 
17.5-kDa molecule, and that of IL-18, an 18-kDa peptide, are generated. Although ICE 
is responsible primarily for cleavage of the precursor intracellularly, other proteases 
such as proteinase-3 can process the IL-1ß precursor extracellularly into an active 
cytokine ( 2 ).

 
FIG. 1. Interleukin-1ß converting enzyme (ICE, caspase-1) cleaves the IL-18 and IL-1ß 



precursors at the aspartic acid in P1 position. (See text for discussion.)

In terms of the role of IL-1 in human disease, specific blockade of the IL-1 receptor type 
I (IL-1RI) (the ligand binding chain of the heterodimeric IL-1 receptor signaling complex) 
with the naturally occurring IL-1Ra in patients with rheumatoid arthritis has resulted in 
reduced disease activity and reduced joint destruction ( 3 , 4 and 5 ). To date, IL-1Ra has 
been approved for use in the United States, Canada, and Europe in the treatment of 
rheumatoid arthritis, and several thousand patients receive daily treatment; the results 
support the essential inflammatory and tissue remodeling functions of IL-1. However, 
IL-1 and IL-18 (a newly discovered member of the IL-1 family) are truly pleiotropic 
cytokines and affect the innate as well as the acquired immune systems.

Mice deficient in the IL-1RI, IL-1a, or IL-1ß and those that are doubly deficient in IL-1a 
and IL-1ß exhibit no phenotype different from the same-strain wild-type mice. A similar 
observation has been made with mice deficient in IL-18 or the IL-18 receptor. Thus, 
IL-1– and IL-18–deficient mice live in routine, microbially unprotected animal facilities. 
These observations show that these three agonist members of the IL-1 family, which 
play important roles in disease, are not essential for normal embryonic development, 
postnatal growth, homeostasis, reproduction, or resistance to routine microbial flora. 
These mice also do not exhibit evidence of spontaneous carcinogenesis, and their life 
span appears normal. Lymphoid organ architecture is also normal. Nevertheless, in the 
context of an inducible disease, a deficiency in any one of these three members of the 
IL-1 superfamily reveals a role in disease severity. In contrast, as described later, mice 
deficient in IL-1Ra do not exhibit normal reproduction, have stunted growth, and, in 
selected strains, develop spontaneous diseases such as rheumatoid arthritis–like 
polyarthropathy and a fatal arteritis ( 6 , 7 ).

HISTORICAL BACKGROUND

The history of IL-1 begins with studies on the pathogenesis of fever. These were 
studies performed on the fever-producing properties of proteins released from rabbit 
peritoneal exudate cells by Menkin and Beeson in 1943 to 1948 and were followed by 
contributions of several investigators, who were interested primarily in the link between 
fever and infection/inflammation. In 1972, Waksman and Gery made an important 
contribution with the discovery that soluble factors augmented lymphocyte proliferation 
in response to antigenic or mitogenic stimuli. Kamschmidt also contributed to the 
“discovery phase” of IL-1 in describing macrophage products that induced the synthesis 
of acute phase proteins. The basis for the term interleukin was to streamline the 
growing number of biological properties attributed to soluble factors from macrophages 
and lymphocytes. IL-1 was the name given to the macrophage product, whereas IL-2 
was used to define the lymphocyte product. At the time of the assignment of these 
names, there was no known amino acid sequence analysis, and the terms were used to 
define biological properties. In the field of rheumatoid arthritis, Krane and Dayer 
described IL-1 as an inducer of collagenases, and Saklatvala described IL-1 for its 
property to destroy cartilage. The large number of diverse multiple biological activities 
attributed to a single molecule engendered considerable skepticism in the scientific 
community, but with the cloning of IL-1 in 1984 ( 8 , 9 ), the use of recombinant IL-1 



established that IL-1 was indeed a pleiotropic cytokine mediating inflammatory as well 
as immunological responses. With the use of targeted gene disruption, a more precise 
role for IL-1 in immune responses has been possible. For example, immunization with 
sheep red blood cells fails to elicit an antibody response in IL-1ß–deficient mice, and 
hypersensitivity responses to antigens are suppressed in IL-1ß–deficient mice.

THE INTERLEUKIN-1 LIGAND SUPERFAMILY

The intron–exon organization of the IL-1 genes suggests duplications of a common 
gene approximately 350 million years ago. Before this common IL-1 gene, there may 
have been another ancestral gene from which fibroblast growth factors (FGFs), such as 
acidic and basic FGF, also evolved, inasmuch as IL-1 and FGFs share significant amino 
acid homologies and, like IL-1, form an all–ß-pleated sheet tertiary structure. To date, 
10 individual members of the IL-1 gene superfamily have been described. Of these, four 
gene products have been thoroughly studied. The other six members have been shown 
to exist in various human tissues, but their role in health or disease is presently 
unknown. The four primary members of the IL-1 gene superfamily are IL-1a, IL-1ß, 
IL-18, and IL-1Ra. IL-1a, IL-1ß, and IL-18 are each agonists; IL-1Ra, on the other hand, 
is the specific receptor antagonist for IL-1a and IL-1ß but not for IL-18. When IL-1Ra 
occupies the IL-1 receptor, bona fide IL-1 cannot bind to the receptor, and there is no 
biological response to IL-1. The existence of a highly specific and naturally occurring 
receptor antagonist in cytokine biology appears to be unique to the IL-1 family. 
Recombinant IL-1Ra is approved in the United States and Europe for the treatment of 
patients with rheumatoid arthritis by reducing inflammation and joint destruction ( 3 , 4 ). 
As in the use of anti–tumor necrosis factor (TNF) a monoclonal antibodies or soluble 
TNF receptors, the beneficial effects of these anticytokine strategies is limited to 
amelioration of disease activity without affecting the dysfunctional autoimmune nature 
of rheumatoid arthritis.

Members of the IL-1 superfamily have been assigned a new nomenclature in which the 
expression IL-1F reflects their being part of a “family” of related ligands. Table 1 lists the 
current members of the IL-1 superfamily. In this chapter, the terms IL-1a, IL-1ß, and 
IL-18, as well as IL-1Ra, are retained. Most members of the IL-1 superfamily are 
located on the long arm of chromosome 2. The intron–exon organization of the new 
members is also similar to that of the primary four members of the IL-1 superfamily. The 
six new members are closely related to IL-1ß and IL-1Ra. From the intron–exon 
organization, some members represent gene duplications. In the case of IL-1F5, and 
possibly other newly described members, the duplication of the IL-1Ra gene has taken 
place ( 10 ). IL-1F7 and IL-1F9 are also closely related to IL-1Ra ( 11 ).



 
TABLE 1. Interleukin (IL)–1 superfamily members

IL-1F5 shares 47% amino acid identity with IL-1Ra and is expressed in human 
monocytes activated by endotoxins. From the gene sequence, the predicted amino acid 
sequence of IL-1F5 does not have a leader peptide for secretion, which is in sharp 
contrast to the IL-1Ra (IL-1F3). IL-1F5 failed to exhibit agonist activity in studies of 
induction of IL-6 from fibroblasts, a well-described biological property of IL-1a and IL-1ß 
( 12 ). Furthermore, IL-1F5 did not block the IL-1a or IL-1ß–induced IL-6 or 
IL-18–induced production of IFN-? ( 12 ). Therefore, IL-1F5 possesses neither IL-1– or 
IL-18–like agonist activities nor the property to act as a receptor antagonist for IL-1, 
despite it close amino acid identity to IL-1Ra.

Although IL-1F7 (formerly IL-1?, IL-1H4, IL-1H, and IL-1RP1) is structurally related to 
IL-1Ra (36%), this IL-1 superfamily member binds to the IL-18 receptor a chain and 
therefore has attracted attention as being related to IL-18 ( 13 ). IL-1F7 has no leader 
peptide, and the recombinant form has been expressed with a N-terminal from a 
predicted ICE site ( 14 ). There are two forms of IL-1F7: a full-length peptide and a splice 
variant with an internal 40–amino acid deletion ( 13 ). The binding of IL-1F7 to the 
soluble IL-18R a chain has also been observed. However, in comparison with IL-18, 
recombinant IL-1F7 does not induce IFN-? in whole human blood cultures, in peripheral 
blood mononuclear cells (PBMCs), or various cell lines. Therefore, it is unlikely that 
IL-1F7 is a true agonist for the IL-18 receptor. Whether IL-1F7 is a receptor antagonist 
for IL-18 remains to be determined.

IL-1F9 is constitutively expressed primarily in the placenta and the squamous 
epithelium of the esophagus. The three-dimensional folding of IL-1F9 is similar to that 
of IL-1Ra; therefore, IL-1F9 appears to be a possible IL-1Ra rather than an agonist. 
IL-1F10 shares 37% amino acid identity with the IL-1Ra and a similar three-dimensional 
structure ( 15 ). This cytokine is secreted from cells and is expressed in human skin, 
spleen, and tonsil cells. To date, recombinant IL-1F10 has been shown to bind to the 
isolated extracellular domains IL-1RI, but it is unclear whether IL-1F10 binds to 
complete cell surface–bound IL-1 receptors. Although these data suggest that IL-1F10 
is likely to be a receptor antagonist, in comparison with IL-1Ra, its role in health and 
disease remains unclear.

In general, the functions of the newly described members of the IL-1 superfamily 
(IL-1F5-10) are currently unclear. It is unlikely that any possess proinflammatory 
properties, because recombinant forms have not revealed detectable effects in primary 
cells similar to those for IL-1a, IL-1ß, or IL-18. Because most share significant amino 
acid identities with IL-1Ra, and because the intron–exon organization appears to reveal 



gene duplication of the IL-1Ra gene, these IL-1 superfamily members may be receptor 
antagonists. Whether these IL-1Ra–like homologs can block IL-18 is also currently 
unclear. Because deletion of only the IL-1Ra gene has resulted in a significant 
disease-producing phenotype in mice (see later discussion), the genes coding for the 
IL-1Ra homologs (IL-1F5-10) probably do not play a significant role in health. At 
present, the effect of deletion of IL-1F5 to Il-1F10 in mice is unknown.

Structures

The three-dimensional structure of the IL-1a is similar to those of IL-1ß and IL-18 in that 
each cytokine forms an open-ended barrel composed of all ß-pleated strands. Crystal 
structural analysis of the mature form of IL-1a is similar to that of IL-1ß. IL-1a has two 
sites of binding to IL-1 receptor. There is a primary binding site located at the open top 
of its barrel, which is similar but not identical to that of IL-1ß. IL-1Ra is structurally 
related to IL-1ß rather than IL-1a. The unique structure of IL-1Ra that allows binding to 
the IL-1 receptor but without triggering signal transduction arises from the lack of a 
second binding site on the backside of the molecule ( 16 ). There are no data on the 
structure of IL-18 crystals. However, specific mutations in human IL-18 have revealed 
the importance of glutamic acid in position 35 and of lysine in position 89 for biological 
activity and binding to the IL-18 binding protein ( 17 ).

Cells Producing Interleukin-1 Family Members

The cells producing IL-1F5 to IL-1F10 were described previously. The primary sources 
of IL-1ß are the blood monocyte, tissue macrophages, and dendritic cells. 
B-lymphocytes and natural killer cells are also sources. Keratinocytes produce IL-1ß 
under inflammatory conditions, but there is no constitutive expression of IL-1ß in these 
cells, in contrast to keratinocyte IL-1a. Fibroblasts and epithelial cells generally do not 
produce IL-1ß. In health, the circulating human blood monocyte or bone marrow 
aspirate do not constitutively express IL-1ß. However, there seems to be constitutive 
expression of IL-1ß in the human hypothalamus ( 18 ). Nearly all microbial products 
induce IL-1ß through the Toll-like receptor (TLR) family of receptors. TLR-4 is used by 
endotoxins to induce several cytokines, and the induction of IL-1ß is particularly 
sensitive to low (1 to 10 pg/mL) concentrations of endotoxins. Depending on the 
stimulant, IL-1ß messenger ribonucleic acid (mRNA) levels rise rapidly within 15 
minutes but begin to decline after 4 hours. This decrease is likely caused by the 
synthesis of a transcriptional repressor or a decrease in mRNA half-life ( 19 ). However, 
using IL-1 itself as a stimulant of its own gene expression, IL-1ß mRNA levels are 
sustained for more than 24 hours, in comparison with microbial stimulants. Raising 
intracellular cyclic adenosine monophosphate (cAMP) levels with histamine enhances 
IL-1a–induced IL-1ß gene expression and protein synthesis ( 20 ). In human PBMCs, 
retinoic acid induces IL-1ß gene expression, but the primary precursor transcripts fail to 
yield mature mRNA ( 21 ). Inhibition of translation by cycloheximide results in enhanced 
splicing of exons, excision of introns, and increased levels of mature mRNA 
(superinduction) by two orders of magnitude. Thus, synthesis of mature IL-1ß mRNA 
requires an activation step to overcome an apparently intrinsic inhibition to process 



precursor mRNA.

Stimulants such as the complement component C5a, hypoxia, adherence to surfaces, 
or clotting of blood induce the synthesis of large amounts of IL-1ß mRNA in monocytic 
cells without significant translation into the IL-1ß protein ( 22 ). This dissociation between 
transcription and translation is characteristic of IL-1ß but also of TNF-a. It appears that 
the aforementioned stimuli are not sufficient to provide a signal for translation despite a 
vigorous signal for transcription. Without translation, most of the IL-1ß mRNA is 
degraded. Although the IL-1ß mRNA assembles into large polyribosomes, there is little 
significant elongation of the peptide ( 23 ). However, adding bacterial endotoxin or IL-1 
itself to cells with high levels of steady-state IL-1ß mRNA results in augmented 
translation in somewhat the same manner as the removal of cycloheximide after 
superinduction. One explanation is that stabilization of the adenine/uracil-rich 3' 
untranslated region takes place in cells stimulated with lipopolysaccharide (LPS). These 
adenine/uracil-rich sequences are known to suppress normal hemoglobin synthesis. 
The stabilization of mRNA by microbial products may explain why low concentrations of 
LPS or a few bacteria or Borrelia organisms per cell induce the translation of large 
amounts of IL-1ß ( 24 ).

Transcriptional Regulation

The promoter of IL-1a does not contain a clear TATA box, a typical motif of inducible 
genes. Inducible gene expression for IL-1a involves both a 4.2-kb upstream region and 
a proximal promoter region of 200 bp. A construct containing sequences -1,437 to +19 
does not allow for stimulation of specific expression, but an additional 731 bp spanning 
exon I, intron I, and a segment of exon II controls a 20-fold increase in stimulation over 
background levels in murine macrophagic cells. Interestingly, with the same construct in 
human leukemic cells, only a twofold increase was observed. These additional 731 bp 
contain nuclear factor (NF) IL-6 and NF?B within intron I.

Unlike the promoter of IL-1a, the promoter region for IL-1ß contains a clear TATA box. 
The half-life of IL-1ß mRNA depends on the cell type and the conditions of stimulation. 
The most studied cells are freshly obtained human blood monocytes and macrophage 
cell lines derived from myelomonocytic leukemias. Endotoxin triggers transient 
transcription and steady-state levels of IL-1ß mRNA, which accumulate for 4 hours, 
followed by a rapid fall caused by synthesis of a transcriptional repressor ( 25 ). Unlike 
most cytokine promoters, IL-1ß regulatory regions can be found distributed over several 
thousand base pairs upstream and a few base pairs downstream from the 
transcriptional start site. The topic of IL-1ß gene regulation has been reviewed in detail ( 
26 ). The IL-1ß promoter required for transcription has two independent enhancer 
regions (-2,782 to -2,729 and -2,896 to -2,846), which appear to act cooperatively. The 
latter contains a cAMP response element, whereas the former is a composite cAMP 
response element, NFIL-6, which is responsive to LPS. The 80-bp fragment (-2,782 to 
-2,729) is required for transcription and contains, in addition to a cAMP response 
element, an NF?B-like site. Activating protein 1 sites also participate in 
endotoxin-induced IL-1ß gene expression.



Proximal promoter elements between -131 and +14 have also been identified, and 
sequences in this region contain the binding sites for the NFßA, which appears to be 
similar to NFß1 and NFß2. This proximal promoter is required for maximal IL-1ß gene 
expression. Of importance is that the nucleotide binding sequences of NFßA were 
found to be identical to those of the transcription factor Spi-1/PU.1 ( 27 ), a 
well-established NF in cells that have myeloid and monocyte lineage. The requirement 
for Spi-1/PU.1 for IL-1ß gene expression imparts tissue specificity, because not all cells 
constitutively express this NF. Human blood monocytes, which constitutively express 
Spi-1/PU.1, are exquisitely sensitive to gene expression of IL-1ß by 1 to 10 pg/mL of 
LPS. Interestingly, the IL-1Ra promoter contains the proximal Spi-1/PU.1 site, which is 
also highly sensitive to LPS.

There is no constitutive gene expression for IL-1ß in freshly obtained human PBMCs 
from healthy donors after more than 40 cycles of polymerase chain reaction ( 28 ); 
however, the same PBMCs express constitutive mRNA for IL-18. Constitutive 
expression was also observed in Western blot analysis for precursor IL-18 in lysates 
from the same PBMCs. However, there was no pro–IL-1ß in the same cells. 
Constitutive IL-18 gene expression and the presence of precursor IL-18 protein were 
also observed in freshly obtained murine splenocytes ( 29 ). In these splenocytes, there 
was no constitutive expression of the IL-1ß gene or protein. The promoter regions for 
IL-1ß and IL-18 gene expression have been studied and may provide an insight into 
these observations. The promoter for IL-18 does not contain TATA, and IL-18 promoter 
activity upstream of exon 2 acts constitutively ( 30 ). The additional finding that the 3' 
untranslated region of human IL-18 lacks the AUUUA destabilization sequence is also 
consistent with these observations. This would allow for more sustained levels of the 
polyadenylated species and translation into protein. Other than to distinguish 
differences between IL-1ß and IL-18 in the same cells, the clinical significance of 
constitutive gene and protein expression for IL-18 in mononuclear cells remains 
unclear, but it certainly would focus on regulation’s being at the level of processing the 
precursor and secretion of the mature form or forms. Osteoclasts also produce IL-18 ( 
31 ), and regulation of bone density may be a property of IL-18, as it is for IL-1ß.

IL-1a is also synthesized as a precursor molecule without a signal peptide; unlike IL-1ß, 
the IL-1a precursor is biologically active. Processing of the IL-1a precursor yields a 
mature molecule of 17.5 kDa. Calpain, a calcium-activated cysteine protease 
associated with the plasma membrane, is responsible for cleavage of the IL-1a 
precursor into a mature molecule. It is unclear whether this process of calpain cleavage 
of the IL-1a is functional under physiological conditions, because IL-1a is rarely 
measured in the circulation. Even under conditions of cell stimulation, human blood 
monocytes do not process or readily secrete mature IL-1a. The 31-kDa IL-1a precursor 
is synthesized in association with cytoskeletal structures (microtubules), unlike most 
proteins, which are translated in the endoplasmic reticulum. It is unknown whether the 
IL-1a precursor is active intracellularly, and there is no appreciable accumulation of 
IL-1a in any specific organelle. Immunohistochemical studies of IL-1a in 
endotoxin-stimulated human blood monocytes revealed a diffuse staining pattern; in 
comparison, in the same cell, IL-1Ra, which has a signal peptide, is localized to the 
Golgi complex ( 32 ). In contrast to IL-1ß, IL-1a is not commonly found in the circulation 



or in body fluids except during severe disease, in which case the cytokine may be 
released from dying cells.

IL-18 is also initially synthesized as an inactive precursor (24,000 kDa) and requires ICE 
cleavage for processing into a mature molecule of 18,000 kDa. ICE-deficient mice have 
been helpful in revealing non–ICE-mediated pathways of IL-18 processing. Following 
endotoxin, ICE-deficient mice do not exhibit circulating IFN-?, because 
endotoxin-induced IFN-? is IL-18 dependent ( 33 ). IL-12–induced IFN-? is also ICE 
dependent ( 34 ), which again suggests that microbial toxins (through TLRs) require 
IL-18 for IFN-? production. In general, processing of the IL-18 precursor is ICE 
dependent, but exceptions exist. Fas ligand stimulation results in release of biologically 
active IL-18 in ICE-deficient murine macrophages ( 35 ). As in IL-1ß processing, 
proteinase-3 appears to activate processing to mature IL-18. In contrast to the agonists 
IL-1a, IL-1ß, and IL-18, IL-1Ra has two prominent forms as a result of alternative mRNA 
splicing events. The IL-1Ra gene codes for a form with a strong signal peptide, but this 
signal peptide can be deleted, and the resulting ligand lacking a signal peptide remains 
intracellularly.

Although the blood monocyte and tissue macrophages are the primary sources of 
IL-1ß, these cells in health do not constitutively express IL-1ß. Expression of IL-1ß 
mRNA in blood monocytes in health is caused by the activation of the IL-1ß 
transcriptional process by surface contact ( 22 ). However, several malignant tumors 
express IL-1ß as part of their neoplastic nature, particularly acute myelogenous 
leukemia, multiple myeloma, and juvenile myelogenous leukemia, each of which 
exhibits constitutive expression of IL-1ß.

Interleukin-1ß Converting Enzyme

ICE (caspase-1) is constitutively expressed in various cells as a primary transcript of 45 
kDa (inactive precursor) requiring two internal cleavages before becoming the 
enzymatically active heterodimer composed of a 10-kDa chain and a 20-kDa chain. The 
active site cysteine is located on the 20-kDa chain. ICE itself contributes to 
autoprocessing of the ICE precursor by undergoing oligomerization with itself or 
homologs of ICE. In the presence of specific inhibitors of ICE, the generation and 
secretion of mature IL-1ß is reduced and precursor IL-1ß accumulates mostly inside the 
cell, but the precursor is also found outside the cell. This latter finding supports the 
concept that precursor IL-1ß can be released from a cell independently of processing 
by ICE. Because of alternate RNA splicing, there are five isoforms of human ICE (ICE 
a, ICE ß, ICE ?, ICE d, and ICE e); ICEa cleaves the ICE precursor and the IL-1ß 
precursor. It is presumed that ICEß and ICE? also process precursor ICE. ICEe is a 
truncated form of ICE, which may inhibit ICE activity by binding to the p20 chain of ICE 
to form an inactive ICE complex.

In addition to ICE, the IL-1ß precursor is cleaved by elastase, chymotrypsin, a mast cell 
chymase, proteinase-3, granzyme A, and a variety of proteases commonly found in 
inflammatory fluids. Some matrix metalloproteases (MMPs) commonly found in joint 
fluids from patients with rheumatoid arthritis also cleave the precursor of IL-1ß into 
biologically active IL-1ß. These MMPs include gelatinase-B, MMP-2, MMP-3 



(stromelysin-1), and MMP-9. These alternative extracellular proteases may account for 
the observation that mice deficient in ICE can exhibit a full inflammatory response to 
subcutaneous turpentine, an IL-1ß–dependent mode. As discussed later, the secretion 
of mature IL-1ß is facilitated by a fall in the intracellular levels of potassium, which takes 
place when a cell is exposed to high levels of adenosine triphosphate (ATP) ( 36 ). The 
effect of ATP or nigericin, a potassium channel agonist, is caused by a net decrease in 
the intracellular levels of potassium. Increasing the extracellular level of potassium also 
results in the inhibition of caspases by preventing the formation of a large intracellular 
complex associated with activation of caspases ( 37 ).

The P2X-7 Receptor and Secretion of Interleukin-1ß and Interleukin-18

The presence of millimolar concentrations of ATP results in the release of mature IL-1ß 
from LPS-stimulated monocytes within minutes; a receptor-mediated event has been 
proposed as the reason. For ATP, this receptor is called a purinergic receptor (because 
adenosine is a purine). The purinergic receptor found on monocytes and macrophages 
is designated P2X-7. When triggered by millimolar concentrations of ATP, reversible 
pores form in the plasma membrane and, because of ion fluxes, the electrical potential 
of the membrane is transiently lost. In monocytes stimulated by LPS, this activation by 
ATP triggers the release of mature IL-1ß ( 38 ). A monoclonal antibody to the P2X-7 
receptor prevents the release of mature IL-1ß from activated macrophages ( 39 ). Of 
importance is that the secretion of IL-1ß through activation of the P2X-7 receptor by 
ATP is independent of ICE. For example, highly specific inhibitors of ICE prevent 
processing of the IL-1ß precursor, and hence there is a build-up of the precursor 
intracellularly; however, the release of the IL-1ß precursor or the release of lactic 
dehydrogenase takes place in cells stimulated with ATP ( 40 ). Triggering of the P2X-7 
receptor is specific for the release of mature IL-1ß and also IL-18 but does not result in 
the release of TNF-a. The effect of ATP or nigericin to stimulate the release of IL-1 and 
IL-18 is also observed in LPS-stimulated whole blood cultures ( 41 ). Convincing 
evidence for a role of the P2X-7 receptor in the secretion of IL-1ß is found in mice 
deficient in this receptor. Like wild-type macrophages, P2X-7 receptor–deficient 
macrophages synthesize PGE 2 and the IL-1ß precursor in response to LPS. However, 

when activated by ATP, P2X-7 receptor–deficient macrophages do not release IL-1ß ( 
42 ). In vivo, wild-type and P2X-7 receptor–deficient mice release the same amounts of 
IL-6 into the peritoneal cavity, but there is no release of mature IL-1ß in P2X-7 
receptor–deficient mice.

Interleukin-1a as an Autocrine Growth Factor

The concept that IL-1a acts as an autocrine growth factor takes into account three 
distinct observations: First, after synthesis, the IL-1a precursor remains inside the cell, 
where it has been shown to bind to the nucleus; second, the intracellular IL-1a 
precursor forms a complex with an intracellular pool of the IL-1RI; and third, either 
precursor IL-1a or mature IL-1a, when bound to surface IL-1RI, is internalized with 
subsequent translocation to the nucleus (similar to steroid receptors). Each mechanism 
has supporting experimental data. Some investigators have proposed that the 
intracellular IL-1a precursor regulates normal cellular differentiation, particularly in 



epithelial and ectodermal cells. This proposal is based on the finding that in 
keratinocytes, constitutive production of large amounts of precursor IL-1a is present in 
healthy human skin. The large amounts of precursor IL-1a in normal skin keratinocytes 
are thought to affect terminal differentiation. In support of the concept that precursor 
IL-1a functions as an intracellular messenger in certain cells, an antisense 
oligonucleotide to IL-1a reduces senescence in endothelial cells ( 43 , 44 ). In a murine T 
helper type 2 (Th2) cell line, IL-1a was proposed as an essential autocrine and 
paracrine growth factor through the use of an antisense IL-1a oligonucleotide or 
anti–IL-1a antibodies. Thymic epithelium also produces IL-1a constitutively, and a 
requirement for IL-1a has been demonstrated to regulate the expression of CD25 (IL-2 
receptor a chain) and maturation of thymocytes. However, the concept that IL-1a acts 
as an autocrine growth factor for epithelial cells must be interpreted with the findings in 
mice deficient for IL-1a; in these mice, there are no demonstrable defects in growth and 
development, including processes involving the skin, fur, epithelium and gastrointestinal 
function ( 45 ). If there is a role for intracellular precursor IL-1a in normal cell function, 
this should be carefully regulated. One explanation for regulating the effect, if any, of 
IL-1a is the presence of large amounts of the intracellular form of the IL-1Ra (icIL-1Ra) ( 
46 ). This form of the IL-1Ra also binds to the IL-1RI and prevents signal transduction. In 
fact, the icIL-1Ra is produced in the same cells expressing precursor IL-1a and is 
thought to compete with the intracellular pool of precursor IL-1a for nuclear binding 
sites. However, normal epithelial functions in the IL-1a–deficient mouse as well as in 
the IL-1Ra–deficient mouse do not support the concept that there is a natural role for 
IL-1a in epithelial growth and differentiation.

Membrane Interleukin-1a

Precursor IL-1a can be found on the surface of several cells, particularly on monocytes 
and B lymphocytes, where it is referred to as membrane IL-1a ( 47 ). Membrane IL-1a is 
biologically active; its biological activities are neutralized by anti–IL-1a but not by 
anti–IL-1ß. Membrane IL-1a appears to be anchored to the cell membrane by a lectin 
interaction involving mannose residues. A mannose-like receptor appears to bind 
membrane IL-1a ( 48 ). The role of membrane IL-1a in disease remains unclear. In vitro, 
the amount of IL-1Ra needed to block membrane IL-1a was 10- to 50-fold greater than 
the amount required to block mature IL-1ß ( 49 ).

Autoantibodies to Interleukin-1a

Neutralizing autoantibodies directed against IL-1a may function as natural buffers for 
IL-1a. Autoantibodies to IL-1a have been detected in healthy subjects as well as in 
patients with various autoimmune diseases. Autoantibodies to IL-1a are neutralizing 
immunoglobulin G (IgG) antibodies that bind natural precursor form of IL-1a as well as 
17-kDa recombinant IL-1a ( 50 ). The incidence of these antibodies is increased in 
patients with autoimmune diseases. For example, in 318 patients with chronic arthritis, 
anti–IL-1a (but not anti–IL-1ß or anti–TNF-a) IgG antibodies were detected in 18.9% of 
arthritis patients but in 9% of healthy subjects. Anti–IL-1a antibodies were present more 
commonly and at a higher level in patients with nondestructive arthritis. An inverse 
correlation has been observed between the levels of anti–IL-1a antibodies and the 



clinical disease activity.

Effects in Interleukin-1 Knockouts

The IL-1ß–deficient mouse is without abnormal findings after 6 years of continuous 
breeding. However, upon challenge, IL-1ß–deficient mice exhibit specific differences 
from their wild-type controls. The most dramatic is the response to local inflammation 
followed by a subcutaneous injection of turpentine (50 to 100 µL). Within the first 24 
hours, IL-1ß–deficient mice injected with turpentine do not manifest an acute-phase 
response, do not develop anorexia, and have no circulating IL-6 and no fever ( 51 , 52 ). 
These findings are consistent with those reported in the same model in which 
anti–IL-1RI antibodies were used in wild-type mice ( 51 ). IL-1ß–deficient mice also have 
reduced inflammation after zymosan-induced peritonitis ( 53 ). Additional studies have 
also found that IL-1ß–deficient mice have elevated febrile responses to IL-1ß and IL-1a 
( 54 ).

In contrast, IL-1ß–deficient mice have nearly the same responses to LPS as do 
wild-type mice ( 55 ) with one notable exception: IL-1ß–deficient mice injected with LPS 
have little or no expression of leptin mRNA or protein ( 56 ). In IL-1ß pregnant mice, 
there is a normal response to LPS-induced premature delivery; however, in these mice, 
there are decreased numbers of uterine cytokines after LPS challenge ( 57 ). The 
reduction in LPS-induced cytokines is not found in nonpregnant IL-1ß–deficient mice, 
which suggests that the combination of the hormonal changes in pregnancy and the 
state of IL-1ß deficiency act together to reduce the responsiveness to LPS. The 
mechanism for the reduced cytokine production in pregnant IL-1ß–deficient mice 
appears to be related to a reduction in the constitutive level of the p65 component of 
NF?B.

No differences were noted in plasma elevations of glucocorticoid steroids between 
IL-1ß–deficient and wild-type mice after systemic injection of LPS, which indicates that 
IL-1ß is not required for activation of the hypothalamic-pituitary-adrenal axis during 
endotoxemia. The overall data demonstrate that in the mouse, IL-1ß is critical for the 
induction of fever and acute-phase changes caused by local inflammation induced by 
zymosan or turpentine. Another characterization of IL-1ß deficiency is body 
temperature, activity, and feeding during live influenza virus infection. Body temperature 
and activity were lower in IL-1ß–deficient mice ( 58 ). The anorexic effects of influenza 
infection were similar in both groups of mice. The mice deficient in IL-1ß exhibited a 
higher rate of mortality from influenza infection than did the wild-type mice.

Studies in Interleukin-1a–Deficient Mice

Mice deficient in IL-1a are born healthy and develop normally. After subcutaneous 
injection of turpentine, which induces a local inflammatory response, wild-type and 
IL-1a–deficient mice develop fever and acute-phase proteins, whereas IL-1ß–deficient 
mice do not ( 45 ). In addition, although the induction of glucocorticoids after turpentine 
injection was suppressed in IL-1ß mice, this suppression was not observed in 



IL-1a–deficient mice. However, expression of IL-1ß mRNA in the brain decreased 
1.5-fold in IL-1a–deficient mice, whereas expression of IL-1a mRNA decreased more 
than 30-fold in IL-1ß–deficient mice. These data suggest that IL-1ß exerts greater 
control over production of IL-1a than does IL-1a over the production of IL-1ß. In 
ICE-deficient mice, IL-1a production is also reduced ( 59 ), which suggests that 
production of IL-1a is under the control of IL-1ß.

Differences between Interleukin-1a– and Interleukin-1ß–Deficient Mice

Findings of studies on the effects of selective deficiency in IL-1ß in mice are 
summarized in Table 2. Some of these findings are different from those of the same 
models in mice deficient in IL-1a. For example, mice deficient in IL-1a develop a normal 
immune response to immunization with sheep red blood cells, whereas mice deficient in 
IL-1ß do not produce anti–sheep red blood cell antibodies, a T-dependent response ( 60 

). However, antibody production by T cell–independent antigens was normal in mice 
deficient in both IL-1a and IL-1, as was the proliferative response to anti-CD3. In mice 
deficient in IL-1Ra, there was an enhanced response ( 60 ). Also, mice deficient in IL-1a 
have a brisk inflammatory response to turpentine-induced inflammation, whereas 
IL-1ß–deficient mice have nearly no response.

 
TABLE 2. Effects in interleukin (IL)–1ß–deficient mice

Studies in Interleukin-1 Receptor Type I–Deficient Mice

As stated previously, mice deficient in IL-1RI develop normally and exhibit no particular 
phenotype despite being housed in standard animal facilities ( 61 ). IL-1RI–deficient mice 
show no abnormal phenotype in health and exhibit normal homeostasis, similar to 
findings observed in IL-1ß– or IL-1a–deficient mice ( 45 , 51 ) but distinctly different from 
mice deficient in IL-1Ra ( 62 ). They do, however, exhibit reduced responses to 
challenge with inflammatory agents. When given a turpentine abscess, for example, 
IL-1RI–deficient mice exhibited an attenuated inflammatory response in comparison 
with wild-type mice ( 63 ). IL-1RI–deficient mice also had reduced delayed-type 
hypersensitivity responses. Like wild-type mice treated with anti–IL-1 antibodies or 



IL-1Ra, IL-1RI–deficient mice were susceptible to infection with Listeria 
monocytogenes. Lymphocytes from IL-1RI–deficient mice with major cutaneous 
leishmanial infection produced more IL-4 and IL-10, but less IFN-?, than did those from 
wild-type mice.

Mice deficient in IL-1RI do not exhibit significant disruption of reproduction aside from a 
somewhat reduced litter size ( 64 ); in some laboratories, however, the body weights of 
the IL-1RI–deficient mice were 30% less than those of wild-type mice, whereas the TNF 
receptor p55–deficient mice weighed 30% more than wild-type mice of equivalent age ( 
65 ). Although IL-1a is constitutively expressed in the skin, the barrier function of skin 
remains intact in mice deficient in IL-1RI ( 66 ). Similarly, mice deficient in IL-1 accessory 
protein receptor (IL-1R-AcP) appear normal but have no responses to IL-1 in vivo ( 67 ). 
However, cells deficient in IL-1R-AcP have normal binding of IL-1a and IL-1Ra (binding 
to the IL-1RI is intact in these mice) but a 70% reduction in binding of IL-1ß ( 67 ). In 
these cells, there is no biological response to IL-1a despite binding of IL-1a to the type I 
receptor. The results suggest that IL-1R-AcP and not IL-1RI is required for IL-1ß binding 
and biological response to IL-1.

Mice injected with LPS have been studied. IL-1RI–deficient mice exhibit the same 
decrease in hepatic lipase as do wild-type mice. However, injection of LPS directly into 
the eye of mice deficient in IL-1RI reveals a decrease in the number of infiltrating 
leukocytes, whereas there was no decrease in mice deficient in both TNF receptors ( 68 

). Not unexpectedly, IL-1RI–deficient mice failed to respond to IL-1 in a variety of 
assays, including IL-1–induced IL-6 and E-selectin expression and IL-1–induced fever. 
Like IL-1ß–deficient mice, IL-1RI–deficient mice had a reduced acute-phase response 
to turpentine. Also like IL-1ß–deficient mice ( 69 ), IL-1RI–deficient mice had a reduced 
delayed-type hypersensitivity response and were highly susceptible to infection by 
Listeria monocytogenes.

Mice deficient in IL-1RI did not develop trabecular bone loss after ovariectomy, in 
comparison with wild-type controls ( 70 ). Although mice deficient in both the TNF 
receptor types I and II develop experimental autoimmune encephalomyelitis (EAE) after 
immunization with central nervous system antigens, mice deficient in IL-1RI failed to 
develop inflammatory lesions in the central nervous system or evidence of clinical EAE. 
Although cells from IL-1R-AcP–deficient mice bound IL-1a, there was no activation of 
genes dependent on NF?B or activator protein-1 ( 67 ). In general, mice deficient in 
IL-1RI exhibit reduced disease severity, as do wild-type mice injected with 
pharmacological doses of IL-1Ra.

Interleukin-1 Receptor Family

The IL-1 receptor family now encodes nine distinct genes, of which some remain 
orphan receptors. As shown in Table 3, these receptors have been assigned a 
nomenclature in the order of their discovery. The IL-18 binding protein (IL-18BP) is not 
listed, because of its lack of being fixed to the cell through a transmembrane domain; 
however, the IL-18BP probably represents the former cell-bound decoy receptor for 



IL-18, similar to the decoy receptor for IL-1 [the IL-1 receptor type II (IL-1RII); see later 
discussion]. In fact, there is limited but significant amino acid homology between the 
IL-18BP and IL-1RII, particularly in the third domain ( 71 ). IL-1R1, IL-1R2, and IL-1R3 
are the bona fide receptors for IL-1. IL-1R4 (also known as ST2 and Fit) remains an 
orphan receptor, although proteins that bind to this receptor have been reported ( 72 ). 
Despite a lack of a specific ligand for this receptor, a number of studies have examined 
the distribution and gene regulation of this receptor in mast cells ( 73 ). IL-1R5 was 
formerly an orphan receptor termed IL-1R related protein 1 ( 74 ) but was subsequently 
discovered to be the ligand-binding chain of the IL-18 receptor ( 75 ), now termed 
IL-18Ra chain. For the purposes of this chapter, the terms IL-1RI, IL-1RII, IL-1R-AcP, 
IL-18Ra, and IL-18Rß are used, rather than the new nomenclature. However, the new 
nomenclature for the members of the family that remain orphan receptors is used.

 
TABLE 3. Nomenclature of interleukin (IL)–1R family

The IL-1R–related protein 2 (IL-1R6) has been proposed to be the receptor for a novel 
member of the IL-1 family, IL-1Fe ( 76 ). The activity of this ligand for the IL-1R6 was 
demonstrated in a luciferase NF?B assay; another member of the IL-1 family, IL-1Fd, 
appears to be its natural receptor antagonist for IL-1Fe binding to IL-1R6 ( 76 ). The 
IL-1R7, formerly the non–ligand-binding chain of the IL-18 receptor termed IL-1R AcPL 
( 77 ), is now known as the IL-18Rß chain. Like the IL-1R-AcP, the IL-18Rß is essential 
for IL-18 signal transduction ( 77 , 78 ).

Two members of the IL-1 receptor family are particularly unique in that they are found 
on the X chromosome. These are IL-1R8 and IL-1R9, both of which are homologous to 
the IL-1 accessory protein receptor chains (IL-1R-AcP and IL-1R-AcPL). IL-1R9 ( 79 ) is 
highly homologous to IL-1R8 ( 80 ). Both forms have no known ligands and recerptor are 
found in the fetal brain. In fact, nonoverlapping deletions and a nonsense mutation in 
the IL-1R8 gene were found in patients with cognitive impairment ( 80 ), in which 
expression in the adult hippocampal area may play a role in memory or learning. The 
cytoplasmic domains of IL-1R8 and IL-1R9 are longer than the other accessory chains. 
The IL-1R9 may function as a negative receptor. This was shown in cells 
overexpressing this receptor as well as the IL-1RI and IL-1R-AcP in which IL-1ß 
signaling was blocked with a specific antibody to the IL-1R-AcP. In the presence of the 
antibody, IL-1ß–induced luciferase was suppressed, which suggests that a possible 



complex of the type I receptor with IL-1ß plus IL-1R9 results in a negative signal ( 79 ).

Interleukin-1 Receptor Type I The first studies on the specific receptor for IL-1a and 
IL-1ß were based on the identification of an 80-kDa glycoprotein on T cells and 
fibroblasts, which is now known as the IL-1RI ( 81 , 82 , 83 and 84 ). The molecular cloning 
of IL-1RI was first made in the mouse in 1988 ( 85 ) and then subsequently in the human 
( 86 ). The extracellular segment of the IL-1RI and nearly all members of the IL-1 
receptor family have three immunoglobulin-like domains. However, the cytoplasmic 
segment of the IL-1RI is unique in that it contains the Toll homology domain. This 
domain contains amino acids closely related to those of a gene found in Drosophila ( 87 

); the Drosophila gene is essential for the embryonic development of the fruit fly. The 
Toll homology domain is also found in the cytoplasmic domains of each member of the 
TLR, which transduce the signals of endotoxins, peptidoglycans, teichoic acids, and 
other microbial products in mammalian cells ( 88 ). In mammalian cells, the Toll 
homology domain of the IL-1R is necessary for signal transduction ( 89 ). For several 
years after the molecular cloning of the IL-1RI, IL-1 signal transduction was thought to 
occur when IL-1 bound to the single-chain IL-1RI. However, in 1995, Greenfeder et al. ( 
90 ) discovered that IL-1 signal transduction was initiated by the formation of a 
heterodimer, in which a second receptor chain binds to the IL-1RI/IL-1 complex; this 
second chain is now known as IL-1R-AcP. There is considerable amino acid homology 
between the IL-1RI and IL-1R-AcP in the extracellular and cytoplasmic domains, 
including the Toll homology domain. Of importance is that IL-1R-AcP does not bind IL-1 
itself but rather “wraps around” the complex of IL-1/IL-1RI ( 91 ). As shown by x-ray 
crystallization studies, IL-1RI exhibits a conformational change when binding IL-1ß, and 
this shape change apparently allows the IL-1R-AcP to form the heterodimer. The 
formation of the heterodimer of the IL-1RI with the IL-1R-AcP results in the physical 
approximation of the Toll homology domains of each chain in the cytoplasmic segments 
and initiates signal transduction ( Fig. 2). A similar event of approximately Toll homology 
domains takes place when IL-18 binds to its receptor, the IL-18Ra chain ( 75 ), and 
recruits the IL-18Rß chain ( 77 ) (see Fig. 3). The extracellular and cytoplasmic domains 
of the IL-1RI share homology with IL-18Ra chain ( 75 ), which was previously an orphan 
receptor in the IL-1R family ( 74 ). As with IL-1, IL-18 binding to the IL-18Ra chain 
recruits a second, non–ligand-binding chain (IL-18Rß) ( 77 ). Thus, IL-1 and IL-18 signal 
transduction are initiated by similar if not identical physical approximation of the Toll 
homology domains, which initiates signal transduction for both cytokines. In both cases, 
the second chain, although not capable of binding the respective ligand, is essential for 
activity ( 77 , 78 ). 



 
FIG. 2. Interleukin-1 signal transduction. (See text for discussion.)

 
FIG. 3. Interleukin-18 signal transduction. (See text for discussion.)

Glycosylation of IL-1RI appears to be necessary for optimal activity. In fact, removing 
the glycosylation sites reduces the binding of IL-1. In general, IL-1 responsiveness is a 
more accurate assessment of receptor expression than is ligand binding ( 92 ). The 
failure to show specific and saturable IL-1 binding to cells is often a result of the low 
numbers of surface IL-1RI on primary cells. In cell lines, the number of IL-1RI can reach 
5,000 per cell, but primary cells usually express fewer than 200 receptors per cell. In 
some primary cells, there are fewer than 50 per cell ( 93 ), and IL-1 signal transduction 
has been observed in cells expressing fewer than 10 type I receptors per cell ( 94 ). Both 
chains of the IL-1 as well as IL-18 receptors are needed for signal transduction (see 
Fig. 3). For IL-1, this has been shown through the use of specific neutralizing antibodies 
to IL-1RI or IL-1R-AcP ( 95 ), and for IL-18, transfection of the IL-18Rß chain provides 
responsiveness ( 77 , 78 ). The cytoplasmic segment of IL-1RI or IL-1R-AcP has no 
apparent intrinsic tyrosine kinase activity, but when IL-1 binds to only a few receptors, 
the remaining unoccupied receptors appear to undergo phosphorylation ( 96 ). However, 
the Toll homology domain is essential for biological activity of IL-1 ( 89 , 97 ). The TLRs 
have distinct extracellular domains that recognize microbial products such as 
endotoxins and peptidoglycans. In contrast, the intracellular domains of the TLR share 
significant sequences with the intracellular domains of IL-1RI and IL-1R-AcP. There are 
currently nine known TLRs. Therefore, it is not surprising that cellular responses to 
microbial products and to IL-1 are similar. For example, the portfolio of genes induced 
by endotoxins and that of genes induced by IL-1 are nearly the same. Differences exist 



in the binding affinity, association and dissociation rates of the mature forms of each 
member of the IL-1 family and the cell-bound IL-1RI and soluble (extracellular domains) 
IL-1RI receptors (IL-1sRI). In some cells, there is a discrepancy between the 
dissociation constant of either form of IL-1 (usually 200 to 300 pM) and concentrations 
of IL-1 that elicit a biological response (10 to 100 fM) ( 98 ). In cells expressing large 
amounts of IL-1R-AcP, the high-affinity binding of the IL-1R/IL-1R-AcP complex may 
explain which two classes of binding have been observed. Human IL-1a binds to cell 
surface and IL-1sRI with approximately the same affinity (100 to 300 pM) as does 
IL-1Ra. If the binding of IL-1Ra is subjected to BIAcore analysis, the affinity is found to 
be even higher than that of IL-1a. IL-1Ra avidly binds to the surface type I receptor (50 
to 100 pM). Although IL-1Ra binds to IL-1sRI, it is, nevertheless, a high-affinity binding. 
Of the three members of the IL-1 family (IL-1a, IL-1ß, and IL-1Ra), IL-1ß has the lowest 
affinity for the cell-bound form of IL-1RI (500 pM to 1 nM). The greatest binding affinity 
of the three IL-1 ligands for the IL-1RI is that of the IL-1Ra. In fact, the “off” rate is slow, 
and binding of IL-1Ra to the cell-bound IL-1RI is nearly irreversible. In comparison with 
IL-1Ra, IL-1a binds to IL-1RI with affinities ranging from 100 to 300 pM, and IL-1ß binds 
more avidly to the non–signal-transducing type II receptor (100 pM). 

Interleukin-1 Receptor Type II

The IL-1RII was described by several investigators ( 99 , 100 ), and the ability of IL-1ß to 
preferentially bind to B cells probably represents binding to the type II receptor ( 82 , 101 ). 
The amino acid sequence of the human IL-1RII was reported in 1991 ( 102 ). The 
concept that this receptor functioned as a negative or “decoy” receptor was 
demonstrated by Colotta et al. in 1993 ( 103 , 104 ). The extracellular segment of the 
IL-1RII has three typical immunoglobulin-like domains; there is a transmembrane 
segment and a short cytoplasmic domain ( 102 ). The short cytoplasmic domain is unable 
to initiate signal transduction because there is no Toll homology domain. Therefore, 
when IL-1 binds to the cell membrane, IL-1RII does not signal. Vaccinia and cowpox 
virus genes encode for a protein with a high amino acid homology to the type II 
receptor, and this protein binds IL-1ß ( 105 , 106 ). These same viruses also code for 
IL-18–binding protein-like molecules ( 71 ). The viral form of the IL-1RII probably serves 
to reduce the inflammatory and immune response of the host to the virus. A soluble 
(extracellular) form of this receptor is released from the cell surface by the action of a 
protease, binds IL-1ß, and neutralizes the biological effects of IL-1ß ( 107 ). Although the 
short cytoplasmic domain in the rat is longer than in the human ( 108 ), this receptor does 
not signal. In the human and mouse, the cytoplasmic domain of IL-1RII consists of 29 
amino acids; in the rat, there are an additional 6 charged amino acids ( 108 ).

As discussed previously, IL-1ß binds with a greater affinity to the type II receptor than 
does IL-1a, and IL-1Ra binding to this receptor is with the lowest affinity of the three 
ligands ( 107 , 109 , 110 ). Although IL-1a binds to cell surface and IL-1sRI with 
approximately the same affinity (200-300 pM), IL-1a binding to surface and soluble type 
II receptors is with nearly 100-fold less (30 and 10 nM, respectively). In comparison, 
IL-1ß binds avidly to the non–signal-transducing type II receptor (100 pM), and IL-1ß 
binding to the soluble form of this receptor is also high, at 500 pM. Moreover, IL-1ß 
binding to the soluble IL-1RII is nearly irreversible because of a long dissociation rate (2 



hours) ( 107 , 109 , 111 ). The precursor form of IL-1ß also preferentially binds to the soluble 
form of IL-1RII ( 99 , 100 ). The function of the type II receptor as a “decoy” receptor is 
based on the binding of IL-1ß to the cell surface form of this receptor, thus preventing 
the ability of the ligand to form a complex with the type I receptor and the accessory 
protein ( 103 , 104 ). Another and perhaps more efficient function of the decoy receptor is 
to form a trimeric complex made up of the IL-1ß ligand with the type II soluble receptor 
and the IL-1R-AcP chain ( 112 , 113 ). This mechanism serves to deprive the functional 
receptor type I of the accessory chain.

Gene and Surface Regulation of Interleukin-1 Receptor Type I

The entire gene is distributed over 29 kb; the genomic organization of the human type I 
receptor reveals three distinct transcription initiation sites contained in three separate 
segments of the first exon. Each part of this first exon is thought to possess a separate 
promoter, which functions independently in different cells ( 114 , 115 ). Despite evidence 
that type I receptor gene expression can be up-regulated in vitro ( 116 , 117 ), the most 
proximal (5') promoter region lacks a TATA or CAAT box ( 115 ). In fact, this promoter 
region for the human IL-1RI is strikingly similar to those of housekeeping genes rather 
than to highly regulated genes. The transcription initiation start site contains nearly the 
same motif as that for the terminal deoxynucleotide transferase gene ( 115 ). There is a 
guanosine-cytosine rich segment (75%) after the transcription initiation site of exon I 
that accounts for considerable secondary RNA structure. Low numbers of surface 
IL-1RI may, in fact, result from multiple secondary RNA structures, which reduce 
optimal translation of the mRNA ( 117 ).

Surface expression of IL-1RI clearly affects the biological response to IL-1. As with 
IL-1ß, cells can express high steady-state levels of mRNA for IL-1RI but low levels of 
the protein. This may be because of the amount of secondary structure in each of the 
polyadenylated RNA species. Studies on IL-1R surface expression have used mostly 
binding of labeled ligands rather than assessment of surface receptor density with 
specific antibodies. Nevertheless, phorbol esters, PGE 2, dexamethasone, epidermal 
growth factor, IL-2, and IL-4 increase surface expression of IL-1RI. In cells that 
synthesize PGE 2, IL-1 up-regulates its own receptor through PGE 2; however, when 
PGE 2 synthesis is inhibited, IL-1 down-regulates IL-1RI in the same cells. Part of the 
immunosuppressive properties of TGF-ß may result from down-regulation of the IL-1RI 
on T cells. In the case of Th2 lymphocytes, IL-1 down-regulates IL-1RI surface 
expression, and this is associated with a decrease in mRNA half-life. Therefore, despite 
the housekeeping nature of its promoters, IL-1RI is regulated in the context of 
inflammation and immune responses.

Interleukin-18 Binding Protein

There are limited amino acid homology between the IL-18BP ( 71 ) and the type II IL-1R, 
and both function as decoy receptors for their respective ligands. In many ways, the 
IL-18BP functions as a soluble receptor for IL-18 and, like the soluble form of the 
IL-1RII, neutralizes IL-18 ( Fig. 3). It is possible that a putative transmembrane domain 



of the IL-18BP was deleted during evolution; however, the IL-18BP functions solely as a 
secreted protein. The IL-18BP has a single Ig-domain and limited homology to the 
IL-18Ra chain ( 118 ). Molecular modeling of IL-18 binding to IL-18BP has identified 
specific amino acids; when mutated, the ability of IL-18BP to bind and neutralize IL-18 
is reduced ( 17 ). The affinity of IL-18 for IL-18BP is high (Kd of 400 pM), and plasma 
levels of 3 to 4 ng/mL are found in healthy subjects ( 119 ). It is likely that IL-18BP 
functions as a natural buffer against IL-18 and the T helper type 1 (Th1) response.

SIGNAL TRANSDUCTION

Associated or Intrinsic Kinases

Hopp ( 120 ) reported a detailed sequence and structural comparison of the cytosolic 
segment of IL-1RI with the Ras family of guanosine triphosphatases (GTPases). In this 
analysis, the known amino acid residues for GTP binding and hydrolysis by the GTPase 
family were found to align with residues in the cytoplasmic domain of the IL-1RI. These 
observations are consistent with the observations that GTP analogues undergo rapid 
hydrolysis when membrane preparations of IL-1RI are incubated with IL-1. Amino acid 
sequences in the cytosolic domain of the IL-1R-AcP also align with the same binding 
and hydrolytic regions of the GTPases. A protein similar to G protein–activating protein 
that associates with the cytosolic domain of the IL-1RI has been identified ( 121 ). This 
finding is consistent with the hypothesis that an early event in IL-1R signaling involves 
dimerization of the two cytosolic domains, activation of putative GTP binding sites on 
the cytosolic domains, binding of a G protein, hydrolysis of GTP, and activation of a 
phospholipase. It then follows that hydrolysis of phospholipids generates diacylglycerol 
or phosphatidic acids.

Cytoplasmic Signaling Cascades

Signal transduction of IL-1 depends on the formation of a heterodimer between IL-1RI 
and IL-1R-AcP ( 90 ). This interaction recruits MyD88, a cytoplasmic adapter molecule. 
This is followed by recruitment of the IL-1R activating kinase (IRAK) ( 122 , 123 , 124 and 125

 ). Antibodies to IL-1RI block IL-1 activity. Although IL-1R-AcP does not bind IL-1, 
antibodies to IL-1R-AcP also prevent IL-1 activity ( 95 ). Both the extracellular domain of 
the IL-1R-AcP and its cytoplasmic segment share homology with the IL-1RI. There is a 
highly conserved protein kinase C acceptor site in both cytoplasmic domains, although 
agents activating protein kinase C do not mimic IL-1 signal transduction. Limited 
sequence homology of the glycoprotein 130 (gp130) cytoplasmic domain with those of 
IL-1RI and IL-1R-AcP suggest that complex formation of the IL-1R/IL-1/IL-1R-AcP 
transduces a signal similar to that observed with ligands, which cause the dimerization 
of gp130. In fact, deletion of the gp130 shared sequences from the IL-1RI cytoplasmic 
domain results in a reduced response to IL-1. IL-1 shares some prominent biological 
properties with gp130 ligands; for example, fever, hematopoietic stem cell activation, 
and the stimulation of the hypothalamic-pituitary-adrenal axis are common to IL-1 and 
IL-6. Other biological activities of IL-1 and IL-6 are distinctly antagonistic.



High levels of IL-1R-AcP are expressed in murine and human brain tissue. The 
discovery and function of the IL-1R-AcP showed that IL-1 has receptor biology and 
signaling mechanisms into the same arena as other cytokines and growth factors. The 
IL-1R-AcP also explains previous studies’ descriptions of low and high binding affinities 
of IL-1 to various cells. Although there is no direct evidence, a structural change may 
take place in IL-1, allowing for docking of IL-1R-AcP to the IL-1RI/IL-1 complex. 
However, the current view is that once IL-1ß binds to the type I receptor, the membrane 
distal first domain folds over IL-1ß and this exposes binding sites for the IL-1R-AcP. 
Once IL-1RI/IL-1ß binds to IL-1R-AcP, high-affinity binding is observed. Antibodies to 
the type I receptor and to the IL-1R-AcP block IL-1 binding and activity. Therefore, IL-1 
may bind to the type I receptor with low affinity, causing a structural change in the 
ligand, followed by recognition by the IL-1R-AcP.

Within a few minutes after binding to cells, IL-1 induces several biochemical events. It 
remains unclear which is the most “upstream” triggering event or whether several occur 
at the same time. No sequential order or cascade has been identified, but several 
signaling events appear to be taking place during the first 2 to 5 minutes. Some of the 
biochemical changes associated with signal transduction are probably cell specific. 
Within 2 minutes, hydrolysis GTP, phosphatidylcholine, phosphatidylserine, or 
phosphatidylethanolamine ( 126 ) and release of ceramide by neutral ( 127 ), not acidic, 
sphingomyelinase ( 128 ) have been reported. In general, multiple protein 
phosphorylations and activation of phosphatases can be observed with 5 minutes ( 129 ), 
and some are thought to be initiated by the release of lipid mediators. The release of 
ceramide has attracted attention as a possible early signaling event ( 130 ). 
Phosphorylation of phospholipase A 2 activating protein also occurs in the first few 

minutes ( 131 ), which would lead to a rapid release of arachidonic acid. Multiple and 
similar signaling events have also been reported for TNF.

Of special consideration to IL-1 signal transduction is the unusual discrepancy between 
the low number of receptors (fewer than 10 in some cells) and the low concentrations of 
IL-1, which can induce a biological response. This latter observation, however, may be 
clarified in studies on high-affinity binding with the IL-1R-AcP complex. A rather 
extensive “amplification” step takes place after the initial post–receptor-binding event. 
The most likely mechanism for signal amplification is multiple and sequential 
phosphorylations (or dephosphorylations) of kinases, which result in nuclear 
translocation of transcription factors and activation of proteins participating in translation 
of mRNA. IL-1RI is phosphorylated after IL-1 binding. It is unknown whether the 
IL-1R-AcP is phosphorylated during receptor complex formation. In primary cells, the 
number of IL-1 type I receptors is very low (fewer than 100 per cell), and a biological 
response occurs when only as few as 2% to 3% of IL-1 type I receptors are occupied ( 
96 , 132 ). In IL-1–responsive cells, it is assumed that there is constitutive expression of 
the IL-1R-AcP.

With few exceptions, there is general agreement that IL-1 does not stimulate hydrolysis 
of phosphatidylinositol or an increase in intracellular calcium. Without a clear increase 
in intracellular calcium, early post-receptor binding events nevertheless include 



hydrolysis of a GTP (with no associated increase in adenyl cyclase), activation of 
adenyl cyclase ( 133 , 134 ), hydrolysis of phospholipids ( 92 , 135 ), release of ceramide ( 136 

), and release of arachidonic acid from phospholipids through cytosolic phospholipase A 

2 after its activation by phospholipase A 2–activating protein ( 131 ). Some IL-1 signaling 
events are prominent in different cells. Post–receptor-signaling mechanisms may 
therefore provide cellular specificity. For example, in some cells, IL-1 is a growth factor, 
and signaling is associated with serine/threonine phosphorylation of the 
mitogen-activated protein (MAP) kinase p42/44 in mesangial cells ( 137 ). The MAP p38 
kinase, another member of the MAP kinase family, is phosphorylated in fibroblasts ( 138 

), as is the p54a MAP kinase in hepatocytes ( 139 ).

Characteristics of the Cytoplasmic Domain of the Interleukin-1 Receptor Type I

The cytoplasmic domain of the IL-1RI does not contain a consensus sequence for 
intrinsic tyrosine phosphorylation, but deletion mutants of the receptor reveal specific 
functions of some domains. There are four nuclear localization sequences that share 
homology with the glucocorticoid receptor. Three amino acids (Arg-431, Lys-515, and 
Arg-518), also found in the Toll protein, are essential for IL-1–induced IL-2 production ( 
89 ). However, deletion of a segment containing these amino acids did not affect 
IL-1–induced IL-8 ( 140 ). There are also two cytoplasmic domains in the IL-1RI that 
share homology with the IL-6–signaling gp130 receptor. When these regions are 
deleted, there is a loss of IL-1–induced IL-8 production ( 140 ).

The C-terminal 30 amino acids of the IL-1RI can be deleted without affecting biological 
activity ( 122 ). Two independent studies have focused on the area between amino acids 
513 to 529. Amino acids 508 to 521 contain sites required for the activation of NF?B. In 
one study, deletion of this segment abolished IL-1–induced IL-8 expression, and in 
another study, specific mutations of amino acids 513 and 520 to alanine prevented 
IL-1–driven E-selectin promoter activity. This area is also present in the Toll protein 
domain associated with NF?B translocation and previously shown to be part of the IL-1 
signaling mechanism. This area (513 to 520) is also responsible for activating a kinase, 
which associates with the receptor. This kinase, IL-1RI–associated kinase, 
phosphorylates a 100-kDa substrate. Other authors have reported a serine/threonine 
kinase that coprecipitates with the IL-1RI ( 141 ). Amino acid sequence comparisons of 
the cytosolic domain of the IL-1RI have revealed similarities with a protein kinase C 
acceptor site. Because protein kinase C activators usually do not mimic IL-1–induced 
responses, the significance of this observation is unclear.

Recruitment f MyD88 and Interleukin-1 Receptor–Activating Kinases

An event that may be linked to the binding of G proteins to the IL-1 receptor complex is 
the recruitment of the cytosolic protein MyD88. This small protein has many of the 
characteristics of cytoplasmic domains of receptors, but MyD88 lacks any known 
extracellular or transmembrane structure. Mice deficient in MyD88 do not respond to 
IL-1 or IL-18. It is unclear exactly how this protein functions, because it does not have 
any known kinase activity. However, it may assist in the binding of the IRAKs to the 



complex and hence has been said to function as an adapter molecule. Currently, four 
IRAKs are known ( 142 ). In mice with a deletion in IRAK-4, there is reduced endotoxin as 
well as IL-1 signaling ( 142 ). The binding of IRAKs to the IL-1R complex appears to be a 
critical step in the activation of NF?B ( 122 ). The IL-1R-AcP is essential for the 
recruitment and activation of IRAK ( 124 , 143 ). In fact, deletion of specific amino acids in 
the IL-1R-AcP cytoplasmic domain results in loss of IRAK association ( 143 ). In addition, 
MyD88 appears to dock to the complex, allowing IRAK to become phosphorylated ( 122 , 
125 ). IRAK then dissociates from the IL-1R complex and associates with TNF 
receptor–associated factor 6 (TRAF-6) ( 123 ). TRAF-6 then phosphorylates 
NF?B-inducing kinase (NIK) ( 144 ) and NIK phosphorylates the inhibitory ?B kinases 
(IKK-1 and IKK-2) ( 145 ). Once phosphorylated, inhibitory ?B is rapidly degraded by a 
ubiquitin pathway liberating NF?B, which translocates to the nucleus for gene 
transcription. Some studies suggest that NIK is not necessary for IL-1 signaling. 
However, in mice deficient in TRAF-6, there is no IL-1 signaling in thymocytes and the 
phenotype exhibits severe osteopetrosis and defective formation of osteoclasts ( 146 ).

IRAKs also associate with the IL-18R complex ( 147 , 148 ). This was demonstrated by 
using IL-12–stimulated T cells, followed by immunoprecipitation with anti–IL-18R or 
anti-IRAK ( 147 ). Furthermore, IL-18–triggered cells also recruited TRAF-6 ( 147 ). Like 
IL-1 signaling, MyD88 has a role in IL-18 signaling. MyD88-deficient mice do not 
produce acute-phase proteins and have diminished cytokine responses. 
Th1-developing cells from MyD88 deficient mice were shown to be unresponsive to 
IL-18–induced activation of NF?B and c-Jun N-terminal kinase ( 149 ). Thus, MyD88 is an 
essential component in the signaling cascade that follows IL-1 receptor as well as IL-18 
receptor binding. It appears that the cascade of sequential recruitment of MyD88, IRAK, 
and TRAF-6, followed by the activation of NIK and degradation of I?BK and release of 
NF?B, is nearly identical for IL-1 and for IL-18. Indeed, in cells transfected with IL-18Ra 
and then stimulated with IL-18, translocation of NF?B takes is observed through 
electromobility shift assay ( 75 ). In IL-18–stimulated U1 macrophages, which already 
express the gene for IL-18Ra, there is translocation of NF?B and stimulation of the 
human immunodeficiency virus type 1 production ( 150 ).

Activation of Mitogen-Activating Protein Kinases after Interleukin-1 Receptor 
Binding

Multiple phosphorylations take place during the first 15 minutes after IL-1 receptor 
binding. Most consistently, IL-1 activates protein kinases that phosphorylate serine and 
threonine residues, targets of the MAP kinase family. An early study reported an 
IL-1–induced serine/threonine phosphorylation of a 65-kDa protein clearly unrelated to 
those phosphorylated through protein kinase C ( 151 ). As reviewed by O’Neill ( 152 ), 
before IL-1 activation of serine/threonine kinases, IL-1 receptor binding results in the 
phosphorylation of tyrosine residues ( 138 , 139 ). Tyrosine phosphorylation induced by 
IL-1 probably results from activation of MAP kinase kinase, which then phosphorylates 
tyrosine and threonine on MAP kinases.

After activation of MAP kinases, there are phosphorylations on serine and threonine 



residues of the epidermal growth factor receptor, heat-shock protein 27, myelin basic 
protein, and serine 56 and 156 of ß-casein, each of which has been observed in 
IL-1–stimulated cells ( 153 ). TNF also activates these kinases. There are at least three 
families of MAP kinases. The p42/44 MAP kinase family is associated with signal 
transduction by growth factors, including Ras-Raf-1 signal pathways. In rat mesangial 
cells, IL-1 activates the p42/44 MAP kinase within 10 minutes and also increases de 
novo synthesis of p42 ( 137 ).

p38 Mitogen-Activating Protein Kinase Activation The stress-activated protein 
kinase, which is molecularly identified as c-Jun N-terminal kinase, is phosphorylated in 
cells stimulated with IL-1 ( 154 ). In addition to p42/44, two members of the MAP kinase 
family (p38 and p54) have been identified as part of an IL-1 phosphorylation pathway 
and are responsible for phosphorylating heat-shock protein 27 ( 138 , 139 ). In rabbit 
primary liver cells, IL-1 selectively activates c-Jun N-terminal kinase without apparent 
activation of p38 or p42/p38 MAP kinases ( 155 ). These MAP kinases are highly 
conserved proteins homologous to the HOG-1 stress gene in yeasts. In fact, when 
HOG-1 is deleted, yeasts fail to grow in hyperosmotic conditions; however, the 
mammalian gene coding for the IL-1–inducible p38 MAP kinase ( 139 ) can reconstitute 
the ability of the yeast to grow in hyperosmotic conditions ( 156 ). In cells stimulated with 
hyperosmolar NaCl, LPS, IL-1, or TNF, indistinguishable phosphorylation of the p38 
MAP kinase takes place ( 157 ). In human monocytes exposed to hyperosmolar NaCl 
(375 to 425 mOsm/liter), IL-8, IL-1ß, IL-1a, and TNF-a gene expression and synthesis 
takes place and are indistinguishable from those induced by LPS or IL-1 ( 28 , 158 ). 
Thus, the MAP p38 kinase pathways involved in IL-1, TNF, and LPS signal 
transductions share certain elements that are related to the primitive stress-induced 
pathway. The dependency of Rho members of the GTPase family (see previous 
discussion) for IL-1–induced activation of p38 MAP kinases has been demonstrated ( 
159 ). This latter observation links the intrinsic GTPase domains of IL-1RI and IL-1R-AcP 
with activation of the p38 MAP kinase. 
Inhibition of p38 Mitogen-Activating Protein Kinase The target for pyridinyl imidazole 
compounds has been identified as a homolog of the HOG-1 family ( 160 ); its sequence is 
identical to that of the p38 MAP kinase–activating protein 2 ( 161 ). Inhibition of the p38 
MAP kinase is highly specific for reducing LPS- and IL-1–induced cytokines ( 160 ). 
IL-1–induced expression of human immunodeficiency virus type 1 is suppressed by 
specific inhibition with pyridinyl imidazole compounds ( 162 ). As expected, this class of 
imidazoles also prevents the downstream phosphorylation of heat-shock protein 27 ( 163 

). Compounds of this class appear to be highly specific for inhibition of the p38 MAP 
kinase in that there was no inhibition of 12 other kinases. When one of these 
compounds was used, both hyperosmotic NaCl -- and IL-1a–induced IL-8 synthesis was 
inhibited ( 158 ). It has been proposed that MAP kinase–activating protein 2 is one of the 
substrates for the p38 MAP kinases and is the kinase that phosphorylates heat-shock 
protein 27 ( 163 ). 

Human Abnormalities in Interleukin-1 Receptor Type I Expression



A case of a cortisol-secreting adrenal adenoma causing Cushing’s syndrome in a 
62-year-old woman has been described ( 164 ). The patient exhibited the classic clinical 
and laboratory findings of Cushing’s syndrome, which abated once the tumor was 
removed. Examination of the tissue revealed high expression of IL-1RI. Moreover, 
unlike normal adrenal cells, the tumor did not respond to corticotropin-induced cortisol 
production but, rather, responded to IL-1ß stimulation with cortisol production. In 
contrast to the patient’s tumor, other adrenal tumors responded to corticotropin-induced 
cortisol production but not IL-1ß. The abundant expression of the IL-1RI in the patient’s 
tumor in comparison with other tumors was thought to account for these observations, 
and the induction of cortisol by IL-1ß was thought to result in the pathological disease.

BLOCKING INTERLEUKIN-1 IN DISEASE

Blocking Interleukin-1 Receptor Type I in Disease

The administration of the extracellular domain of the type I receptor (IL-1sRI) has been 
used in several models of inflammatory and autoimmune disease. Administration of 
murine IL-1sRI to mice increased the survival of heterotopic heart allografts and 
reduced the hyperplastic lymph node response to allogeneic cells ( 165 ). In a rat model 
of antigen-induced arthritis, local instillation of the murine IL-1sRI reduced joint swelling 
and tissue destruction ( 107 ). When a dose of IL-sRI (1 µg) was instilled into the 
contralateral, unaffected joint, a reduction in the degree of tissue damage was observed 
in the affected joint. These data suggest that the amount of IL-1sRI given in the normal, 
contralateral joint was acting systemically. In a model of experimental autoimmune 
encephalitis, the IL-1sRI reduced the severity of this disease ( 166 ). Administration of 
IL-1sRI to animals has also been reported to reduce the physiological response to LPS, 
acute lung injury, and delayed-type hypersensitivity [reviewed by Dower et al. ( 107 )].

However, there are also data suggesting that exogenous administration of IL-1sRI may 
act as carrier for IL-1a. In mice, an intravenous injection of IL-1sRI alone induced a 
rapid increase in circulating IL-1a but not of TNF-a or IL-1ß ( 167 ). The soluble receptor 
did not interfere with the IL-1a assay. This observation is consistent with the view that 
IL-1sRI acts as a carrier for IL-1a. Treatment of mice with IL-1sRI improved length of 
survival during a lethal infection with Candida albicans.

In the accelerated model of autoimmune diabetes induced by cyclophosphamide in the 
nonobese diabetic mouse, repeated injections with IL-1sRI protected such mice from 
insulin-dependent diabetes mellitus in a dose-dependent manner; the incidence of 
diabetes was 53.3% among the mice treated with 0.2 mg/kg and only 6.7% in mice 
treated with 2 mg/kg. However, none of the doses of IL-1sRI reduced the extent of 
insulitis in nonobese diabetic mice. Splenic lymphoid cells from such mice treated with 2 
mg/kg of IL-1sRI for 5 consecutive days showed a normal distribution of mononuclear 
cell subsets and maintained their capacity to secrete IFN-? and IL-2 ( 168 ).



Effect of Interleukin-1 Soluble Receptor Type I in Humans

Recombinant human IL-1sRI has been administered intravenously to healthy humans in 
a phase I trial without side effects or changes in physiological, hematological, or 
endocrinological parameters. Thus, like infusions of IL-1Ra, infusions of IL-1sRI appear 
safe and reinforce the conclusion that IL-1 does not have a role in homeostasis in 
humans.

Human volunteers have also been injected with LPS after pretreatment with IL-1sRI. 
The basis for these studies is that in animal models, blocking IL-1 with IL-1Ra has 
reduced the severity of the response [reviewed by Dinarello ( 169 )]. Pretreatment of 
subjects with 10 mg/kg of IL-1Ra before intravenous endotoxin resulted in a statistically 
significant but modest decrease (40%) in circulating neutrophils ( 170 ). Volunteers were 
also pretreated with IL-1sRI or placebo and then challenged with endotoxin. No effects 
on fever or systemic symptoms were noted. Although there was a decrease in the level 
of circulating IL-1ß in comparison to placebo-treated volunteers, there was also a 
decrease in the level of circulating IL-1Ra ( p < 0.001) resulting from complexing of the 
soluble receptor to endogenous IL-1Ra ( 171 ). This decrease was dose-dependent and 
resulted in a 43-fold decrease in endotoxin-induced IL-1Ra. High doses of IL-1sRI were 
also associated with higher levels of circulating TNF-a and IL-8 as well as 
cell-associated IL-1ß ( 171 ). These results support the concept that IL-1sRI binds 
endogenous IL-1Ra and reduces the biological effectiveness of this natural IL-1Ra in 
inhibiting IL-1. As discussed later, patients with rheumatoid arthritis treated with IL-1sRI 
do not exhibit improved clinical outcome, and the mechanism is likely to the to the 
binding of endogenous IL-1Ra with a reduction in its biological role.

IL-1sRI was administered subcutaneously to 23 patients with active rheumatoid arthritis 
in a randomized, double-blind, two-center study ( 172 ). Patients received subcutaneous 
doses of the receptor at 25, 250, 500, or 1,000 µg/m 2 per day or placebo for 28 
consecutive days. Although four of eight patients receiving 1,000 µg/m 2 per day 
showed improvement in at least one measure of disease activity, only one of these four 
patients exhibited clinical improvement. As in the placebo-treated patients, lower doses 
of the receptor did not result in any improvement by acceptable criteria. Despite this 
lack of clinical or objective improvement in disease activity, cell surface monocyte IL-1a 
expression in all patients receiving IL-1sRI was significantly reduced. Other parameters 
of altered immune function in common in patients with rheumatoid arthritis were also 
reduced. One possible explanation for the lack of clinical response despite efficacy in 
suppressing immune responses could be the inhibition of endogenous IL-1Ra. This was 
observed in volunteers receiving IL-1sRI before challenge by endotoxin ( 171 ).

A phase I trial of IL-1sRI was conducted in patients with relapsed and refractory acute 
myeloid leukemia. IL-1sRI was well tolerated. Serum levels of IL-1ß, IL-6, and TNF-a 
did not change. Circulating levels of IL-1sRI were elevated 360- and 25-fold after 
intravenous and subcutaneous administration, respectively. There were no complete, 



partial, or minor responses to treatment ( 173 ).

The goal of any anti–IL-1 strategy is to prevent IL-1 binding to surface receptors. Using 
IL-1sRI to block IL-1 activity in disease is similar to using neutralizing antibodies against 
IL-1 and distinct from using receptor blockade with IL-1Ra. Because the molar 
concentrations of circulating IL-1 in disease are relatively low, pharmacological 
administration of IL-1sRI to reach a 100-fold molar excess of the soluble receptor over 
that of IL-1 is feasible. The human trial of IL-1sRI in delayed hypersensitivity reactions 
supports the notion that low doses (100 µg per patient) can have anti-inflammatory 
effects. The fusion of two chains of extracellular domains of the type IL-1RI to the 
crystallized fragment portion of immunoglobulin enhances the binding IL-1 over that of 
monomeric IL-1sRI ( 174 ) and may have a longer plasma half-life than the monomeric 
form. However, as shown in the study of IL-1sRI in rheumatoid arthritis, binding of the 
endogenous IL-1Ra worsened the disease. In contrast to neutralizing IL-1 itself, the 
goal of receptor blockade requires the condition of blocking all unoccupied IL-1 surface 
receptors, because triggering only a few evokes a response. Receptor blockade is a 
formidable task, partly because large amounts of IL-1Ra are necessary to reduce 
disease activity. The potential disadvantage of using IL-1sRI therapy is the possibility 
that these receptors will either prolong the clearance of IL-1 or bind the natural IL-1Ra.

The soluble form of IL-1RI and IL-1RII circulate in healthy humans at molar 
concentrations that are 10- to 50-fold greater than those of IL-1ß measured in septic 
patients and 100-fold greater than the concentration of IL-1ß after intravenous 
administration ( 175 ). Why do humans have a systemic response to an infusion of IL-1a 
( 176 ) or IL-1ß? One conclusion is that binding of IL-1 to the soluble forms of IL-1R types 
I and II exhibits a slow “on” rate in comparison with the cell-bound IL-1RI.

In addition, naturally occurring neutralizing antibodies to IL-1a are present in many 
persons and probably reduce the activity of IL-1a. Despite the portfolio of soluble 
receptors and naturally occurring antibodies, IL-1 produced during disease does, in fact, 
trigger the type I receptor, inasmuch as, in animals and humans, blocking receptors or 
neutralizing IL-1 ameliorates disease. These findings underscore the high functional 
level of only a few IL-1 type I receptors. They also imply that the 
post–receptor-triggering events are greatly amplified. It seems reasonable to conclude 
that treating disease on the basis of blocking IL-1R needs to take into account the 
efficiency of so few type I receptors in initiating a biological event.

INTERLEUKIN-1 RECEPTOR ANTAGONIST

Studies Using Interleukin-1 Receptor Antagonist in Animals and Humans

Because IL-1Ra exhibits no species specificity, much data have revealed a role for IL-1 
in models of disease. As shown in Fig. 4, when IL-1Ra binds to the type I IL-1R, there is 
no formation of the heterodimer with the IL-1R-AcP chain. In the presence of IL-1ß, 
there is no signal transduction, and hence there is classic competitive inhibition similar 
to other receptor antagonists. However, unlike small molecule receptor antagonists, 
IL-1Ra appears to be a pure receptor antagonist. Although not shown in the figure, 



IL-1Ra occupancy of the type I receptor also prevents the binding of IL-1a to the cell 
receptor. Because there is considerable evidence that the biological response of IL-1a 
is attributable to its membrane form, IL-1Ra nevertheless blocks the activities of 
membrane IL-1a.

 
FIG. 4. Interleukin-1 receptor antagonist prevents interleukin-1 signaling. (See text for 
discussion.)

IL-1Ra is used to treat patients with rheumatoid arthritis. The recombinant form of 
IL-1Ra produced in Escherichia coli is known by the generic name anakinra. Before 
IL-1Ra was approved for treating rheumatoid arthritis in humans, there were extensive 
preclinical trials in various animal models, particularly in models of autoimmune 
diseases and model of rheumatoid arthritis. Table 4 lists the effect of IL-1Ra in various 
animal models of disease.

 
TABLE 4. Effects of interleukin-1Ra

The late Phillipe Seckinger, working in the laboratory of Jean-Michel Dayer, 
demonstrated that the urinary inhibitor of IL-1 prevented IL-1 binding to cells ( 177 ). A 
similar IL-1 inhibitor was induced by stimulating human blood monocytes with IgG ( 178 ). 
This IL-1 inhibitor was purified to homogeneity, and the amino acid sequence was used 



to clone the molecule from a monocyte cDNA library ( 179 ). The recombinant IL-1 
inhibitor was renamed IL-1Ra and was shown to block the binding of IL-1a as a 
receptor antagonist. The surprise for the entire IL-1 field was the discovery that the 
amino acid sequence of IL-1Ra was more homologous to the amino acid sequence of 
IL-1ß than that of IL-1a was to that of IL-1ß. There is only one IL-1Ra gene, but several 
isoforms exist. Unlike IL-1ß, IL-1Ra has a classic leader peptide and is readily secreted. 
The other forms of IL-1Ra—namely, intracellular forms lacking a leader peptide but 
derived from the same gene—have been reported. When expressed as a mature 
recombinant molecule, intracellular IL-1Ra blocks IL-1 binding as well as does the 
secreted form.

The structural analysis of the IL-1RI/IL-1Ra complex with x-ray crystallography reveals 
that IL-1Ra contacts all three domains of IL-1RI. IL-1ß has two sites of binding to 
IL-1RI. There is a primary binding site located at the open top of its barrel shape and a 
second site on the back side of the IL-1ß molecule. IL-1Ra also has two binding sites, 
which are similar to those of IL-1ß. However, the back side site of IL-1Ra is more 
homologous to that of IL-1ß than is the primary binding site. Thus, the back side site of 
IL-1Ra binds to IL-1RI tightly and occupies the receptor. Because the second binding 
site is not available, IL-1Ra does not recruit the IL-1R-AcP to form the heterocomplex 
necessary to trigger a signal. After binding of IL-1Ra to IL-1RI–bearing cells, there was 
no phosphorylation of the epidermal growth factor receptor, a well-established and 
sensitive assessment of IL-1 signal transduction. Overwhelming evidence that IL-1Ra is 
a pure receptor antagonist comes from studies of intravenous injection of IL-1Ra into 
healthy humans. At doses 1,000,000-fold greater than that of IL-1a or IL-1ß, IL-1Ra had 
no agonist activity in humans ( 180 ).

Mice deficient in IL-1Ra have low litter numbers and exhibit growth retardation in adult 
life ( 181 ). These animals also have elevated basal concentrations of plasma IL-6 and 
exhibit higher levels of hepatic acute-phase proteins in comparison with those of 
wild-type control mice. Injection of endotoxin or a turpentine abscess in 
IL-1Ra–deficient mice results in increased lethality. In a model of endotoxin-induced 
inflammation, IL-1Ra–deficient mice exhibit nearly twofold higher serum levels of 
sphingomyelinase than do wild-type mice. The most dramatic phenotype has been 
observed in IL-1Ra–deficient mice crossed from a C57BL/6 to a BALB/c genetic 
background ( 6 ). In these IL-1Ra–deficient mice, but not in IL-1Ra–deficient mice with 
the original C57BL/6 genetic makeup, a chronic inflammatory polyarthropathy 
developed spontaneously. The joints showed prominent synovial and periarticular 
infiltration of inflammatory cells, osteoclast activation, and structural erosion associated 
with the presence of granulation tissue. Overall, the histological pattern appeared 
similar to that of humans with rheumatoid arthritis. Elevated levels of anti-IgG1, but not 
anti–immunoglobulin M, were observed, as were elevated levels of rheumatoid factor 
and anti–double-strand DNA antibodies. Steady-state levels of COX-2, IL-1RI, IL-1ß, 
IL-6, and TNF-a mRNA in the affected joints were also increased. Bone erosion with 
arthritis was present in the joints of IL-1Ra–deficient mice, which was consistent with 
the observation that mice deficient in IL-1RI exhibited no significant trabecular bone 
loss after ovariectomy, in comparison with wild-type controls ( 70 ).

The finding that IL-1Ra–deficient mice spontaneously develop a destructive, 



inflammatory arthropathy strongly suggests that endogenous IL-1Ra functions to 
suppress inflammation in mice living in a normal environment. Furthermore, because 
IL-1Ra binds only IL-1 receptors, the results also implicate IL-1 as an essential cytokine 
in the pathological process. The onset of this autoimmune process requires a genetic 
background favoring the Th2 response, which produces antibodies rather than cytotoxic 
T cells in response to antigens. The immunological stimulus probably occurs when 
either an endogenous antigen or an antigen from the intestinal flora triggers a Th2 
response, which, in the absence of IL-1 blockade, is uncontrolled.

IL-1Ra–deficient mice also develop a lethal arterial inflammation involving primary and 
secondary branch points of the aorta ( 7 ). These are stress points in the vessel wall as a 
result of blood flow and are also the same locations at which atherosclerotic plaques 
are commonly found. The lesions are characterized by transmural infiltration of 
neutrophils, macrophages, and CD4 + T cells. Death is caused by vessel wall collapse, 
stenosis, and organ infarction. Heterozygotes, which have reduced but detectable levels 
of endogenous IL-1Ra in comparison with wild-type controls, do not die from this severe 
arteritis but do develop small arterial lesions.

Numerous studies have implicated IL-1 in the pathogenesis of rheumatoid arthritis. 
Although the systemic administration of IL-1 or the instillation of IL-1 into a joint space 
provides supportive data, there are drawbacks to interpreting the effects of exogenously 
applied IL-1 as a preclinical model. The most convincing preclinical evidence for a 
pivotal role for IL-1 in rheumatoid arthritis is derived from experimental models in which 
specific blockade of IL-1 activity reduces one or more of the pathological processes that 
arise in the context of the naturally occurring disease. The administration of IL-1Ra 
reduces the inflammation as well as the loss of bone and cartilage in the rat adjuvant 
arthritis model and hence fulfills the criteria of reduction in disease severity in a complex 
model that mimics human rheumatoid arthritis. Rats with developing adjuvant arthritis 
were treated with IL-1Ra by continuous infusion. The results showed modest but 
significant reductions in swelling of the ankle joints and in paw weights and histological 
improvement of bone and cartilage lesions. However, marked inhibition (53%) of bone 
resorption was also observed, even at doses at which anti-inflammatory activity was not 
seen ( 182 ). A well-studied model for mimicking human rheumatoid arthritis is 
collagen-induced arthritis in which immunization with type II collagen is used. In this 
model, high levels of exogenous IL-1Ra completely suppress the disease ( 182 ). In the 
collagen-induced arthritis model in rats, methotrexate alone reduced bone erosions by 
57%, but the combination of IL-1Ra with methotrexate reduced bone erosions by 97% ( 
182 ). In addition, IL-1Ra treatment of rats with established collagen-induced arthritis 
resulted in nearly complete suppression of all parameters of the disease ( 182 ). Other 
methods of providing higher therapeutic levels of IL-1Ra have been investigated. For 
example, after transplantation of murine 3T3 fibroblasts transfected with the gene for 
human IL-1Ra, paws and knee joints were inspected to evaluate inflammation and 
cartilage destruction in a murine model of type II collagen-induced arthritis. The onset of 
collagen-induced arthritis was almost prevented in joints containing the transfected 
IL-1Ra–expressing cells, whereas joints containing cells transfected with the control 
(empty) vector showed severe inflammation and destruction of cartilage. In the paw 
ipsilateral to the IL-1Ra gene–expressing knees, reduced inflammation and joint 
destruction were observed ( 183 ). After instillation of endotoxin directly into the joints of 



rabbits, leukocyte infiltration and protein leak developed; however, administration of a 
neutralizing monoclonal antibody against rabbit IL-1Ra resulted in a 50% increase in the 
level of IL-1ß and a 20% to 40% enhancement of leukocyte infiltration and protein 
leakage ( 184 ). It can be concluded that endogenous IL-1Ra functions as an 
anti-inflammatory cytokine in this model by limiting the production of IL-1ß as well as the 
intensity of the inflammatory response.

Human chondrocytes can be cultured in the presence of a cartilaginous matrix and 
studied for the synthesis of proteoglycans. When synovial fibroblasts from patients with 
rheumatoid arthritis are added to this system, the cartilaginous matrix is destroyed in 10 
to 18 days. The addition of IL-1Ra or anti–IL-1ß monoclonal antibodies reduced the 
destruction of the matrix by 45% and 35%, respectively ( 185 ).

Interleukin-1 Receptor Antagonist (Anakinra) Treatment in Humans with 
Rheumatoid Arthritis

In a randomized, double-blind trial, anakinra was administered to 175 patients at 21 
sites in the United States ( 186 ). During the first 3 weeks of the trial, patients received 
subcutaneous doses of 20, 70, or 200 mg of anakinra one, three, or seven times per 
week. To maintain the blindness of the study, patients received placebo injections on 
the days that anakinra was not administered. After 3 weeks, a statistically significant 
reduction in the swollen joint count was observed in patients receiving 70 or 200 mg per 
day ( p < 0.01). Daily dosing was more effective than dosing three times per week, 
according to assessment by the number of swollen joints, the investigator and patient 
assessments of disease activity, pain score, and C-reactive protein (CRP) levels. CRP 
levels fell from a mean baseline of 4.7 µg/mL to 2.6 µg/mL after 3 weeks of daily 
therapy of 70 mg/day during the treatment phase. After this study, anakinra was 
evaluated in a double-blind, placebo-controlled European multicenter study in 472 
patients ( 3 ). Patients had severe rheumatoid arthritis (disease duration, between 6 
months and 8 years) and had discontinued use of disease-modifying drugs 6 weeks 
before entry into the study. Patients were randomly assigned to a 24-week course of 
therapy with placebo or one of three subcutaneous doses of anakinra: 30, 75, or 150 
mg/day. After 24 weeks, 43% of the patients receiving 150 mg/day of anakinra exhibited 
a significant reduction in disease, in comparison with 27% of patients injected with 
placebo. In addition, there was a similar reduction in CRP levels and erythrocyte 
sedimentation levels at all doses, whereas CRP and erythrocyte sedimentation levels 
did not change in the placebo group.

The rate of radiologic progression of joint destruction in the patients receiving anakinra 
was significantly less than in the placebo group at 24 weeks ( 187 ). An additional 
evaluation of these patients revealed a decrease in the rate of progression in erosion 
and joint space narrowing in comparison with patients receiving placebo. These clinical 
findings are consistent with anakinra blocking the osteoclast activating factor property of 
IL-1 as has been reported using in vitro cultures ( 188 ). In fact, when purified to 
homogeneity, the amino terminal sequence of osteoclast activating factor revealed that 
osteoclast activating factor was, in fact, IL-1ß ( 189 ). In patients who received anakinra, 
synovial biopsies before and after 24 weeks of daily treatment revealed evidence of 



decreased cellular infiltration and expression of E-selectin and vascular cell adhesion 
molecule 1, through immunohistochemical techniques ( 5 ). In addition, the numbers of 
macrophages and lymphocytes in the subintimal tissue were reduced in comparison 
with those found in biopsies from patients treated with injections of placebo. The study 
also found evidence of a reduction or arrest in cellular markers of progressive joint 
disease in the synovial membrane.

CONCLUSIONS

IL-1 and IL-2 were the first two cytokines cloned, and the availability of the recombinant 
molecules rapidly aided investigations. In the brief history of cytokines in relation to 
immune responses, IL-1 was originally thought to play a role as a nonspecific activator 
of lymphocyte responses to mitogens and antigens; IL-1 remains a nonspecific activator 
of lymphocytes during antigenic challenge. However, with the expanded studies of 
specifically blocking IL-1 and the use of IL-1 receptor–deficient mice, the role of IL-1 in 
disease appears more relevant to inflammation, and the cytokine exhibits a greater 
influence on tissue destruction rather than being required for a proper immune 
response. There is no question, however, that inflammation affects immune responses, 
but in the case of IL-1, the effect of the cytokine may be related to its ability to increase 
immune cell infiltration to an antigenic site. In addition, IL-1 may act as an 
immunosuppressive cytokine because of the ability of IL-1 to stimulate genes such as 
nitric oxide synthase and COX-2. On the other hand, IL-1ß acts as an adjuvant and is 
required for the development of T-dependent antibodies to sheep red blood cells. 
Understanding the role of IL-1 in any immune response has been facilitated by blocking 
the IL-1 receptor with the IL-1Ra, which, because it exhibits no species specificity, has 
been used in various models of disease and immunological challenge. Thus, a better 
understanding of IL-1 has emerged for a role in affecting the pathogenesis of disease, 
particularly autoimmune diseases. Thousands of patients with rheumatoid arthritis are 
treated with IL-1Ra (the generic agent known as anakinra). The efficacy of IL-1Ra in 
reducing the severity of the disease and slowing the destructive processes of the joints 
is now well recognized and supports a broader role of this cytokine in immunobiology.
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INTRODUCTION

The immune system consists of diverse subpopulations of leukocytes, which unlike 
specialized cells in other physiologic systems must migrate through all tissues of the 
body for the whole system to work. At the molecular level, migration is coordinated in 
large part by the chemokines, a superfamily of specialized cytokines that directly and 
differentially chemoattract specific subsets of leukocytes. Some chemokines also 
regulate leukocyte development, differentiation, and effector functions, and some have 
functions unrelated to the immune system, such as organ development and regulation 
of angiogenesis. However, leukocytes are the most general target, migration the most 
general cellular response, and immunoregulation the most general biological function 
for these molecules. In addition to promoting normal host defense and repair, 
chemokines also have a dark side. They may act inappropriately and destructively as 
pathologic amplifiers of inflammation in the setting of immunologically mediated 
disease. They may also play a role in cancer through effects on tumor-cell proliferation, 
angiogenesis, and metastasis. In addition, many pathogens, including HIV, various 
herpesviruses and poxviruses, and the malaria-causing protozoan Plasmodium vivax, 
have evolved mechanisms to exploit or block the chemokine system to promote 
infection and disease. Together these pathologic roles have focused attention on 
chemokine receptors as potential drug targets. In addition, chemokines themselves 
have translational potential as biological response modifiers, for example as adjuvants 
in DNA vaccines. To date, over 100 chemokines, chemokine receptors, and viral 
chemokine mimics have been discovered, each having its own interesting place in 
immunology. This chapter will introduce the main principles of chemokine structure and 
function, and then focus on selected aspects of immunoregulation and disease in which 
individual chemokines have been found to play key roles in vivo. The figures and 
appendices provide core information about each chemokine and its receptor.

A BRIEF HISTORY OF CHEMOKINES

Chemokine research began quietly in 1977 with the discovery of CXCL4 (originally 
called platelet factor 4 [PF-4]), a protein stored in platelet a granules. From 1983 to 
1987, several cDNAs encoding proteins related to CXCL4 were discovered by 
investigators searching for cell differentiation or activation genes, and were recognized 



as a structurally related molecular family before any functions were established ( 1 , 2 , 3 

and 4 ). The discovery of CXCL8 (IL-8) in 1987 was the Big Bang in chemokine research 
and a landmark in immunology, because this molecule was the first leukocyte 
subtype–selective chemoattractant found, and the first chemokine shown to have 
chemotactic activity. This focused the search for chemokine function correctly on 
leukocyte chemotaxis and stimulated a search for new family members. Soon thereafter 
the first monocyte-, T cell-, and eosinophil-targeted chemokines were discovered in 
rapid succession. Database mining has been used as a powerful strategy to identify 
additional members of the family, which currently stands at 43 human members, the 
largest number of structurally related cytokines by far ( 5 ). Meanwhile, a conceptual 
model for how chemokines might work in vivo was formulated. Known as the multistep 
paradigm of leukocyte trafficking, this model postulates that chemoattractants and 
adhesion molecules coordinately regulate interactions between leukocytes and 
endothelial cells, thereby allowing both transendothelial migration and differential 
targeting to specific anatomic sites ( 6 , 7 ). The term “chemokine,” a neologism derived 
from “chemotactic cytokine,” was coined in 1993 to identify the superfamily and to 
distinguish its members from other types of leukocyte chemoattractants, such as the 
“classical chemoattractants” (complement protein C5a, N-formylpeptides such as 
fMet-Leu-Phe [fMLF], and the endogenous lipid mediators leukotriene B4 and 
platelet-activating factor) ( 8 , 9 ).

In the early 1990s, as the role of chemokines in regulating inflammation became more 
and more apparent, many investigators began to consider them as promising drug 
targets. This view was reinforced when chemokine receptors were found to be 
members of the 7-transmembrane domain (7TM) protein family of G protein–coupled 
receptors (GPCRs) ( 10 ), a class of receptors that unlike cytokine receptors is highly 
amenable to blockade with small organic molecules. In fact, GPCRs are disease targets 
for a high proportion of non-antibiotic prescription drugs ( 11 ).

By 1996 the early era of chemokine research, which was focused on phagocytes, 
inflammation and innate immunity, merged with the beginning of a second era focused 
on adaptive immunity ( 12 , 13 , 14 , 15 and 16 ). Also in 1996, interest in the field exploded 
in an unanticipated direction when chemokines were found to suppress HIV replication 
by blocking viral usage of chemokine receptors, particularly CXCR4 and CCR5, for cell 
entry ( 17 , 18 ). The idea that pathogens could exploit the chemokine system was 
reinforced by the discovery of viral chemokine and chemokine receptor mimics encoded 
by herpesviruses and poxviruses ( 19 , 20 and 21 ), and usage of the Duffy antigen 
receptor for chemokines (DARC) by P. vivax as a cell entry factor in malaria ( 22 ). More 
recently, knockout mice, neutralizing antibodies, and receptor antagonists have been 
developed to study the biological roles of individual chemokines and chemokine 
receptors in animal models of disease ( 23 ).

MOLECULAR ORGANIZATION OF THE CHEMOKINE SYSTEM

The chemokine system consists of chemokine ligands, chemokine receptors, 
nonsignaling chemokine binding proteins, and nonchemokine chemokine receptor 



ligands ( Fig. 1). All four types of components are also encoded by microbes, mainly 
viruses, which are discussed in a later section.

 
FIG. 1. Global organization of the chemokine network. Eight categories of molecules, 
four in vertebrates ( open boxes) and four in viruses ( filled boxes) have been identified. 
Arrows denote binding interactions; (+), binding that leads to signal transduction and a 
cellular response; (-), binding without cell signaling. Orphan receptors are theoretical 
proteins identified through genomics which have sequences that are most highly related 
to known chemokine receptors. (See text, tables, and appendices for properties of 
molecules in each category.)

Structural Classification and Nomenclature

Chemokines are defined by amino-acid–sequence relatedness, not by function. They 
are subclassified into two large (CC and CXC) and two small (C and CX3C) groups 
based on the number and positioning of the most highly conserved amino acids, which 
are cysteines ( Fig. 2). All chemokines have at least two conserved cysteines, and all 
but two have at least four. In the four-cysteine group, the first two, which are located 
close to the N-terminus, are either adjacent (CC) or else separated by either one (CXC) 
or three (CX3C) nonconserved amino acids. The C chemokines are exceptional since 
they have only Cys-2 and Cys-4. In human, there are at the time of this writing 1, 2, 16, 
and 24 known members of the CX3C, C, CXC, and CC groups, respectively. Sequence 
similarity is low, at <30%, between members of different groups, but ranges from ˜30% 
to 99% among CC and CXC chemokines considered separately. The cysteine motifs 
are used as roots followed by “L” for ligand and a number (e.g., CXCL1) in a systematic 
nomenclature that was established to deal with the problem of competing aliases ( 24 ). 
When older nonstandard names are used in scientific communication, the standard 
name is customarily indicated the first time the nonstandard name is mentioned.



 
FIG. 2. Chemokine classification and nomenclature. Chemokine classes are defined by 
the number and arrangement of conserved cysteines, as shown. Brackets link cysteines 
that form disulfide bonds. ELR, glu-leu-arg; X, an amino acid other than cysteine. The 
underscore is a spacer used to optimize the alignment. The N- and C-termini can vary 
considerably in length (not illustrated). For the molecules with four cysteines, there are 
approximately 24 amino acids between Cys-2 and Cys-3 and 15 amino acids between 
Cys-3 and Cys-4. At right are listed the nomenclature system and the number of human 
chemokines known in each class (n).

The CC and CXC chemokine groups can be further divided by structural similarities into 
subgroups, some of which have clear-cut functional correlates ( Figure 3 and Figure 4). 
The strongest is the ELR subgroup of CXC chemokines (CXCL1, 2, 3, 5, 6, 7, and 8), 
which have >40% amino-acid identity, attract neutrophils, bind to the receptor CXCR2, 
and are angiogenic. ELR refers to a conserved Glu-Leu-Arg motif N-terminal to Cys-1, 
which is required for CXCR2 activation ( 25 ). Among the non–ELR-CXC chemokines, 
only CXCL12 (SDF-1 [stromal cell-derived factor-1]), which binds CXCR4, not CXCR2, 
attracts neutrophils; it is also angiogenic. CXCL9 (Mig [Monokine inducible by ? IFN]), 
CXCL10 (IP-10 [?-IFN–inducible protein-10 kD]) and CXCL11 (I-TAC 
[interferon-inducible T cell a chemoattractant]) form a small subgroup with >40% amino 
acid identity that binds CXCR3 ( 26 ). They and CXCL4 (PF-4) are all strongly angiostatic 
( 27 ).

 
FIG. 3. The CXC, CX3C, and C chemokine families. Older and less commonly used 
synonyms can be found in Murphy et al. ( 31 ). NA, not applicable; ND, not determined. 
Acronyms are defined in text and in Appendix 1.



 
FIG. 4. CC chemokine family. Older and less commonly used synonyms can be found 
in Murphy et al. ( 31 ). NA, not applicable; ND, not determined. Acronyms are defined in 
text and in Appendix 1.

The CC phylogenetic tree has two large subgroups, the MCPs (monocyte 
chemoattractant protein) and the MIPs (macrophage inflammatory protein), whose 
members typically chemoattract monocytes but not neutrophils, in addition to having 
differential cell targets ( 28 ). Two other subgroupings are not apparent from the 
phylogenetic tree. Members of the 6C subgroup (CCL7, 9, 15, 21, and 23) have two 
additional cysteines, one in the C-terminal domain, the other either in the C-terminal 
domain or between conserved Cys-2 and Cys-3. CXCL16 and CX3CL1 (fractalkine) 
cross the cysteine motif boundary and form a unique multimodular subgroup. Each is 
comprised of an N-terminal chemokine domain, a mucin-like stalk, a transmembrane 
domain and a C-terminal cytoplasmic module ( 29 ). Shed forms exist for both. Tethered 
CX3CL1 functions as a direct adhesion molecule, and shed CX3CL1 is chemotactic.

Chemokine receptors are defined as molecules that modulate the activity of cellular 
signal transduction pathways upon binding chemokines. The 18 known human 
chemokine receptors and the classical chemoattractant receptors, but not receptors for 
other immunoregulatory cytokines, belong to the Type 1 rhodopsin family of 7TM 
GPCRs. (See http://www.gpcr.org/7tm for a website devoted to this superfamily.) Apart 
from odorant receptors, this is the largest known subfamily of GPCRs, itself the largest 
protein family from C. elegans to human.

In human, several chemokines and receptors pair monogamously, whereas the majority 
pair with varying degrees of promiscuity ( Appendix 1). The specificities of promiscuous 
ligand–receptor pairs may overlap considerably. However, each chemokine binds a 
unique set of receptors and each receptor binds a unique set of chemokines. Almost all 
chemokines are chemotactic agonists, but five have been reported that are agonists at 
one receptor and antagonists at another. CXCL9, 10, and 11 all activate CXCR3, which 
is associated with Th1 cells, but inhibit CCR3, which is associated with Th2 cells. The 



net result may be to favor a Th1 immune response. Conversely, CCL7 (MCP-3) and 
CCL11 (eotaxin) activate CCR3, but are antagonists at CCR5 and CCR2, respectively, 
which are associated with Th1 cells. The net result may be to favor a Th2 response.

The ligand binding, membrane anchoring, and signaling domains of chemokine 
receptors are all molded from a single polypeptide chain. Therefore, promiscuous 
ligands of a given receptor interact with the same receptor chain, which contrasts with 
other types of cytokines that share receptors, such as IL-2, IL-13, and IL-15, where 
formation of multichain receptor complexes with shared signaling chains and unshared 
ligand binding chains is more typical ( 30 ). Receptor nomenclature, which is based on 
the fact that high-affinity ligands of promiscuous receptors are usually restricted to one 
chemokine subclass, is formulated as follows: ligand subclass root + R (for “receptor”) + 
a number in order of discovery ( 31 ). An exception is the C chemokine receptor XCR1, 
where “X” distinguishes it from CR1, the previously assigned name for complement 
receptor 1. Accordingly, the XCR1 ligands are named XCL1 and XCL2 (lymphotactin a 
and ß).

Three nonsignaling 7TM chemokine–binding proteins have been identified: Duffy, D6, 
and CCX CKR, the human homolog of the bovine gustatory receptor PPR1 ( 31 , 32 ). 
One theory is that these proteins function as anti-inflammatory chemokine buffers. 
Duffy is an extreme exception to the ligand rule since it binds with high affinity to many, 
but not all, CC and CXC chemokines.

Endogenous nonchemokine–chemokine receptor ligands have been identified. One 
example, tyrosyl tRNA synthetase, is normally involved in protein synthesis, but may 
also be involved in innate immunity since it has a cleavable subdomain containing an 
ELR motif that is able to specifically activate the CXCL8 receptor CXCR1 ( 33 ). A 
second, human ß defensin 2 (HBD2), is an antimicrobial peptide released from 
activated neutrophils, but may also be involved in the transition from innate to adaptive 
immunity since it specifically chemoattracts immature dendritic cells via CCR6 ( 34 ). The 
immunoregulatory functions of these chemokine mimics have not been defined in vivo.

Immunologic Classification

With regard to leukocyte specificity, both broad- and narrow-spectrum 
chemokine–receptor pairs have been identified. Together they cover the full spectrum 
of leukocytes and can be divided into two main subsystems, inflammatory and 
homeostatic, according to whether they mainly control effector cell trafficking to 
inflamed sites or basal trafficking functions ( Figure 3 and Figure 4, Appendix 1, 
Appendix 2, Appendix 3 and Appendix 4).

In general, homeostatic chemokines, which are differentially and constitutively 
expressed in specific microenvironments of primary and secondary immune organs, 
differentially activate hematopoietic precursor cells, dendritic cells (DC) and 
lymphocytes via specific receptors ( 35 , 36 , 37 , 38 , 39 and 40 ). The inflammatory 
subsystem has separate components for innate and adaptive immunity. The innate 
components include ligands that are strongly induced by diverse tissue cells and 



leukocytes, and receptors that are constitutively expressed on myeloid cells and NK 
cells ( 41 , 42 and 43 ). In contrast, in the cellular arm of the adaptive immune system both 
the chemokine ligand and receptor tend to be strongly induced. Dynamic shifts in 
receptor expression occur during DC and NK-cell maturation and during B- and T-cell 
maturation, activation and differentiation. This is not an absolute classification, since 
constitutive chemokines may be further induced, and chemokines which are highly 
inducible in some cell types may be constitutively expressed in others. For example, 
CCL21 (SLC, secondary lymphoid tissue chemokine), which regulates T cell homing to 
lymph node via CCR7, can also be induced in damaged neurons and recruit microglial 
cells via CXCR3.

Chemokine System Genes and Evolution

Although the GPCR superfamily extends to yeast, chemokines have not been found 
earlier than lamprey (for updates and phylogenies see the Cytokine Family cDNA 
database at http://cytokine.medic.kumamoto-u.ac.jp/). Both CC and CXC chemokines 
have been found in fish. Thus the chemokine system appears to have originated and 
rapidly diversified early in vertebrate evolution. Both ligand and receptor repertoires are 
large in the most thoroughly studied organisms, human and mouse, and their evolution 
is dynamic since there are numerous examples of lineage-specific genes ( 44 ). For 
example, mouse has only one copy of the genes for CCL3 (MIP-1a) and CCL4 
(MIP-1ß), whereas multiple nonallelic human genes for CCL3 and CCL4 have been 
found that differ by as little as one amino acid in the open reading frame (ORF). 
Moreover, the number of these variants may differ among individuals.

Human chemokine genes are named using the formula SCY (for small cytokine) + a 
letter, “A,” “B,” “C,” or “D,” which corresponds to the CC, CXC, C, and CX3C 
chemokines, respectively, + a number, given in the order of discovery. Genes encoding 
inflammatory chemokines are found in two main clusters on human chromosomes 
4q12-q21 (CXC) and 17q11-q21 (CC), whereas genes for homeostatic chemokines are 
scattered alone or in small clusters on chromosomes 1, 2, 5, 7, 9, 10 and 16 ( 44 ). The 
genes typically are ˜4 kb long and usually have four exons in the case of CXC 
chemokines and three exons in the case of CC chemokines ( 45 ). The promoter is 
immediately upstream of exon 1, which encodes a leader sequence and a few amino 
acids of the mature peptide. Alternative splicing has been reported for several 
chemokines, but the significance is unknown. CCL14 (HCC-1, hemofiltrate CC 
chemokine-1) and CCL15 (HCC-2) are an exceptional example of tightly linked genes 
that give rise to a family of mono- and bicistronic transcripts.

The 18 chemokine receptor genes and 3 chemokine binding protein genes can be 
divided by chromosomal location into three groups: a large cluster on human 
chromosome 3p21-23 including multiple CCRs, CX3CR1, XCR1 and CXCR6, plus D6 
and CCX CKR (n = 12); CXCR1, CXCR2 and one receptor pseudogene clustered on 
2q34-q35; and CXCR3, 4 and 5, CCR6, 7 and 10 and Duffy, which are unclustered. 
With the exception of CCR9, genes in the two clustered groups lack introns in the ORF 
but have at least one and as many as 10 introns separating the promoter from the ORF. 
In contrast, an intron divides the N-terminus of the majority of unclustered receptor 
genes (CXCR3, 4 and 5; CCR6 and 10). Several of these undergo alternative splicing 



but the products appear to function similarly. CCR2 undergoes alternative splicing of a 
virtual intron in the C-terminal region of the ORF, but the two products have similar 
function and CCR2b appears to be the major expressed form.

The great majority of chemokine and chemokine receptor genes, like most other genes 
involved in immunity and inflammation, rank among the most rapidly evolving genes in 
phylogeny. The mechanism is unknown but positive selection due to pressures exerted 
by species-specific pathogens is a reasonable possibility ( 46 ). The concept of 
pathogen-shaped molecular evolution is not new, but it has been reinforced in the case 
of the chemokine system by the identification of the viral chemokine and chemokine 
receptor mimics ( 47 ).

With regard to horizontal evolution, variation in gene dosage among individuals has 
been observed for only a few chemokines ( 48 ). The plt locus (paucity of lymph node T 
cells) in mouse, which will be discussed in a later section, is an immunologically 
important example of this. In contrast, variation in gene sequence is common among 
individuals for most chemokine and chemokine receptors. However, the degree of 
polymorphism varies greatly among different genes. The most extreme and important 
example is the CCR2–CCR5 locus, in which combinations of common dimorphic single 
nucleotide polymorphisms (SNPs) in the CCR5 promoter with an SNP in the ORF of 
CCR2 named CCR2 V64I and a 32–base pair (bp) deletion in the ORF of CCR5 named 
CCR5d32 together form at least eight distinct haplotypes and in some cases affect HIV 
disease susceptibility ( 49 , 50 ).

The Issue of Chemokine Redundancy

Two chemokines that bind to the same receptor may still have highly specific biological 
roles. There are several potential explanations for this paradox. First, they may activate 
different signal transduction pathways through the same receptor, or, more likely, 
activate the same pathway with differential efficacy. Second, they may have additional 
differentially expressed receptors. Third, as the result of divergent regulatory elements 
in their promoters, they may each be expressed at different times and in different 
microenvironments ( 23 , 51 , 52 and 53 ). For example, CXCL7 (NAP-2, 
neutrophil-activating protein-2) and CXCL8 are both agonists for neutrophil CXCR2 but 
CXCL7 is stored in platelet a granules and released upon platelet activation, whereas 
CXCL8 is made by virtually all cell types upon gene induction by pro-inflammatory 
stimuli. There are few inflammatory processes in which only one chemokine is involved. 
They typically act cooperatively, on the same or separate cell types, but in a hierarchical 
manner through promiscuous receptors. The net result is that there may be enough 
functional redundancy in the whole system such that loss of a single inflammatory 
chemokine or chemokine receptor, for example in a knockout mouse, does not cause 
altered susceptibility to naturally acquired infections or other diseases, yet there may 
not be enough redundancy to handle a stronger stress when one particularly important 
component is missing. In contrast, homeostatic chemokines act much less redundantly 
and their loss has been associated with major defects in development and basal 
leukocyte homing.



CHEMOKINE STRUCTURAL BIOLOGY

The Chemokine Fold

Mature chemokine domains range from 66 to 111 amino acids in length. Variation is 
usually due to differences at the N- and C-termini, although some small insertions and 
deletions may also occur in more central parts of the sequence. Despite the wide range 
in primary structure, studies of representative C, CC, CXC, and CX3C chemokines, 
including one viral chemokine, have revealed a conserved compact globular tertiary 
structure composed of three antiparallel ß sheets (ß1, ß2, and ß3) folded into the shape 
of a Greek key, connected by short loops, and packed by hydrophobic interactions 
against an amphipathic C-terminal a helix ( 54 ) ( Fig. 5). This helix is highly basic in 
most chemokines and may contain important determinants of glycosaminoglycan 
(GAG) binding. The ß1-strand is preceded by 20 to 30 amino acids, which include 
Cys-1 and Cys-2. Preceding Cys-1 and Cys-2 is an unordered domain, designated the 
N-terminal domain, which is variable in length and critical for receptor activation. The 
ELR motif is located here. Between these cysteines and the ß1-sheet is the so-called 
N-loop region followed by a single turn of a 3 10 helix, which are important for receptor 
binding. Cys-3 and Cys-4 are located in the ß1-ß2 loop and the ß3 strand, respectively.

 
FIG. 5. Chemokine and chemokine receptor structure. Left panel: Ribbon structure of 
CXCL8 (from Protein Data Base [ID: 1IL8]). N, amino terminus; C, carboxy terminus. 
Right panel: Structure of CCL2 monomer (shaded structure at top) bound to a 
molecular model of CCR2 (white structure at bottom) (From ref 64, with permission). 
CCR2 amino acids important for ligand binding include DYDY in the N-terminus and 
D284 in TMD7. In the model, R24 and K49 of CCL2 bind to DYDY domain, K35 binds to 
D284 and H66 and K58 side chains point away from the structure for potential 
interaction with GAGs.

P>Chemokines are very stable in biological fluids, in part because of disulfide bonds 
formed between Cys-1 and -3 and Cys-2 and -4 ( 55 ). Some members of the 6C 
subfamily of CC chemokines have a third disulfide bond tethering the C-terminal a helix 
to the ß sheet, but this does not appear to be essential for folding or function ( 45 ). The 
single disulfide in XCL1 is sufficient to stabilize the fold ( 56 ). 



Three major types of quaternary structure have been observed: monomers, dimers, and 
tetramers. Two distinct dimer types have been found: the compact CXCL8 type, 
common to many CXC chemokines, which consists of a six-strand antiparallel ß sheet 
due to interaction between the ß1 strands of the monomers, and the extended CCL4 
(MIP-1ß) type, common to many CC chemokines, which consists of an antiparallel ß 
sheet arrangement between the N-terminal domains and N-loops of the monomers. 
Although pure chemokines do not dimerize at concentrations close to the receptor 
binding constant, arguments in favor of the physiologic relevance of dimerization 
include evolutionary conservation of the dimerization interface, the ability of chemically 
forced dimers to function, and the ability of GAGs to promote dimerization at low 
chemokine concentrations ( 45 , 57 ). Recent evidence suggests that GAG induced 
dimerization of CCL2 may be critical for pro-inflammatory function in vivo ( 57a). Thus 
far, only one heteromultimer has been reported, a native heterodimer composed of 
CCL3 and CCL4 subunits purified from activated human monocytes and peripheral 
blood lymphocytes, but its structure is not defined ( 58 ).

Chemokine Receptor Structure

The protein sequences of chemokine receptors are colinear, and range between ˜340 to 
370 amino acids in length and 25% to 80% in amino acid identity. Like other 7TM 
receptors, the N-terminus is extracellular, the C-terminus is intracellular, and there are 
seven predicted membrane spanning domains, three extracellular loops (ECL), and 
three intracellular loops (ICL). The least conserved amino acids segregate to the 
extracellular face of the receptor. Common features include an acidic and relatively 
short N-terminal segment; the sequence DRYLAIVHA (single letter code), or a variation 
of it, in ICL2; a short basic ICL3, and a cysteine in each of the four extracellular 
domains. None of these characteristics is unique to chemokine receptors, but the 
ensemble is uncommon in other types of GPCRs.

Four different post-translational modifications have been identified on chemokine 
receptors, some of which have been shown to affect function. Sulfation of a tyrosine in 
the N-terminal region of CCR5 is critical for ligand recognition ( 59 ). N-glycosylation 
motifs are commonly found in the N-terminus and ECL2. N-terminal N-glycosylation 
may be important for stable surface expression of CXCR2 ( 60 ), and for HIV strain 
specificity by CCR5 ( 61 ). On CCR5, the N-terminus is O-glycosylated. The C-terminal 
domain of CCR5 is palmitoylated, which tethers this domain to the plasma membrane 
forming a fourth ICL ( 62 ).

The tertiary structure of chemokine receptors is unknown, but a reasonable model can 
be constructed based on analogy with the crystal structure of rhodopsin ( 63 ). The 
TMDs are arranged like staves in a barrel in a counterclockwise orientation relative to 
the cell interior. Disulfide bonds, one linking ECL1 and ECL2, possibly another linking 
the N-terminus with ECL3, may stabilize the structure. The ICLs form a large docking 
surface for heterotrimeric G proteins and potentially other independent downstream 
effectors. The general model of the chemokine binding site features two functionally 
distinct subsites ( Fig. 5). The first provides a docking site for the folded N-loop domain 



of the chemokine monomer, whereas the second, formed by the TMDs, accepts the 
chemokine’s N-terminus when the first subsite is occupied, and is used for triggering. 
Subsite 1 accounts for high-affinity binding, which is the sum of multiple low-affinity 
interactions involving extracellular determinants on the receptor, which may vary in 
location for different ligands ( 64 , 65 ).

Chemokine Presentation Mechanisms

Most chemokines are produced locally and act locally, and are probably presented to 
receptors as tethered ligands bound to endothelial cells or extracellular matrix. A 
chemokine posted to an endothelial cell may have been directly produced by that cell or 
alternatively, as shown for CXCL8 and CCL19 (ELC [Epstein–Barr virus–induced 
receptor ligand chemokine]), it may have been produced by tissue cells and 
transcytosed through an endothelial cell ( 66 , 67 ). Thus, leukocytes are thought to crawl 
over tethered chemokines in vivo. Two main tethering mechanisms have been 
identified: GAGs and, in the case of the multimodular chemokines, intrinsic 
transmembrane domains. CCL3 and CCL5 (RANTES [regulated upon activation normal 
T cell expressed and secreted]), in particular, have been shown to be released from 
cytolytic granules of CD8 + T cells precomplexed with GAGs, and GAGs modulate 
CXCL8 and CCL5 activity, but are not required for receptor binding ( 68 , 69 ). The 
chemokine-binding proteins could also conceivably present chemokines to receptors; 
however, this has not been demonstrated.

CELL RESPONSES TO CHEMOKINES

Adhesion and Migration

Adhesion and motility are both required for leukocyte migration out of the blood and 
lymphatics into and through tissue. These functions are mediated by combinations of 
selectins, ß2 integrins and chemokine receptors on the leukocyte, which together with 
their cognate ligands on endothelium have been proposed to form a molecular code 
directing leukocytes to specific microenvironments ( 6 , 7 ). Selectins and ß2 integrins 
provide traction and the chemokine conveys direction as cells expressing only the 
appropriate set of receptors crawl between adjacent endothelial cells of high endothelial 
venules and through the tissue. First, the cell rolls across activated endothelium, a 
process mediated by weak, reversible binding of leukocyte selectins with their 
carbohydrate ligands on endothelial cells. Next, it encounters a chemokine posted on 
the surface of the endothelial cell, which induces activation and up-regulation of 
leukocyte ß2 integrins. High-affinity binding of these molecules to ligands such as 
ICAM-1 on the endothelial cell causes the rolling cell to stop. The firmly adherent cell 
then becomes polarized as actin polymerizes at the leading edge (lamellipod), and 
motion is produced by coordinated cytoskeletal remodeling, myosin-based contraction 
at the trailing edge (uropod), release of the uropod from substrate, and membrane lipid 
movement. Transendothelial migration appears to be shear dependent and may require 
chemokine only on the luminal surface of the endothelial cell ( 70 ), whereas further 
navigation through tissue may require relays of chemokines. Chemotactic responses 
may be negative as well as positive, at least for CXCL12, which is a typical attractant at 



low concentrations, but may repel subpopulations of T cells at higher concentrations as 
a potential means of focusing the inflammatory response or for thymocyte emigration ( 
71 ).

Cytotoxicity

Inflammatory chemokines may induce preformed mediator release and cytotoxic 
responses. In neutrophils, CXCL8 induces release of defensins and other antimicrobial 
proteins, as well as proteases such as elastase and collagenase that degrade 
extracellular matrix and amplify the inflammatory response. The non-ELR interferon 
(IFN)-?–inducible CXC chemokines CXCL9, 10, and 11 have direct defensin-like 
antibacterial activity ( 72 ). Alone, CXCL8 is a weak activator of neutrophil oxidant 
production, but its potency can be increased by priming with cytokines and microbial 
products such as lipopolysaccharides (LPS). ELR-CXC chemokines as well as 
members of the MIP and MCP branches of the CC family are able to induce basophils 
to release histamine and eicosanoids ( 73 ), which are important vasoactive mediators in 
allergic responses. CCL2-5, CCL7 (MCP-3), CCL8 (MCP-2), CXCL10, and CX3CL1 
(fractalkine) can promote NK-cell degranulation and a subset of these can promote 
tumor cell killing ( 43 ). Inflammatory chemokines injected at high concentrations directly 
into the bloodstream generally do not induce fever, changes in blood pressure, or other 
important systemic reactions.

Proliferation and Apoptosis

Chemokines have been reported to modulate both cell proliferation and death 
pathways. However, the importance of these effects in vivo is not known. One example 
is CXCL12, which stimulates pre–B cell and hematopoietic progenitor cell growth in vitro
 ( 74 ). The mechanism may involve autocrine/paracrine suppression of apoptosis and 
promotion of the G 0/G 1 transition in CD34 + cells ( 75 ). Clonal deletion of T cells is 
critically dependent on apoptosis, which may be both positively and negatively 
regulated by chemokines in vitro ( 76 , 77 and 78 ). XCL1 has reciprocal effects on CD4 + 

and CD8 + T cells, directly promoting apoptosis of the former while stimulating 
proliferation of the latter. CXCL12 has also been reported to induce CD4 + T-cell 
apoptosis in vitro by activating the Fas (CD95)/Fas ligand (CD95L) death pathway ( 76 ). 
Paradoxically, this pathway may induce an inflammatory response initiated by the 
release from pre-apoptotic resident tissue macrophages of proinflammatory mediators, 
including inflammatory chemokines, which have been reported to function as survival 
factors for neutrophils and monocytes ( 79 ). CX3CL1 promotes survival of rat microglial 
cells in vitro by up-regulating Bcl-2 ( 80 ). Several inflammatory chemokines (e.g., CCL2, 
CCL3) have also been reported to promote T-cell proliferation in vitro by acting as 
co-stimulatory factors during T-cell receptor activation ( 81 , 82 ), and CCL1 (I-309) has 
been reported to have anti-apoptotic effects.

CHEMOKINE SIGNALING PATHWAYS



Chemokines stimulate cellular responses by activating multiple intracellular signaling 
pathways regulated by diverse effectors, including phospholipases (PL) A2, C, and D, 
and phosphatidylinositol-3-kinase? (PI3K?). They may also activate effectors for classic 
growth-factor pathways, including protein tyrosine kinases (PTK) and phosphatases, 
low-molecular-weight GTPases (LMWG), and mitogen-activated protein (MAP) kinases, 
even in nondividing cells such as neutrophils ( Fig. 6). The phospholipases and lipid 
kinases induce extensive remodeling of plasma membrane phospholipid and generate 
lipid second messengers.

 
FIG. 6. Model of chemokine signal transduction pathway. This map is based primarily 
on studies of neutrophils and T cells. See text for details. From the Alliance for Cell 
Signaling ( http://www.signaling-gateway.org/), with permission. Contributors: H Bourne, 
O Weiner and F Wang.

The classic model of GPCR signaling, formation of a ternary complex composed of one 
molecule each of ligand, receptor, and G protein, has undergone extensive revision 
recently to include several novel concepts, including constitutive receptor signaling ( 83 ), 
receptor dimerization as a signaling intermediate ( 84 ), receptor-associated adaptors 
that assemble G-protein–independent signaling molecules ( 85 ), and formation of 
signaling assemblies in plasma membrane microdomains such as rafts ( 86 ). The 
available evidence suggests that these concepts may be relevant to at least some 
chemokine receptors. However, a consensus has not been reached ( 87 ).

G-Protein Signaling



G proteins form a family of evolutionarily conserved, plasma membrane-associated 
signal transducers composed of an a subunit, which binds the guanine nucleotides 
GDP or GTP, and a tightly associated ß? heterodimer subunit. In mammals there are 
20 a, 5 ß, and 11 ? chains that combine to form many distinct G-protein subtypes. The 
a subunits, which are used to name the G protein, are divided by structure into four 
main subfamilies (ai, aq, as, and a12/13). The classic test for Gi-dependent signaling is 
the ability of a pathway to be blocked by Bordetella pertussis toxin (PTX), which 
uncouples receptor from G protein by ADP ribosylating the ai subunit. This test, plus 
biochemical and genetic evidence in some cases, point to Gi as a key G protein 
coupled to almost all chemokine receptors in leukocytes. G16 and several other G 
proteins are able to couple to both CC and CXC chemokine receptors in model 
cotransfection systems and in leukocyte cell lines, and G16 is highly expressed in 
hematopoietic cells, but its exact role in chemokine signaling in primary cells is not fully 
defined.

In the classic G-protein activation cycle, agonist occupation converts the receptor into a 
GEF (guanine nucleotide exchange factor), which catalyzes the exchange of GDP for 
GTP on the a subunit. This causes the G protein to leave the receptor, to dissociate into 
a and ß? subunits, which remain tethered to the plasma membrane by covalently 
attached lipid anchors on the a and ? chains, and to activate downstream intracellular 
effectors. The a subunit acts as a timer through its slow intrinsic GTPase activity, which 
can be accelerated by one or more RGS proteins (regulators of G-protein signaling), the 
GAPs (GTPase activating proteins) for heterotrimeric G proteins ( 88 ). The net result is 
restoration of the GDP-bound form of the a subunit, which then reassociates with ß? 
subunits to return to fresh unoccupied receptors, thus completing the cycle. Studies in 
phagocytes suggest that the main signaling subunit for the chemotactic pathway is ß? 
not a, and that ß? must come specifically from Gi ( 89 , 90 ).

Gi-Dependent Effectors

Gi was originally named for its ability to inhibit adenylyl cyclase, but chemoattractants 
do not strongly inhibit this enzyme in leukocytes. The best-characterized immediate 
downstream effectors of ß? in leukocytes are PLC subtypes ß2 and ß3, and PI3K?, all 
of which catalyze formation of distinct plasma-membrane–associated lipid second 
messengers from phosphorylated phosphatidylinositol (PI) substrates ( 91 , 92 ).

PLC hydrolyzes PI( 4 , 5 ) bisphosphate (PIP 2) to form the second messengers 
1,2-diacylglycerol (DAG) and inositol-1,4,5-trisphosphate (IP 3). IP 3 activates the IP 3 

receptor on endoplasmic reticulum to induce Ca 2+ release from intracellular stores. Ca 
2+ acts with DAG to activate protein kinase C (PKC) isoenzymes. Analysis of PLC ß2 
and ß3 double knockout mice has established that these effectors are required for 
chemoattractant activation of neutrophil calcium flux and oxidant production, but not 
chemotaxis ( 93 ).

PI3K? phosphorylates PIP 2 at the three position to form PIP 3, which recruits proteins 



containing pleckstrin homology (PH) or Phox (PX) domains to the plasma membrane ( 
94 ). Four PH domain-containing targets of PIP 3—Akt/PKB (protein kinase B), and the 
GEFs for the Rho family members Rac, Rho, and Cdc42—have been shown to 
modulate distinct phases of cell movement in various model systems ( Fig. 6). Rho 
activates both PKC?, which regulates cell adhesion and chemotaxis in leukocytes, and 
ROCK, which regulates contraction of myosin. Rho may also be required for activation 
of Akt/PKB in neutrophils. In fibroblasts, Rac and Cdc42 control lamellipod and filipod 
formation, respectively. In neutrophils, downstream targets of Rac include PAK1—which 
also regulates myosin contraction—and cytosolic components of the respiratory burst 
oxidase. ARF (ADP-ribosylation factor) GEF, another target of PIP 3, activates ARF, 
which together with PKC is involved in PLD activation. This effector, which catalyzes 
production of phosphatidic acid, has delayed and prolonged activation kinetics in 
neutrophils and has been implicated in degranulation and respiratory burst oxidase 
activation.

Analysis of PI3K? knockout mice has indicated that its importance in leukocyte 
migration depends on the specific subpopulation tested and the stimulus ( 93 , 95 , 96 ). In 
vivo, these mice exhibit neutrophilia whereas circulating lymphocyte levels are 
decreased. Neutrophil chemotactic responses are blunted in vitro, but the response to 
carrageenan installation in the peritoneal cavity is intact. In contrast, migration is 
severely reduced in macrophages. Chemoattractants fail to stimulate superoxide 
production in PI3K? -/- neutrophils, whereas the response to particulate stimuli is 
unaffected. Rac2-deficient mice exhibit a similar phenotype ( 97 ). However, Rac2 
activation appears to be intact in PI3K? -/- neutrophils, raising questions about the 
pathway for activation of this mediator. In this regard, DOCK2, a CED family member 
expressed mainly in hematopoietic cells and an upstream activator of Rac, has been 
shown to be essential for chemokine-induced T-cell and B-cell migration, but not for 
CCL2 (MCP-1) or CXCL12 recruitment of monocytes ( 98 ). Consistent with this, B cells 
from Rac2 -/- mice are abnormally distributed in vivo and exhibit markedly depressed 
chemotactic responses to CXCL12 and CXCL13 in vitro.

Cytosolic and calcium-independent PLA2 are also Gi-dependent effectors and have 
been shown to be important for CCL2 activation of human monocyte chemotaxis ( 99 ). 
Both of these enzymes catalyze formation of arachidonic acid from membrane 
phospholipids.

Gi-Independent Effectors

Chemokines may activate effectors such as MAP kinases and nonreceptor protein 
tyrosine kinases (PTK) by Gi-independent mechanisms. Selective inhibitors of these 
pathways have been shown to block chemokine-induced chemotaxis, suggesting that 
nonoverlapping Gi-dependent and Gi-independent pathways must be activated in 
leukocytes in order to mediate chemokine-induced chemotaxis.

Several potential Gi-independent coupling mechanisms have been proposed. One 
involves direct coupling to a scaffold/adaptor protein, such as ß arrestin or a PDZ 



domain protein, which brings sequentially acting PTKs and MAP kinases into proximity 
of each other and receptors ( 85 ). Consistent with this, CXCL8 activation of neutrophil 
degranulation may depend on ß-arrestin activation of the PTK Hck ( 100 ). In addition, 
CCL3 stimulation of CCR5 has been reported to induce formation of a signaling 
complex consisting of focal adhesion–related PTK Pyk2, the Src-related PTK Syk, the 
phosphatase SHP1, and the adaptor protein Grb2 ( 101 ). A second mechanism involves 
receptor cross-activation by inducing ligands for growth factor receptors ( 102 ). A third 
mechanism proposed by Mellado et al. ( 103 ) involves a radical modification of the 
ternary complex model in which JAK2 acts upstream of Gi in the CCL2/CCR2 
chemotactic pathway in T cells. Fourth, at high concentrations CCL5 forms fibrillar 
aggregates and acts as a T-cell mitogen through a PTK-dependent and PTX-insensitive 
mechanism ( 104 ).

Mechanisms of Gradient Sensing

In gradients of chemoattractants, leukocytes rapidly polarize and turn as the source of 
chemoattractant shifts position. Elegant imaging studies using fluorescently labeled 
molecules in living cells have shown that chemoattractant receptors from Dictyostelium 
discoideum amoebae and human phagocytes remain homogeneously distributed on the 
cell surface in gradients of chemoattractant ( 91 ). In contrast, there is dramatic but 
reversible recruitment of specific PH domain–containing proteins to areas of the plasma 
membrane adjacent to the point of highest concentration of chemoattractant. This 
suggests that lipid signaling is activated at the leading edge and that transformation of 
shallow chemoattractant gradients into steep PIP 3-dependent intracellular effector 
gradients may be a mechanism of polarization and directional sensing. Other data 
disagree. For example, studies in T cells found that CCR2 clusters at the leading edge ( 
105 ). Ultimately, any model must account for the fact that the cell can very rapidly 
reorient in response to changing the point of application of the chemoattractant, which 
implies that receptors cannot be completely redistributed to the leading edge. This 
implies that there may be global inhibitory factors that are opposed successfully by local 
stimulatory factors only at the point of maximal concentration ( 91 ).

Cross Talk

Chemoattractants are able to transmit signals which may reinforce or interfere with 
signals coming from other pathways. The classic example is the ability of 
chemoattractants to cross-desensitize each other’s receptors ( 106 ). Others include the 
ability of hematopoietic growth factors such as GM-CSF to prime chemoattractant 
signaling by up-regulating receptors and Gi, and cross talk that occurs between CXCL8 
and the EGF receptor ( 102 ). In addition, both B- and T-cell antigen receptors can 
down-regulate CXCR4 and inhibit CXCL12-dependent chemotaxis, which may 
represent a stop mechanism favoring formation of immunologic synapses ( 107 , 108 ). 
Conversely, CXCL12 has been reported to reduce tyrosine phosphorylation of the TCR 
effectors ZAP-70, SLP-76, and LAT, suggesting that it may reduce T-cell 
responsiveness to antigen ( 107 ). A particularly intriguing example of cross talk is the 
Eph receptor and its ligand ephrin-B, which signal bidirectionally in neurons and are 



involved in neuronal guidance during development. Reverse signaling by Eph activation 
of ephrin-B selectively inhibits CXCL12/CXCR4–induced chemotaxis of cerebellar 
granule cells. The mechanism involves a novel RGS protein that contains a PDZ 
domain that binds to ephrin B. Activation of ephrin B presumably activates RGS to 
accelerate inactivation of G protein and downstream chemotactic signaling induced by 
CXCL12 ( 109 ). The neuronal guidance factor Slit also inhibits chemokine signaling, by 
activation of its single transmembrane-domain receptor Robo on leukocytes ( 110 ).

REGULATION OF CHEMOKINE ACTION

Expression

Chemokine and chemokine-receptor gene expression is subject to complex positive and 
negative regulation by diverse factors, including pro-inflammatory cytokines, oxidant 
stress, viruses, bacterial products such as LPS and N-formylpeptides, cell adhesion, 
antigen uptake, T-cell co-stimulation, and diverse transcription factors. 
Pro-inflammatory cytokines such as IL-1, TNF, and IL-15 induce expression of many of 
the inflammatory chemokines involved in innate immunity such as CXCL8, whereas 
immunoregulatory cytokines such as IFN-? and IL-4 are more tightly focused on Th1 
(CXCL9, 10, and 11)- and Th2 (CCL11)-targeted chemokines, respectively. IFNs also 
suppress production of CXCL8 and related neutrophil-targeted chemokines. 
Glucocorticoids and anti-inflammatory cytokines (e.g., IL-10, TGF-ß) also inhibit 
inflammatory chemokine gene expression.

Processing

Chemokines isolated from biological sources are polymorphic due mainly to differences 
in length of the N-termini ( 45 , 111 ). This can dramatically alter both potency and cell and 
receptor specificity, and in certain cases can convert agonists into antagonists, 
presumably as a mechanism for fine-tuning the nature and extent of the inflammatory 
response. Specific proteases have been identified that appear to account for this 
variability. Both broad-spectrum (e.g., CD26 [dipeptidyl peptidase IV] and matrix 
metalloproteinases [MMP]) and narrow-spectrum (e.g., TACE [the TNF a converting 
enzyme], plasmin, urokinase plasminogen activator and cathepsin G) chemokine 
proteases have been described ( 111 , 112 and 113 ). TACE is responsible for PMA-induced 
cleavage of the mucin-like stalk of CX3CL1, releasing its soluble, chemotactically active 
chemokine domain from the full-length, membrane-bound adhesive form of the 
molecule ( 113 ). CD26, which is expressed on T cells, cleaves N-terminal X-proline sites 
on CCL2, CCL5, CXCL11 and CXCL12 ( 111 ), which has differential effects on function. 
Several MMPs process the N-terminus of CCL7 and CXCL12.

Targeting

Leukocyte migration across mucosal surfaces may involve highly specialized 
mechanisms of chemokine gradient formation. For example, in the mouse neutrophil 
movement into the airway is dependent on epithelial cell release of a complex formed 



by syndecan-1 and the ELR+ CXC chemokine KC. The complex is released by 
cleavage of syndecan-1 by the matrix metalloproteinase matrilysin.

Chemokines may be diverted from active targets by chemokine-binding proteins (e.g., 
Duffy), endogenous receptor antagonists, receptor decoys, and autoantibodies. Specific 
cytokines have been identified that are able to convert a signaling receptor into a decoy 
(e.g., IL-10 inactivates CCR2 on monocytes) ( 114 ). Cell type–specific chemokine 
receptor cytoforms have also been described. In particular, CXCR4 cytoforms have 
been described on monocytes that may differ in HIV coreceptor activity ( 115 ). A given 
receptor may have different functions on different cell types. For example, CXCR2 is a 
classic chemotactic receptor on neutrophils but mediates only the adhesive part of this 
process for monocytes. In addition, chemokine receptor expression and/or function may 
change dramatically when leukocytes are harvested from the blood. For example, 
CCR1 appears to mediate human neutrophil migration in response to CCL3 in vivo, but 
it is poorly expressed and weakly coupled when purified neutrophils are studied in vitro.

Receptor Deactivation

Like other GPCRs, stimulation of chemokine receptors with agonists typically renders 
the receptor refractory to further stimulation, due to phosphorylation-dependent 
desensitization and internalization. Internalized receptors are dephosphorylated and a 
portion may be recycled to the cell surface, which is thought to be a mechanism for 
maintaining chemotactic responses in gradients of ligand. Receptor internalization is 
also a mechanism for suppression of HIV infection by chemokines.

Two major types of desensitization, homologous and heterologous, have been 
recognized depending on whether the stimuli given first and second activate the same 
or different receptors. Mechanisms have been worked out mainly for CXCR1, CXCR2, 
CXCR4, CCR2, and CCR5, and follow the general paradigm set for the ß2 adrenergic 
receptor ( 106 ). Homologous desensitization involves G-protein–independent recruitment 
of G-protein–coupled receptor kinases (GRKs) that phosphorylate serines and 
threonines located in the receptor C-terminal domain. This induces recruitment of 
ß-arrestin, which prevents further coupling of receptor to G protein and serves with 
AP-2 and dynamin I as adaptors for binding to clathrin and initiation of endocytosis 
through clathrin-coated pits. A second, phosphorylation-independent internalization 
mechanism involving recruitment of Hsc-70 interacting protein (Hip) has also been 
described for CXCR2 and CXCR4, suggesting that chaperones may regulate 
internalization of these receptors ( 116 ). The mechanism of heterologous desensitization 
also involves receptor phosphorylation, but the relevant kinases appear to be PKC and 
PKA. Desensitization may also involve phosphorylation of downstream effectors such 
as PLC ( 106 ). Internalized receptors may be dephosphorylated—for example, by protein 
phosphatase 2A—and recycled, as shown for CXCR2 ( 117 ), or else ubiquitinated and 
sorted to lysosomes for degradation, as shown for CXCR4 ( 118 ).

CHEMOKINE REGULATION OF HEMATOPOIESIS



Cell counts are maintained at normal levels in the circulation in part by a balance 
between positive and negative factors acting on hematopoietic progenitor cells. The 
positive factors are well defined and can be divided into two major categories: 
late-acting factors such as G-CSF and M-CSF, which independently support 
proliferation of lineage-committed progenitor cells in colony-forming assays ex vivo, and 
early-acting factors, such as IL-3, GM-CSF, and SCF, which function in combination to 
support proliferation of stem cells and early myeloid progenitor cells (MPC). Most 
chemokines reported to modulate progenitor cell proliferation act early and are 
inhibitory. CXCL12 is an important exception.

CXCL12 (SDF-1) in Myelopoiesis and B-Lymphopoiesis

Originally identified as a pre–B-cell stimulatory factor made in bone marrow stromal 
cells, and later shown to stimulate hematopoietic progenitor cell (HPC) colony formation 
ex vivo, CXCL12 is the most highly expressed chemokine in bone marrow. Consistent 
with this, mice lacking either CXCL12 or its receptor CXCR4 have the same severe 
defects in bone marrow myelopoiesis and B-cell lymphopoiesis ( 74 ). CXCL12 is the 
only chemokine able to chemoattract hematopoietic stem cells in vitro. Also, blocking 
CXCR4 on human hematopoietic stem cells prevents engraftment in severe combined 
immunodeficiency (SCID) mice ( 119 ). Together the data suggest that CXCL12 positively 
regulates hematopoiesis through multiple mechanisms, including stimulation of 
pre–B-cell growth, and generation, expansion, trafficking, positioning, and retention of 
CD34 + early hematopoietic progenitor cells in marrow. In contrast, T-lymphopoiesis is 
normal in CXCL12 -/- and CXCR4 -/- mice, despite the fact that CXCR4 is expressed in 
functional form on developing thymocytes.

CXCR4 is also expressed in functional form on platelets, platelet precursors in the bone 
marrow, and most mature peripheral blood leukocytes ( 120 ). However, its precise 
importance in the actions of these cells has not been defined, in part because CXCL12 
and CXCR4 knockout mice do not survive beyond the perinatal period. Although the 
exact cause of death has not been precisely delineated, the mice do have multiple 
developmental abnormalities that could contribute, including a ventricular septal defect, 
defective gastric vascularization, and defective cerebellar granule–cell positioning. This 
is consistent with CXCR4 expression on vascular endothelial cells and cerebellar 
granule cells, and the ability of CXCL12 to induce angiogenesis and chemotaxis of 
cerebellar granule cells in vitro. To date, all other chemokine and chemokine receptor 
knockout mice have been viable and fertile, and most appear normal under unstressed 
conditions. Thus, CXCL12 and CXCR4 comprise an essential chemokine–receptor pair 
with unusually pleotropic functions. Consistent with this, CXCL12 is the most structurally 
conserved chemokine and CXCR4 the most structurally conserved chemokine receptor.

Myelosuppressive Chemokines

When added to bone marrow culture systems ex vivo, many chemokines are able to 
suppress growth factor–dependent colony formation, apparently by acting directly on 



stem cells and early progenitors such as CFU-S, BFU-E, CFU-GM, and CFU-GEMM ( 35

 ). In some cases, such as CCL3, colony formation ex vivo can also be reduced when 
the chemokine is injected in vivo into mice. While the physiologic importance of 
myelosuppressive chemokines is still not clear, they may have important clinical 
applications. For example, decreasing suppression by targeting a key chemokine or 
chemokine receptor with a blocking agent may be desirable in the setting of bone 
marrow transplantation to improve engraftment. Conversely, increasing suppression by 
administering a chemokine or a mimetic could theoretically spare stem cells by forcing 
them into the G 0 phase of the cell cycle in patients receiving cytoreductive therapy, 
thereby reducing the period of dangerous neutropenia. The latter application has been 
tested by British Biotech using a variant of CCL3 and by Human Genome Sciences 
using CCL23 (MPIF-1, myeloid progenitor inhibitory factor-1), both in phase 2 studies in 
cancer patients, but results were not considered sufficiently promising in either case to 
continue development. Myelosuppression may be counterbalanced to some extent by 
the ability of chemokines such as CCL3 to promote proliferation of more mature 
progenitor cells dependent on only a single growth factor and to promote mobilization of 
both mature and immature progenitor cell mobilization from bone marrow.

Studies with knockout mice have shown that suppression ex vivo by CXCL8 and its 
mouse homolog MIP-2 is mediated by CXCR2, and that CCR2 mediates CCL2 
suppression, but that CCR1 does not mediate CCL3 suppression. CCR1, CCR2, and 
CCL3 knockout mice do not have major abnormalities in myelopoiesis in vivo. One 
explanation is that the suppressive factors may be differentially expressed, and each 
one may only be able to suppress a small subset of total progenitors in vivo. However, it 
is important to point out that unlike CXCL12, most other chemokines are not expressed 
constitutively in large amounts in bone marrow, the major source of progenitor cells. 
Moreover, while injection of CCL3 or other suppressive chemokines into mice may 
suppress both cycling and the absolute numbers of stem cells and progenitor cells that 
can be expanded from bone marrow and spleen, mature blood cell counts in the 
circulation are not significantly decreased.

One impressive result that is potentially explained by the myelosuppression hypothesis 
relates to the CXCR2 -/- mouse, which when derived in a standard environment 
develops massive neutrophilia, splenomegaly, bone-marrow myeloid hyperplasia, and 
expansion of myeloid progenitor cells. Since this phenotype is not observed when the 
mice are derived under germ-free conditions, CXCR2-dependent suppression may be 
an important mechanism for opposing overstimulation of hematopoiesis induced by 
environmental flora. A competing or additional explanation is that CXCR2 might 
suppress production of enhancers by promoting immune surveillance, which is 
consistent with the severe defect in neutrophil migration found in CXCR2 knockout 
mice. These mice also develop lymph-node B-cell hyperplasia, which may occur by an 
indirect mechanism since CXCR2 has not been shown to be expressed on B cells or 
B-cell precursors.

Not all chemokine-induced suppression occurs via GPCRs: CXCL10 and CXCL4 in 
particular have been shown to displace hematopoietic growth factors from binding sites 
on GAGs. Moreover, suppressive chemokines, such as CXCL8 and CCL2, that do 
operate through their specific GPCRs, may use unusual PTX-resistant pathways. 



Another surprising finding is that other CXCR2 and CCR2 agonists such as CXCL1 
(Groa [growth-related oncogene]), CXCL3 (Gro?), CXCL7, and CCL7 are not 
suppressive in colony assays ( 35 ). In summary, although myelosuppressive 
chemokines clearly exist, much more work will be needed to understand their 
physiologic relevance, signaling mechanisms, and translational potential.

T-Lymphopoiesis

T-cell maturation requires sequential and orderly migration of T cells from the cortex to 
the medulla of the thymus, a process that is probably guided by specific chemokines. 
Exactly which chemokines are involved has been difficult to pinpoint since none of the 
18 chemokine or chemokine-receptor knockout mice analyzed to date has had defects 
in thymic architecture or in T-cell development. However, since many chemokines are 
expressed in thymus, this is more likely to be due to functional redundancy than to lack 
of active chemokines in the thymus.

There is a suggestion that CCR9 and its ligand CCL25 (TECK [thymus-expressed 
chemokine]) may be important since competitive transplantation of CCR9 -/- bone 
marrow is less efficient than normal marrow at repopulating the thymus of lethally 
irradiated Rag-1 -/- mice ( 121 ). CCL25 is expressed by medullary dendritic cells and 
both cortical and medullary epithelial cells, and CCR9 is expressed on the majority of 
immature CD4 +CD8 + thymocytes, but is down-regulated during transition to the CD4 + 
or CD8 + single-positive stage ( 40 , 122 ). Thymocytes up-regulate the peripheral homing 
receptor L-selectin just before they are released to the periphery, by which time they no 
longer express CCR9 or respond chemotactically to CCL25. The transition from CD4 
+CD8 + thymocytes in the cortex to CD4 or CD8 single positive thymocytes in the 
medulla is also associated with up-regulation of CCR4 and CCR7, the receptors for 
CCL22 (MDC [macrophage-derived chemokine]) and CCL19 and CCL21 (ELC and 
SLC), respectively, which are expressed in the medullary stroma. Accordingly, in vitro 
these chemokines attract thymocytes between the late cortical and medullary stages of 
development. Neutralization studies suggest that egress of newly formed T cells from 
fetal thymus to the circulation is mediated by CCL19, which is selectively localized on 
endothelial cells of medullary venules and acts at CCR7 on mature thymocytes.

Phagocyte Positioning in Peripheral Tissue

The factors responsible for specific positioning of phagocytes in peripheral tissues after 
egress from bone marrow are not well defined. CXCL14 (BRAK [breast and kidney 
chemokine]) and CCR6 may be important in this regard. Like CXCL12, CXCL14 is a 
highly conserved (2-aa differences between human and mouse) CXC chemokine 
constitutively expressed in diverse human tissues and cell types ( 123 ). It is the only 
chemokine that exclusively chemoattracts monocytes, and since macrophages 
colocalize with CXCL14-producing fibroblasts in vivo, it may play a specialized role in 
homeostatic recruitment, etention, and development of resident tissue macrophages ( 
124 ). Eosinophil distribution is controlled in part by the CCR3 ligand CCL11, since mice 
lacking CCL11 have increased eosinophils in spleen and markedly depleted levels in 



the gastrointestinal tract ( 125 ).

CCR6 had originally been thought to mediate positioning of immature DC, where it is 
selectively expressed, and in fact CCR6 knockout mice do have a selective deficiency 
in myeloid CD11c + CD11b + DC, in the subepithelial dome of Peyer’s patches ( 126 , 127 

). This may explain in part why humoral immune responses within the gut mucosa of 
these animals are abnormal. However, CCR6 expression on B cells and subsets of T 
cells may also be responsible. The focal nature of the defect implies that other 
chemokines may control DC positioning in other organs.

CHEMOKINE REGULATION OF THE IMMUNE RESPONSE

The precise nature and magnitude of the immune response depends on the nature, 
dose, and entry site of the irritant, the type of antigen-presenting cell (APC), 
co-stimulatory factors and the genetic background of the host. Thus immunopathology 
is diverse, not monotonous. This diversity depends on graded action and interaction of 
the two major immune subsystems, innate and adaptive, deployed separately but 
brought together in part by specific sets of chemokines and dynamic changes in 
chemokine receptor expression on subsets of T cells and DC.

Innate Immunity

CXCL8 (IL-8) and Other Neutrophil-Targeted Chemokines CXCL8 is a major 
mediator of neutrophil migration in vivo. Intradermal injection of CXCL8 in human 
causes rapid (<30 min) and selective accumulation of large numbers of neutrophils in 
perivascular regions of the skin without causing edema. Moreover, neutralizing CXCL8 
in rabbits or its counterparts MIP-2 and KC in mice and CINC in rats, or genetically 
inactivating its receptor CXCR2 in rodents, is able to dramatically attenuate 
neutrophil-mediated inflammation and increase susceptibility to bacterial and fungal 
pathogens in disease models ( 128 , 129 ). As was mentioned previously, the CXCL8 gene 
is normally silent in most cells, but can be rapidly induced in most if not all cell types. In 
a blister model of acute inflammation in human, endogenous CXCL8 peaks at 
nanomolar concentrations at ˜24 hours, whereas C5a and leukotriene B4, which unlike 
CXCL8 do not require new gene expression but instead are formed enzymatically from 
precursor substrates, appear earlier ( 130 ). This suggests that orderly sequential 
expression of chemoattractants may control the evolution of the inflammatory response, 
and that the primary role of CXCL8 is not to initiate inflammation but to amplify and 
direct it in the early stages. Moreover, tissue-specific transgenic overexpression of the 
mouse ELR-CXC chemokines KC and MIP-2, as well as other inflammatory 
chemokines such as CCL2, has suggested that in vivo these factors may be 
responsible mainly for concentrating cells in situ, and may not be independently able to 
activate the cells and induce tissue damage. In vitro CXCL8 appears to chemoattract 
human neutrophils by activating CXCR2 ( 131 ). It also binds with equal affinity to the 
closely related neutrophil receptor CXCR1, which in rat is expressed in macrophages 
but not neutrophils. In human, there is still disagreement about the relative functional 
importance of CXCR1. Six other ELR-CXC chemokines are also potent agonists at 
CXCR2 in vitro, but unlike CXCL8 have much lower potency and efficacy at CXCR1. In 



vivo this may provide a mechanism for graded navigation of neutrophils through tissue. 
CXCL1, 2, 3, 7, and 8 have also been reported to induce basophil chemotaxis and 
histamine release in vitro ( 73 ), which together with other factors such as 
complement-derived anaphylatoxins may promote vasodilatation during early stages of 
the innate immune response. Apart from CXCL7, the ELR-CXC chemokines are all 
regulated at the level of transcription by the same factors previously mentioned to 
induce CXCL8; however, there are also differences. In mouse, blocking TNF-induced 
neutrophil extravasation requires neutralization of both MIP-2 and KC, the CXCL1-3 
homologs of mice, indicating redundant function in this setting ( 132 ). In contrast, 
selective blockade of MIP-2 is sufficient to disrupt neutrophil migration into 
HSV-1–infected mouse cornea, even though both MIP-2 and KC are produced by 
corneal cells in this model ( 133 ). Thus, although these chemokines all act in innate 
immunity through a final common pathway, CXCR2, they may differ biologically due to 
temporal and spatial differences in expression. CXCL15 (lungkine), a mouse chemokine 
that has no known human ortholog, is also a significant mediator of neutrophil migration 
( 134 ). The selective and constitutive expression of CXCL15 mRNA in fetal and adult 
mouse lung, particularly in epithelial cells, is unique. The CXCL15 knockout mouse has 
normal lung development. Instead, it has increased susceptibility to Klebsiella 
pneumonia, indicating that CXCL15 functions in innate immunity. Consistent with this, 
CXCL15 is secreted into the air spaces, induces in vitro and in vivo migration of 
neutrophils, and is up-regulated in lung inflammation models. CC chemokines can also 
activate neutrophils in some cases. CCL3 is a potent neutrophil chemoattractant 
signaling through CCR1, and IFN-? induces CCR2 expression in human neutrophils. 
Made primarily during platelet development, stored in platelet a granules, and rapidly 
released during platelet degranulation, CXCL4 and CXCL7 may be among the first 
chemokines to appear at sites of tissue injury and infection, particularly when there is 
hemorrhage and vascular damage, and may reach extremely high concentrations 
(micromolar) ( 135 ). CXCL4 aggregates to form tetramers critical for binding to 
chondroitinsulfate proteoglycans, their major known binding sites. In contrast, CXCL7 is 
activated by sequential proteolysis of its N-terminus. The prepropeptide form, named 
platelet basic protein ( 92 aa), is trimmed during platelet maturation to produce the 85-aa 
major stored form, named connective tissue-activating peptide-III (CTAP-III), which is 
inactive on neutrophils. CTAP-III is further processed during degranulation to 81-aa 
ß-thromboglobulin, also inactive. This is then cleaved by a cell-surface–bound, 
cathepsin G-like enzyme on neutrophils to form 70-aa CXCL7, which has high 
homology to CXCL4 ( 70 % aa identity). Thus CXCL7 may function as an immediate, 
early mediator of neutrophil recruitment released from platelets at sites of inflammation. 
Although it is not a chemoattractant and does not induce degranulation of neutrophil 
lysosomal enzymes, CXCL4 is able to induce secondary granule exocytosis and release 
matrix-degrading enzymes that may facilitate neutrophil penetration of infected or 
injured tissues. Moreover, it mediates strong adhesion of neutrophils to endothelial cells 
by functional activation of LFA-1, unlike the ELR-CXC chemokines, which induce 
adhesion by up-regulating MAC-1. 
NK Cells Human NK-cell subsets express unique repertoires of chemokine receptors. 

The CD56 dimCD16 + subset, which is associated with high cytotoxic capacity and low 
cytokine production, expresses primarily CXCR1 and CX3CR1, whereas the minor 
subset of CD56 brightCD16 dim cells, which produce large amounts of cytokines but 



have low killing capacity, preferentially express CCR7 ( 42 ). The exact profile of 
chemokine receptor and chemokine expression can be modulated by adherence and 
stimulation ex vivo with IL-2 (LAK cells) ( 43 ). Chemokines for these receptors 
chemoattract appropriate subsets of NK cells, and promote NK-cell degranulation and 
killing. The importance of chemokines in NK-cell function in vivo is illustrated well by 
mouse cytomegalovirus (MCMV), a cause of hepatitis. MCMV induces CCL3 production 
in the liver, which is required for recruitment of NK cells. NK cells are the major source 
of IFN-? in this model, and IFN-? induces CXCL9, which is required for T cell 
recruitment and protection ( 136 ). Thus, a cytokine to chemokine to cytokine cascade is 
required for NK-cell–mediated host defense against this pathogen. 
Mononuclear Phagocytes and Transition to the Adaptive Immune Response 
Transition from the innate to the adaptive phase of the immune response involves entry 
of mononuclear phagocytes (resident tissue macrophages, blood-derived monocytes, 
and immature DC [iDC]) to inflamed sites in response to members of the inflammatory 
MCP or MIP subfamilies of CC chemokines, followed by contact with pathogens and 
other foreign matter via two major classes of receptors: the classic Fc and 
complement-dependent phagocytic receptors and the pattern recognition receptors 
(PRRs). The PRRs differentially bind a limited number of “pathogen-associated 
molecular patterns” (PAMPs), which provide a direct mechanism for differentiating 
pathogens from self ( 137 ). Known PAMPs include LPS, flagellin, peptidoglycan, 
lipoproteins, and unmethylated CpG dinucleotides. PRRs include CD14, scavenger 
receptors and the family of Toll-like receptors (TLRs). Of these, the TLRs play a central 
role linking the innate to the adaptive immune response by converting phagocytes, 
particularly dendritic cells, from killers of pathogens into couriers of antigens, guided in 
part by specific chemokines. Each TLR has a specific PAMP preference—for example, 
TLR2 to peptidoglycan, TLR4 to LPS, TLR5 to flagellin, and TLR9 to CpGs. Although 
TLR–PAMP interaction appears to activate NF?B as a common signaling pathway, 
differential signaling is also evident since each TLR–PAMP pair activates specific sets 
of genes. With regard to chemokines, both TLR2 and TLR4 induce expression of CCL3, 
CCL4, and CCL5, whereas TLR2 selectively induces CXCL8 and TLR4 selectively 
induces CXCL10 ( 138 ). CXCL8 may increase neutrophil migration to the site, whereas 
CXCL10 may enhance NK-cell or Th1-effector T-cell homing ( Fig. 7). Thus, each 
pathogen through specific PAMPs may skew the nature and magnitude of the immune 
response in a specific direction. Resting peripheral blood neutrophils express mainly 
CXCR1, CXCR2, and CXCR4, whereas monocytes express most of the inflammatory 
chemokine receptors and CXCR4. Tissue macrophages may express differential 
subsets of these depending on the tissue source. Eosinophils express CCR3 and in 
some donors CCR1. The chemokine receptors expressed on DCs may vary depending 
on the nature of the inflammatory stimulus and type. For example, blood-derived 
plasmacytoid and myeloid DCs express a similar repertoire of inflammatory 
chemoattractant receptors, but they are functional only on myeloid DCs. CCL3, CCL4, 
and CCL5 may be particularly important for recruiting additional mononuclear 
phagocytes and DCs to sites of infection. This can amplify the late stage of the innate 
immune response, and in the extreme may devolve into endotoxic shock. Consistent 
with this idea, genetic disruption of the CCL3/CCL4/CCL5 receptor CCR5 renders mice 
relatively resistant to LPS-induced endotoxemia. CCR4 -/- mice are also resistant to 
lethality induced by intraperitoneal administration of LPS, and this is associated with 
reduced macrophage extravasation to the peritoneum and production of the CCR4 



ligand CCL17 (MDC, macrophage-derived chemokine), which can be produced by DCs 
( 139 ). The innate immune response may also be amplified and connected to the 
adaptive response by neutrophil antimicrobial products such as defensins, which are 
able to chemoattract iDC by acting as a chemokine mimic at CCR6, and azurocidin and 
cathepsin G, which attract T cells ( 34 ). 

 
FIG. 7. Model of chemokine regulation of the immune response. From Luster ( 138 ), with 
permission. See text for description.

ADAPTIVE IMMUNITY

Afferent Trafficking to Secondary Lymphoid Tissue

CXCR5 and CCR7 and their ligands have emerged as major regulators of the immune 
response, acting at the level of B- and T-lymphocyte and DC trafficking to and within 
secondary lymphoid tissue ( 14 , 15 , 36 ). A model has been proposed in which DC 
maturation in peripheral tissues is associated with down-regulation of inflammatory 
receptors, which may be important for recruitment, migration, and retention in the 
periphery, associated with reciprocal up-regulation of CCR7, which is critical for 
migration of mature DCs through the afferent lymphatics to the draining lymph node. 
CCR7 is also expressed on naïve and activated T cells. Multiple lines of evidence have 
converged in support of this model. Other mechanisms may also be important. For 
example, expression of the inflammatory receptor CCR2 on Langerhans cells has been 
demonstrated to be critical for afferent trafficking in a mouse model of Leishmania 
infection ( 140 ).

The CCR7 ligand CCL21 is constitutively expressed on afferent lymphatic endothelium 
as well as on high endothelial venules (HEV), stromal cells, and interdigitating dendritic 
cells in T zones of lymph node, Peyer’s patch, mucosa-associated lymphoid tissue, and 
spleen, but not in B zones or sinuses. Its expression is dependent on lymphotoxin a1ß2 
( 141 ). CCL19, another CCR7 ligand, is also restricted to the T zone and is expressed on 
interdigitating DCs.

Thus the CCR7 knockout mouse and the plt mouse, which is naturally deficient in 



CCL19 and a CCL21 isoform expressed in secondary lymphoid organs, have similar 
phenotypes: atrophic T zones populated by a paucity of naïve T cells. This plus the 
failure of activated mDC to migrate to lymph node from the skin of these mice, explains 
why contact sensitivity, delayed type hypersensitivity and antibody production are 
severely impaired. Although they have not been reported to develop spontaneous 
infections, plt mice do have increased susceptibility to challenge with mouse hepatitis 
virus.

CXCR5 is expressed on all peripheral blood and tonsillar B cells, but only on a fraction 
of bone marrow B cells. Its ligand CXCL13 is expressed constitutively on follicular HEV 
and controls trafficking of CXCR5 positive B and T cells from the blood into follicles. 
Thus, CXCR5 knockout mice have a severe defect in normal B-cell migration and 
localization in lymph node, lack or have phenotypically abnormal Peyer’s patches, and 
lack inguinal lymph nodes. CXCL13 is also required for B1 cell homing, natural antibody 
production, and body cavity immunity ( 142 ). CXCR5 -/- mice are able to produce 
systemic antibody responses, perhaps in part because B cells and follicular DC, by an 
unknown mechanism, are able to form ectopic germinal centers within T zones of the 
periarteriolar lymphocyte sheath of spleen ( 143 ). Conversely, overexpression of 
CXCL13 in the pancreas of transgenic mice leads to B-cell accumulation and formation 
of ectopic lymphoid tissue ( 144 ).

CXCR5 and CCR7 are probably not the only chemokine receptors responsible for 
afferent trafficking of leukocytes to lymph node. CCL9 has been reported to mediate 
monocyte homing, suggesting a role for CXCR3 ( 145 ). CCR4 and CCR8 are expressed 
on a subset of human peripheral blood CD4 +CD25 +CTLA4 + T cells, which are 
associated with suppression of T-cell responses and may be important in generation of 
tolerance ( 146 ). Mature DC are able to chemoattract these cells in vitro by secreting the 
CCR4 ligands CCL17 and CCL22 (TARC, thymus and activation related chemokine), 
suggesting a mechanism for trafficking to secondary lymphoid tissues and primary 
areas of antigen deposition. In addition, inflamed peripheral tissues may exert “remote 
control” over which leukocyte populations home to draining lymph nodes from the blood 
by “projecting” their local chemokine profile to HEVs of the draining lymph node ( 147 ). 
Migration of T cells to splenic red pulp may involve local production of CXCL16 ( 29 ). 
NK–T cells, and activated CD4 + and CD8 + T cells are found in this area and express 
the CXCL16 receptor CXCR6. CXCL16 is also made by DCs in the T zone, and CXCR6 
is also found on intraepithelial lymphocytes. Thus, CXCL16 may function in T-cell–DC 
interactions and in regulating movements of activated T cells in the splenic red pulp and 
in peripheral tissues.

Positioning within Lymph Node

CXCR5 is also expressed on a subset of CD4 + memory T cells, which account for the 
majority of CD4 + memory cells in follicles of inflamed tonsils ( 15 , 148 ). These so-called 
follicular help T cells (T FH) constitute the CD57 + subset of CXCR5 + T cells. These 
cells lack CCR7, which allows them to move from the T zone following activation to the 
follicles where they provide help for B-cell maturation and antibody production. They do 



not produce Th1 or Th2 cytokines upon activation. In a reciprocal manner, B cells 
activated by antigen in the follicles up-regulate CCR7 and move towards the T zone ( 
149 ). Thus B–T interaction may be facilitated by reciprocal movement of these cells, 
which may be determined in part by the balance of chemokines made in adjacent 
lymphoid zones. CXCR4 signaling may also be important in naïve and memory B-cell 
trafficking to germinal centers.

Efferent Trafficking A lymphocyte exiting from lymphoid tissue via efferent lymphatics 
has markedly different trafficking potential depending on whether or not it encountered 
antigen, which can be explained in part by the effects of antigen stimulation and the 
local lymphoid microenvironment on expression of specific adhesion molecules and 
chemokine receptors. Naïve lymphocytes that do not encounter antigen continue to 
recirculate between the blood and secondary lymphoid tissue without acquiring any 
tissue-specific homing properties. Most antigen-stimulated T cells die by apoptosis. The 
survivors may be divided into functionally distinct subsets marked by characteristic 
patterns of chemokine receptor expression. In general, the trafficking properties of 
these cells are not well-understood. Within the CD4 + subpopulation, three memory 
subsets and two main effector subsets have been proposed. The memory subsets 
include T FH cells described in the previous section, and effector memory (T EM) and 

central memory cells (T CM) ( 14 ). T EM lack CCR7, and have been proposed to traffic 
through peripheral tissues as immune surveillance cells, rapidly releasing cytokines in 
response to activation by recall antigens. In contrast, T CM express CCR7 and 
lymph-node homing receptors, and traffic between the blood and secondary lymphoid 
organs, but are not polarized and lack immediate effector function. Instead, they may 
efficiently interact with DCs in lymph node and differentiate into T EM upon secondary 
stimulation. Both populations can be activated by APCs and antigen. CXCR5 is present 
on a subset of T CM cells in peripheral blood. The two main effector subsets, Th1 and 
Th2, up-regulate inflammatory chemokine receptors. This switch renders the cells 
chemotactically responsive to cognate inflammatory chemokines, which are postulated 
to facilitate exit from lymph node via efferent lymphatics and homing to inflamed sites. 
The mechanisms that determine why different antigens and microenvironments may 
induce distinct effector responses, including differential chemokine receptor expression, 
have not been precisely delineated. In vivo, combinations of receptors rather than any 
single receptor appear to hold the strongest association with these functional subsets in 
the blood ( 39 ). In vivo, Th1 cells, which by the simplest definition secrete IFN-? but not 
IL-4 and control cellular and humoral immunity to intracellular pathogens, more 
frequently express CXCR3, CXCR6, CCR2, CCR5, and CX3CR1 than Th2 cells. In 
contrast, Th2 cells, which express IL-4 but not IFN-?, and are associated with cellular 
and humoral immunity to extracellular pathogens and allergic inflammation, more 
frequently express CCR3, CCR4, and CCR8 than Th1 cells ( 39 ). CXCR3 expression 
has been most consistently associated with Th1 immune responses and 
Th1-associated disease. Consistent with this, its agonists CXCL9-11 are highly induced 
by IFN-? but not by IL-4. Thus, in Th1 immunity there is the potential for a positive 
feedback loop in which IFN-? induces production of CXCL9-11, which then recruit 
CXCR3 + Th1 cells that produce IFN-?. Strong evidence in favor of this model is that 
the CXCL10 -/- mouse has impaired effector-Th1 immune responses and fails to 



mobilize effector T cells to brain when challenged with mouse hepatitis virus, resulting 
in increased viral replication and decreased demyelination. CXCL10 neutralization has 
a similar effect on susceptibility to this virus. The “Th1 chemokines” may also help 
maintain Th1 dominance, in part through their ability to block CCR3 ( 150 ). Specific 
cytokines, microenvironments, and inflammatory stresses may differentially regulate 
CXCL9, CXCL10, and CXCL11 expression, which may account for specialized 
biological roles. For example, detailed study of CXCL9 and CXCL10 during viral and 
protozoan infections of mice has revealed overlapping but distinct patterns of 
expression. Conversely, research on chemokine expression and targets has led to a 
model of Th2 immunity in which IL-4 and IL-13 made at inflamed sites in the periphery 
may induce production of CCL7, CCL11, and other CCR3 ligands, the CCR4 ligands 
CCL17 and CCL22, and the CCR8 ligand CCL1. CCR3 is expressed on a small subset 
of Th2 T-lymphocytes as well as on eosinophils and basophils, the three major cell 
types associated with Th2-type allergic inflammation, and Th2 cells are associated with 
CCR4 and CCR8 expression. Arrival of Th2 cells amplifies a positive feedback loop 
through secretion of additional IL-4. Moreover, CCL7 and CCL11 may block Th1 
responses by antagonizing CCR2, CXCR3, and CCR5 ( 151 ). 
CD4 + T-Cell Differentiation Some chemokines appear to regulate not just trafficking 
but also differentiation of Th1 and Th2 cells ( 16 ). CCL2 and its receptor CCR2 have 
been most extensively studied in this regard, but the results are complex and appear at 
first glance contradictory since in vivo CCR2 is strongly associated with Th1 immune 
responses and CCL2 is associated with Th2 responses. For example, CCL2 transgenic 
mice and CCR2 -/- mice, but not CCL2 -/- mice, have increased susceptibility to lethal 
infection with Mycobacterium tuberculosis. CCL2 appears to promote Th2 polarization 
directly, by inhibiting IL-12 production in monocytes, and by enhancing IL-4 but not 
IFN-? production in memory and activated T cells. Thus, CCL2 influences both innate 
immunity through effects on monocyte trafficking, and adaptive immunity through 
control of T-helper cell polarization and trafficking. Why CCL2 and CCR2 have opposite 
effects on Th polarization is not yet resolved, but there are several possibilities. Most 
importantly, CCR2 can still be triggered by other CCR2 ligands in CCL2 -/- mice, but 
none of these can activate CCR2 pathways in CCR2 -/- mice. Also, CCR2 ligands that 
are normally depleted by CCR2 ligation may accumulate in CCR2 -/- mice, thereby 
allowing triggering of alternative receptors such as CCR3 that, unlike CCR2, could be 
coupled to Th2 differentiation. Alternatively, CCL2 could act at a second receptor 
subtype. In the case of CCR2 -/- mice, DC migration to draining lymph node after 
aerosol challenge with M. tuberculosis is markedly impaired, which preempts any direct 
effects of CCL2 on T cells. The role of the inflammatory chemokine CCL3 and its 
receptors on T-cell polarization is also complex ( 16 ). CCL3 can directly enhance IFN-? 
production in activated T cells, and CCL3 neutralization attenuates Th1-driven 
experimental autoimmune encephalomyelitis and Th1-dependent granuloma formation 
in mice. Nevertheless, mice lacking the CCL3 receptor CCR1 typically have reduced 
Th2 responses. This suggests a role for the CCL3 receptor CCR5 in mediating 
Th1-polarizing effects of CCL3, which is consistent with the role of this receptor in 
mediating CD8a + DC trafficking and IL-12 production in the spleen in mice injected with 
Stag, a soluble Toxoplasma gondii antigen preparation ( 152 ). Nevertheless, CCR5 -/- 
mice have also been reported to have enhanced delayed-type hypersensitivity 
reactions, and increased humoral responses to T-cell–dependent antigenic challenge, 



indicating a role for CCR5 in down-modulating certain T-cell–dependent immune 
responses ( 153 ). 
Tissue-Specific Lymphocyte Homing When lymphocytes encounter antigen in 
lymphoid tissue that drains mucosal surfaces or skin, they become programmed to 
home to the original tissue and to recirculate between it and its draining lymph nodes. 
This process probably evolved to help rapidly focus effector cells to inflamed and 
infected sites, as well as to optimize immune surveillance by confining memory cells to 
sites where repeat antigen encounter was most probable. In contrast, tissue-specific 
lymphocyte subsets for internal organs, which less frequently encounter foreign 
antigens, have not been found. The molecular determinants of homing and regional 
immunity, which were first shown to include tissue-specific adhesion molecules on 
lymphocytes, now appear to also include epithelial expression of homeostatic, 
tissue-specific chemokines and induction of their specific chemokine receptors on 
lymphocytes. CLA + T-lymphocytes, which home to skin, preferentially express CCR4 
and CCR10 ( 154 ). The CCR4 ligand CCL22 is made by resident dermal macrophages 
and DCs whereas the CCR10 ligand CCL27 (CTACK [cutaneous T-cell–associated 
chemokine]) is made by keratinocytes. Blocking both of these pathways, but not either 
one alone, has been reported to inhibit lymphocyte recruitment to the skin in a DTH 
(delayed-type hypersensitivity) model, implying that in this model these two molecules 
act redundantly and independently of inflammatory chemokines ( 155 ). Homing to small 
intestine is determined in part by T-lymphocyte expression of the integrin a 4ß 7 and 
CCR9. The a 4ß 7 ligand MAdCAM-1 and the CCR9 ligand CCL25 colocalize on normal 
and inflamed small intestinal endothelium, and most T cells in the intraepithelial and 
lamina propria zones of the small intestine express CCR9. These cells, which are 
mainly ?d TCR + or CD8aß + aßTCR +, are reduced in small intestine from CCR9 -/- 
mice ( 156 ). CCL28 (MEC [mucosal epithelial cell chemokine]) may be important for 
homing to bronchus, colon, salivary gland, and mammary gland, where it is 
constitutively expressed at high levels. Although CCL28 also signals through the CCL27 
receptor CCR10, CCR10 + CLA + cells are not found in intestine because they lack a 4ß 

7 integrin expression needed for gut homing. As B cells differentiate into plasma cells, 
they also down-regulate CXCR5 and CCR7 and exit lymph node. B immunoblasts 
expressing IgG coordinately up-regulate CXCR4, which promotes homing to the bone 
marrow ( 37 ), whereas B immunoblasts expressing IgA specifically migrate to mucosal 
sites ( 157 ). Like gut-homing T cells, B immunoblasts that home to small intestine 
express a 4ß 7 integrin and CCR9 and respond to CCL25. 

CHEMOKINES AND DISEASE

Although there is a vast literature correlating the presence of chemokines with human 
disease ( 2 , 158 ), direct proofs of important roles in pathogenesis exist for only four 
diseases: WHIM syndrome (warts, hypogammaglobulinemia, infection, and 
myelokathexis [neutropenia without maturation arrest]), heparin-induced 
thrombocytopenia, HIV/AIDS, and malaria ( Table 1). The latter two examples fall into 
the category of microbial mimicry, which will be covered in the next section. The 
following discussion, which focuses on direct genetic tests of endogenous chemokine 
contributions to disease pathogenesis, is meant to be illustrative, not comprehensive, 



and is supplemented by Appendix 5 and Appendix 6 and by recent reviews ( 23 , 159 , 160 

and 161 ).

 
TABLE 1. Members of chemokine system proven to be pathogenetic factors in human 
disease

Immunodeficiency/Infectious Diseases

Two naturally occurring mutations in the homeostatic chemokine system have been 
associated with increased susceptibility to pathogens. The first, a truncating mutation in 
the C-tail of CXCR4 that affects normal receptor desensitization processes, has been 
strongly linked by pedigree analysis to patients with WHIM syndrome, who are highly 
susceptible to papillomavirus infection ( 162 ). The exact pathogenetic mechanism has 
not yet been delineated. The second, which was discussed in the previous section, is 
the plt mutation in mouse, which is associated with increased susceptibility to mouse 
hepatitis virus ( 163 ).

Neutrophils from CXCR2 -/- mice do not respond to any ELR-CXC chemokines and 
migrate mimimally in response to chemical irritants in vivo. Accordingly, the mice are 
more susceptible to infection when challenged with diverse bacterial, fungal, and 
helminth pathogens, summarized in Appendix 5, which all induce ELR-CXC chemokine 
production. Like CXCR2, CCR1 is important for resistance to lethal infection with 
Aspergillus fumigatus.

The situation is more complex for intracellular pathogens, where disease is driven by 
combined cytopathic effects from both the pathogen and the immune response. 
Influenza A, for example, induces the monocyte- and T-cell–targeted chemokines 
CCL2, CCL3, and CCL5, but not the neutrophil-targeted chemokines CXCL1 or CXCL8, 
and accordingly the cells present in the infected airway are macrophages and T cells, 
not neutrophils. As would be predicted, CCL3 -/- and CCR2 -/- mice have less 
pneumonitis, and higher viral titers ( 164 ). Yet, deficiency of CCR5, which is also present 
on macrophages and Th1 cells, is associated with worse pneumonitis and increased 
mortality rates in influenza infection. As with influenza, genetic disruption of CCL3 
prevents the intense myocarditis that normally occurs in mice infected with Coxsackie 
B3 virus, but viral replication is unaffected. With regard to intracellular bacterial 
infection, mice lacking CCR2 are more susceptible to lethal infection with Listeria 



monocytogenes and M. tuberculosis, in both cases apparently due to defects in 
macrophage trafficking.

Acute Neutrophil-Mediated Inflammatory Disorders

Many neutrophil-mediated human diseases have been associated with the presence of 
CXCL8, including gout, acute glomerulonephritis, ARDS, rheumatoid arthritis, and 
ischemia-reperfusion injury. Systemic administration of neutralizing anti-CXCL8 
antibodies is protective in diverse models of neutrophil-mediated acute inflammation in 
the rabbit (skin, airway, pleura, glomeruli), providing proof of concept that CXCL8 is a 
nonredundant mediator of innate immunity and acute pathologic inflammation in these 
settings ( 128 , 129 ). Moreover, CXCR2 knockout mice are less susceptible in a model of 
acute urate crystal-induced gouty synovitis ( 165 ), and SB-265610—a nonpeptide small 
molecule antagonist with exquisite selectivity for CXCR2—prevents neutrophil 
accumulation in the lungs of hyperoxia-exposed newborn rats ( 166 ). Together the 
results identify CXCL8 and its receptors as candidate drug targets for diseases 
mediated by acute neutrophilic inflammation.

Transplant Rejection

An advantage of transplant rejection over other animal models of human disease is that 
in both the human and animal situation, the time of antigenic challenge is precisely 
known. The most extensive analysis of the role of chemokines in transplant rejection 
has been carried out in an MHC class I/II–mismatched cardiac allograft rejection model 
in the mouse, which is mediated by a Th1 immune response ( 159 ). Similar sets of 
inflammatory chemokines are found in the mouse model as in the human disease. 
ELR-CXC chemokines and CCL2 appear early, and are probably made by engrafted 
blood vessel endothelial cells. These are associated with neutrophil and mononuclear 
cell accumulation. On day 3 after engraftment, CCL2 is still present and the three 
CXCR3 ligands CXCL9 to CXCL11 and the CCR5 ligands CCL4 and CCL5 appear. Of 
the CXCR3 ligands, CXCL10 appears earliest and in largest amounts, probably in 
response to IFN-? coming from NK cells. This phase is associated with transition to an 
adaptive immune response with accumulation of trafficking of recipient T cells, 
macrophages, and DCs to the graft followed by acute and chronic rejection. Graft 
arteriosclerosis, which is distinct from the lipid-driven disease, may be driven in part by 
CXCL10 and IFN-?.

Analysis of knockout mice has demonstrated that multiple chemokine receptors 
contribute to rejection in this model by mediating leukocyte trafficking to and from the 
graft. There is a marked rank order: CXCR3>>CCR5>CCR1 = CX3CR1 = CCR2. Most 
impressively, rejection and graft arteriosclerosis do not occur if the recipient mouse, 
treated with a brief, subtherapeutic course of cyclosporin A, is CXCR3 -/- or if the donor 
heart is CXCL10 -/-, identifying this axis as a potential drug target ( 167 , 168 ). 
Neutralization of CXCL9, a CXCR3 ligand that appears later than CXCL10, can also 
prolong cardiac allograft survival, and delay T-cell infiltration and acute rejection in class 
II MHC–disparate skin allografts ( 169 ). In rat, BX-471, a nonpeptide, small molecule 



antagonist of CCR1, was reported to be effective in heart transplant rejection ( 170 ).

In human, CCR5 may be important in chronic kidney allograft rejection, since individuals 
homozygous for the inactive CCR5d32 allele are underrepresented among patients with 
this outcome in a large German kidney transplantation cohort ( 171 ).

Autoimmunity

Two human diseases have been identified in which chemokines act as autoantigens for 
autoantibodies. The first, heparin-induced thrombocytopenia (HIT) is the only human 
autoimmune disease directly linked mechanistically to chemokines ( 172 ). An 
established risk factor for thromboembolic complications of heparin therapy, HIT occurs 
in 1% to 5% of patients treated with heparin and is the result of autoantibodies that bind 
specifically to CXCL4-heparin complexes in plasma. The second, autoimmune myositis, 
is associated with autoantibodies to histidyl tRNA synthetase, a protein synthesis factor 
that is also able to induce iDC chemotaxis, apparently by acting as an agonist at CCR5 
( 173 ). Its exact importance in promoting inflammation in myositis has not been 
established. As mentioned previously, tyrosyl tRNA synthetase is also a nonchemokine 
chemokine receptor agonist, specific for CXCR1 ( 33 ).

In general, T-cell–dependent autoimmune diseases in human such as psoriasis, 
multiple sclerosis (MS), rheumatoid arthritis (RA), and type I diabetes mellitus are 
associated with inflammatory chemokines and tissue infiltration by T-lymphocytes and 
monocytes expressing inflammatory chemokine receptors ( 23 , 53 , 174 , 175 ). The relative 
importance of these is not yet known. Patients homozygous for the CCR5 null allele 
CCR5d32 have been reported who have MS, indicating that this receptor is not required 
for disease; however, heterozygotes have been reported to have delayed onset 
compared to patients lacking this allele. CCL2 and CCR2 and to a lesser extent CCL3 
and CCR1 knockout mice have reduced disease in experimental allergic 
encephalomyelitis (EAE), a model of MS. Moreover, neutralization of CCL3 and CCL2 
markedly reduced the early and relapsing phases of EAE, respectively. Interestingly, 
ß-IFN, an approved treatment for MS, suppresses expression of these chemokines 
from T cells. MCP-1 (9-76), a dominant negative antagonist of CCL2, inhibits arthritis in 
the MRL-lpr mouse model of RA, suggesting a potential role for CCL2 and CCR2 ( 176 ). 
Met-RANTES, a chemically modified variant of CCL5 that blocks CCR1, CCR3, and 
CCR5, was beneficial in a collagen-induced arthritis model in DBA/I mice. In the NOD 
mouse model of diabetes, insulitis and hyperglycemia were reduced in CCL3 knockout 
mice ( 177 ).

Paradoxically, in some cases blocking chemokine receptors may lead to increased 
inflammation as shown for CCR1 and CCR2 in nephrotoxic nephritis and 
glomerulonephritis mouse models ( 178 , 179 ). This is associated with increased renal 
recruitment of CD4 + and CD8 + T cells and macrophages and enhanced Th1 immune 
responses; however, the exact mechanism is not defined.



Atherosclerosis

Atherosclerosis is a complex disease process with an inflammatory component that is 
probably regulated in part by inflammatory chemokines ( 23 ). Macrophages accumulate 
in atherosclerotic lesions and are associated with the presence of macrophage-targeted 
chemokines such as CCL2, CCL5, and CX3CL1. Both CCL2 -/- and CCR2 -/- mice have 
shown markedly reduced lesion size and delayed disease in diverse mouse models of 
atherosclerosis that appear to be due to reduced influx of macrophages into the vessel 
wall ( 180 , 181 ). CCL2 has also been shown to induce release of tissue factor from 
smooth muscle cells via an undefined but clearly CCR2-independent mechanism. 
Adoptive transfer studies with bone marrow from CXCR2 -/- mice have also revealed a 
role for that receptor in promoting atherosclerosis in mouse models, apparently by 
promoting monocyte adhesion to early atherosclerotic endothelium through interaction 
with its mouse ligand KC and activation of the VLA-4/VCAM-1 adhesion system ( 182 ).

The CX3CR1 genetic variant CX3CR1-M280, which lacks normal CX3CL1-dependent 
dhesive function under conditions of physiologic flow ( 182a), has been associated with 
reduced risk of atherosclerotic vascular disease in man in three cohort studies, 
including a prospective study of the Framingham Heart Study Offspring Cohort ( 183 , 184 

). Consistent with this, CX3CR1 is expressed on monocytes, CX3CL1 is expressed in 
human atherosclerotic plaque, and CX3CR1 -/-mice on an APOE -/- background have 
reduced susceptibility to atherosclerosis ( 184a, 184b).

Asthma

Chemokine receptors associated with asthma include CXCR2 ( 185 ), CCR3 ( 186 ), 
CCR4, and CCR8 ( 187 ). CCR3 is present on eosinophils, basophils, mast cells, and 
some Th2 T cells, and CCR4 and CCR8 identify airway T cells of allergen-challenged 
atopic asthmatics. CCR8 knockout mice have reduced allergic airway inflammation in 
response to three different Th2-polarizing antigens: Schistosoma mansoni soluble egg 
antigen, ovalbumin, and cockroach antigen. The situation with the CCR4 axis is 
unsettled, since neutralization of the CCR4 ligand CCL22 was protective in a mouse 
model of airway hyperreactivity and eosinophilic inflammation, but CCR4 gene knockout 
was not. A role for the CCR3 axis in asthma has been supported by CCL11 
neutralization in guinea pig, and CCR3 gene knockout in mouse. However, only one of 
three studies of CCL11 knockout mice found protection: ˜40% reduction was found in 
airway eosinophils in ovalbumin sensitized/challenged mice, possibly due to 
compensation by other CCR3 ligands. The net effect of CCR3 knockout was expected 
to be more profound; however, the exact phenotype depends dramatically on the 
specific method of sensitization and challenge due to complex and opposite effects on 
eosinophil and mast cell trafficking. Thus, CCR3 -/- mice sensitized ip have reduced 
eosinophil extravasation into the lung but an increase in mast cell homing to the 
trachea, with the net result being a paradoxical increase in airway responsiveness to 
cholinergic stimulation ( 188 ). Mast cell mobilization is not seen after epicutaneous 
sensitization, and these animals therefore have reduced airway eosinophilia on 



challenge and no increase in airway hyperresponsiveness ( 189 ). CCR6 also appears to 
play a role, since CCR6 -/- mice have decreased allergic airway inflammation in 
response to sensitization and challenge with cockroach antigen, which is consistent with 
the induction of its ligand CCL20 in this model ( 190 ).

Cancer

Many chemokines have been detected in situ in tumors, and cancer cells have been 
shown to produce chemokines and express chemokine receptors. However, the exact 
role played by endogenous tumor-associated chemokines in recruiting tumor-infiltrating 
lymphocytes and tumor-associated macrophages and in promoting an antitumor 
immune response has not been delineated. On the contrary, there are data from mouse 
models suggesting that the overall effect may be to promote tumorigenesis through 
additional effects on cell growth, angiogenesis, apoptosis, immune evasion, and 
metastasis. Controlling the balance of angiogenic and angiostatic chemokines may be 
particularly important ( 27 ). This has been shown in several instances, including human 
non–small-cell lung carcinoma (NSCLC), in which the ratio of ELR to non–ELR-CXC 
chemokine expression is high, and where in a SCID mouse model neutralization of 
endogenous tumor-derived CXCL8 (angiogenic) could inhibit tumor growth and 
metastasis by about 50% through a decrease in tumor-derived vessel density, without 
directly affecting tumor cell proliferation. Chemokine receptors on tumor cells have been 
shown to directly mediate chemokine-dependent proliferation, such as in the case of 
CXCL1 in melanoma ( 191 , 192 ), and metastasis, in the case of CXCR4 in a mouse 
model of breast cancer ( 193 ). It remains to be seen how general these effects are in 
other cancers.

Many chemokines, when delivered pharmacologically as recombinant proteins or by 
plasmid DNA or in transfected tumor cells, are able to induce immunologically mediated 
antitumor effects in mouse models and could be clinically useful. Mechanisms may 
differ depending on the model but may involve recruitment of monocytes, NK cells, and 
CD8 + cytotoxic T cells to tumor. For example, induction of protective CD8 + cellular 
immunity by IL-12 in a murine neuroblastoma model has been reported to depend 
entirely on endogenous CXCL10 ( 194 ). Also, CXCL10 transfection of a mouse 
B-cell–tumor cell line prevented establishment of tumor in a thymus-dependent manner. 
Synergistic effects of XCL1, CXCL9, and CXCL10 with cytokines such as IL-2 and IL-12 
have been observed in various mouse models of cancer. Moreover, in SV40 large 
T-antigen transgenic mice, which develop spontaneous bilateral multifocal pulmonary 
adenocarcinomas, injection of recombinant CCL21 in the axillary lymph node region led 
to a marked reduction in tumor burden with extensive CD4 + and CD8 + lymphocytic 
and DC infiltration of the tumors, and enhanced survival ( 195 ). Chemokines may also 
function as adjuvants in tumor antigen vaccines. Chemokine tumor-antigen–fusion 
proteins represent a novel twist on this approach that facilitates uptake of tumor 
antigens by APCs via the normal process of ligand-receptor internalization ( 196 ). 
Non–ELR-CXC chemokines such as CXCL4 also exert antitumor effects through 
angiostatic mechanisms. Despite impressive antitumor effects in animal models, efforts 
to translate chemokines to patient therapy have been slow. In the only published study, 
a phase 1 trial of CXCL4 in colon cancer, the chemokine was well tolerated, but no 



efficacy was observed ( 197 ).

CHEMOKINE MIMICRY IN INFECTIOUS DISEASE

Herpesviruses, poxviruses, and retroviruses, have evolved diverse mechanisms to 
exploit and subvert the immune system through chemokine mimicry ( 19 , 47 , 198 , 199 and 
200 ). These mimics represent a very high percentage of known viral homologs of host 
proteins in general, and immunoregulatory proteins in particular, and in some 
herpesviruses may occupy as much as 3% to 4% of the viral genome ( Fig. 8). Three 
structural subclasses have been identified: proteins with unique structure of unknown 
ancestry, and chemokines and 7TM chemokine receptors that apparently were 
captured by the virus from the host. They can be divided into four major functional 
subclasses: chemoattractants, growth factors, cell entry factors, and antichemokines. 
The latter is a group of broad-spectrum chemokine scavengers and chemokine-receptor 
antagonists with diverse chemokine specificities that have been optimized during viral 
evolution to block chemokine action. Together these factors attest to the importance of 
the chemokine system in antiviral host defense.

 
FIG. 8. Viral chemokines and chemokine receptors. Note that the following ORFs are 
syntenic: HHV6 U12, HHV7 U12, HCMV UL33, MCMV M33, and rat CMV M33; HCMV 
UL78, MCMV M78, rat CMV R78, HHV6 U51, and HHV7 U51. ND, not determined; 
vCKBP, viral chemokine binding protein; MCC, molluscum contagiosum virus CC 
chemokine; ORF, open reading frame.

Herpesvirus and Poxvirus Infection

The viral antichemokines are of particular interest because of their high potential for 
clinical application in immunologically mediated disease. Three unique secreted 
chemokine scavengers have been identified ( 198 ). vCKBP-I (viral chemokine binding 
protein-I) of myxoma virus, a rabbit poxvirus, is homologous to the mammalian IFN? 
receptor. It binds and scavenges IFN?, but also binds CXC, CC, and C chemokines. 
vCKBP-I has been shown to inhibit the early local inflammatory response in the skin of 
infected European rabbit hosts, and IV injection of recombinant vCKBP-I is safe and 



effective in blocking intimal hyperplasia after angioplasty injury in rats and rabbits. 
vCKBP-II is found in multiple poxviruses, including myxoma, vaccinia, variola, and 
cowpox. It is more specific for CC chemokines and is effective in attenuating airway 
inflammation in an allergen-induced asthma model ( 201 ). vCKBP-III of ?herpesvirus 68, 
a natural rodent pathogen, scavenges members of all chemokine classes (but not 
MIP-2 or KC) and is required for establishment of viral latency in B cells of mediastinal 
lymph node and spleen, acting in part by blocking CD8 + T-cell suppression ( 202 ). It is 
also a virulence factor for neutrophilic meningitis, but not arteritis, in this model. The CC 
chemokine vMIP-II of HHV8 (human herpesvirus 8), a broad-spectrum 
chemokine-receptor antagonist that blocks members of all four receptor subfamilies, 
has been shown to block immune complex–induced glomerulonephritis in rats.

HHV8 encodes two other CC chemokines, vMIP-I and vMIP-III, as well as a 
constitutively active CC/CXC chemokine receptor named vGPCR, all of which are 
angiogenic and may contribute to the pathogenesis of Kaposi’s sarcoma (KS), a highly 
vascular multicentric nonclonal tumor caused by HHV8, typically in the setting of 
immunosuppression such as in HIV/AIDS. Consistent with this, vGPCR induces KS-like 
tumors when expressed in transgenic mice ( 203 ). The mechanism may involve 
activation of NF?B and induction of angiogenic factors and proinflammatory cytokines ( 
204 ). Thus, this virus appears to have converted a hijacked chemotactic receptor, 
probably CXCR2, into a regulator of gene expression.

Human cytomegalovirus (HCMV) encodes four GPCR homologs: UL33, UL78, US27, 
and US28, which are probably important virulence factors ( 21 ). UL33 and UL78 are 
conserved in all sequenced ß herpesviruses. UL33 and UL78 are orphans, but probably 
are chemokine receptors since U12 and U51, their respective homologs in HHV6, are 
able to induce calcium flux in response to several CC chemokines. Both mouse and rat 
CMV UL33 homologs are critical for spread to salivary gland and are mortality factors. 
RCMV UL78 is also a mortality factor in vivo. HHV6 U51 expression in epithelial cells 
decreases transcription of CCL5, suggesting a novel mechanism of immune evasion. 
HCMV US28 is a multi-CC and CX3C receptor whose biological roles are not 
established. Its ability to sequester ligands in vitro suggests a role in immune evasion. 
Its ability to bind the adhesive chemokine CX3CL1 suggests that it may mediate 
cell–cell spread of the virus. US28 also mediates both ligand-dependent signaling, as 
well as constitutive activation of PLC and NF?B. It is also able to induce 
ligand-dependent chemokinesis and chemotaxis of smooth muscle cells, which points 
to a potential role in dissemination and in atherosclerosis, where HCMV has been 
implicated as an infectious cofactor. HCMV also encodes two CXC chemokines, named 
vCXC-1 and vCXC-2. vCXC-1, a potent neutrophil chemoattractant acting specifically at 
CXCR2, may facilitate immune evasion and/or viral dissemination. In this regard, 
m131/129, a CC chemokine encoded by mouse CMV, has been shown to promote both 
inflammation at the site of infection and viral dissemination to salivary gland, while 
delaying NK-cell and CD4 + and CD8 + T-cell–mediated viral clearance from spleen and 
liver.

The human poxvirus molluscum contagiosum virus (MCV) encodes a CC chemokine 
named MC148 that has been reported to block recruitment of neutrophils by CXCL8; 



monocytes by CCL2; and monocytes, T cells, and neutrophils by CXCL12. However, 
among the specific chemokine receptors tested, it selectively binds and blocks human 
CCR8 ( 199 ). The reason for this dichotomy is not known. Interestingly, vMIP-I and 
vMIP-III are agonists at CCR8, whereas this receptor may have only one high-affinity 
human ligand, CCL1. Of note, MCV infection characteristically is not associated with 
inflammation, perhaps in part due to antichemokine effects of MC148. Several other 
viral chemokines and chemokine receptors have been described but their properties in 
vivo have not been defined ( Fig. 8).

HIV

The HIV envelope glycoprotein gp120 mediates fusion of viral envelope with the 
target-cell membrane by binding to CD4 and a chemokine receptor. This finding 
resulted from a remarkable convergence of three lines of investigation that were initially 
unrelated ( 17 , 205 ). The first addressed the question of why some HIV-infected 
individuals progress slowly to AIDS. One theory proposed that soluble suppressive 
factors made by CD8 + T-lymphocytes were responsible, and in 1995, CCL3, CCL4, 
and CCL5 were reported to have this activity and to be selectively overproduced by 
PBMCs from individuals who were HIV-free despite repeated high-risk sexual activity.

The mechanism of suppression was identified through a second independent line of 
investigation aimed at the question of why many HIV strains, which can all infect 
PBMCs, are able to infect either primary macrophages (M-tropic HIV) or cultured T-cell 
lines (T-tropic HIV) in vitro, but not both. HIV cytotropism is important because, for 
reasons that are still not known, M-tropic strains but not T-tropic strains are transmitted 
in populations at risk, and persist, whereas T-tropic strains are found in a subset of 
patients, mainly during late stages of disease, and appear to be more virulent. The 
cytotropism problem was unequivocally solved in 1996 when Feng et al. ( 206 ) 
demonstrated that CXCR4 is used as a selective fusion cofactor with CD4 by T-tropic 
HIV. Later work proved that CCR5 plays an analogous role for M-tropic HIV, and the 
chemokine ligands for these receptors were shown to suppress HIV by blocking 
interaction of gp120 with chemokine receptor and promoting receptor down-regulation. 
Both CCR5 and CXCR4 physically associate with CD4 and gp120, and are therefore 
referred to as “HIV coreceptors.” HIV strains are now functionally classified and named 
according to their specificity for CXCR4 (X4 strains), CCR5 (R5 strains), or both (R5X4 
strains). Other chemokine receptors, several orphan receptors, the HCMV receptor 
US28, and the leukotriene B4 receptor are also HIV coreceptors; however, their 
activities are limited and at present there is little to no evidence that they are used by 
HIV to infect primary cells. The one clear exception is CXCR6, which in nonhuman 
primates replaces CXCR4 as the major HIV coreceptor for T-tropic SIV strains ( 17 ).

Proof of principle that CCR5 plays an important role in HIV disease was provided 
through discovery of the inactive CCR5d32 allele, which has a 32–base pair deletion in 
the ECL2 region of the ORF ( 50 ). This introduces a premature stop codon in TMD5 and 
causes massive truncation and intracellular retention of the protein. Consequently, 
PBMCs from CCR5d32 homozygotes are fully infectable by X4 HIV but cannot be 
infected by R5 strains, and CCR5d32 homozygotes are overrepresented in cohorts of 



exposed uninfected individuals but are almost never found among HIV+ individuals, 
regardless of the route of transmission. Together these in vitro and in vivo findings 
strongly support the conclusion that wild-type CCR5 is essential for efficient 
person-to-person transmission of HIV. Moreover, analysis of CCR5d32 heterozygotes 
has indicated that the level of CCR5 expression is a limiting factor for HIV replication 
and disease progression.

The evidence that CXCR4 regulates HIV pathogenesis is indirect. In vitro, all HIV-1 
strains that cannot use CCR5 use CXCR4, and some strains use both. In vivo, X4 
viruses are less common. They have been isolated from the few known HIV+ CCR5d32 
homozygotes, suggesting that they are capable of transmitting disease, presumably by 
using CXCR4, and that ordinarily R5 strains in the transmitting inoculum generate 
factors that select against them. The appearance of X4 viruses in some patients late in 
disease is associated with an accelerated disease course, and, consistent with this, X4 
strains are more cytopathic than R5 strains in vitro. The mechanism may simply involve 

target availability since CXCR4 + CD4 + T cells greatly exceed CCR5 + CD4 + T cells in 
both blood and lymph node ( 207 ). However, this only deepens the mystery of why X4 
strains do not efficiently transmit infection. CXCR4 + CD4 + cells are found in rectal and 
vaginal mucosa, and in the blood, so that the major portals of HIV entry should support 
transmission by X4 strains.

Regulation of the precise level of coreceptor expression and function depends on the 
balance of both positive and negative factors, including cytokines, chemokines, viruses, 
bacterial products, and T-cell co-stimulation ( 208 ). CCR5 ligands can suppress R5 but 
enhance X4 HIV replication. Moreover, CCL5 can either suppress or enhance R5 HIV 
replication depending on the concentration used. Thus, the level of coreceptor ligands 
in vivo would also be predicted to modulate HIV replication. Numerous studies 
correlating chemokine levels with disease outcomes have been published; however, the 
results are not fully consistent. Additional HIV-suppressive chemokines include CCL22 
and CCL2. CCL22 is the only one able to inhibit both R5 and X4 HIV, but the 
mechanism, which is unknown, does not involve direct binding to coreceptors. 
Additional CD8 + T-cell–derived HIV-suppressive activities have been identified that are 
independent of known chemokines.

Common genetic factors reported to be risk factors in HIV disease cohorts that may 
work by affecting the balance of coreceptor/chemokine expression and function include 
promoter variants for CCR5, CCL3, and CCL5; the structural variants CCR2 V64I and 
CX3CR1-M280; and the 3'-UTR variant SDF-1 3'A. However, additional cohorts will 
have to be studied and mechanisms rigorously defined to judge the significance ( 50 ). 
Combinations of “protective” alleles would be predicted to provide additive protection, 
and this was observed for CCR5d32 and CCR2 V64I in a large meta-analysis ( 209 ).

The mechanism of HIV fusion involves direct binding of CD4 to coreceptor, and gp120 
to both CD4 and coreceptor ( Fig. 9) ( 17 ). In the absence of CD4, gp120 binds with only 
low affinity to coreceptors. Coreceptor choice is determined by a small number of key 
residues in the V3 loop of gp120, and binding determinants have been mapped to 
multiple extracellular domains of coreceptors, including a sulfated tyrosine in the 



N-terminal domain of CCR5 ( 210 ). Efficiency is determined in part by the stoichiometry 
of CD4 and coreceptor and the cellular context ( 211 ). For example, monocytes and 
macrophages have been reported to have different molecular forms of CXCR4 and are 
differentially sensitive to X4 HIV infection. After gp120 binds, it undergoes a 
conformational change that releases a cryptic fusogenic peptide in gp41 that promotes 
fusion of the viral envelope and the target-cell membrane.

 
FIG. 9. Model of HIV coreceptor activity. A: HIV cytotropism is explained by differential 
usage of CXCR4 and CCR5 as coreceptors. The mutant receptor CCR5d32 is not 
expressed on the cell surface and cannot be used for cell entry by HIV. B: Model of HIV 
entry mechanism. See text for description.

Coreceptor signaling is clearly not required for full fusion activity. Nevertheless, purified 
gp120 is able to act not just as a ligand but also as a potent agonist at CCR5 and 
CXCR4 and can induce calcium flux, chemotaxis, and activation of Pyk-2 and FAK. This 
could be a potential mechanism to attract additional target cells to the virus, or 
alternatively, just a method to facilitate fusion-pore penetration of the cytoskeleton. The 
effect of CCR5 signaling on X4 replication and concentration-dependent effects on R5 
replication have been mentioned previously. In the case of CXCR4, signaling in 
response to purified X4 gp120 has been reported to induce apoptosis of human 
neurons, which may be important in the pathogenesis of HIV encephalitis and AIDS 
dementia. Finally, interaction of gp120 with CXCR4 on macrophages can induce 
apoptosis of CD8 + T cells, which suggests that coreceptors may promote CTL 
suppression in trans, although the precise mechanism has not been delineated.

CCR5d32 is a common mutation: ˜20% of North American Caucasians are 
heterozygous and 1% are homozygous. Since it is estimated to have originated in 
Caucasians recently, within the past ˜3,000 years, it would take a narrow population 
bottleneck or a powerful positive selective pressure, such as another epidemic, to 
account for the high prevalence observed in populations today. Smallpox is a 
particularly attractive candidate since CCR5 (and several other chemokine receptors) 
have been reported to facilitate infection of target cells by myxoma, vaccinia, and 



several other related poxviruses ( 212 ).

The CCR5d32 genotype distribution is in Hardy–Weinberg equilibrium indicating that 
the allele has no intrinsic effect on fitness, which is consistent with the lack of any 
obvious health problems in the few homozygotes who have been examined and in 
unstressed CCR5 knockout mice. Thus, inactivating CCR5 with a drug should 
theoretically be safe and effective in preventing HIV infection. Two potent and selective 
small-molecule antagonists of CCR5 have been reported, SCH-C from Schering-Plough 
and TAK779 from Takeda Pharmaceuticals. SCH-C reduced HIV levels in infected 
SCID-hu mice and in a phase 1 study of patients ( 213 ). Escape mutants occurred when 
R5 tropic HIV strains were cultured in the presence of this compound in vitro, but the 
mechanism involved resistance to inhibition at CCR5, not expansion to usage of 
CXCR4. Potent CXCR4 small-molecule blocking agents include the polyarginine 
ALX40-4C, the bicyclam AMD3100, and the horseshoe-crab peptide T140. Targeting 
CXCR4 may be more hazardous than CCR5 since it is an essential gene, at least in 
mice, whereas CCR5 is dispensable in both human and mouse.

Malaria

Three years before the HIV coreceptors were discovered, Duffy, the 7TM promiscuous 
chemokine-binding protein of erythrocytes, had already been demonstrated to play a 
similar role in malaria ( 22 ). The key observation was that CXCL8 and several other 
chemokines could bind to erythrocytes from Caucasian but not African-American blood 
donors. This mimicked the racial distribution of the Duffy blood–group antigen, which is 
responsible for minor transfusion reactions and was already known to be the 
determinant of erythrocyte invasion by P. vivax. The chemokine and parasite 
determinants on erythrocytes both map to Duffy. The parasite ligand, which is named 
the Plasmodium vivax Duffy binding protein (PvDBP), is expressed in micronemes of 
merozoites and binds to the N-terminal domain of Duffy via a cysteine-rich domain. This 
interaction is required for junction formation during invasion, but not for initial binding or 
parasite orientation. Duffy deficiency, which is due mainly to an inherited single 
nucleotide substitution named -46C at an erythroid-specific GATA-1 site in the Duffy 
promoter ( 214 ), is fixed in sub-Saharan Africa but not in other malaria-endemic regions 
of the world. Accordingly, P. vivax malaria is rare in sub-Saharan Africa but common in 
Central and South America, India, and Southeast Asia. Fixation of the mutation in Africa 
presumably occurred because of positive selective pressure from malaria. Identification 
of the -46C mutation in the Melanesian Duffy allele among individuals living in a P. 
vivax–endemic region of Papua New Guinea provides an opportunity to test this 
hypothesis prospectively ( 215 ). Together with CCR5d32, Duffy -46C is the strongest 
genetic resistance factor known for any infectious disease in man.

The physiologic role of Duffy has not been clearly defined. In addition to erythrocytes, it 
is expressed on endothelial cells and Purkinje cells. Since it does not signal, it could 
either positively or negatively regulate inflammation, depending on whether it 
scavenges circulating chemokines or acts as a chemokine-tethering device on 
endothelial cells. Duffy deficiency in man and knockout mice is not associated with any 
known health problems. Study of Duffy knockout mice has not settled this question, 



since one group reported that these mice had reduced inflammation when challenged 
with LPS in the peritoneal cavity, whereas in a second line challenged with LPS 
systemically, inflammation was exaggerated in the lung and liver ( 216 , 217 ).

THERAPEUTIC APPLICATIONS

Chemokines and Chemokine Receptors as Targets for Drug Development

Although chemokine-targeted drug development is still in the early stages and there are 
no approved drugs, there are already two accomplishments that deserve special 
mention: First, chemokine receptors are the first cytokine receptors for which potent, 
selective, nonpeptide small-molecule antagonists have been identified that work in vivo; 
and second, targeting host determinants, as in the case of CCR5 and CXCR4 in 
HIV/AIDS, is a new approach in the development of antimicrobial agents. Other 
reasonable disease indications are Duffy in P. vivax malaria; CXCR2 in acute 
neutrophil-mediated inflammation; CXCR3 and CCR2 in Th1-driven disease; CCR2 and 
CX3CR1 in atherosclerosis; and CCR3 and possibly CCR4 and CCR8 in Th2 diseases 
such as asthma.

Potent and selective nonpeptide small-molecule antagonists of CCR5, CXCR4, CXCR2, 
CCR1, CCR2, and CCR3 have been reported. These molecules have in common a 
nitrogen-rich core and appear to block ligand binding by acting at a conserved allosteric 
site analogous to the retinal-binding site in the transmembrane region of rhodopsin. 
Although small molecules taken as pills are the main goal, other blocking strategies are 
also under consideration, such as ribozymes, modified chemokines (e.g., amino 
terminal–modified versions of CCL5) and intrakines, which are modified forms of 
chemokines delivered by gene therapy that remain in the endoplasmic reticulum and 
block surface expression of newly synthesized receptors.

The fact that viral antichemokines typically block multiple chemokines acting at multiple 
receptors may hint that the most clinically effective chemokine-targeted 
anti-inflammatory strategy will need to provide broad-spectrum coverage. In this regard, 
the viral antichemokines themselves may have a place therapeutically, although issues 
of antigenicity may be limiting. There is also proof of principle from work with a 
distamycin analog that broad-spectrum blockade is feasible with nonpeptide small 
molecules ( 11 ).

Chemokines as Biological Response Modifiers

Both inflammatory and homeostatic chemokines are being evaluated for therapeutic 
potential as biological response modifiers, acting mainly as immunomodulators or as 
regulators of angiogenesis. Studies to date have not revealed major problems with 
toxicity, and efficacy has been noted in models of cancer, inflammation, and infection. 
To date, clinical trials in cancer and stem cell protection have not produced an 
approved drug, as noted previously. Chemokines are also being developed as vaccine 
adjuvants, delivered either as pure protein, immunomodulatory plasmid ( 218 ), or as 
recombinant protein within antigen-pulsed DC. In this application, the chemokine may 



act at multiple different steps in the immune response—for example, to strengthen 
trafficking of specific classes of immune cells through the site of vaccination, or 
enhance uptake of antigen by APCs, or tilt the Th1/Th2 balance to a position that is 
optimal for a particular disease. Impressive efficacy in infectious disease, allergy, and 
tumor models has been observed in rodents ( 219 ). Chemokine gene administration has 
also been shown to induce neutralizing antibody against the encoded chemokine, to 
block immune responses and to ameliorate EAE and arthritis in rodent models.

CONCLUSIONS

Major progress has been made in our understanding of the chemokine system since it 
was discovered in the 1980s. The basic picture of chemokine structural biology, 
immunology, and biology is now in reasonably sharp focus. Recognition that 
chemokines play complex and prismatic roles in immune system development, 
differentiation, and activation has replaced an older, single-dimensional focus on cell 
migration. Major diseases of the hematopoietic system, HIV/AIDS and malaria, have 
been identified that are caused by microbial exploitation of chemokine receptors, and 
there is genetic proof of principle that blocking these receptors may safely and 
effectively prevent infection. Moreover, potent chemokine receptor antagonists have 
been developed and direct data indicate that some are safe and effective in diverse 
animal models of immunologically mediated disease.

Still, many chemokines have not yet been studied at the biological level (and were 
therefore not discussed in detail in this chapter). And our understanding of 
chemokine-signaling networks, in vivo gene-expression dynamics, and mechanisms of 
leukocyte migration, differentiation, and activation is still lacking in detail. With regard to 
clinical applications, it is still not clear whether chemokine blockade can effectively treat 
established immunologically-mediated disease, and most human disease indications for 
drug development now under consideration are still often based mainly on educated 
guesswork using inadequate small animal models. Finally, there are so far no 
chemokine-based therapeutics approved for use in the treatment or prevention of 
human disease. These are some of the major opportunities and challenges for future 
basic and applied research in this field.
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INTRODUCTION

Nontransformed cells have a finite life span. Most of our cells will die long before we do 
and evidence suggests that this is important for our health. However, in general, adult 
vertebrates, as well as their internal organs, stay a constant size, so a form of 
homeostasis is implied ( 1 ). In certain organs, this involves a constantly fluctuating 
dynamic equilibrium. A prime example is the immune system, which employs cell 
renewal, expansion, and elimination in carrying out its function ( 2 , 3 , 4 and 5 ). These 



changes can be systemic or localized to anatomic sites proximate to an antigen 
stimulus and may affect specific subsets of immune cells as dictated by the stimulus.

Programmed cell death (PCD) denotes a set of internal biochemical mechanisms that 
cause specific cells to die under defined conditions that are advantageous to the 
organism ( 6 ). Reasons for cell elimination include cell excess, improper cell 
differentiation, cell transformation, genetic damage to cells, and infection. Rather than 
using the title “Apoptosis” for this chapter, we chose “Programmed Cell Death” because 
increasing evidence suggests that nonapoptotic PCD could play an immunoregulatory 
role. The chapter has been organized so that we start with a broad overview of general 
immunoregulatory principles and then delve into the details of molecules involved in 
apoptosis in specific sections at the end. Investigation into the molecular mechanism of 
PCD began in earnest about 1990. The development of an organized database of large 
sets of expressed sequence tags and bioinformatics tools by Boguski, Lipman, and 
colleagues at the U.S. National Center for Biotechnology Information in the mid-1990s, 
allowed extraordinary advances in identifying molecules involved in PCD ( 7 ). Although 
PCD is a large and contentious area of cell biology research, molecular advances have 
established a firm and tractable theoretical foundation. Remarkably, much of what we 
discuss in this chapter was completely unknown a mere decade ago. Yet these 
pathways are at work every day in our bodies to control responses to infectious agents, 
establish cellular homeostasis, prevent autoimmunity, and avert lymphoid malignancies.

OVERVIEW: CELLULAR HOMEOSTASIS AND PROGRAMMED CELL 
DEATH IN MULTICELLULAR ORGANISMS

Internal programs of death are likely to exist in all mammalian cells. Raff ( 8 ) has 
suggested that these internal programs must be constantly and actively suppressed. 
For experimental investigation, it is thus important to discriminate between cellular 
demise caused by accident and that initiated or “programmed” by an internal 
biochemical mechanism. The term “apoptosis,” a Greek word meaning “falling off” as in 
leaves from a tree, was introduced in 1972 by Kerr et al. ( 9 ) to describe the normal, 
presumably programmed, attrition of cells. It was defined as a microscopic appearance 
of cell death comprising cell shrinkage with nuclear and cytoplasmic condensation 
within an intact, but blebbed, cell membrane ( 10 ) ( Fig. 1B and Fig. 1C). This cell 
phenotype has long been associated with cell death ( 11 ). Apoptosis is now mainly 
identified with the biochemical effects of the caspase family of proteases ( 12 ). 
Caspases are important in two respects. First, they are a feature of most if not all 
apoptosis pathways. Second, once activated, they usually represent a commitment to 
apoptosis that is not reversible, although there are suggestions that low-level caspase 
activation may occur during lymphocyte activation ( 13 , 14 ). For these reasons, 
caspases have been regarded as a final common pathway of apoptosis. In fact, the 
concept of PCD was significantly strengthened by the identification of caspases and 
other molecules that comprise dedicated internal biochemical death pathways. In 
general, the death machinery is preassembled and available without new gene 
transcription or protein synthesis ( 6 ). Caspases are constitutively expressed in the 
cytoplasm of the cell as zymogens. Once proteolytically activated, caspases cause the 
morphologic changes of apoptosis culminating in cell death. The death program 



entrained to caspases includes cleavage of chromosomal DNA, nuclear chromatin 
condensation, exposure of phosphatidylserine on the exterior of the cell membrane, 
proteolysis of specific proteins including other caspases, and mitochondrial changes. 
These events are detectable by simple assays in tissue culture cells in vitro or, in some 
cases, in vivo. Protocols for these assays have been well described ( 15 , 16 ).

 
FIG. 1. Electron microscopy elucidates the morphology of different forms of PCD. A: A 
normal, unstimulated Jurkat leukemia cell. B: Jurkat cell undergoing apoptosis in 
response to Fas receptor stimulation. Note the condensed chromatin and the blebbing, 
but maintenance of plasma membrane integrity. C: Jurkat cell undergoing apoptosis in 
response to staurosporine treatment. Note the prominent nuclear condensation. D: 
Necrosis of human peripheral blood T-lymphocyte infected with HIV. Note the general 
loss of cellular integrity as well as the lack of chromatin condensation in the dying cell. 
Courtesy of D. Bolton and J. Orenstein.

Cells that die without the characteristics of apoptosis undergo what is usually called 
“necrosis.” While necrosis is often associated with accidental cell death, it may also 
result from programmed mechanisms. The appearance of a necrotic cell differs 
dramatically from apoptosis. Necrotic cells swell and lose the integrity of internal 
organelles and cell membrane, giving an enlarged “fractured” appearance under the 
microscope ( Fig. 1D). Recently, various research groups have begun to define 
molecular programs resulting in necrotic death ( 17 ). Thus, we distinguish between 
“programmed” necrosis and necrosis due to accidental causes that are likely due to 
very different molecular events. It has been generally argued that apoptosis, which 
preserves membrane integrity, prevents inflammation from released cellular contents, 
whereas necrosis results in total cellular breakdown and content release, which causes 
an inflammatory response. There are contrasting views on whether remnants of 
apoptotic or necrotic cells are more immunogenic when engulfed by antigen-presenting 
cells, although exposure to necrotic cells can cause dendritic cell maturation ( 19 , 20 and 
21 ). The distinct immunologic effects due to apoptosis and necrosis remain the subject 



of substantial experimental exploration.

As we argue below, the necessity of cellular homeostasis as well as the acute need to 
eliminate cells that are harmful or nonfunctional led to the early emergence of 
conserved cell-death mechanisms ( 11 ). Work by Metzstein and Horvitz ( 22 ) genetically 
identified several molecules essential for the death of specific cells during the 
development of the roundworm C. elegans that have subsequently been found to be 
homologs for mammalian PCD genes. It is clear from this simplified system that the 
molecular logic of one form of cell death was likely established early in evolution ( 23 ). 
PCD mechanisms are now evident in most contemporary multicellular organisms from 
plants to humans, although it is not clear whether convergent evolution or conservation 
of function is responsible. However, the molecular pathways in worms and other simple 
organisms are rudimentary compared with the complexity found in mammalian PCD 
systems. To understand how these mechanisms contribute to immunity, we focus on 
mice and humans, which are the subjects of most immunologic research.

PROGRAMMED CELL DEATH AND IMMUNE REGULATION

The fundamental unit of immune responsiveness is the cell. In considering the major 
immune cells, lymphocytes, each cell is distinguished by expressing a unique clonotypic 
antigen receptor. A large number of lymphocytes with different receptor specificities are 
generated during ontogeny—for example, the “immune repertoire”—and these cells can 
be programmed to expand or die throughout the life of the organism. Although the level 
of antigen presentation, the degree of lymphocyte responsiveness (vs. 
nonresponsiveness or anergy), and other factors also play important roles, the 
presence or absence of cells with specific recognition properties at any given time is a 
primary determinant of the quantitative response to any antigenic stimulus. The 
homeostasis of major lymphocyte populations is independently regulated such that 
deficits in B cells, T cells, or even major T-cell subpopulations (aß vs. ?d or CD4 vs. 
CD8), do not prevent the normal homeostasis of the remaining populations. During 
development, lymphocytes respond to the antigenic environment with either survival or 
death ( 24 ). For the most part, developmental PCD eliminates lymphocytes that cannot 
recognize antigen appropriately or have dangerous self-reactivity ( 24 , 25 ). In the mature 
immune system, death is principally a negative feedback response that 
counterbalances proliferative responses to antigen ( 26 ). Although the clonal selection 
theory of F.M. Burnet encompassed clonal elimination during ontogeny, in the mature 
immune system, it allowed only selective expansion of antigen-stimulated lymphocytes. 
We have proposed that antigen-specific regulation of mature lymphocyte survival also 
powerfully controls immune responses and tolerance ( 5 , 26 , 53 ). Since the organism 
encounters an unpredictable universe of antigens in a lifetime, it is essential that there 
is feedback regulation of adaptive immune responses. Feedback is an essential 
element of any dynamic system in which final outcomes cannot be predicted from the 
starting conditions ( 27 ). In immunity, proliferation and death are coordinated by 
feedback regulation to provide measured responses by controlling the number of 
immunologic responsive cells.



Thymic Deletion: Positive and Negative Selection

Thymic selection represents one of the most intriguing examples of apoptosis induction 
in which the same receptor—the clonotypic T-cell receptor (TCR)—can lead to 
diametrically opposite outcomes depending on the level of stimulation ( 24 , 25 ). During 
development, at the stage when thymocytes express the TCR and both the CD4 and 
CD8 co-receptors (the “double-positive” stage), thymocytes will undergo apoptosis if 
they receive no TCR stimulation. This has been called “death by neglect” ( 28 ). This 
process will eliminate thymocytes that have not productively rearranged the TCR genes 
or have no capacity to recognize antigen in the context of self–major histocompatibility 
complex (MHC). “Low-level” stimulation of the TCR antagonizes death by neglect. This 
protective event ensures MHC-specific antigen recognition by T cells and is called 
“positive selection” ( 29 ). While weak TCR signals can deliver an anti-apoptotic stimulus, 
strong TCR engagement of double positive thymocytes delivers a pro-apoptotic signal. 
This event, termed “negative selection” prevents the emergence of strongly autoreactive 
lymphocytes from the thymus ( 28 ). This deletion step is a major mechanism of central 
tolerance and the prevention of autoimmunity ( 30 ). These processes of selection 
employ caspase-dependent apoptosis and rapid phagocytosis of the dead thymocytes ( 
31 , 32 ). Hence, thymocytes travel a narrow bridge of TCR avidity during development 
and will die if they deviate from it.

The differences among the neglect (or null), weak, and strong signals that result in life 
or death appear to be determined at early stages of TCR signaling ( 33 , 34 ). Death 
receptors (see below) appear not to be crucial; instead, there is a direct connection of 
the TCR-signaling apparatus to mitochondrial death pathways ( 35 , 36 , 37 and 38 ). 
Although there is not complete certainty about how the TCR dictates life or death at 
specific antigen levels, the answer to this puzzle will almost certainly reside in the 
complex signal pathways emanating from this receptor. TCR engagement that causes 
transient induction of the Erk kinase is associated with positive selection, whereas slow 
but constant Erk activity is associated with negative selection ( 39 , 40 and 41 ). Other 
distinctions in TCR signaling have been identified. Signaling through 
phosphotidylinositol-3 kinase, the anti-apoptotic Akt kinase, and the retinoid orphan 
receptor (ROR)-gamma may promote thymocyte survival. (For reviews, see Berg and 
Kang [ 33 ] and Kruisbeek and Amsen [ 42 ].) Gene knockouts in mice have revealed that 
several transcription factors, such as E2A, Id3, and IRF-1, can affect thymic cellularity, 
indicating that differential signaling may trigger transcriptional events that regulate cell 
survival ( 43 , 44 , 45 and 46 ). Finally, Huang and Strasser ( 47 ) and Bouillet et al. ( 48 ) 
have emphasized that various forms of physiologic cell death are likely to involve the 
subset of BH3-only proteins in the Bcl-2 family. The activation of proapoptotic BH3-only 
proteins such as Bak, Bid, and especially increased expression of the Bim gene, by 
TCR signals could initiate mitochondrial alterations leading to apoptosis during thymic 
selection processes. In sum, current evidence suggests a pathway wherein early 
TCR-induced signaling differences directly entrain distinct transcriptional events that 
modulate BH3-only regulators of the mitochondrial pathway of death. Hence, by 
intracellular communication with distinct apoptosis regulatory molecules, the TCR has a 



remarkable ability to signal life or death by the apparent strength of stimulus it receives.

PCD and the Homeostasis of Peripheral T Cells

Death of T cells in the periphery differs markedly from thymocyte selection in that PCD 
of mature lymphocytes occurs mainly in cells that have proven usefulness, that is, they 
have already been activated by antigen. This is because PCD of mature T cells is 
employed primarily to counter antigen-driven proliferation of activated T cells. In 
general, most naïve lymphocytes survive and circulate in the body in a resting state (G0 
lymphocytes). The survival of such resting T cells is constitutively maintained by the 
presence of contact with MHC, the lymphokine IL-7, and expression of the 
anti-apoptotic protein Bcl-2 ( 49 , 50 , 51 and 52 ). During an active immune response, 
T-lymphocyte proliferation can involve as much as a 1000-fold expansion within days. 
Such explosive proliferation is necessitated by the extraordinarily rapid propagation of 
microbial pathogens. However, these activated and cycling T cells are potentially 
damaging due to toxic effector functions and potential cross-reactivity with self-antigens. 
This expansion does not go unchecked and activated T cells are subjected to negative 
feedback in the form of death of the T cells involved in the immune response. However, 
because immune responses are directed at specific antigens, they must be 
independently regulated since some specific cell populations may be expanding while 
others are contracting. The immune system has developed propriocidal mechanisms to 
control independent populations of activated T cells. “Propriocidal regulation” refers to 
the various negative feedback death mechanisms that maintain homeostasis of mature 
peripheral T cells in an antigen-specific manner. These potently restrain the survival of 
antigen-activated T cells and tightly control lymphocyte numbers during and at the end 
of immune responses.

Propriocidal regulation of T cells is triggered by remarkably simple attributes of T-cell 
activation—the level of cell cycling and the level of antigen restimulation ( 26 , 53 ). These 
two features are ideally suited for triggering negative feedback death because they 
provide both a “sensing” mechanism for the level of active T-cell proliferation and a 
negative response mechanism to further antigen stimulation. There are essentially two 
different mechanisms: (a) active or antigen-stimulated PCD and (b) passive or 
lymphokine withdrawal PCD ( Fig. 2) ( 5 , 54 , 55 and 56 ). These have different roles and 
occur at different times in immune responses as will be described in detail below. In 
some respects, it is paradoxical that lymphocytes that respond well to foreign antigen 
and presumably could have protective value are actively eliminated. However, it 
appears to be vital to constrain the number of activated T cells to prevent unhealthy 
effector or autoimmune reactions. It is possible that during a strong immune response, 
lymphocytes that cross-react with self-antigens will proliferate. The propriocidal 
mechanisms of programming these cells to die upon encountering self-antigens could 
be an important mechanism of preserving self-tolerance. By this formulation, tolerance 
is a quantitative effect that is due to the low number of significantly self-reactive 
lymphocytes in the naïve organism. Clonal expansion during immune responses can 
unleash dormant or infrequent self-reactive clones, called “forbidden clones” by Burnet, 
creating an autoimmune diathesis. Propriocidal death reduces these clones and thereby 
promotes tolerance. Active antigen-induced propriocidal death, which is induced by high 
or repeated doses of antigen, is especially well suited for the elimination of self-reactive 



clones since self-antigen is likely to be present in continuously high amounts ( 26 , 53 ).

 
FIG. 2. Propriocidal regulation of immune cells. Shown are the apoptosis pathways that 
govern T-lymphocyte homeostasis by the antigen-restimulated (active DR death) and 
no-antigen (passive/lymphokine withdrawal [mitochondrial]) pathways of apoptosis. Also 
shown are the regulation of B cells by FasL expressed by T cells and DCs by TRAIL 
expressed by T cells.

Active or Antigen-Stimulated T-Lymphocyte Death

The active death mechanism involves apoptosis of mature T cells in response to 
antigen stimulation. This requires the T cells to be activated and cycling at the time that 
they undergo strong antigenic restimulation ( 26 , 53 ). The death is indirect in the sense 
that it requires the antigen-induced secretion of death ligands that engage specific 
apoptosis-inducing death receptors in the tumor necrosis factor–receptor (TNFR) 
superfamilies ( Fig. 2) ( 57 , 58 ). Current evidence suggests that Fas ligand (FasL) as 
well as TNF are the key death ligands that mediate this process in mature CD4 + and 
CD8 + T cells ( 4 , 5 , 59 ). Watanabe-Fukunaga et al. ( 60 , 61 ) and Takahashi et al. ( 62 ) 
originally observed that the lymphoproliferative and autoimmune phenotype of lpr mice 
was due to genetic alterations of Fas and that a similar disease was due to a mutation 
in FasL. Defects in Fas (CD95) or FasL cause severe derangements of lymphocyte 
homeostasis and tolerance that will be detailed below in the section on Fas signaling. In 
humans, defects in Fas and FasL cause similar abnormalities in the autoimmune 
lymphoproliferative syndrome (ALPS), types Ia and Ib, respectively ( 63 ). An alternative 
mechanism of propriocidal regulation is via perforin, which is a chief mediator of 
cytolytic T-cell killing of target cells. Perforin defects in both mice and humans cause 



impaired clearance of activated CD8 + T cells ( 64 , 65 , 66 and 67 ). Often these forms of 
death are called “activation-induced cell death” (AICD), but this is a misnomer whose 
use is not recommended ( 68 ). AICD has been used to describe any form of death of 
activated T cells, thus causing confusion among investigators working on molecularly 
distinct death pathways ( 5 , 69 ). Activation per se does not directly cause cell death; 
instead, death induction requires antigenic restimulation of activated T cells, that is, 
reengagement after the initial activation. For resting T cells, antigen encounter under 
co-stimulatory conditions leads to activation with very little cell death. Obviously, if the 
initial activation directly induced death, this would preclude immune responses. In fact, 
activated, cycling T cells do not spontaneously die by FasL or TNF unless they are 
strongly restimulated by antigen in the activated state, which causes up-regulation of 
the genes for these death cytokines and responsiveness to them ( 70 ).

Active death is a negative feedback mechanism, which explains why its primary triggers 
are lymphokine-induced cell cycling (usually caused by IL-2) and reengagement of the 
TCR. IL-2 induced cell cycling indicates that there has been a productive antigen 
response and the T cells are multiplying. Since T cells can expand rapidly to great 
numbers, a large fraction of cycling T cells dictates a need to down-regulate the 
response to any further antigen exposure. The presence of repeated or continuously 
high amounts of antigen would be a powerful stimulus to greater proliferation. Under 
these conditions, the system programs a fraction of the restimulated cells to undergo 
apoptosis by death ligand production or perforin. Unchecked, exponential T-cell 
expansion is thereby prevented by a simple and specific feedback loop. Like most 
negative feedback systems, the propriocidal response directly reverses the ongoing 
process of proliferation by programming activated T cells to die. Antigen-induced death 
provides an explanation for many historical observations in the literature that the 
reapplication or continuous presence of high concentrations of antigen can lead to 
suppression rather than augmentation of an immune response (reviewed in Critchfield 
et al. [ 53 ]).

Sensitivity to the active death mechanism is chiefly due to the effect of IL-2 in inducing 
cell-cycle progression into late G1 or S phase, which confers susceptibility to death ( 71 , 
72 and 73 ). The requirement for cell-cycle progression has not been fully explained but 
appears to be necessary for apoptosis induced by TCR engagement or with direct Fas 
stimulation. Other cytokines that augment T-cell cycling, such as IL-4, IL-7, and IL-15, 
can also promote cell death to some degree but none with the potency of IL-2 ( 70 ). 
Hence, the theory of propriocidal regulation advanced the concept that IL-2 would have 
an important regulatory role in the elimination of activated T cells in addition to its 
previously known role in lymphocyte proliferation ( 53 ). This concept was later validated 
when genetic deficiencies of IL-2 and IL-2 receptor in mice were created and found to 
cause the accumulation of activated T cells and autoimmunity ( 74 , 75 and 76 ). This 
surprising property of IL-2 is important to consider in the use of IL-2 as a therapeutic 
agent or vaccine adjuvant. It also underscores an important feature of feedback 
regulation: To achieve a maximal response for, say, a vaccine, more stimulation is not 
necessarily better. In a variety of test situations, active antigen-induced death 
decreases the number of T cells, but does not completely eliminate the T-cell immune 
response ( 26 , 77 ). In certain extraordinary conditions, such as high levels of a 



noncytopathic or chronic virus, essentially all responding T cells can be eliminated ( 78 ). 
FasL expressed on T cells also causes the death of B cells, which do not themselves 
express FasL ( 79 ). This causes a parallel regulation of the B-cell proliferative response 
by Fas-induced death that can be antagonized by B-cell receptor engagement ( Fig. 2). 
Antigen-induced death therefore provides a mechanism to eliminate specific 
antigen-reactive lymphocytes under chronic stimulatory conditions when they might 
cause the host more harm than good.

Antigen-induced expression of death receptors and their ligands shunts a proportionate 
fraction of antigen-specific activated cells, but not bystander cells, into the death 
pathway. The activated T cells still carry out their effector function when re-stimulated 
by antigen, but their ultimate fate is death instead of proliferation ( 70 , 78 ). Since the 
agents of cell death, Fas and other TNFRs, have no inherent antigen specificity, it is 
important to consider how the clonal specificity of antigen-induced apoptosis is 
achieved ( 26 ). For the death of activated T cells, the simple engagement of Fas by its 
ligand is insufficient ( 80 , 81 ). Efficient death induction also requires a “competency” 
signal from the TCR delivered at the same time FasL binds Fas ( 81 , 82 ). However, 
these signals do not require new protein synthesis and are delivered rapidly in a few 
hours or less ( 80 , 81 ). The requirement for simultaneous engagement of Fas and TCR 
plays a critical role in establishing the antigen specificity of death. For example, it was 
shown that TCR stimulation of a specific subpopulation within a pool of Fas-expressing 
T-cell blasts, such as with agonistic anti-Vß8 antibody, leads only to the death of that 
subpopulation despite the apparent exposure of other subtypes of T cells to the 
Vß8-expressing cells that have been induced to express FasL ( 26 , 81 ). In addition, 
deletion in vivo is antigen specific ( 77 ). The molecular nature of the competency signal 
is presently unknown.

Passive or Lymphokine Withdrawal T-Cell Death

As much as it is important to avert overreaction during an immune response through 
active, TCR-induced death, it is equally important for the immune system to turn down 
the immune reaction after successful elimination of the pathogen. Lymphokine 
withdrawal death is a passive form of T-cell apoptosis that occurs naturally at the end of 
an immune response when the accumulation of effector cells becomes unnecessary 
and potentially damaging ( 83 ). When the trophic cytokine for activated T cells, typically 
IL-2, decreases because of reduced antigen stimulation, the excess T cells undergo 
apoptosis ( 84 ). This mechanism of cell death is readily modeled in vitro by simply 
removing IL-2 from T-cell cultures ( 85 ). This form of negative feedback death may 
affect specific classes of T cells, such as “effector” versus “memory” cells, although this 
distinction may be difficult to discern. Since most T cells in the expanded population are 
antigen specific, this represents clonotype-specific T-cell propriocidal regulation 
controlled by antigen and cell-cycle progression. The activated cells can “sense” 
decreased antigen drive and decreased trophic cytokine, which programs them for 
apoptosis. The elimination of the expanded pool of activated cells, except for a small 
number of memory cells, reestablishes homeostasis in T-cell numbers. It has been 
shown that if IL-2 is exogenously delivered at the end of a proliferative response to 
superantigen, the reactive T cells are not eliminated but persist as long as lymphokine 



is provided ( 86 ). Therefore, the lack of IL-2 is a key element in the feedback regulation 
of the cellular response. Antigen and IL-2 therefore carry out propriocidal regulation in 
the midst of an immune response and at its conclusion to down-regulate T-cell 
numbers.

Genetic studies reveal that the molecular mechanism of lymphokine withdrawal death is 
different than antigen-induced apoptosis ( 54 , 55 ). Although this event is often confused 
with active cell death mediated by Fas, death receptors are not involved. Rather, 
cytokine withdrawal for 2 to 4 hours commits the cell to a death pathway requiring new 
protein synthesis ( 85 ). Apoptosis is initiated through the mitochondrial pathway and can 
be effectively blocked by Bcl-2 and Bcl-X L (see section below) ( 87 ). Also involved is 
the Bad protein, which is a death-inducing member of the Bcl-2 family. When the 
trophic cytokine is present, the Ser/Thr kinase Akt phophorylates Bad and it is then 
sequestered by the 14-3-3 scaffold protein ( 88 , 89 ). Death induction involves 
suppression of Akt, which causes the dephosphorylation of Bad and its insertion into 
the mitochondrial membrane, which initiates apoptosis ( 52 ). This likely involves 
complex formation between Bad and the anti-apoptotic members of the Bcl-2 family via 
the BH3 helices. How the molecular assembly with Bad can trigger apoptosis is unclear 
but appears to be due to a weakening or permeabilization of the outer mitochondrial 
membrane (OMM) (see below). It will be interesting to determine precisely how the 
withdrawal of trophic cytokines such as IL-2 and IL-3 regulate Akt and other molecules 
that participate in death induction. Such phenomena may be important in a variety of 
cell lineages since many cell types will die presumably from the lack of 
death-suppressing trophic influence when disaggregated from their parental organs ( 6 ).

T-Cell Memory

T cells, once activated, can persist as “memory” cells. One view is that the process 
involves an escape from apoptosis ( 50 , 90 , 91 ). Hence, such cells would have to avoid 
elimination by the propriocidal mechanisms. Increasing evidence supports the concept 
that memory is due to the long-term survival of antigen-specific T cells even without 
further antigen exposure. Several means to achieve such survival are possible. To 
escape killing by Fas and other death receptors, T cells could express c-FLIP (cellular 
FLICE inhibitory protein), which is a homolog of caspase-8 and caspase-10 that has no 
enzymatic function but can interpose itself into the death receptor complex and block 
caspase activation ( 174 ). This type of inhibition has been demonstrated in B cells by the 
ability of Ig stimulation, which up-regulates c-FLIP ( 92 , 93 ), to block Fas killing ( 94 ). 
Various inhibitors of apoptosis proteins (IAPs) might also interfere with death-receptor 
killing ( 95 , 96 ). Furthermore, the mitochondrial death pathway could be inhibited by 
up-regulation of Bcl-2 and Bcl-X L, which have been shown to block lymphokine 

withdrawal apoptosis ( 87 ). The necessity of these inhibitory molecules for the 
persistence of a memory population of T cells is unknown. Another view is that 
long-term survival in a nonproliferative “resting” state characteristic of “virgin” T cells is 
never re-established by memory cells. Recent work by Murali-Krishna et al. ( 97 ) and Ku 
et al. ( 98 ) suggests that there is continued low-level proliferation of memory CD8 T cells 
that is antigen dependent and probably maintained by IL-15. Also, the fraction of 



memory cells remains constant over time indicating that death is still taking place at 
some reduced rate. Hence, the balance of slow proliferation and slow death ensures 
memory cell maintenance. As the molecular mechanism of the memory state is further 
elucidated, the differing views of “memory” are likely to be reconciled.

B-Cell Homeostasis

We have focused most of our attention on T-lymphocyte apoptosis thus far because it 
has received the greatest experimental examination and more details are known. 
However, PCD also governs B-cell homeostasis and is regulated in ways that have both 
similarities and differences with T cells. Both death-receptor triggering and withdrawal of 
trophic stimuli contribute to B-cell elimination. Similar to T cells, developing B cells in 
the bone marrow undergo a series of proliferative expansion and apoptotic contraction 
events to shape the final B-cell repertoire ( 99 ). Immunoglobulin (Ig) gene 
rearrangement starting at the pro-B stage generates the B-cell receptor (BCR). The 
cytokine IL-7, which promotes the survival of developing thymocytes ( 100 , 101 ), is crucial 
in sustaining survival at the pro–B/pre–B juncture ( 102 , 103 ). Then a process of selection 
occurs for B cells that have undergone two developmental steps with successive gene 
rearrangements at the heavy- and light-chain Ig loci. B cells that fail to generate a 
productive BCR, due to abortive Ig gene rearrangements, are eliminated by PCD. At the 
other end of the spectrum, B cells that express BCRs directed against self-antigens are 
eliminated by apoptosis or undergo receptor editing to acquire new antigen specificity ( 
104 ). The survival and antigen responsiveness of immature B cells can also be 
increased by LPS exposure, presumably to enhance B-cell production during infections 
( 105 ). Fas, TNFR-1, or perforin are not involved in the death of developing B cells 
(reviewed in Hardy and Hayakawa [ 106 ]). Rather, death appears to be a consequence 
of a direct signaling event generated by the BCR ( 107 ).

In contrast to developing, immature B cells, mature B cells rely heavily on TNFR family 
receptors such as CD40 and Fas for regulating their survival and death. It is also clear 
that T cells control PCD of mature B cells. Rathmell et al. ( 108 , 109 ) have illustrated the 
importance of CD40 and Fas in the balance of life and death in B cells using the hen 
egg lysozyme (HEL)-transgenic and HEL-specific TCR-transgenic mice ( 108 , 109 ). 
Naïve, HEL-specific B cells undergo proliferation in the presence of HEL and 
HEL-specific CD4 T-cell help. Hence, proper B-cell activation requires triggering of the 
BCR as well as T-cell help in the form of CD40L expressed on activated T cells. The 
primary function of CD40L is to prevent death of the activated B cells and allow further 
differentiation and function ( 110 ). However, anergic HEL-specific B cells from 
HEL-transgenic animals undergo apoptosis in the presence of the same HEL-specific 
CD4 T-cell help. This antigen-specific B-cell death is absent in Fas-deficient B cells ( 108 

/SUP>), thus establishing a role for Fas in causing the death of anergic antigen-specific B cells. Fas killing 

of mature B cells can also be abrogated by BCR engagement and IL-4, which promote antibody 

responses ( 111 , 112 ). An imbalance of CD40 and Fas signals might contribute to autoantibody production 

consequent to Fas and FasL mutations in both human and mouse.



The attenuation of B-cell responses at the end of an immune reaction is likely to involve cytokine 

withdrawal death similar to that of T cells, but is less well characterized. Cytokines such as IL-7 and IL-15, 

which enhance cellular survival through the up-regulation of Bcl-2 or Bcl-X 
L
, may be responsible ( 113 ). 

Lymphokine withdrawal death in B cells also requires de novo RNA/protein synthesis ( 114 ). Recently, a 

secreted lipocalin, identified through microarray analysis of an IL-3 dependent pro–B-cell line, was 

implicated as a potential mediator for IL-3 withdrawal death ( 115 ). Lipocalins are small extracellular 

peptide carriers of lipophilic ligands that have roles in cellular differentiation and proliferation (reviewed in 

Bratt [ 116 ]). However, it remains to be seen whether lipocalins or other similar molecules are involved in 

lymphokine withdrawal death in primary B or T cells. As we discuss later in this chapter, survival genes 

such as Bcl-2 can protect cells against lymphokine withdrawal death. Perhaps not too surprisingly, 

therefore, Bcl-2 assumes an important role in mature B-cell homeostasis. Moreover, Bcl-2 can also play a 

role in neoplastic B-lymphoid cell survival as revealed by the t(14:18) translocation of Bcl-2 to the Ig locus 

in follicular B-cell lymphomas ( 117 ).

Dendritic Cell Homeostasis

The regulation of dendritic cells (DCs) is still largely unexplored. However, emerging evidence suggests 

that these highly efficient antigen-presenting cells are also subject to homeostatic regulation by PCD. The 

natural turnover of DCs was demonstrated in the mouse by Ingulli et al. ( 118 ). Using elegant cell-labeling 

experiments, they showed that antigen-laden DCs stimulate the formation of a cluster of activated 

antigen-specific T cells and then disappear. This process was antigen- and T-cell–dependent. Later, it was 

shown that the TNF homolog TRAIL (TNF-related apoptosis inducing ligand), which is produced by 

activated T cells, could induce apoptosis in DCs ( 119 ), whereas FasL was incapable of killing DCs. This 

suggested the concept that there is homeostatic regulation of DCs involving recruitment and differentiation 

followed by their active elimination by stimulated T cells. Early removal of DCs has the benefit of allowing 

the activation of T cells but avoiding T-cell restimulation and propriocidal death too soon in the response to 

antigen. It is possible that additional regulation of DC elimination could be determined by different 

anatomical locations and exposure to other immune cells.

PCD as an Immune Effector Mechanism

Although this topic will be covered authoritatively elsewhere in the book, it is important to recognize that 

the same pathways that participate in homeostatic cell death also are used as immune effector 

mechanisms. The Fas pathway is now recognized as the principal Ca 2+-independent pathway of cytotoxic 

T-cell (CTL) killing ( 65 ). Fas ligand displayed by either CD4 + or CD8 + T cells can eliminate Fas-bearing 

cells that may be infected or malignant by inducing caspase-mediated apoptosis. Similarly, the Ca 

2+-dependent CTL mechanism involving perforin and granzymes also can induce PCD in target cells. 

Granzyme B is the only serine protease capable of processing caspases ( 120 , 121 , 122 , 123 and 124 ). 

When perforin breaches the target-cell membrane, granzyme B gains access to the cytoplasm and 



proteolytically activates caspases leading to apoptosis. Although this cytoplasmic pathway of death does 

not emanate from the mitochondrion, the latter may amplify the death signal ( 125 , 126 ). Similarly, 

amplification of the death signal by Fas through the cleavage of Bid and activation of the mitochondrial 

pathway apparently also occur ( 127 , 128 and 129 ). These parallels may provide insight into why 

lymphocytes have evolved an indirect mechanism, involving the surface expression and/or secretion of 

FasL and subsequent interaction with cell surface Fas, or perforin/granzyme release to homeostatically 

control their numbers by apoptosis. This mechanism permits the T cell to regulate itself, other immune 

cells, and expunge nonlymphoid cells that require immune elimination such as those that are infected or 

malignant. Natural killer cells may also use PCD mechanisms for self-regulation and expunging infected or 

malignant cells ( 130 , 131 ). Hence, for mature T cells, the same molecules can subserve several death 

functions, perhaps even simultaneously. By contrast, a more direct connection of the TCR or BCR to 

death pathways is present in developing lymphocytes, which have no use for effector mechanisms or 

propriocidal regulation.

CELLULAR AND MOLECULAR MECHANISMS OF PCD

Apoptosis Initiation Mediated by Caspase Complexes: Two Principal Pathways

Caspases must be highly active within the cell cytoplasm to cause apoptosis. Like all proteases, these 

potentially destructive proteins are first produced as zymogens that are then proteolytically activated. In 

mammalian cells, the molecules and pathways regulating caspase activation are complex ( Fig. 3). 

Elucidating these complex pathways provides a window into the myriad of molecular abnormalities of 

apoptosis that contribute to immunologic diseases and cancer. Fortunately, mammalian apoptosis can be 

described for didactic purposes by a few key concepts. Most importantly, the processing enzymes that 

activate caspases are caspases themselves. As explained below, autoprocessing occurs when caspase 

zymogens are brought into specific complexes. This is achieved by various types of adaptor molecules 

that specifically recruit and assemble caspases into complexes via death effector domains (DEDs) or 

caspase recruitment domains (CARD) ( 214 , 263 ). The DED and CARD are protein–protein interaction 

domains found in the caspase prodomains and other adaptor molecules that mediate the specific 

intermolecular assemblies. The precise mechanism by which initiator caspases such caspase-8 or -10 

become activated is unclear; however, it is likely to depend on a low level of proteolytic activity inherent in 

the caspase zymogen. When juxtaposed at the receptor complex, this proteolytic activity will cleave the 

zymogen, leading to the maturation of the enzyme through separation of the large and small enzymatic 

subunits. Autoprocessing also cleaves the enzymatic units from the prodomain, thereby liberating the 

highly active enzyme from the receptor complex. As discussed later in the chapter, structural studies 

reveal that active caspases are tetrameric species composed of two small and two large subunits. Hence, 

it is likely that autoprocessing and activation of caspases involves the cross-cleavage of at least two units 

of the unprocessed zymogen.



 
FIG. 3. Signal transduction pathways of death receptors. Shown are the two principal apoptosis pathways 

associated with death receptors (Fas and TNFR-1) shown by the encircled number one and that 

associated with the mitochondrial pathway of caspase-9 activation shown by the encircled number two. 

The solid arrows indicate direct association of the steps involved, whereas the dashed arrows indicate that 

multiple steps are involved. Inhibitory interactions are shown by a barred line.

To initiate the caspase cascade, the enzyme must dock onto the appropriate adaptor molecules. The 

adaptor/caspase complex presumably provides a conformation that facilitates the initial autoprocessing 

step of the caspase zymogen. Adaptor/caspase complexes originate from two principal sites in the cell: 

the membrane (through death receptors) or the mitochondrion ( Fig. 3). These are sometimes called the 

“outside-in” and the “inside-out” mechanisms, respectively ( 132 ). However, this is misleading because 

many influences external to the cell, such as UV or ionizing irradiation, drugs such as glucocorticoids, 

etoposide, or staurosporine, DNA-damaging agents, and lymphokine withdrawal can trigger the 

mitochondrial pathway. Nevertheless, we will employ this primary dichotomy of receptor-induced and 

mitochondrial apoptosis since it recapitulates the two major forms of propriocidal regulation, 

antigen-induced and lymphokine withdrawal apoptosis, respectively.

Death-receptor engagement by cognate ligand causes the formation of the death-inducing signaling 

complex (DISC), which comprises the cytoplasmic tail of the receptor, the FADD adaptor protein, and 

caspase-8 or capase-10 ( 133 , 134 ). The recruitment of caspase-8 or -10 into the DISC triggers the 

processing of these proteases into their active form. An 80–amino-acid death domain (DD) present in the 

Fas cytoplasmic tail and FADD causes their interaction. The DD contains a “hexahelical bundle” that 

nucleates this complex, as described in greater detail below. There is likely to be 3:3 stoichiometry of the 

FADD adaptor protein and the Fas receptor. FADD recruits caspase-8 or -10 by homotypic interaction 

between DEDs present in each of these molecules. The DED has a hexahelical bundle structure 

homologous but not identical to DDs. Sensitive energy-transfer techniques showed that both caspases 

can enter the same receptor complex ( 135 ). The signal complex for TNFR-1 is not the same as for Fas 



since it includes the DD-containing adaptor TRADD in addition to FADD and caspase-8 and-10 (see 

below). Similar signaling complexes are likely formed with other DD-containing members of the TNFR 

superfamily including TNFR-1; death receptor (DR) 3; TRAIL receptors (TR)-1 and -2 (also called DR-4 

and -5, respectively); and DR 6 ( 136 , 137 and 138 ). The physiologic significance of apoptosis mediated by 

any of these receptors besides Fas and TNFR-1 in immune regulation is unknown, although DR6 has 

been implicated in Th2 cell differentiation ( 139 , 140 ). It has been proposed that TR-1 and TR-2 may 

mediate the preferential killing of tumor cells (including lymphoid tumors) ( 141 ).

The mitochondrial death pathway mediates lymphokine withdrawal death. Activation of the mitochondrial 

pathway achieves the same end as DRs—caspase activation—by signal complex formation in a different 

way. The various inducers of death appear to converge on molecules within the OMM. Some molecules 

are well-defined members of the Bcl-2 protein family. Others are less well-defined regulators and/or are 

components of permeability complexes within the OMM. Alteration of these sentinel complexes by various 

apoptosis triggers leads to the release of the molecules between the mitochondrial membranes. The key 

factor released is cytochrome c. Once liberated into the cytosol, cytochrome c, Apaf-1, and caspase-9, 

together with ATP as a co-factor, associate into a signal complex termed the “apoptosome” ( 142 , 143 ). 

This leads to caspase-9 autoactivation and apoptosis (reviewed in Shi [ 144 ] and Budihardjo [ 145 ]). There 

are specialized regulatory proteins for caspase-9 that provide additional levels of control: X-linked IAP 

(XIAP), which inhibits caspase-9, and Smac/Diablo, which counteracts XIAP ( 146 , 147 ). The events at the 

OMM are tightly regulated and caspase-9 activation commits the cell to die.

Special Role of the Mitochondrion

A special role for the mitochondrion in apoptosis was first suggested by the finding that Bcl-2 and related 

molecules were anchored predominantly in the OMM. The inner membrane is devoted to energy 

conversion and ATP generation, but the OMM has emerged as a primary regulator of cell viability. A 

diversity of death inducers including trophic factor withdrawal, drugs such as staurosporine or steroids, or 

DNA damage, all generate signals that converge on the mitochondrion. Their principal effect is to cause 

the cytochrome c release which then coalesces with Apaf-1 and caspase-9 into a lethal proteolytic 

complex. How the OMM releases its mortal poison is not known, but the process may involve a selective 

increase in permeability or an actual bursting of the OMM. This process appears to be regulated and 

possibly coordinated by the large family of proteins related to Bcl-2.

A multiprotein complex at the junction between the inner and outer MM has been identified, called the 

permeability transition complex (PTC), which may play a key role in molecular release through the OMM 

and dissipation of the normal electrochemical gradient across the inner mitochondrial membrane. Kroemer 

( 148 ) has argued that a variety of severe insults to the mitochondrion such as superoxides or inhibitors of 

the respiratory chain can cause a catastrophic event in which the mitochondrion releases apoptogenic 

proteins, but there is also a collapse in energy generation and disruption of the plasma membrane that can 

lead to necrosis of the cell ( 148 ). There may be a balance between these two series of events in response 



to mitochondrial insults that determines whether primary apoptotic and necrotic death occurs in any given 

cell. Of critical importance for determining cell fate is how the mitochondrion is affected by a death 

stimulus.

Studies of the mitochondrion have also focused on caspase-independent apoptosis mechanisms whose 

role in immune regulation is not fully understood. In general, this concept stemmed from examples of 

apoptosis that could not be blocked by small peptide caspase inhibitors such as zVAD ( 149 , 150 ). 

However, conclusions drawn from such experiments are limited by the short half-life of such inhibitors and 

the fact that they do not block all caspases. Recently, the cloning and genetic analysis of a protein called 

“apoptosis-inducing factor” (AIF) have given new impetus to mitochondria-initiated death that is 

independent of Apaf-1 and caspase-9 ( 151 , 152 ). AIF is an oxidoreductase normally localized to the 

intermembrane space in the mitochondria. In response to apoptotic stimuli, AIF translocates from the 

mitochondria to the nucleus, causing DNA fragmentation and chromatin condensation ( 153 ). AIF is 

remarkably conserved across a broad spectrum of species, including plants, fungi, and bacteria ( 154 ). 

Genetic deficiency of this protein in mice inhibits the death of embryonic cells in response to serum 

starvation and appears to be responsible for embryonic morphogenesis and cavitation of the embryonic 

body. The observation that these processes did not depend on caspase-3, caspase-9, or Apaf-1 suggests 

that unlike C. elegans, not all programmed death in mammalian cells is dependent on caspases. Further 

work with conditional genetic deficiencies of AIF in immune cell lineages will be needed to determine if this 

mechanism has any role in immunity.

Another mitochondrial protein important in apoptosis is endonuclease G (EndoG). EndoG is a resident 

mitochondrial nuclease that is released and translocated to the nucleus upon apoptotic stimulation. Once 

situated in the nucleus, EndoG cleaves DNA into nucleosomal sizes independent of caspases, thus 

distinguishing itself from the caspase-dependent activation of another apoptotic nuclease CAD ( 155 ) (see 

below). Thus, the mitochondrion may participate in nuclear chromatin fragmentation, which is one of the 

chief effects of apoptosis.

Programmed Necrosis

While PCD has generally been equated with apoptosis, recent evidence suggests that necrotic or 

alternative forms of death may also result from internal death programs ( 149 , 150 , 156 , 157 ). This is 

different from secondary necrosis, which occurs in the late phase of apoptosis when membrane integrity is 

lost. Rather, PCD leading to a necrotic morphology without any intermediate stage of apoptosis or 

caspase activation, is now well documented ( 17 , 152 ). For example, it has been found that DRs can 

trigger necrotic death rather than apoptotic death under certain circumstances ( 149 , 150 , 157 ). Although 

TNF stimulation through TNFR-1 can trigger caspase-dependent classical apoptosis, necrosis may well be 

the dominant pathway for TNFR-1, at least in certain cell types ( 149 , 157 ). By contrast, Fas predominantly 

triggers apoptosis, but can also induce necrosis ( 17 ). A shift from apoptosis to necrosis can be induced by 

tetrapeptide-caspase inhibitors suggesting that a necrotic pathway may exist for cell elimination when 



apoptosis fails or is blocked ( 150 ). These observations have physiologic relevance since propriocidal 

death of mature T cells is partly refractory to inhibition by caspase blockers and can manifest features of 

necrosis ( 17 ). For these reasons, we have chosen to introduce the name “programmed necrosis” to 

describe the cases where cell death by necrosis (or at least a clearly nonapoptotic phenotype) is the result 

of activation of specific molecular pathways in a manner that appears to be advantageous to the host.

An interesting example of programmed necrosis has been investigated by Holler et al. ( 17 ), who have 

shown that necrosis can occur through strong Fas stimulation in a process that requires the receptor 

interacting protein (RIP). Originally identified by a yeast two–hybrid interaction screen using the DD of Fas 

as bait ( 158 ), RIP was later found to be an essential component of the TNFR-1 signaling complex that 

could induce the anti-apoptotic transcription factor NF?B ( 159 , 160 and 161 ). Besides a carboxy-terminal 

DD that is required for homophilic binding to the receptor-signaling complex, RIP also contains an 

amino-terminal serine/threonine kinase domain that is dispensable to its apoptosis-inducing activity, but is 

essential for its necrotic function. Both direct Fas engagement or TCR stimulation (which presumably 

indirectly triggers Fas by FasL induction) can stimulate necrosis in vitro ( 17 ). A similar form of 

RIP-dependent, caspase-independent necrosis has also been observed for TNFR-1 (F.K.M. Chan and 

M.J. Lenardo, unpublished data, 2002). Thus, RIP appears to be a bifunctional signaling molecule with 

stimulatory and necrosis-inducing effects. Paradoxically, RIP-deficient mice are severely runted and die 

shortly after birth, apparently due to increased TNF-induced death that correlates with a loss of NF?B 

induction ( 162 ). Since Fas-induced PCD has not been investigated extensively in RIP-deficient animals, it 

remains to be seen whether RIP-dependent programmed necrosis will have any role in normal physiology. 

Nevertheless, based on the available information, RIP appears to be the clearest talisman of a molecular 

pathway of programmed necrosis.

What is the potential role of DR-induced necrosis in immunity? Many viruses, particularly the poxviruses, 

encode inhibitors of caspases ( 163 ). Infection by poxviruses leads to blockade of caspase-dependent 

apoptosis. In fibroblasts, this results in the sensitization of the cells to TNF-induced necrosis ( 164 ). 

Therefore, programmed necrosis may serve to counteract the effects of viral anti-apoptotic mechanisms 

by eliminating virally infected cells. From an immunologic standpoint, necrotic cells may have a superior 

stimulatory activity than apoptotic cells for DC maturation ( 20 , 21 ). During viral infection, TNF-induced 

necrosis may indirectly enhance the CTL response to the virus by promoting the maturation of DCs. 

Programmed necrosis may therefore have an important immunostimulatory role in addition to any role in 

the direct elimination of virus-infected cells. Programmed necrosis may thereby serve as a “bridge” 

between the innate arm of immunity and the adaptive immune response.

Another important reason to further understand necrosis in the context of the immune system is that it 

may be responsible for the pathogenesis of viruses such as HIV. Although many claims have been made 

that HIV causes apoptosis—of either directly infected or bystander T cells—most infected cells that die 

during infection do not manifest hallmarks of apoptosis. Furthermore, these cells actually appear necrotic 



when examined by electron microscopy ( Fig. 1) ( 164a). Hence, apoptosis does not appear to be the 

major mode of death. HIV-induced necrosis is not impaired by the absence of RIP, thus distinguishing it 

from DR-induced necrosis. Further studies on identifying the molecules involved in virally induced necrosis 

are needed to determine whether it involves a specific molecular program or simply lethal cell injury.

FAMILIES OF MOLECULES PROVIDE PRECISE REGULATION OF PCD

Caspases

A key concept in understanding PCD is that it was apparently so vital to the successful evolution of 

multicellular organisms that a specific set of genes was dedicated to the task. Chief among these genes 

were those encoding caspases. In 1993, Yuan et al. ( 165 ) first observed that a gene crucial for PCD in C. 

elegans, Ced-3, was related to a mammalian caspase, interleukin-1ß–converting enzyme (ICE), thus 

implicating specific proteolytic events in the death program ( 165 ). The “caspase” moniker is a rubric 

indicating that these enzymes contain an active site cysteine, cleave substrates on the carboxyl side of 

aspartate residues, and are proteases. Caspases have been called the “executioners” of apoptosis 

because once activated, their cleavage of various cellular substrates, including other caspases, results in 

the morphologic features of apoptotic cell death. Earnshaw et al. ( 166 ) authoritatively discuss the detailed 

biochemical features of caspases and their substrates, which are beyond the scope of this chapter. There 

are 14 caspases in mammals. All appear to be involved in apoptosis except human caspase-1 (ICE) and 

caspase-4 (caspase-11 in the mouse), which serve to proteolytically process the precursors of cytokines 

such as interleukin-1ß into their mature forms.

Because of the thermodynamic irreversibility of proteolysis, caspase activation is a commitment to death 

that cannot be undone. Hence, caspases are tightly regulated. This regulation is achieved by three 

principal means: (a) caspases are zymogens that require proteolytic processing; (b) certain caspases 

have a long “prodomains” that allow them to enter complexes with adaptor molecules that promote 

autoprocessing; and (c) specific inhibitors exist ( 6 ). How these mechanisms work is clear from the 

structures of caspases ( Fig. 4). Caspases have an NH 
2
-terminal “prodomain” that is removed in the 

active enzyme. The COOH-terminal protease domain comprises two catalytic ubunits of the mature 

enzyme that are denoted by their processed molecular weights, such as p20 and p10. The processing 

sites between these parts occur at short specific tetrapeptide sequences ending in aspartate residues that 

dictate that the major processing enzymes are caspases themselves ( 166 ). For caspases with short 

prodomains, namely caspases 3, 6, and 7, this event is believed to be the primary mode of regulation. 

Those with long prodomains harbor protein-interaction domains that allow them to enter activating 

complexes for specific death pathways as described above. Caspase-8 and -10 have DEDs and caspases 

1, 2, 4/11, 5, 9, 12 and 13 have CARD domains. How complex formation stimulates autoprocessing is not 

understood, but likely involves a stoichiometry in which multiple proenzymes come into close contact. 

Within such a complex, the proenzyme chains adopt a more active structure that may or may not 



resemble the final processed active structure. The liberated subunits form a heterotetramer of two large 

and two small enzyme subunits as reflected in the crystal structures of processed caspases ( 167 , 168 , 169 , 

170 and 171 ). The consequences of subunit cleavage are dramatic—there is a 180° shift of the NH 
2
 

terminus of the small subunit to bring it into apposition with the catalytic cleft ( 172 ). To begin 

autoprocessing, an active intermediate pseudoconformation could be stabilized by internal hydrophobic 

interactions or by the action of chaperones. In the case of caspase zymogens recruited to a trimeric DR 

complex, an enzyme pseudostructure formed by two precursors could process a third proenzyme 

molecule. Subsequent subunit rearrangements could then lead to processing of additional unprocessed 

chains. Once a processed heterotetramer is formed, it will be thermodynamically stable and move out of 

the activating complex since it will be cleaved from the prodomain. If the stoichiometry of the activating 

complexes requires three proenzymes, this would match the symmetry of DRs (see below). Proteolytic 

activation is regulated by a variety of proteins. These inhibitors interact with the fully formed enzyme and 

remain bound as competitive inhibitors. Examples of such inhibitors are the CrmA protein, its homologs 

found in other viruses, and the IAP proteins ( 163 , 173 ). Other viral proteins that harbor DEDs can enter the 

DR-signaling complexes and inhibit cleavage of caspase-8 and -10 ( 174 , 175 ). Initially, it was thought that 

these inhibitors, termed v-FLIPs for viral FLICE (caspase-8) inhibitory proteins, inhibit apoptosis by 

competing with caspase-8 and -10 for entry into the DR complex. However, it is now clear that both 

proteins enter the complex together and the presence of v-FLIP in the complex prevents caspase 

autoactivation (T. Garvey and J. Cohen, personal communication, 2002). c-FLIP is structurally 

homologous to caspase-8 and -10 (indeed, it is encoded in the same locus on human chromosome 2 as 

these caspases), but has multiple mutations in the caspase domain that inactivate its protease function ( 

92 ). It can also enter the Fas-signaling complexes and prevent caspase activation. However, this molecule 

can also induce apoptosis under certain conditions. The ability of antigen-receptor stimulation to block 

Fas-induced death is regulated in part by c-FLIP ( 94 ).



 
FIG. 4. Mammalian caspases. A: The structures of the 14 known mammalian caspases are shown. Many 

of the caspases contain at their NH 
2
-terminal the CARD domain. Caspase-8 and caspase-10 contain a 

tandem copy of the DED at the NH 
2
-terminal end of the pro-enzyme, which is essential for recruitment to 

the DISC. The large (p18/p20) and small (p10/p12) subunits near the COOH-terminals are also shown. 

The optimal tetrapeptide substrate specificity of each caspase is shown on the right hand column. Note 

that the caspase-4 and caspase-11 are human and mouse homologs, respectively ( asterisks). B: 

Autoproteolytic cleavage of pro-caspases is crucial in activating the enzyme. Shown in the diagram by the 

arrows are the proteolytic cleavage sites of caspase-8 at aspartate residues 210, 216, 374, and 384, as 

well as the active site cysteine (C360) indicated by a bar. Two of each of the large and small subunits of 

the enzyme form the active enzyme in a head to tail conformation, resulting in a tetramer that contains two 

catalytic sites at the two ends of the molecule. The active sites of the enzyme, which are made up of 

residues from both the large and small subunits, are designated by the circles at the ends of the 

processed enzyme.

Another class of caspase regulators is the cellular IAPs (c-IAPs) that can directly inactivate mature 

caspases to avert the deleterious effects of inadvertent caspase activation ( 95 , 96 ). IAPs are 

characterized by the presence of up to three baculovirus IAP repeats (BIRs). Originally identified in 

baculoviruses, the BIR domains are characterized by the presence of cysteine and histidine residues in 

defined spacing arrangements (Cx 
2
Cx 

6
Wx 

3
Dx 

5
Hx 

6
C) (for review, see Deveraux and Reed [ 95 ]). The 

mechanisms of inhibition of IAPs on different caspases are quite distinct. For caspase-9, inhibition by 

XIAP depends on binding of the BIR3 domain with the tetrapeptide sequence ATPF at the NH 
2
-terminal of 

the p12 subunit that is exposed only in the mature enzyme. Hence, XIAP specifically inhibits active 

caspase-9, but not pro–caspase-9 ( 147 ). By contrast, XIAP inhibits caspase-7 and -3 by forming contacts 

in the catalytic groove with little involvement of the BIR domains ( 172 ). Interestingly, this mechanism of 



XIAP association is adopted by Smac/Diablo to inhibit the anti-apoptotic function of XIAP during the onset 

of mitochondrial PCD pathways ( 146 ). Smac/Diablo is a protein that resides in the intermembrane space 

of the mitochondria. It functions as an elongated dimer of a helices that adopts the shape of an arch. The 

NH 
2
-terminal sequences AVPI, generated from cleavage of the mitochondria-targeting sequence, are not 

well organized in the crystal structure. Nevertheless, they are critical for the inhibitory function of the 

protein as mutation of alanine to methionine abolished the inhibitory activity of Smac/Diablo on XIAP ( 146 , 

147 ). The action of XIAP is flexible in order to carry out diverse functions. Instead of the BIR3 domain, 

XIAP uses the linker region between BIR1 and BIR2 to interact with and inhibit the function of caspase-3 

and caspase-7. In this case, the linker inserts into the catalytic groove of the caspase in reverse 

orientation to that of the tetrapeptide inhibitor DEVD-CHO. While BIR2 does not directly participate in the 

inhibitory activity, it may contribute to the stability of the association by making other contacts with 

caspase-3 ( 167 , 170 , 176 ).

The death-inducing effect of caspases is highly specific in that most proteins in the dying cell remain 

uncleaved. Lethality is therefore due to cleavage of a limited set of target substrates. Caspases have an 

absolute requirement for aspartate at the amino side of its cleavage sites (P1 site). Further specificity is 

dictated in part by the three amino acids preceding the obligatory aspartate in the substrate (P1–P4 

positions) ( 166 ). Preferred tetrapeptides have been identified for each of the mammalian caspases so 

that, for example, caspase-3 is known to preferentially cleave at the sequence DEVD whereas caspase-8 

prefers IETD ( 12 , 177 , 178 ). Nicholson and Thornberry ( 12 ) and Earnshaw et al. ( 166 ) have developed 

valuable tetrapeptide substrates and inhibitors based on these preferences, but they point out that in 

practice, these are not absolutely specific. In addition to primary amino-acid sequence, additional 

secondary structural features of target proteins may be recognized. For example, many proteins harboring 

a DVED sequence may not be cleaved at that sequence by caspase-3 ( 179 ). Thus, the tetrapeptide 

recognition sequences are required but not sufficient for apoptotic protein cleavage. Nevertheless, model 

caspase substrates and inhibitors based on short recognition peptides, such as zVAD- or DVED-fmk 

(fluoromethyl ketone), have been useful in assessing caspase function in vitro and in vivo.

Proteins known to be cleaved by caspases in the dying cells have been grouped according to apparent 

functional importance: (a) cytoskeletal proteins such as actin, gelsolin, a-fodrin, among others; (b) nuclear 

structure proteins, especially lamins A and B; (c) DNA metabolism and repair proteins such as PARP; (d) 

protein kinases such as various isoforms of PKC; and (e) signal transduction proteins such as STAT1, 

SREBP-1, and phospholipase C-?1. More extensive discussions of identified caspase substrates have 

been published ( 166 ). A key point is that since PCD typically involves the elimination of somatic cells, 

there may be little evolutionary constraint on random cleavage sites. Hence, it has been difficult to 

distinguish functional versus adventitious sites. Key caspase substrates that have unequivocal roles in 

apoptosis include caspases themselves, Bcl-2 and Bcl-X 
L
, the ICAD inhibitor (inhibitor of 

caspase-activated deoxyribonuclease) of the DNase CAD, which is one enzyme causing apoptotic nuclear 

fragmentation, and the nuclear lamins ( 180 , 181 ). Cleavage of the nuclear lamins was shown by White ( 



182 ) to be responsible for certain nuclear changes in apoptosis by experiments in which the aspartate 

cleavage sites were modified and the apoptotic changes were abrogated. This stringent test has been 

applied to very few proteins cleaved during apoptosis. In fact, evidence weighs against the role of many 

caspase substrates in apoptosis. The knockout of the PARP gene in mice revealed no abnormality of 

development, immunity, or apoptosis ( 183 ). Hence, further work is necessary to determine the importance 

of proteins cleaved during apoptosis.

Genetic analyses of human caspases have provided important information about their function. By 

contrast, homozygous deficiencies in mice have been associated with embryonic lethality or neurologic 

defects but have not yielded specific immunologic phenotypes ( 166 ). Inherited mutations of two caspases 

in humans cause prominent effects in the immune system. The first, an inherited mutation in caspase-10, 

was detected in the human disease ALPS, type II ( 119 ). Individuals with caspase-10 mutations exhibited 

defects in apoptosis triggered by multiple DRs affecting the homeostasis of T cells, B cells and DCs. The 

abnormal accumulation of immune cells leads to the formation of a variety of autoantibodies that cause 

autoimmune conditions including hemolytic anemia, thrombocytopenia, and others. Recently, individuals 

harboring mutations in caspase-8 have been identified ( 183a). These individuals also exhibit abnormal 

lymphocyte apoptosis and the accumulation of lymphocytes in secondary lymphoid tissues. However, 

unlike a caspase-10 mutant individual, the lack of caspase-8 does not lead to autoimmunity. Rather, the 

affected individuals exhibit immunodeficiency manifested as recurrent viral infections. This appears to be 

due to a deficiency in T- and B-lymphocyte activation as a consequence of the caspase-8 defect. The 

precise molecular mechanism by which caspase-8 plays a role of lymphocyte activation has not been 

determined. Nevertheless, these patients represent a novel clinical entity. Tentatively, the caspase-10 

mutant individuals have been classified as ALPS, type IIa, and the caspase-8 mutant individuals as ALPS, 

type IIb.

TNF-Receptor Superfamily Members

The TNF-receptor superfamily constitutes a major class of cellular sensors to external physiologic cues 

that regulate PCD ( 184 ) ( Fig. 5). The hallmark of these cell-surface receptors is the presence of the 

“cysteine-rich domains” (CRDs) in the extracellular region. Each receptor can contain between one (BCMA 

and TWEAK-R) ( 185 , 186 ) to six (CD30) CRDs. They can be further subdivided into two classes based on 

sequence homology within the cytoplasmic signaling domain. The DRs contain an 80-residue long DD that 

is essential for death signaling ( 134 , 187 ). The majority of the receptors, however, lack a DD but rather 

have a region that interacts with the TRAF (TNF-receptor–associated factors) proteins ( 188 ). Interestingly, 

some of the DRs, including TNFR-1, can indirectly recruit TRAF proteins and this may explain why there 

seems to be cross talk between certain DD-containing and DD-lacking receptors ( 189 , 190 and 191 ). In 

general, however, signals transduced by the non–DD-containing receptors are usually pro-survival, while 

that of the DRs are typically viewed as pro-apoptotic. In all, over 20 members of the TNF receptor family in 

humans have been identified ( 57 ). With a few exceptions (EDAR and XEDAR), essentially all TNFRs play 



important regulatory roles in the immune system.

 
FIG. 5. Interacting proteins of the TNF/TNFR superfamily. TNFR- ( left) and TNF-related ( right) proteins, 

with arrows connecting ligand–receptor pairs. Cysteine-rich domains (CRDs) are shown as small ovals. 

The NH 
2
-terminal CRDs (CRD1a,1b,1c,1d) are grouped on the basis of sequence similarity as indicated 

by the use of different shades in the figure. Small vertical lines denote the locations of intron excision sites 

from the RNAs that encode the proteins (this information was not available for RANK, DcR1, and DcR2). 

Red boxes mark the locations of DD-related sequences in the cytoplasmic regions of the TNFR-related 

proteins. Numbers to the immediate left of the TNFR cytoplasmic regions denote known or inferred 

interactions with the indicated TRAFs. The locations of the human genes that encode the proteins are 

provided at the extreme left and right of the figure; the mouse cluster on chromosome 17 is also noted. 

Adapted from Locksley et al. ( 57 ), with permission.

Signaling by the TNFRs is initiated when the trimeric ligand contacts the preformed receptor complex 

(reviewed in Chan et al. [ 192 ] and Siegel et al. [ 193 ]). Downstream signaling of DRs requires the 

recruitment of DD-containing and/or DED-containing proteins. For Fas, receptor engagement results in 

rapid recruitment of FADD and caspases-8 or -10 within the DISC as detailed above ( 133 ). Other DRs 

such as TNFR-1 may require recruitment of an additional adaptor molecule such as TRADD prior to the 

docking of FADD ( 194 ). These events eventually culminate in caspase activation. The non–DD-containing 

receptors mediate NF?B induction and the activation of c-Jun kinases through the recruitment of TRAF 

proteins, a property that is shared by some DRs such as TNFR-1. Recruitment of TRAF proteins by DRs 

may counter the pro-apoptotic response through their interactions with c-IAPs. “Knockout” analyses in 

mice reveal that many of these signaling intermediates, including TRAF2 ( 195 ), RIP ( 161 ), and 

components of the NF?B activation pathway ( 196 , 197 , 198 , 199 and 200 ), are essential for conferring 



protection against DR ligands. Deficiency of NF?B tends to sensitize cells to TNF-induced death ( 201 , 202 

and 203 ). Both TRAF2 and NF?B induction through RIP may act in concert to promote survival in response 

to TNF ( 204 ). Interestingly, unlike the TNFR-1 and Fas-deficient mice, which are viable, knockout of the 

signaling components often results in embryonic lethality. The discordant results in knockout animals 

imply that TNFR signaling intermediates are involved in ontogenetic processes other than PCD. 

Alternatively, other TNFRs may mediate critical PCD events during development using the same set of 

signaling molecules. However, many other TNFRs-deficient animals, including Fas DR6 and 

multi-deficient animals (TNFR1 -/-, TNFR2 -/-, and Fas lpr/lpr together) are viable, thus arguing against the 

latter hypothesis ( 139 , 140 , 205 ).

Bcl-2 Gene Family

Bcl-2 and Bcl-X 
L
 are the prototypes of a diverse family of apoptosis-regulatory proteins whose filial 

relationships are conferred by four impressively short homology regions, termed BH-1 to BH-4 ( Fig. 6) ( 52

 , 206 ). Proteins in this family are classified as pro-apoptotic or anti-apoptotic by their effect principally on 

the mitochondrial death pathway. Bcl-2 was identified at the chromosomal breakpoint of t(14;18)-bearing, 

follicular B-cell lymphomas. Cleary et al. ( 117 ) and Raffeld et al. ( 207 ) demonstrated that the oncogenic 

effect of Bcl-2 could be attributed to enhanced cell survival rather than proliferation. Consequently, Bcl-2 

represented a new class of death-preventing oncogenes that collaborates with growth-promoting 

oncogenes, such as Myc ( 208 ). It is not uncommon to find abnormal overexpression of Bcl-2 in lymphoid 

and nonlymphoid malignancies. Bcl-2 and Bcl-X 
L
 regulate various types of immune cell death caused by 

lymphokine withdrawal, ?-irradiation, and chemical death inducers such as glucocorticoids, phorbol esters, 

DNA-damaging agents, and ionomycin—all of which induce mitochondrial apoptosis (reviewed in Gross et 

al. [ 209 ]). Apoptosis induction is one means by which cancer chemotherapeutics exert an antitumor effect. 

Thus, since apoptosis antagonism may be as important in transformation as mitogenesis, new therapeutic 

strategies aimed at antagonizing Bcl-2 may be effective in cancer therapy.



 
FIG. 6. Schematic diagram of members of the Bcl-2 family. The cylinders represent the different Bcl-2 

homology (BH) domains and the stippled boxes designate the hydrophobic transmembrane (TM) region 

that is required for insertion into the mitochondrial membrane.

How Bcl-2 family proteins regulate cell death remains unsolved but several regulatory principles have 

been delineated ( 52 ). Key family members, including Bcl-2, Bcl-X 
L
, and Bax, associate with intracellular 

membranes, especially the OMM, via a COOH-terminal hydrophobic domain ( 210 , 211 , 212 and 213 ). Death 

regulation by the Bcl-2 family involves controlling the permeability and integrity of the OMM. Structural 

features suggest that Bcl-X 
L
 may form pores or channels in membranes, which could play a role in this 

process ( 214 ). Homotypic and heterotypic dimer complexes form between Bcl-2 family members and the 

balance between pro- and anti-apoptotic members determines cell fate probably through direct 

interactions with each other ( 215 , 216 , 217 , 218 and 219 ). The precise stoichiometry of these associations 

that lead to survival or death have not been defined. Regulation by these proteins appears to be 

“upstream” of caspase activation, but they may also govern a caspase-independent form of cell death ( 152

 ). These proteins have their most important effects on mitochondrial death pathways and comparatively 

less effect on DR-initiated pathways. In particular, the pro-apoptotic family members such as Bax and Bak 

can cause mitochondrial release of cytochrome c and activation of cytosolic caspases ( 220 ). Diverse 

pathways, such as the transcriptional induction of Bcl-X 
L
 or phosphorylation of Bad, control the presence 

and biological activity of Bcl-2 family members ( 88 , 221 ). Each of these principles has reported exceptions, 

but they constitute the current basis for our understanding of the Bcl-2 family of proteins.

The biological function of Bcl-2 family members has been examined in genetically engineered mice and 

tissue culture cells (for a review, see Chao and Korsmeyer [ 52 ]). Bcl-X 
L
-deficient mice die around 

embryonic day 13 due to massive neuronal apoptosis ( 222 ). By contrast, Bcl-2–deficient mice survive a 

few weeks postnatally but then develop polycystic kidney disease, hypopigmentation due to decreased 



melanocyte survival and, most importantly, massive apoptotic loss of all B- and T-lymphocytes ( 223 ). 

Thus, while Bcl-2 is not necessary for lymphocyte maturation, it is indispensable for the maintenance of 

mature lymphocytes. On the other hand, expression of Bcl-X 
L
 is required for the survival of DP (CD4 

+CD8 +) thymocytes, B220 + bone marrow cells, and mature B cells ( 52 ). Transgenic experiments in 

which Bcl-2 or Bcl-X 
L
 were overexpressed suggest, however, that the two proteins can functionally 

substitute for one another to some degree and may govern a final common death pathway ( 52 ). Selective 

transgenic overexpression of Bcl-2 in B or T cells leads to increased numbers of those cells and the late 

onset of lymphomas ( 224 , 225 ). Deficiency of the pro-apoptotic Bax protein has a surprisingly mild 

phenotype in mice, causing only abnormalities in testis development and sterility ( 226 ). Deficiency of the 

pro-apoptotic Bak protein also causes very little effect in mice; however, a combined deficiency of Bax and 

Bak causes multiple organ abnormalities due to failed apoptosis and perinatal death ( 227 ). This includes 

an accumulation of lymphocytes and other hematopoietic cells underscoring the importance of the Bax 

and Bak proteins for normal immune homeostasis.

Recent work has focused on the BH-3–only subset ( Fig. 6). Structural analysis has revealed that a 

hydrophobic pocket is formed by the confluence of the BH-1, BH-2, and BH-3 helices through which Bcl-2 

family members interact. The interactions among Bcl-2 family members have a characteristic selectivity 

and hierarchy that may depend principally on binding to the BH-3 helix ( 228 ). The BH-3–only proteins may 

access the other family members through interactions at the hydrophobic pocket. The BH-3–only subset 

includes Bid, Bad, Blk, Bim, and perhaps others since the BH-3 motif is only a 9- to 16–amino acid stretch 

of alpha helix. The activity of BH-3–only proteins is governed transcriptionally and post-transcriptionally in 

a highly regulated fashion according to their function. Bid is cleaved by caspase-8, myristoylated, and 

inserts itself into the mitochondrion, thereby connecting DR stimuli to the mitochondrial pathway of death ( 

128 , 129 , 229 , 230 ). Following cleavage, a 15-kDa fragment inserts into mitochondrial membrane and 

triggers the oligomerization of Bax and Bak causing the release of cytochrome c and caspase activation ( 

220 , 231 ). Phosphorylation of Bad and Bim can control their association with 14-3-3 proteins or the 

microtubule-associated dynein motor complex, respectively ( 88 ). When released, Bad and Bim can 

induce apoptosis through the mitochondrial pathway. Genetic deficiency of Bim protects against a variety 

of death inducers, such as cytokine deprivation, gamma radiation, glucocorticoids, ionomycin, DNA, 

etoposide, and Taxol, but not FasL ( 48 ). Bim deficiency also significantly impairs TCR-induced thymocyte 

selection. These diverse forms of regulation allow a variety of different apoptosis inducers to converge on 

the mitochondrial pathway of death.

Apaf Proteins

Mammalian Apaf-1 constitutes another class of proteins that is critical for the mitochondrial pathway of 

apoptosis. Apaf-1 is structurally and functionally homologous to the C. elegans Ced-4 protein ( 232 ). Both 

Apaf-1 and Ced-4 contain an NH 
2
-terminal CARD domain followed by a nucleotide-binding 

oligomerization domain (NOD). Ced-4 can complex with caspase-9 via the CARD domains present in both 



molecules. The NOD domain is essential for binding ATP and homo-oligomerization. In addition, Apaf-1 

also contains WD-40 repeats at the COOH-terminal that bind cytochrome c released from damaged 

mitochondria. Interestingly, C. elegans Ced-4 contains no COOH-terminal WD-40 repeats and is not 

known for responding to mitochondrial insults ( 233 ). Apaf-1, cytochrome c and ATP are required to 

properly activate pro–caspase-9 ( 142 , 234 ). Genetic evidence from knockout animals revealed that Apaf-1 

and caspase-9 are obligatory components of cellular response to DNA damage-induced apoptosis through 

p53 and other mitochondrial death events ( 235 , 236 and 237 ).

Other proteins with homology to Apaf-1/Ced-4 have been identified, most of which contain regions of 

homology to the NOD domain. One of these proteins, NOD2, has been mapped as a susceptibility gene 

for Crohn’s disease ( 238 , 239 ). Human patients with NOD2 mutations have defects in NF?B induction in 

response to bacterial antigens. Since NOD2 also contains a CARD domain, this molecule may be involved 

in apoptosis as well as inflammatory responses. Many members of the TNFR superfamily such as 

TNFR-1 and Fas have divergent effects (such as cellular activation versus apoptosis) that are apparent at 

different times and depend on the context of the immune response. Hence, combinations of protein 

interaction motifs like the CARD, NOD, and other signaling domains in single adaptor proteins may allow 

bifurcation of biological responses from the same receptor.

STRUCTURAL REGULATION OF PCD

TNF/TNFR Structure

The recent determination of structures of components of the PCD pathways has led to a better physical 

sense of how these death programs work ( Fig. 7). In almost all cases, the formation of specific 

stoichiometric protein complexes is crucial for apoptosis signaling. Receptor-mediated apoptosis involves 

DRs within the TNFR superfamily triggered by receptor-specific ligands within the TNF superfamily ( 57 ). 

The defining structural motif of the TNFR superfamily is the cysteine-rich pseudorepeat or the 

cysteine-rich domain (CRD). The CRD is a 40–amino-acid cluster of ß strands folded back on themselves 

and pinned in place by three disulfide bonds formed by six cysteines in highly conserved positions ( Fig. 

7A). Most of the TNFRs have multiple CRDs in the extracellular domain and these serve two primary 

functions. The membrane-proximal or central CRDs mediate ligand binding. For example, in TNFR-1, the 

two central CRDs, CRD2 and 3, provide the key ligand-binding contacts. The membrane distal CRD 

mediates receptor pre-assembly on the cell surface ( 240 , 241 ). This membrane distal CRD along with 

adjacent NH 
2
-terminal sequences is called the “pre-ligand assembly domain” or PLAD because it 

promotes the oligomerization of like receptor chains prior to ligand engagement. Pre-assembly of receptor 

chains into trimers or perhaps other oligomeric complexes is obligatory for both ligand binding and signal 

transduction. The PLAD has been identified in both TNFR superfamily members that mediate apoptosis 

such as Fas, TNFR-1, and TRAIL receptors as well as those that do not, such as TNFR-2 ( 240 , 241 ). The 

orientation of the receptor chains is likely to change drastically between the unliganded and liganded 



complexes as reflected in the extant crystal structures for unliganded and liganded TNFR-1 (see Fig. 7A 

and Fig. 7B). The receptor chains are initially attached at the membrane distal CRD and then these 

interactions fall apart as the receptor admits the ligand between three receptor chains to interact with the 

CRDs closer to the membrane. The discovery of the PLAD overturned the prevailing model that TNFR 

family members signal by the ligand “cross-linking” solitary receptor chains into a trimeric complex and 

replaced it with a model by which the ligand binds to and changes the configuration of pre-assembled 

receptor complexes. Hence, CRDs can regulate both intra- or inter-molecular associations critical to 

receptor function.

 
FIG. 7. Structural biology of apoptosis. A: Structure of the unliganded TNFR-1. B Side view of the 

TNFß-bound TNFR-1 looking from plane of the membrane. Conserved disulfide bonds that are structurally 

essential are shown in red. C: Bird’s eye view of the TNF/TNFR-1 structure looking down at the plane of 

the membrane. D: NMR structure of Bcl-X 
L
. The BH3 (a2) domain runs perpendicularly across the 

molecule and the two central hydrophobic helices (a5 and a6) are buried in the middle portion of the 

molecule. E: Structure of the Fas DD, a prototypical hexahelical bundle. The bundle is composed of six 

helices, a structural scaffold that is conserved in also the DED and the CARD domain. The position of 

each of the helices is indicated. F: Structure of caspase-7 before proteolytic autoprocessing. G: Structure 

of caspase-7 after proteolytic autoprocessing. Note that the catalytic site (box) in the pro-enzyme is 

relatively “loose” (F). Processing of the pro-enzyme results in substantial “tightening” of the catalytic loops. 

The red-colored strand inside the boxed area in (G) denotes the position of the pseudosubstrate 



tetrapeptide DEVD.

The ligands for TNFRs are typically obligate homotrimers that adopt a compact “jelly-roll” conformation 

with a hydrophobic face where the individual subunits stably interact with each other ( 57 , 242 ). Certain 

exceptions, such as Lta and LTß, can form heterotrimers. The ligand subunits are usually synthesized as 

type II transmembrane proteins and, following trimerization, may remain membrane bound or undergo 

metalloproteinase cleavage to a soluble form ( 243 ). Binding of the pre-assembled receptor complex with 

the trimeric ligand forms a symmetric 3:3 ligand-receptor complex that is evident in the crystal structures 

of the liganded TNFR1 and TRAIL receptors ( 244 , 245 , 246 , 247 and 248 ). Functionally, the ligand 

interaction appears to re-orient the receptor chains so that the intracellular domains adopt a specific 

juxtaposition that favors the binding of appropriate intracellular signaling proteins. The recently solved 

structure of the TRAIL trimer differs from the TNF structure in that it contains a loop insertion in the first 

ß-strand that is critical for receptor association ( 245 , 246 , 247 and 248 ). In both the TNFR-1 and TRAIL-R2 

crystals, ligand contacts appear to be restricted to the second and third CRDs. The extensive 

receptor–receptor interaction in the PLAD region found in the unliganded TNFR-1 receptor structure is 

absent in the ligand-bound receptor crystal structures ( 249 , 250 , 251 and 252 ). How the ligand initially 

contacts the preformed receptor complex and initiates chain rearrangement are important unresolved 

questions.

The fundamental three-fold symmetry of the ligands and receptors in the TNFR system is also conserved 

among the proximal signaling complexes. This includes the receptor–TRAF2 interaction ( 253 , 254 ), 

TRADD–TRAF2 interaction ( 255 , 256 ), and Fas–FADD interaction. The importance of the tri-fold symmetry 

in the receptor and signaling apparatus is highlighted by genetic mutations found in both human and 

mouse. For instance, heterozygous mutations in the cytoplasmic DD of Fas found in the lpr cg (mouse) or 

Fas-defective form of ALPS resulted in a greater than 50% reduction in receptor signaling ( 257 , 258 and 259

 ). This is likely due to the fact that inclusion of at least one bad subunit in the receptor trimer prevents the 

formation of a 3:3 Fas:FADD complex and thereby abrogates signaling ( 259 ).

The genetic effect by which a mutant allele encodes a protein that interferes with the protein encoded by 

the wild-type allele is called “dominant interference.” Dominant interference is usually observed in proteins 

that carry out their function by forming oligomeric complexes, which is a common feature in PCD 

pathways. In the case of the trimeric Fas receptor, dominant interference was potent due to the fact that 

with equal expression of a wild-type and mutant allele, (1/2) 3 or 1/8 would be expected to have solely 

wild-type subunits and 7/8 of the complexes would have at least one bad subunit since the receptor chains 

randomly assort ( 257 , 258 and 259 ). To generalize, a dominant-interfering disease mechanism may be 

especially important in PCD disorders in outbred human populations, where most gene loci are 

heterozygous rather than homozygous. Thus, these studies of the Fas receptor have revealed that while 

higher-order symmetric signaling complexes may provide rapid and selective signaling in immune 



regulation, they also create a vulnerability to genetic disease.

Bcl-2 Homology Structures

Bcl-X 
L
 has the best-characterized structure and it has provided interesting hypotheses regarding the 

function of Bcl-2 family members ( 214 ). It contains a conserved nest of alpha helices including a 

backbone of two hydrophobic helices that are encircled by several amphipathic helices including the BH4 

helix, which is a key interaction site for members of the Bcl-2 family ( Fig. 7D). The structure has revealed 

a tantalizing similarity to pore-forming domains of bacterial toxins. This has stimulated a wealth of 

research into whether membrane pore formation is a key element of apoptosis modulation by Bcl-2 family 

proteins ( 260 , 261 ). It is interesting to consider that pore-forming toxins of bacteria have homology to 

regulatory proteins whose primary site of action is the mitochondria that is believed to have evolved as a 

bacteria-like organism subsumed into eukaryotic cells. The structure also reveals that the Bcl-2 homology 

regions—BH1, BH2, and BH3—that are widely spaced in the primary sequence are assembled closely 

together in a hydrophobic pocket. Through this pocket, the pro-apoptotic and anti-apoptotic members of 

the Bcl-2 family interact and cross-regulate one another. Proteins with an amphipathic BH3 helix only can 

also interact with this pocket in the anti-apoptotic Bcl-2 family members and potentially nullify their 

protective function ( 214 ). The specific amino acids contained in this pocket confer a specific hierarchy of 

interactions between various members of the Bcl-2 family. Hence, the structure reveals a possible 

functional interaction with the mitochondrial membrane and functional associations between members of 

the Bcl-2 family that determine survival or death.

The Hexahelical Bundle

The DD, DED, and CARD domains are critical protein–protein interaction motifs in DR-mediated PCD. 

Interestingly, all three domains adopt a similar structural scaffold of a compact bundle of six antiparallel 

a-helices, which we will refer to as the “hexahelical bundle” ( Fig. 7E). This structure is an ancient one that 

is related to the “ankyrin repeat,” a protein interaction motif that is found in many proteins and conserved 

throughout phylogeny ( 57 , 214 ). Despite remarkable overall similarity, significant differences exist among 

the DD, DED, and CARD that likely account for their binding specificities. For example, while the surface 

of Fas DD is made up of mostly charged residues ( 262 ), that of FADD DED contains hydrophobic patches 

that are important for binding to caspase-8 ( 263 ). The six helices in the CARD domain of RAIDD form an 

acidic surface on one side of the molecule and a basic region on the other side of the molecule, which 

may be important for binding of the corresponding CARD domain in caspase-2 ( 264 ). Structural and 

mutagenesis data corroborate with the notion that helices 2 and 3 are critical contact regions for 

homophilic DD and DED interactions. In addition to the participation of a2 and a3, homophilic 

CARD–CARD interactions appears to involve electric dipole interactions between a2, a3, a5 on one 

molecule and a1, a4 on the partner. Examination of the CARD domain from Apaf-1 yielded similar findings 

( 265 , 266 ). Thus, specific molecular pathways are determined by defining residues in DD, DED, or CARDs 

that are presented by a common scaffold shared by all three. It is also important to recognize that DDs, 



DEDs, and CARDs are primarily protein–protein interaction domains, and that although they were initially 

discovered in apoptosis pathways, homologs of these motifs may be put to use by nature to associate 

proteins in pathways unrelated to apoptosis. In fact, a class of proteins containing the pyrin domain 

appears to adopt a similar structural scaffold to that found in the DDs, DEDs and CARDs ( 267 , 268 and 269 

). The pyrin domain was originally identified in a protein mutated in patients with familial Mediterranean 

fever, thus providing a tantalizing link between apoptosis and inflammatory diseases.

Caspase Structure

The recruitment of DD-, DED-, or CARD-containing proteins eventually leads to the recruitment and 

activation of caspases. The structures of caspase-1, -3, -7, -8, and -9 have been determined ( 146 , 167 , 168

 , 169 , 170 , 171 and 172 , 176 ). The catalytic subunits of all caspases are similarly comprised of two p10/p20 

heterodimers. Each p10/p20 heterodimer is folded into a compact cylindrical structure of six ß strands and 

five a helices. The active site of the enzyme is formed by loops that come together at the top of the 

cylinder of ß strands, which are contributed by both the p10 and p20 subunits. The two heterodimers are 

aligned in an antiparallel fashion where the ß sheet forms the vertical axis of the tetrameric complex ( Fig. 

4 and Fig. 7F and Fig. 7G). Despite the overall structural similarity, distinct differences, especially in loops 

surrounding the catalytic active site, can be identified among the different caspases, which explain their 

respective substrate preferences.

Regulation of caspases by viral inhibitors has also been elucidated by structural studies. The baculovirus 

p35 is a potent inhibitor of many caspases that requires cleavage at its caspase recognition site D87 to 

manifest its inhibitory activity. Crystallographic studies reveal the formation of a thioester bond between 

the active site cysteine of caspase-8 (C360) and the aspartate of the amino-terminal cleavage product of 

p35 (D87). The thioester bond is shielded from hydrolysis through steric effects of the NH 
2
-terminal 

residues of p35 and is critical for the long-lasting inhibitory effect ( 270 ).

PCD as Immune Therapy

Because of its exquisite antigen specificity, the possibility of using antigen-induced death, particularly of 

T-lymphocytes, for the treatment of immunologic diseases has been suggested ( 271 , 272 ). In particular, 

the T-cell components of graft rejection, autoimmune diseases, and allergic reactions may be suppressed 

by antigen-induced cell elimination. This concept has been tested in both mice and monkeys with clearly 

beneficial effects on disease outcome. For example, it was found that the repetitive administration of a 

myelin basic-protein antigen could suppress experimental allergic encephalomyelitis by causing the 

elimination of disease-causing T cells in mice ( 77 ). This suggests that antigen-specific therapy is 

achievable if antigens relevant to the disease process are sufficiently well defined and that death of the 

culpable T cells can be triggered without exacerbation of symptoms ( 273 ). Studies are underway to 

evaluate the feasibility of this approach in human clinical trials.



PCD and Development of Lymphoid Malignancy

In this last section, we return to the question of why the mature immune system assiduously eliminates 

lymphocytes that have been activated by antigen and therefore have proven usefulness. Why can’t the 

immune system adopt a laissez-faire economy of previously activated cells, which might have great value 

if the same pathogen is re-encountered? Several lines of evidence strongly suggest that in addition to 

potential loss of tolerance and autoimmunity, lymphoid malignancy is also promoted by defective 

apoptosis. Hence, the accumulation of excessive cells that have a propensity to proliferate and can 

undergo additional genetic changes may be deleterious to the organism. The association of translocations 

of the Bcl-2 gene with diffuse large-cell lymphoma suggested that somatic aberrations in apoptosis 

pathways might be important steps in the transformation process. Since then, somatic changes in a 

variety of apoptosis molecules including Fas, caspases, and Bcl-2 family members have been 

documented ( 274 ). By contrast, the well-known inheritable apoptosis defect in p53 in the Li-Fraumeni 

syndrome seems to cause predominantly solid tumors but not lymphomas. However, the study of large 

kindreds of patients with ALPS has revealed a 15-fold greater incidence of lymphomas. It is striking also 

that these families have several different classes of lymphoma, suggesting that Fas provides a protection 

against transformation not for a single cell type but generally for B- and T-lymphocytes ( 275 ). Thus, 

besides autoimmune manifestations, we can infer that protection against lymphoid malignancy dictates 

that strict control over the accumulation of activated lymphocytes is necessary.

CONCLUSIONS

The study of PCD has provided insights into many aspects of immune function, particularly in the 

establishment of central and peripheral tolerance and the numerical homeostasis of immune cells. 

Immune cells utilize conserved mechanisms of apoptosis and necrosis that are common to perhaps all 

mammalian cells and have been one of the most instructive model systems for understanding how these 

systems function. Finally, death is regulated by cues from the environment. For developing lymphocytes, 

the antigen environment determines cell survival and elimination. For mature cells, antigen and the growth 

cytokine IL-2 determine life or death. In this manner, the immune system can develop a wide repertoire of 

reactive cells, select the most useful members of the repertoire, and then expand and contract specific 

clonotypes as needed for specific immune responses. Such homeostatic control allows rapid cell 

proliferation in protective responses while preserving tolerance and avoiding autoimmunity and immune 

cell malignancies.

ACKNOWLEDGMENTS

We are grateful to Manzoor Ahmad, Wendy Davidson, Hao Wu, Sang-Mo Kang, Nigel Killeen, David 

Martin, Jan Paul Medema, John Monroe, Marcus Peter, David Scott, Gavin Screaton, Richard Siegel, and 

Lixin Zheng for thoughtful suggestions on the manuscript.



REFERENCES

1.    Conlon I, Raff M. Size control in animal development. Cell 1999;96:235–244.

2.    Green DR, Cotter TG. Introduction: apoptosis in the immune system. Semin Immunol 1992;4:355–362.

3.    Cohen JJ. Apoptosis: mechanisms of life and death in the immune system. J Allergy Clin Immunol 1999;103:548–554.

4.    Zheng L, et al. Mature T lymphocyte apoptosis in the healthy and diseased immune system. Adv Exp Med Biol  

1996;406:229–239.

5.    Lenardo M, et al. Mature T lymphocyte apoptosis—immune regulation in a dynamic and unpredictable antigenic environment. 

Annu Rev Immunol 1999;17:221–253.

6.    Raff M. Cell suicide for beginners. Nature 1998;396:119–122.

7.    Boguski MS, Tolstoshev CM, Bassett DE Jr. Gene discovery in dbEST. Science 1994;265:1993–1994.

8.    Raff MC, et al. Programmed cell death and the control of cell survival. Philos Trans R Soc Lond B Biol Sci  1994;345:265–268.

9.    Kerr JF, Wyllie AH, Currie AR. Apoptosis: a basic biological phenomenon with wide-ranging implications in tissue kinetics. Br J 

Cancer 1972;26:239–257.

10.    Wyllie AH, Kerr JF, Currie AR. Cell death: the significance of apoptosis. Int Rev Cytol 1980;68:251–306.

11.    Clarke PG, Clarke S. Nineteenth century research on naturally occurring cell death and related phenomena. Anat Embryol 

(Berl) 1996;193:81–99.

12.    Nicholson D, Thornberry N. Caspases: killer proteases. Trends Biochem Sci 1997;22:299–306.

13.    Kennedy NJ, et al. Caspase activation is required for T cell proliferation. J Exp Med 1999;190:1891–1896.

14.    Alam A, et al. Early activation of caspases during T lymphocyte stimulation results in selective substrate cleavage in 

nonapoptotic cells. J Exp Med 1999;190:1879–1890.

15.    Reed JC, eds. Apoptosis Methods in enzymology, vol. 322, New York: Academic Press, 2000.

16.    Coligan JE, eds. Current protocols in immunology, New York: Wiley, 1991 [loose-leaf].

17.    Holler N, et al. Fas triggers an alternative, caspase-8–independent cell death pathway using the kinase RIP as effector 

molecule. Nat Immunol 2000;1:489–495.

18.    Thompson CB. Apoptosis. In: Paul WE, ed. Fundamental immunology, 4th ed. Philadelphia: Lippincott-Raven, 1999:813–829.

19.    Larsson M, Fonteneau JF, Bhardwaj N. Dendritic cells resurrect antigens from dead cells. Trends Immunol 2001;22:141–148.

20.    Basu S, et al. Necrotic but not apoptotic cell death releases heat shock proteins, which deliver a partial maturation signal to 



dendritic cells and activate the NF-kappa B pathway. Int Immunol 2000;12:1539–1546.

21.    Gallucci S, Lolkema M, Matzinger P. Natural adjuvants: endogenous activators of dendritic cells. Nat Med 1999;5:1249–1255.

22.    Metzstein MM, Horvitz HR. The C. elegans cell death specification gene ces-1 encodes a snail family zinc finger protein. Mol 

Cell 1999;4:309–319.

23.    Lodish H, Zipursky SL, Matsudaira P, et al. Molecular cell biology , 4th ed. New York: W. H. Freeman, 2000.

24.    Ashton-Rickardt PG, Tonegawa S. A differential-avidity model for T-cell selection. Immunol Today 1994;15:362–366.

25.    Ashton-Rickardt PG, et al. Evidence for a differential avidity model of T cell selection in the thymus [see comments]. Cell 

1994;76:651–663.

26.    Lenardo MJ. Interleukin-2 programs mouse alpha beta T lymphocytes for apoptosis. Nature 1991;353:858–861.

27.    Weiner NL. Cybernetics, control and communication in the animal and machine, New York: MIT Press, 1961.

28.    von Boehmer H, Teh HS, Kisielow P. The thymus selects the useful, neglects the useless and destroys the harmful. Immunol 

Today 1989;10:57–61.

29.    Jameson SC, Hogquist KA, Bevan MJ. Positive selection of thymocytes. Annu Rev Immunol 1995;13:93–126.

30.    Sprent J, Kishimoto H. The thymus and central tolerance. Philos Trans R Soc Lond B Biol Sci  2001;356:609–616.

31.    Jiang D, Zheng L, Lenardo MJ. Caspases in T-cell receptor-induced thymocyte apoptosis. Cell Death Differ 1999;6:402–411.

32.    Sprent J, et al. The thymus and T cell death. Adv Exp Med Biol  1996;406:191–198.

33.    Berg LJ, Kang J. Molecular determinants of TCR expression and selection. Curr Opin Immunol 2001;13:232–241.

34.    Germain RN. The T cell receptor for antigen: signaling and ligand discrimination. J Biol Chem 2001;276:35223–35226.

35.    Page DM, et al. TNF receptor-deficient mice reveal striking differences between several models of thymocyte negative 

selection. J Immunol 1998;160:120–133.

36.    Sidman CL, Marshall JD, Von Boehmer H. Transgenic T cell receptor interactions in the lymphoproliferative and autoimmune 

syndromes of lpr and gld mutant mice. Eur J Immunol 1992;22:499–504.

37.    DeYoung AL, Duramad O, Winoto A. The TNF receptor family member CD30 is not essential for negative selection. J 

Immunol 2000;165:6170–6173.

38.    Conte D, et al. Thymocyte-targeted overexpression of xiap transgene disrupts T lymphoid apoptosis and maturation. Proc Natl 

Acad Sci U S A 2001;98:5049–5054.

39.    Alberola-Ila J, et al. Selective requirement for MAP kinase activation in thymocyte differentiation. Nature 1995;373:620–623.

40.    Mariathasan S, Jones RG, Ohashi PS. Signals involved in thymocyte positive and negative selection. Semin Immunol 



1999;11:263–272.

41.    Werlen G, Hausmann B, Palmer E. A motif in the alphabeta T-cell receptor controls positive selection by modulating ERK 

activity. Nature 2000;406:422–426.

42.    Kruisbeek AM, Amsen D. Mechanisms underlying T-cell tolerance. Curr Opin Immunol 1996;8:233–244.

43.    Bain G, et al. E2A deficiency leads to abnormalities in alphabeta T-cell development and to rapid development of T-cell 

lymphomas. Mol Cell Biol 1997;17:4782–4791.

44.    Rivera RR, et al. Thymocyte selection is regulated by the helix-loop-helix inhibitor protein, Id3. Immunity 2000;12:17–26.

45.    Penninger JM, et al. The interferon regulatory transcription factor IRF-1 controls positive and negative selection of CD8+ 

thymocytes. Immunity 1997;7:243–254.

46.    Williams O, Brady HJ. The role of molecules that mediate apoptosis in T-cell selection. Trends Immunol 2001;22:107–111.

47.    Huang DC, Strasser A. BH3-only proteins—essential initiators of apoptotic cell death. Cell 2000;103:839–842.

48.    Bouillet P, et al. Proapoptotic Bcl-2 relative Bim required for certain apoptotic responses, leukocyte homeostasis, to preclude 

autoimmunity. Science 1999;286:1735–1738.

49.    Tanchot C, et al. Differential requirements for survival and proliferation of CD8 naive or memory T cells. Science 

1997;276:2057–2062.

50.    Sprent J, Tough DF. T cell death and memory. Science 2001;293:245–248.

51.    Tan JT, et al. IL-7 is critical for homeostatic proliferation and survival of naive T cells. Proc Natl Acad Sci U S A  

2001;98:8732–8737.

52.    Chao DT, Korsmeyer SJ. BCL-2 family: regulators of cell death. Annu Rev Immunol 1998;16:395–419.

53.    Critchfield JM, Boehme SA, Lenardo MJ. The regulation of antigen-induced apoptosis in mature T lymphocytes. In: Gregory 

CC, ed. Apoptosis and the immune response, New York: Wiley-Liss, 1995:55–114.

54.    Reap EA, et al. bcl-2 transgenic Lpr mice show profound enhancement of lymphadenopathy. J Immunol 

1995;155:5455–5462.

55.    Strasser A, et al. Bcl-2 and Fas/APO-1 regulate distinct pathways to lymphocyte apoptosis. EMBO J 1995;14:6136–6147.

56.    Van Parijs L, et al. Uncoupling IL-2 signals that regulate T cell proliferation, survival, Fas-mediated activation-induced cell 

death. Immunity 1999;11:281–288.

57.    Locksley RM, Killeen N, Lenardo MJ. The TNF and TNF receptor superfamilies: integrating mammalian biology. Cell 

2001;104:487–501.

58.    Nagata S, Golstein P. The Fas death factor. Science 1995;267:1449–1456.

59.    Zheng L, et al. Induction of apoptosis in mature T cells by tumour necrosis factor. Nature 1995;377:348–351.



60.    Watanabe-Fukunaga R, et al. The cDNA structure, expression, chromosomal assignment of the mouse Fas antigen. J 

Immunol 1992;148:1274–1279.

61.    Watanabe-Fukunaga R, et al. Lymphoproliferation disorder in mice explained by defects in Fas antigen that mediates 

apoptosis. Nature 1992;356:314–317.

62.    Takahashi T, et al. Generalized lymphoproliferative disease in mice, caused by a point mutation in the Fas ligand. Cell 

1994;76:969–976.

63.    Straus SE, et al. An inherited disorder of lymphocyte apoptosis: the autoimmune lymphoproliferative syndrome. Ann Intern 

Med 1999;130:591–601.

64.    Kagi D, Odermatt B, Mak TW. Homeostatic regulation of CD8+ T cells by perforin. Eur J Immunol 1999;29:3262–3272.

65.    Kagi D, et al. Fas and perforin pathways as major mechanisms of T cell-mediated cytotoxicity. Science 1994;265:528–530.

66.    Stepp SE, et al. Perforin gene defects in familial hemophagocytic lymphohistiocytosis. Science 1999;286:1957–1959.

67.    Spaner D, et al. A role for perforin in activation-induced T cell death in vivo: increased expansion of allogeneic 

perforin-deficient T cells in SCID mice. J Immunol 1999;162:1192–1199.

68.    Budd RC. Activation-induced cell death. Curr Opin Immunol 2001;13:356–362.

69.    Lenardo MJ. The molecular regulation of lymphocyte apoptosis. Semin Immunol 1997;9:1–5.

70.    Zheng L, et al. T cell growth cytokines cause the superinduction of molecules mediating antigen-induced T lymphocyte death. 

J Immunol 1998;160:763–769.

71.    Boehme SA, Lenardo MJ. Propriocidal apoptosis of mature T lymphocytes occurs at S phase of the cell cycle. Eur J Immunol 

1993;23:1552–1560.

72.    Li QS, et al. Activation-induced T cell death occurs at G1A phase of the cell cycle. Eur J Immunol 2000;30:3329–3337.

73.    Lissy NA, et al. A common E2F-1 and p73 pathway mediates cell death induced by TCR activation. Nature 

2000;407:642–645.

74.    Hunig T, Schimpl A. Systemic autoimmune disease as a consequence of defective lymphocyte death. Curr Opin Immunol 

1997;9:826–830.

75.    Willerford DM, et al. Interleukin-2 receptor alpha chain regulates the size and content of the peripheral lymphoid 

compartment. Immunity 1995;3:521–530.

76.    Van Parijs L, et al. Functional responses and apoptosis of CD25 (IL-2R alpha)-deficient T cells expressing a transgenic 

antigen receptor. J Immunol 1997;158:3738–3745.

77.    Critchfield JM, et al. T cell deletion in high antigen dose therapy of autoimmune encephalomyelitis. Science 

1994;263:1139–1143.



78.    Moskophidis D, et al. Virus persistence in acutely infected immunocompetent mice by exhaustion of antiviral cytotoxic effector 

T cells. Nature 1993;362:758–761.

79.    Rothstein TL, et al. Protection against Fas-dependent Th1-mediated apoptosis by antigen receptor engagement in B cells. 

Nature 1995;374:163–165.

80.    Wong B, Arron J, Choi Y. T cell receptor signals enhance susceptibility to Fas-mediated apoptosis. J Exp Med 

1997;186:1939–1944.

81.    Hornung F, Zheng L. Lenardo MJ, Maintenance of clonotype specificity in CD95/Apo-1/Fas-mediated apoptosis of mature T 

lymphocytes. J Immunol 1997;159:3816–3822.

82.    Combadiere B, et al. Differential TCR signaling regulates apoptosis and immunopathology during antigen responses in vivo. 

Immunity 1998;9:305–313.

83.    Nahill SR, Welsh SM. High frequency of cross-reactive cytotoxic T lymphocytes elicited during the virus-induced polyclonal 

cytotoxic T lymphocyte response. J Exp Med 1993;177:317–327.

84.    Razvi ES, et al. Lymphocyte apoptosis during the silencing of the immune response to acute viral infections in normal, lpr, 

Bcl-2-transgenic mice. Am J Pathol 1995;147:79–91.

85.    Duke RC, Cohen JJ. IL-2 addiction: withdrawal of growth factor activates a suicide program in dependent T cells. Lymphokine 

Res 1986;5:289–299.

86.    Kuroda K, et al. Implantation of IL-2-containing osmotic pump prolongs the survival of superantigen-reactive T cells expanded 

in mice injected with bacterial superantigen. J Immunol 1996;157:1422–1431.

87.    Chao DT, et al. Bcl-XL and Bcl-2 repress a common pathway of cell death. J Exp Med 1995;182:821–828.

88.    Zha J, et al. Serine phosphorylation of death agonist BAD in response to survival factor results in binding to 14-3-3 not 

BCL-X(L). Cell 1996;87:619–628.

89.    Kelly E, et al. IL-2 and related cytokines can promote T cell survival by activating AKT. J Immunol 2002;168:597–603.

90.    Callan MF, et al. CD8(+) T-cell selection, function, death in the primary immune response in vivo. J Clin Invest 

2000;106:1251–1261.

91.    Opferman JT, Ober BT, Ashton-Rickardt PG. Linear differentiation of cytotoxic effectors into memory T lymphocytes. Science 

1999;283:1745–1748.

92.    Irmler M, et al. Inhibition of death receptor signals by cellular FLIP. Nature 1997;388:190–195.

93.    Hu S, et al. I-FLICE, a novel inhibitor of tumor necrosis factor receptor-1- and CD-95-induced apoptosis. J Biol Chem 

1997;272:17255–17257.

94.    Wang J, et al. Inhibition of Fas-mediated apoptosis by the B cell antigen receptor through c-FLIP. Eur J Immunol 

2000;30:155–163.



95.    Deveraux QL, Reed JC. IAP family proteins—suppressors of apoptosis. Genes Dev 1999;13:239–252.

96.    Roy N, et al. The c-IAP-1 and c-IAP-2 proteins are direct inhibitors of specific caspases. EMBO J 1997;16:6914–6925.

97.    Murali-Krishna K, et al. Persistence of memory CD8 T cells in MHC class I-deficient mice. Science 1999;286:1377–1381.

98.    Ku CC, et al. Control of homeostasis of CD8+ memory T cells by opposing cytokines. Science 2000;288:675–678.

99.    Norvell A, Mandik L, Monroe JG. Engagement of the antigen-receptor on immature murine B lymphocytes results in death by 

apoptosis. J Immunol 1995;154:4404–4413.

100.    Akashi K, et al. Bcl-2 rescues T lymphopoiesis in interleukin-7 receptor-deficient mice. Cell 1997;89:1033–1041.

101.    Maraskovsky E, et al. Bcl-2 can rescue T lymphocyte development in interleukin-7 receptor-deficient mice but not in mutant 

rag-1-/- mice. Cell 1997;89:1011–1019.

102.    Grabstein KH, et al. Inhibition of murine B and T lymphopoiesis in vivo by an anti-interleukin 7 monoclonal antibody. J Exp 

Med 1993;178:257–264.

103.    Namen AE, et al. Stimulation of B-cell progenitors by cloned murine interleukin-7. Nature 1988;333:571–573.

104.    Sandel PC, Monroe JG. Negative selection of immature B cells by receptor editing or deletion is determined by site of 

antigen encounter. Immunity 1999;10:289–299.

105.    Wechsler-Reya RJ, Monroe JG. Lipopolysaccharide prevents apoptosis and induces responsiveness to antigen receptor 

cross-linking in immature B cells. Immunology 1996;89:356–362.

106.    Hardy RR, Hayakawa K. B cell development pathways. Annu Rev Immunol 2001;19:595–621.

107.    King LB, Norvell A, Monroe JG. Antigen receptor-induced signal transduction imbalances associated with the negative 

selection of immature B cells. J Immunol 1999;162:2655–2662.

108.    Rathmell JC, et al. CD95 (Fas)-dependent elimination of self-reactive B cells upon interaction with CD4+ T cells. Nature 

1995;376:181–184.

109.    Rathmell JC, et al. Expansion or elimination of B cells in vivo: dual roles for CD40- and Fas (CD95)-ligands modulated by the 

B cell antigen receptor. Cell 1996;87:319–329.

110.    Choi MS, et al. The role of bcl-XL in CD40-mediated rescue from anti–mu-induced apoptosis in WEHI-231 B lymphoma 

cells. Eur J Immunol 1995;25:1352–1357.

111.    Rothstein TL. Inducible resistance to Fas-mediated apoptosis in B cells. Cell Res 2000;10:245–266.

112.    Foote LC, Marshak-Rothstein A. Rothstein TL. Tolerant B lymphocytes acquire resistance to Fas-mediated apoptosis after 

treatment with interleukin 4 but not after treatment with specific antigen unless a surface immunoglobulin threshold is exceeded. J 

Exp Med 1998;187:847–853.

113.    Graninger WB, et al. Cytokine regulation of apoptosis and Bcl-2 expression in lymphocytes of patients with systemic lupus 



erythematosus. Cell Death Differ 2000;7:966–972.

114.    Ishida Y, et al. Induced expression of PD-1, a novel member of the immunoglobulin gene superfamily, upon programmed 

cell death. EMBO J 1992;11:3887–3895.

115.    Devireddy LR, et al. Induction of apoptosis by a secreted lipocalin that is transcriptionally regulated by IL-3 deprivation. 

Science 2001;293:829–834.

116.    Bratt T. Lipocalins and cancer. Biochim Biophys Acta  2000;1482:318–326.

117.    Cleary ML, Smith SD, Sklar J. Cloning and structural analysis of cDNAs for bcl-2 and a hybrid bcl-2/immunoglobulin 

transcript resulting from the t(14;18) translocation. Cell 1986;47:19–28.

118.    Ingulli E, et al. In vivo detection of dendritic cell antigen presentation to CD4(+) T cells. J Exp Med 1997;185:2133–2141.

119.    Wang J, et al. Inherited human Caspase 10 mutations underlie defective lymphocyte and dendritic cell apoptosis in 

autoimmune lymphoproliferative syndrome type II. Cell 1999;98:47–58.

120.    Martin SJ, et al. The cytotoxic cell protease granzyme B initiates apoptosis in a cell-free system by proteolytic processing 

and activation of the ICE/CED-3 family protease, CPP32, via a novel two-step mechanism. EMBO J 1996;15:2407–2416.

121.    Harvey NL, et al. Processing of the Nedd2 precursor by ICE-like proteases and granzyme B. Genes Cells 1996;1:673–685.

122.    Zapata JM, et al. Granzyme release and caspase activation in activated human T-lymphocytes. J Biol Chem 

1998;273:6916–6920.

123.    Atkinson EA, et al. Cytotoxic T lymphocyte-assisted suicide. Caspase 3 activation is primarily the result of the direct action of 

granzyme B. J Biol Chem 1998;273:21261–21266.

124.    Yang X, et al. Granzyme B mimics apical caspases. Description of a unified pathway for trans-activation of executioner 

caspase-3 and -7. J Biol Chem 1998;273:34278–34283.

125.    Heibein JA, et al. Granzyme B-mediated cytochrome c release is regulated by the Bcl-2 family members bid and Bax. J Exp 

Med 2000;192:1391–1402.

126.    Sutton VR, et al. Initiation of apoptosis by granzyme B requires direct cleavage of bid, but not direct granzyme B-mediated 

caspase activation. J Exp Med 2000;192:1403–1414.

127.    Scaffidi C, et al. Two CD95 (APO-1/Fas) signaling pathways. EMBO J 1998;17:1675–1687.

128.    Yin XM, et al. Bid-deficient mice are resistant to Fas-induced hepatocellular apoptosis. Nature 1999;400:886–891.

129.    Gross A, et al. Caspase cleaved BID targets mitochondria and is required for cytochrome c release, while BCL-XL prevents 

this release but not tumor necrosis factor-R1/Fas death. J Biol Chem 1999;274:1156–1163.

130.    Ortaldo JR, et al. Fas involvement in human NK cell apoptosis: lack of a requirement for CD16-mediated events. J Leukoc 

Biol 1997;61:209–215.

131.    Ortaldo JR, Mason AT, O’Shea JJ. Receptor-induced death in human natural killer cells: involvement of CD16. J Exp Med 



1995;181:339–344.

132.    Strasser A, O’Connor L, Dixit VM. Apoptosis signaling. Annu Rev Biochem 2000;69:217–245.

133.    Kischkel FC, et al. Cytotoxicity-dependent APO-1 (Fas/CD95)-associated proteins form a death-inducing signaling complex 

(DISC) with the receptor. EMBO J 1995;14:5579–5588.

134.    Itoh N, Nagata S. A novel protein domain required for apoptosis. Mutational analysis of human Fas antigen. J Biol Chem 

1993;268:10932–10937.

135.    Wang J, et al. Caspase-10 is an initiator caspase in death receptor signaling. Proc Natl Acad Sci U S A  

2001;98:13884–13888.

136.    Kischkel FC, et al. Apo2L/TRAIL-dependent recruitment of endogenous FADD and caspase-8 to death receptors 4 and 5. 

Immunity 2000;12:611–620.

137.    Sprick MR, et al. FADD/MORT1 and caspase-8 are recruited to TRAIL receptors 1 and 2 and are essential for apoptosis 

mediated by TRAIL receptor 2. Immunity 2000;12:599–609.

138.    Kischkel FC, et al. Death receptor recruitment of endogenous caspase-10 and apoptosis initiation in the absence of 

caspase-8. J Biol Chem 2001;276:46639–46646.

139.    Zhao H, et al. Impaired c-Jun amino terminal kinase activity and T cell differentiation in death receptor 6-deficient mice. J 

Exp Med 2001;194:1441–1448.

140.    Liu J, et al. Enhanced CD4+ T cell proliferation and Th2 cytokine production in DR6-deficient mice. Immunity 

2001;15:23–34.

141.    Ashkenazi A, Dixit VM. Apoptosis control by death and decoy receptors. Curr Opin Cell Biol 1999;11:255–260.

142.    Zou H, et al. An APAF-1. cytochrome c multimeric complex is a functional apoptosome that activates procaspase-9. J Biol 

Chem 1999;274:11549–11556.

143.    Golstein P. Controlling cell death. Science 1997;275:1081–1082.

144.    Shi Y. A structural view of mitochondria-mediated apoptosis. Nat Struct Biol  2001;8:394–401.

145.    Budihardjo I, et al. Biochemical pathways of caspase activation during apoptosis. Annu Rev Cell Dev Biol  1999;15:269–290.

146.    Wu G, et al. Structural basis of IAP recognition by Smac/DIABLO. Nature 2000;408:1008–1012.

147.    Srinivasula SM, et al. A conserved XIAP-interaction motif in caspase-9 and Smac/DIABLO regulates caspase activity and 

apoptosis. Nature 2001;410:112–116.

148.    Kroemer G. Mitochondrial control of apoptosis: an overview. Biochem Soc Symp 1999;66:1–15.

149.    Vercammen D, et al. Inhibition of caspases increases the sensitivity of L929 cells to necrosis mediated by tumor necrosis 

factor. J Exp Med 1998;187:1477–1485.



150.    Vercammen D, et al. Dual signaling of the Fas receptor: initiation of both apoptotic and necrotic cell death pathways. J Exp 

Med 1998;188:919–930.

151.    Susin SA, et al. Molecular characterization of mitochondrial apoptosis-inducing factor. Nature 1999;397:441–446.

152.    Joza N, et al. Essential role of the mitochondrial apoptosis-inducing factor in programmed cell death. Nature 

2001;410:549–554.

153.    Daugas E, et al. Mitochondrio-nuclear translocation of AIF in apoptosis and necrosis. Faseb J 2000;14:729–739.

154.    Lorenzo HK, et al. Apoptosis inducing factor (AIF): a phylogenetically old, caspase-independent effector of cell death. Cell 

Death Differ 1999;6:516–524.

155.    Li LY, Luo X, Wang X. Endonuclease G is an apoptotic DNase when released from mitochondria. Nature 2001;412:95–99.

156.    Wyllie AH, Golstein P. More than one way to go. Proc Natl Acad Sci U S A  2001;98:11–13.

157.    Vercammen D, et al. Tumour necrosis factor-induced necrosis versus anti-Fas-induced apoptosis in L929 cells. Cytokine 

1997;9:801–808.

158.    Stanger BZ, et al. RIP: a novel protein containing a death domain that interacts with Fas/APO-1 (CD95) in yeast and causes 

cell death. Cell 1995;81:513–523.

159.    Hsu H, et al. TNF-dependent recruitment of the protein kinase RIP to the TNF receptor-1 signaling complex. Immunity 

1996;4:387–396.

160.    Ting AT, Pimentel-Muinos FX, Seed B. RIP mediates tumor necrosis factor receptor 1 activation of NF-kappaB but not 

Fas/APO-1–initiated apoptosis. EMBO J 1996;15:6189–6196.

161.    Kelliher MA, et al. The death domain kinase RIP mediates the TNF-induced NF-kappaB signal. Immunity 1998;8:297–303.

162.    Lin Y, et al. The death domain kinase RIP is essential for TRAIL (Apo2L)-induced activation of IkappaB kinase and c-Jun 

N-terminal kinase. Mol Cell Biol 2000;20:6638–6645.

163.    Shisler JL, Moss B. Immunology 102 at poxvirus U: avoiding apoptosis. Semin Immunol 2001;13:67–72.

164.    Li M, Beg AA. Induction of necrotic-like cell death by tumor necrosis factor alpha and caspase inhibitors: novel mechanism 

for killing virus-infected cells. J Virol 2000;74:7470–7477.

164a.    Lenardo MJ, Anleman SB, Bounkeua V, et al. Cytopathic killing of peripheral blood CD4+T lymphocytes by human 

immunodeficiency virus type I appears necrotic rather than apoptotic and does not require env. J Virology 2002;76:5082–5093.

165.    Yuan J, et al. The C. elegans cell death gene ced-3 encodes a protein similar to mammalian interleukin-1 beta-converting 

enzyme. Cell 1993;75:641–652.

166.    Earnshaw WC, Martins LM, Kaufmann SH. Mammalian caspases: structure, activation, substrates, functions during 

apoptosis. Annu Rev Biochem 1999;68:383–424.



167.    Chai J, et al. Structural basis of caspase-7 inhibition by XIAP. Cell 2001;104:769–780.

168.    Wei Y, et al. The structures of caspases-1, -3, -7 and -8 reveal the basis for substrate and inhibitor selectivity. Chem Biol 

2000;7:423–432.

169.    Watt W, et al. The atomic-resolution structure of human caspase-8, a key activator of apoptosis. Structure (Camb) 

1999;7:1135–1143.

170.    Riedl SJ, et al. Structural basis for the inhibition of caspase-3 by XIAP. Cell 2001;104:791–800.

171.    Blanchard H, et al. The three-dimensional structure of caspase-8: an initiator enzyme in apoptosis. Structure (Camb) 

1999;7:1125–1133.

172.    Chai J, et al. Crystal structure of a procaspase-7 zymogen. Mechanisms of activation and substrate binding . Cell 

2001;107:399–407.

173.    Beidler DR, et al. The baculovirus p35 protein inhibits Fas- and tumor necrosis factor- induced apoptosis. J Biol Chem 

1995;270:16526–16528.

174.    Thome M, et al. Viral FLICE-inhibitory proteins (FLIPs) prevent apoptosis induced by death receptors. Nature 

1997;386:517–521.

175.    Bertin J, et al. Death effector domain-containing herpesvirus and poxvirus proteins inhibit both Fas- and TNFR1-induced 

apoptosis. Proc Natl Acad Sci 1997;94:1172–1176.

176.    Huang Y, et al. Structural basis of caspase inhibition by XIAP: differential roles of the linker versus the BIR domain. Cell 

2001;104:781–790.

177.    Thornberry NA, et al. A combinatorial approach defines specificities of members of the caspase family and granzyme B. 

Functional relationships established for key mediators of apoptosis. J Biol Chem 1997;272:17907–17911.

178.    Rano TA, et al. A combinatorial approach for determining protease specificities: application to interleukin-1beta converting 

enzyme (ICE). Chem Biol 1997;4:149–155.

179.    Roy S, Nicholson DW. Criteria for identifying authentic caspase substrates during apoptosis. Methods Enzymol 

2000;322:110–125.

180.    Sakahira H, Enari M, Nagata S. Cleavage of CAD inhibitor in CAD activation and DNA degradation during apoptosis. Nature 

1998;391:96–99.

181.    Enari M, et al. A caspase-activated DNase that degrades DNA during apoptosis, its inhibitor ICAD. Nature 1998;391:43–50.

182.    Rao L, Perez D, White E. Lamin proteolysis facilitates nuclear events during apoptosis. J Cell Biol 1996;135:1441–1455.

183.    Wang ZQ, et al. PARP is important for genomic stability but dispensable in apoptosis. Genes Dev 1997;11:2347–2358.

183a.    Chan HJ, Zheng L, Ahmad M, et al. Pleiotropic defects in lymphocyte activation caused by caspase-8 mutations lead to 

human immunodeficiency. Nature 2002;419:395–399.



184.    Wallach D, et al. Tumor necrosis factor receptor and Fas signaling mechanisms. Annu Rev Immunol 1999;17:331–367.

185.    Shu HB, Johnson H. B cell maturation protein is a receptor for the tumor necrosis factor family member TALL-1. Proc Natl 

Acad Sci U S A 2000;97:9156–9161.

186.    Wiley SR, et al. A Novel TNF Receptor Family Member Binds TWEAK and Is Implicated in Angiogenesis. Immunity 

2001;15:837–846.

187.    Tartaglia LA, et al. A novel domain within the 55 kd TNF receptor signals cell death. Cell 1993;74:845–853.

188.    Arch RH, Gedrich RW, Thompson CB. Tumor necrosis factor receptor-associated factors (TRAFs)—a family of adapter 

proteins that regulates life and death. Genes Dev 1998;12:2821–2830.

189.    Rothe M, et al. A novel family of putative signal transducers associated with the cytoplasmic domain of the 75 kDa tumor 

necrosis factor receptor. Cell 1994;78:681–692.

190.    Weiss T, et al. TNFR80-dependent enhancement of TNFR60-induced cell death is mediated by TNFR-associated factor 2 

and is specific for TNFR60. J Immunol 1998;161:3136–3142.

191.    Chan FK, Lenardo MJ. A crucial role for p80 TNF-R2 in amplifying p60 TNF-R1 apoptosis signals in T lymphocytes. Eur J 

Immunol 2000;30:652–660.

192.    Chan KF, Siegel MR, Lenardo JM. Signaling by the TNF receptor superfamily and T cell homeostasis. Immunity 

2000;13:419–422.

193.    Siegel RM, et al. The multifaceted role of Fas signaling in immune cell homeostasis and autoimmunity. Nat Immunol 

2000;1:469–474.

194.    Hsu H, Xiong J, Goeddel DV. The TNF receptor 1-associated protein TRADD signals cell death and NF-kappa B activation. 

Cell 1995;81:495–504.

195.    Yeh WC, et al. Early lethality, functional NF-kappaB activation, increased sensitivity to TNF-induced cell death in 

TRAF2-deficient mice. Immunity 1997;7:715–725.

196.    Li ZW, et al. The IKKbeta subunit of IkappaB kinase (IKK) is essential for nuclear factor kappaB activation and prevention of 

apoptosis. J Exp Med 1999;189:1839–1845.

197.    Tanaka M, et al. Embryonic lethality, liver degeneration, impaired NF-kappa B activation in IKK-beta-deficient mice. 

Immunity 1999;10:421–429.

198.    Rudolph D, et al. Severe liver degeneration and lack of NF-kappaB activation in NEMO/IKKgamma-deficient mice. Genes 

Dev 2000;14:854–862.

199.    Makris C, et al. Female mice heterozygous for IKK-gamma/NEMO deficiencies develope a dermatopathy similar to the 

human X-linked disorder incontinentia pigmenti. Mol Cell 2000;5:969–979.

200.    Smahi A, et al. Genomic rearrangement in NEMO impairs NF-kappaB activation and is a cause of incontinentia pigmenti. 

The International Incontinentia Pigmenti (IP) Consortium. Nature 2000;405:466–472.



201.    Beg AA, Baltimore D. An essential role for NF-kappaB in preventing TNF-alpha–induced cell death [see comments]. Science

 1996;274:782–784.

202.    Van Antwerp DJ, et al. Suppression of TNF-alpha-induced apoptosis by NF-kappaB [see comments]. Science 

1996;274:787–789.

203.    Wang CY, Mayo MW, Baldwin AS Jr. TNF- and cancer therapy–induced apoptosis: potentiation by inhibition of NF-kappaB 

[see comments]. Science 1996;274:784–787.

204.    Lee SY, et al. Stimulus-dependent synergism of the antiapoptotic tumor necrosis factor receptor-associated factor 2 

(TRAF2) and nuclear factor kappaB pathways. J Exp Med 1998;188:1381–1384.

205.    Adachi M, et al. Enhanced and accelerated lymphoproliferation in Fas-null mice. Proc Natl Acad Sci U S A  

1996;93:2131–2136.

206.    Hawkins CJ, Vaux DL. The role of the Bcl-2 family of apoptosis regulatory proteins in the immune system. Semin Immunol 

1997;9:25–33.

207.    Raffeld M, et al. Clonal evolution of t(14;18) follicular lymphomas demonstrated by immunoglobulin genes and the 18q21 

major breakpoint region. Cancer Res 1987;47:2537–2542.

208.    Vaux DL, Cory S, Adams JM. Bcl-2 gene promotes haemopoietic cell survival and cooperates with c-myc to immortalize 

pre-B cells. Nature 1988;335:440–442.

209.    Gross A, McDonnell JM, Korsmeyer SJ. BCL-2 family members and the mitochondria in apoptosis. Genes Dev 

1999;13:1899–1911.

210.    Hockenbery D, et al. Bcl-2 is an inner mitochondrial membrane protein that blocks programmed cell death. Nature 

1990;348:334–336.

211.    de Jong D, et al. Subcellular localization of the bcl-2 protein in malignant and normal lymphoid cells. Cancer Res 

1994;54:256–260.

212.    Krajewski S, et al. Investigation of the subcellular distribution of the bcl-2 oncoprotein: residence in the nuclear envelope, 

endoplasmic reticulum, outer mitochondrial membranes. Cancer Res 1993;53:4701–4714.

213.    Zamzami N, et al. Subcellular and submitochondrial mode of action of Bcl-2-like oncoproteins. Oncogene 

1998;16:2265–2282.

214.    Fesik SW. Insights into programmed cell death through structural biology. Cell 2000;103:273–282.

215.    Oltvai ZN, Milliman CL, Korsmeyer SJ. Bcl-2 heterodimerizes in vivo with a conserved homolog, Bax, that accelerates 

programmed cell death. Cell 1993;74:609–619.

216.    Korsmeyer SJ, et al. Bcl-2/Bax: a rheostat that regulates an anti-oxidant pathway and cell death. Semin Cancer Biol 

1993;4:327–332.

217.    Yin XM, Oltvai ZN, Korsmeyer SJ. Heterodimerization with Bax is required for Bcl-2 to repress cell death. Curr Top Microbiol 



Immunol 1995;194:331–338.

218.    Yang E, et al. Bad, a heterodimeric partner for Bcl-XL and Bcl-2, displaces Bax and promotes cell death. Cell 

1995;80:285–291.

219.    Sedlak TW, et al. Multiple Bcl-2 family members demonstrate selective dimerizations with Bax. Proc Natl Acad Sci U S A  

1995;92:7834–7838.

220.    Wei MC, et al. Proapoptotic BAX and BAK: a requisite gateway to mitochondrial dysfunction and death. Science 

2001;292:727–730.

221.    Boise LH, et al. CD28 costimulation can promote T cell survival by enhancing the expression of Bcl-XL. Immunity 

1995;3:87–98.

222.    Motoyama N, et al. Massive cell death of immature hematopoietic cells and neurons in Bcl-x–deficient mice. Science 

1995;267:1506–1510.

223.    Veis DJ, et al. Bcl-2-deficient mice demonstrate fulminant lymphoid apoptosis, polycystic kidneys, hypopigmented hair. Cell 

1993;75:229–240.

224.    Strasser A, Harris AW, Cory S. E mu-bcl-2 transgene facilitates spontaneous transformation of early pre-B and 

immunoglobulin-secreting cells but not T cells. Oncogene 1993;8:1–9.

225.    Linette GP, et al. Peripheral T-cell lymphoma in lckpr-bcl-2 transgenic mice. Blood 1995;86:1255–1260.

226.    Knudson CM, et al. Bax-deficient mice with lymphoid hyperplasia and male germ cell death. Science 1995;270:96–99.

227.    Lindsten T, et al. The combined functions of proapoptotic Bcl-2 family members bak and bax are essential for normal 

development of multiple tissues. Mol Cell 2000;6:1389–1399.

228.    Sattler M, et al. Structure of Bcl-xL-Bak peptide complex: recognition between regulators of apoptosis. Science 

1997;275:983–986.

229.    Luo X, et al. Bid, a Bcl2 interacting protein, mediates cytochrome c release from mitochondria in response to activation of 

cell surface death receptors. Cell 1998;94:481–490.

230.    Zha J, et al. Posttranslational N-myristoylation of BID as a molecular switch for targeting mitochondria and apoptosis. 

Science 2000;290:1761–1765.

231.    Eskes R, et al. Bid induces the oligomerization and insertion of Bax into the outer mitochondrial membrane. Mol Cell Biol 

2000;20:929–935.

232.    Zou H, et al. Apaf-1, a human protein homologous to C. elegans CED-4, participates in cytochrome c-dependent activation 

of caspase-3. Cell 1997;90:405–413.

233.    Inohara N, Nunez G. The NOD: a signaling module that regulates apoptosis and host defense against pathogens. Oncogene

 2001;20:6473–6481.

234.    Li P, et al. Cytochrome c and dATP-dependent formation of Apaf-1/caspase-9 complex initiates an apoptotic protease 



cascade. Cell 1997;91:479–489.

235.    Fortin A, et al. APAF1 is a key transcriptional target for p53 in the regulation of neuronal cell death. J Cell Biol 

2001;155:207–216.

236.    Moroni MC, et al. Apaf-1 is a transcriptional target for E2F and p53. Nat Cell Biol 2001;3:552–558.

237.    Soengas MS, et al. Apaf-1 and caspase-9 in p53-dependent apoptosis and tumor inhibition. Science 1999;284:156–159.

238.    Hugot JP, et al. Association of NOD2 leucine-rich repeat variants with susceptibility to Crohn’s disease. Nature 

2001;411:599–603.

239.    Ogura Y, et al. A frameshift mutation in NOD2 associated with susceptibility to Crohn’s disease. Nature 2001;411:603–606.

240.    Chan FK, et al. A domain in TNF receptors that mediates ligand-independent receptor assembly and signaling. Science 

2000;288:2351–2354.

241.    Siegel RM, et al. Fas preassociation required for apoptosis signaling and dominant inhibition by pathogenic mutations. 

Science 2000;288:2354–2357.

242.    Jones EY, Stuart DI, Walker NP. Structure of tumour necrosis factor. Nature 1989;338:225–228.

243.    McGeehan GM, et al. Regulation of tumour necrosis factor-alpha processing by a metalloproteinase inhibitor. Nature 

1994;370:558–561.

244.    Banner DW, et al. Crystal structure of the soluble human 55 kd TNF receptor-human TNF beta complex: implications for 

TNF receptor activation. Cell 1993;73:431–445.

245.    Hymowitz SG, et al. Triggering cell death: the crystal structure of Apo2L/TRAIL in a complex with death receptor 5. Mol Cell 

1999;4:563–571.

246.    Cha SS, et al. Crystal structure of TRAIL-DR5 complex identifies a critical role of the unique frame insertion in conferring 

recognition specificity. J Biol Chem 2000;275:31171–31177.

247.    Mongkolsapaya J, et al. Structure of the TRAIL-DR5 complex reveals mechanisms conferring specificity in apoptotic 

initiation. Nat Struct Biol  1999;6:1048–1053.

248.    Cha SS, et al. 2.8 A resolution crystal structure of human TRAIL, a cytokine with selective antitumor activity. Immunity 

1999;11:253–261.

249.    Naismith JH, et al. Crystallographic evidence for dimerization of unliganded tumor necrosis factor receptor. J Biol Chem 

1995;270:13303–13307.

250.    Naismith JH, et al. Seeing double: crystal structures of the type I TNF receptor. J Mol Recognit 1996;9:113–117.

251.    Naismith JH, et al. Structures of the extracellular domain of the type I tumor necrosis factor receptor. Structure 

1996;4:1251–1262.



252.    Naismith JH, Sprang SR. Modularity in the TNF-receptor family. Trends Biochem Sci 1998;23:74–79.

253.    Park YC, et al. Structural basis for self-association and receptor recognition of human TRAF2. Nature 1999;398:533–538.

254.    Ye H, et al. The structural basis for the recognition of diverse receptor sequences by TRAF2. Mol Cell 1999;4:321–330.

255.    Park YC, et al. A novel mechanism of TRAF signaling revealed by structural and functional analyses of the TRADD-TRAF2 

interaction. Cell 2000;101:777–787.

256.    Tsao DH, et al. Solution structure of N-TRADD and characterization of the interaction of N-TRADD and C-TRAF2, a key step 

in the TNFR1 signaling pathway. Mol Cell 2000;5:1051–1057.

257.    Kimura M, Matsuzawa A. Autoimmunity in mice bearing lprcg: a novel mutant gene. Int Rev Immunol 1994;11:193–210.

258.    Fisher GH, et al. Dominant interfering Fas gene mutations impair apoptosis in a human autoimmune lymphoproliferative 

syndrome. Cell 1995;81:935–946.

259.    Martin DA, et al. Defective CD95/APO-1/Fas signal complex formation in the human autoimmune lymphoproliferative 

syndrome, type Ia. Proc Natl Acad Sci U S A  1999;96:4552–4557.

260.    Minn AJ, et al. Bcl-x(L) forms an ion channel in synthetic lipid membranes. Nature 1997;385:353–357.

261.    Schendel SL, Montal M, Reed JC. Bcl-2 family proteins as ion-channels. Cell Death Differ 1998;5:372–380.

262.    Huang B, et al. NMR structure and mutagenesis of the Fas (APO-1/CD95) death domain. Nature 1996;384:638–641.

263.    Eberstadt M, et al. NMR structure and mutagenesis of the FADD (Mort1) death-effector domain. Nature 1998;392:941–945.

264.    Chou JJ, et al. Solution structure of the RAIDD CARD and model for CARD/CARD interaction in caspase-2 and caspase-9 

recruitment. Cell 1998;94:171–180.

265.    Zhou P, et al. Solution structure of Apaf-1 CARD and its interaction with caspase-9 CARD: a structural basis for specific 

adaptor/caspase interaction. Proc Natl Acad Sci U S A  1999;96:11265–11270.

266.    Qin H, et al. Structural basis of procaspase-9 recruitment by the apoptotic protease-activating factor 1. Nature 

1999;399:549–557.

267.    Fairbrother WJ, et al. The PYRIN domain: a member of the death domain-fold superfamily. Protein Sci 2001;10:1911–1918.

268.    Bertin J, DiStefano PS. The PYRIN domain: a novel motif found in apoptosis and inflammation proteins. Cell Death Differ 

2000;7:1273–1274.

269.    Martinon F, Hofmann K, Tschopp J. The pyrin domain: a possible member of the death domain-fold family implicated in 

apoptosis and inflammation. Curr Biol 2001;11:118–120.

270.    Xu G, et al. Covalent inhibition revealed by the crystal structure of the caspase-8/p35 complex. Nature 2001;410:494–497.

271.    Harrison LC, Hafler DA. Antigen-specific therapy for autoimmune disease. Curr Opin Immunol 2000;12:704–711.



272.    Waldmann TA, Dubois S, Tagaya Y. Contrasting roles of IL-2 and IL-15 in the life and death of lymphocytes: implications for 

immunotherapy. Immunity 2001;14:105–110.

273.    Critchfield JM, Lenardo MJ. Antigen-induced programmed T cell death as a new approach to immune therapy. Clin. Immunol 

Immunopathol 1995;75:13–19.

274.    Evan G, Littlewood T. A matter of life and cell death. Science 1998;281:1317–1322.

275.    Straus SE, et al. The development of lymphomas in families with autoimmune lymphoproliferative syndrome with germline 

Fas mutations and defective lymphocyte apoptosis. Blood 2001;98:194–200.



Chapter 28 Immunological Memory

Fundamental Immunology

Chapter 28
David Tough Immunological Memory

LONGEVITY OF IMMUNOLOGICAL MEMORY
GENERATION OF MEMORY

 Generation of Memory T Cells

 Generation of Memory B Cells
IDENTIFYING MEMORY CELLS

 Identification of Memory T Cells

 Identification of Memory B Cells
FACTORS CONTRIBUTING TO MEMORY

 Continued Expression of Effector Activity

 Systemic Differences between the Memory and Naïve State

 Altered Properties of Memory Cells on a Per-Cell Basis
LIFE SPAN AND TURNOVER OF MEMORY CELLS

 Life Span of Memory T Cells

 Life Span of Memory B Cells
MAINTENANCE OF MEMORY

 Maintenance of T-Cell Memory

 Maintenance of B-Cell Memory
CONCLUDING REMARKS

REFERENCES

The realization that surviving an infectious disease often leads to a state of specific 
immunity clearly pre-dates any knowledge of either the components of the immune 
system or the basis of infectious disease. Furthermore, procedures for inducing specific 
immune memory as a means of protection against infectious disease were practiced 
long before the basis of this protection was known. For example, for protection against 
smallpox, Edward Jenner’s strategy of inducing immunity by vaccination with cowpox in 
1796 was preceded for a long time by the practice of variolation (inoculation of virus 
taken from pustules of smallpox victims). Today, the term immunity remains 
synonymous with resistance to reinfection and hence with immunological memory.

Experimental observations on immunological memory, as evidenced by the altered 
characteristics of the secondary vs the primary response to immunization (once known 
as the “secondary stimulus phenomenon”), were also described before many of the 
fundamental components of the immune system became known. In this regard, a more 
rapid reaction to secondary immunization was reported first for antibody responses ( 1 ) 
and subsequently for “cellular” responses such as delayed type hypersensitivity 
reactions, graft rejection, and induction of cytotoxic T-lymphocytes (CTLs) ( 2 , 3 , 4 , 5 , 6 

and 7 ). In addition to occurring faster, secondary responses were found to be more 



intense than primary responses and associated with production of higher affinity 
antibody.

Immunological memory can be considered broadly as any alteration in the response to 
an antigen induced by previous exposure to the same antigen. Strictly speaking, 
memory would include other phenomena such as partial or complete tolerance 
induction. However, this chapter focuses on the more classical view of memory as an 
enhanced (or primed) state of the immune system after exposure to antigen. By this 
definition, immune memory includes continued expression of effector activity, 
particularly antibody production, as well as the persistence of immune (“memory”) T and 
B cells. To a large extent, immunological memory is a reflection of a greatly increased 
frequency of specifically reactive T and B cells in relation to unprimed animals. In 
addition, memory cells possess intrinsic functional differences from naïve cells that 
contribute to the enhanced nature of the secondary response. In this chapter, we 
discuss the current understanding of how immunological memory is generated and 
maintained as well as the cellular and molecular parameters contributing to memory.

LONGEVITY OF IMMUNOLOGICAL MEMORY

It is clear that immune-mediated protection against disease can be extremely long-lived 
after infection or vaccination. This is evident from the fact that lifelong resistance results 
from infections with childhood diseases such as chicken pox, mumps, and measles. 
However, because reexposure to the viruses that cause these diseases is a common 
occurrence, immunity might hinge on repeated boosting of memory cells through 
subsequent subclinical infection. Nevertheless, at least for certain viruses, a single 
exposure is sufficient to confer lifelong immunity ( Table 1). This is apparent from 
studies of isolated human settlements, in which outbreaks of certain infectious diseases 
have occurred at infrequent and very defined intervals. One of the most informative 
studies of this type was conducted by the Danish physician Ludwig Panum ( 8 ), who 
recorded his observations on measles epidemics that occurred during the eighteenth 
and nineteenth centuries in the Faroe Islands. Of particular interest was the fate of 
people who survived two separate measles epidemics 65 years apart. Panum found 
that people who had been infected during the first epidemic did not suffer from disease 
during the second, whereas those who did not contract measles in the first outbreak did 
so in the second. Because the Faroe Islands had remained measles-free in the 
intervening years, it was clear that long-lasting immunity could result from a single 
infection.

 
TABLE 1. Longevity of immunological memory after virus infection



Because protection from measles is largely antibody mediated, Panum’s study implied 
that antibody production could continue for decades after recovery from infection and 
did not require reexposure to the pathogen. In support of this notion, protective 
antibodies against yellow fever virus were found in individuals who had suffered from 
yellow fever up to 75 years earlier but had had no further exposure to the disease ( 9 ). 
In another study, antibodies to poliovirus were examined in a group of Inuit people living 
in northern Alaska ( 10 ). According to clinical records of illness and death, this 
population had apparently been polio free for at least 20 years, a supposition that was 
supported by a failure to find polio-reactive antibodies in any people younger than 20 
years. Of significance, however, was that high titers of anti-polio antibodies were 
observed in older individuals. Furthermore, antibodies specific for different strains of 
polio exhibited distinct age thresholds for their first appearance: Antibodies to one strain 
were found only in people older than 40.

Although T cell memory was not addressed in the studies just cited, there is evidence 
that this facet of memory is similarly long-lived. Perhaps the best example in which this 
was shown directly was the detection of vaccinia virus–specific CD4 + and CD8 + T cells 
in individuals vaccinated up to 50 years before ( 11 ). Because there was virtually no 
chance that these people were subsequently exposed to vaccinia (or the cross-reacting 
smallpox virus, for which the vaccine was given), these observations implied that T-cell 
memory can persist for many decades after a single virus infection.

These data indicate that immunological memory in humans can be very long-lived at 
both the T-cell and B-cell level. These findings are supported by a large body of 
evidence derived from experimental animals (mainly mice) showing lifelong antibody 
production and persistence of antigen-specific CD4 + and CD8 + T cells at high 
frequencies after infection ( 12 ). Although long-term memory is apparently not 
dependent on reinfection, it remains possible that intermittent contact between the 
immune system and antigen serves to boost the intensity of the secondary response. 
This issue is discussed in the following section.

GENERATION OF MEMORY

There are two main outcomes of a typical immune response: (a) generation of effector 
cells that act to clear the acute infection and (b) generation of immune memory, which 
provides long-term protection against reinfection. Although the distinction between 
these two phases of the immune response is not absolute (for example, long-term 
expression of effector activity probably contributes to immune memory, as outlined 
later), effector and memory responses typically exhibit considerable quantitative, 
qualitative, and temporal differences. Hence, the effector response is characterized by 
the generation of extremely high numbers of antigen-specific T and B cells that are in a 
highly activated state and have direct effector activity; the majority of these cells 
disappear once the infection is cleared (usually within 1 to 2 weeks of initiating the 
response) ( 12 , 13 , 14 and 15 ). Conversely, the frequency of antigen-specific lymphocytes 
among memory cells is much lower than that found during the acute response; 
moreover, most memory cells are in a less activated state than are effector cells. In 



addition, unlike the majority of effector lymphocytes, memory cells persist long after the 
infection is cleared ( 12 , 16 ).

Although the precise mechanisms involved in generating immune memory remain 
poorly understood, it is clear that both memory and effector cells are produced as a 
result of the activation of initially naïve lymphocytes in the specialized environment of 
secondary lymphoid tissues. In this section, we provide a brief description of the 
behavior of naïve lymphocytes, followed by a discussion of the cellular and molecular 
interactions occurring during the acute phase of the immune response, focusing on 
events that may play a role in determining whether antigen-activated lymphocytes 
become short-lived effectors or long-lived memory cells.

Generation of Memory T Cells

T cells are generated from immature precursors through a complex series of selection 
events in the thymus (see Chapter 9). During this process, immature thymocytes that 
lack T-cell receptor (TCR) specificity for self-peptides bound to major histocompatibility 
complex (MHC) molecules fail to receive a survival signal and die by apoptosis, 
whereas cells expressing a TCR with high affinity for self-MHC/self-peptide complexes 
are signaled to die. The outcome of these positive and negative selection events is the 
generation of a population of mature T cells expressing TCR with low but significant 
affinity for self-MHC/self-peptide complexes; cells with overt reactivity to these ligands 
are deleted ( 17 ).

Mature T cells are released from the thymus into the bloodstream in low numbers: 
approximately 1 to 2 × 10 6 cells per day (about 1% of total thymocytes) in young 
(<2-month-old) mice ( 18 , 19 ). Thymic output of T cells decreases considerably in older 
mice and humans, because of atrophy of the thymus at puberty in both species. Recent 
thymic emigrants are considered to be immunologically naïve, exposure to foreign 
antigens in the thymus being negligible.

Naïve T cells recirculate continuously between blood and lymph, entering into lymph 
nodes (LNs) via specialized high endothelial venules (HEV) before returning to the 
bloodstream through thoracic duct lymph ( 20 , 21 , 22 and 23 ). Naïve T cells maintain this 
pattern of recirculation through expression of a specific combination of adhesion 
molecules and chemokine receptors. In particular, naïve T cells express high levels of 
two LN homing receptors: (a) CD62L, which allows cells to adhere to specific ligands 
(vascular addressins) expressed in HEV, and (b) the CCR7 chemokine receptor, which 
controls responsiveness to chemokines (e.g., ELC) expressed in LN at sites of 
lymphocyte entry ( 24 , 25 ). Conversely, because of limited expression of other adhesion 
molecules and chemokine receptors, naïve T cells are unable to extravasate into 
peripheral, nonlymphoid tissues.

This pattern of recirculation through the lymphoid tissues is of key importance because 
it brings naïve T cells into continuous contact with specialized antigen-presenting cells 
(APCs), especially dendritic cells (DCs), which are present in the T-cell areas of lymph 
nodes and the spleen ( 26 , 27 and 28 ). DCs are positioned to capture antigen entering 



into secondary lymphoid organs via blood (i.e., in the spleen) or afferent lymph (in LNs). 
In addition, immature DCs present in peripheral tissues, such as Langerhans cells in 
skin, are induced to migrate to the T-cell areas of lymphoid organs after antigen 
capture. This homing property of antigen-bearing DCs allows naïve T cells to scan the 
entire body for the presence of foreign antigens. The fact that DCs are the cell type 
scrutinized by naïve T cells in this surveillance operation is also highly significant, 
because DCs are the major, if not the only, APCs able to initiate the activation of naïve 
T cells ( 29 ).

T cells become activated in secondary lymphoid tissues upon recognition of 
MHC/peptide complexes to which their TCRs have high affinity. Optimal T-cell activation 
is dependent not only on triggering of the TCR but also on the delivery of a “second” 
signal, usually referred to as co-stimulation, by the APC ( 30 , 31 , 32 , 33 , 34 and 35 ). The 
best characterized co-stimulatory signal is that mediated by the binding of CD28 on the 
T cell to B7-1 (CD80) or B7-2 (CD86) molecules on APCs. This interaction has been 
shown to be crucially important in T-cell activation in vivo through a variety of studies of 
mice deficient in CD28 function [reviewed by Lenschow et al. ( 30 )]. However, some 
T-cell responses can occur in the absence of CD28, which implies either that alternate 
co-stimulatory pathways are available for the activation of naïve T cells or that activation 
can occur in the absence of co-stimulation under certain circumstances ( 36 , 37 , 38 and 
39 ). Other molecules on naïve T cells that are capable of delivering co-stimulatory 
signals include leukocyte function–associated antigen 1 (LFA-1) (CD11a/CD18), which 
binds to intercellular adhesion molecule (ICAM)–1, ICAM-2, or ICAM-3, and CD2, which 
binds to CD58 (humans) or CD48 (mouse) [reviewed by Watts and DeBenedette ( 40 )]. 
The heat-stable antigen (HSA) (CD24), expressed on APCs, has also been shown to 
provide co-stimulation for T-cell activation, although its receptor on T cells has not been 
identified ( 41 ). In addition, a number of other co-stimulatory molecules are up-regulated 
after activation of T cells and APCs; as discussed later, these molecules may play an 
important role in amplifying or prolonging the response rather than in initiating T-cell 
activation ( 35 , 40 ).

It should be noted that overt T cell activation occurs only after recognition of antigen 
presented by activated APCs. DCs become activated after infection or exposure to a 
variety of infection-associated stimuli [e.g., lipopolysaccharide, bacterial 
deoxyribonucleic acid (DNA), double-stranded ribonucleic acid (RNA), type I interferon 
(IFN)] and also in response to “danger” signals [e.g., tumor necrosis factor a (TNF-a), 
heat-shock proteins expressed by necrotic cells] ( 27 , 42 , 43 , 44 , 45 , 46 , 47 , 48 , 49 , 50 , 51 

and 52 ). Activated DCs possess a variety of properties that distinguish them from 
resting DCs, including increased expression of co-stimulatory molecules, cytokines, and 
chemokines involved in T-cell activation. Although T cells do respond to antigen 
presented by resting DCs, this response is abortive and is often followed by the 
induction of tolerance ( 53 , 54 ).

After activation, T cells enter cell cycle and undergo multiple rounds of cell division. 
From in vivo measurements, it has been estimated that CD8 + T cells divide every 4.5 
to 8 hours during the peak of the immune response ( 53 , 55 ). This rapid rate of division 



allows for massive clonal expansion of rare antigen-specific cells. During responses to 
certain viruses, such as lymphocytic choriomeningitis virus (LCMV) in mice and 
Epstein-Barr virus in humans, peak numbers of CD8 + T cells can be extremely high; up 
to 50% of total CD8 + T cells are specific for a single viral epitope. Because LCMV 
epitope–specific CD8 + T cells are undetectable in naïve mice by current methods (i.e., 
less than 1 in 100,000 cells), reaching such numbers at the peak of the response would 
require at least a 50,000-fold expansion (or about 10 to 11 divisions) of the precursor 
cells. Although the frequencies of CD4 + T cells, as well as that of CD8 + T cells in more 
typical infections, may be 10- to 100-fold lower, it is clear that very large numbers of 
activated T cells are generated during this initial expansion phase. Most of these cells 
express direct effector activity (i.e., the ability to exert cytolytic activity or secrete 
cytokines upon TCR triggering).

The migratory behavior of T cells is markedly altered after contact with antigen. During 
the first 2 days of the response, antigen-specific T cells remain “trapped” in secondary 
lymphoid organs; thoracic duct lymph and peripheral blood are essentially devoid of 
antigen-responsive cells ( 56 , 57 ). Subsequently, activated T cells are released into the 
circulation. Many of these cells are able to enter into peripheral tissues at sites of 
inflammation by virtue of expressing a different set of adhesion and chemokine 
receptors from those expressed on naïve T cells. In addition, some activated CD4 + T 
cells acquire the ability to migrate into B-cell areas of lymphoid tissues and provide help 
for antigen-specific B cells. Thus, the most prominent outcome of the acute immune 
response is the generation of tissue-homing effector T cells that either kill infected cells 
(for CD8 + cells) or induce B cells to produce antibodies that bind to and facilitate the 
clearance of extracellular pathogens (for CD4 + cells).

Once the pathogen has been cleared, it is no longer of benefit to the host to maintain 
the vast number of activated T cells generated in the immune response. Indeed, 
persistence of these cells en masse would probably have deleterious effects, because 
of both their capacity to secrete toxic cytokines and their occupation of available space; 
in addition, bulk persistence of effectors would deplete vital growth factors, thus 
compromising primary responses to new antigens. For these reasons, most activated T 
cells are removed at the end of the immune response. In secondary lymphoid organs, 
the disappearance of responding T cells is profound: The number of antigen-specific T 
cells is typically reduced by 95% or more in comparison to the peak of the response. 
The loss of cells is largely a reflection of cell death by apoptosis but is also caused in 
part by irreversible migration of cells into peripheral tissues ( 58 ). In this regard, studies 
have shown the disappearance of activated T cells to be much less extensive, or at 
least to occur much more slowly, in peripheral sites such as the intestine and the lung ( 
59 , 60 , 61 and 62 ).

Of importance is that the disappearance of antigen-specific T cells at the end of 
immune responses is typically not complete, and the cells surviving this phase are 
generally considered to be memory T cells. These cells are maintained over a long 
term—for the lifetime of the host, in some animal models—at relatively constant 
frequencies. However, the precise definition of memory T cells and a way to distinguish 
these cells from effector T cells are unclear. This is particularly relevant because some 



T cells with direct effector activity can be detected long after the primary infection has 
been cleared (as discussed later). With this in mind, it could be argued that the defining 
characteristic of a memory T-cell population is the ability to persist after the completion 
of the acute immune response. This definition incorporates the likelihood that memory T 
cells are heterogeneous with regard to activation and effector status.

In considering how T-cell memory is generated, the key question, therefore, is how a 
small proportion of cells is selected to withstand the dramatic purging of the activated 
T-cell population that occurs after clearance of antigen. In speculating how this is 
accomplished, it is worth noting that a correlation is often, although not always (see 
later discussion), observed between the number of activated T cells present at the peak 
of the response and the number of memory T cells generated ( 55 , 63 , 64 and 65 ). This 
implies that effector cell-promoting and memory T cell–promoting factors are often 
regulated in parallel. Three main mechanisms for the concomitant generation of effector 
and memory T cells during an immune response could be envisaged ( Fig. 1). First, 
there could be distinct precursors present in the naïve T-cell pool that give rise to 
short-lived effectors versus long-lived memory cells. At present, there is no evidence 
that this is the case. Second, T cells destined to become long-lived memory cells might 
receive different initial activation signals from those delivered to short-lived effectors. 
Third, memory cells might selectively avoid death signals or receive survival signals late 
in the response. This third mechanism can be viewed as an extension of the second if 
the nature of initial T-cell activation is the factor that dictates the ability of the T cell to 
subsequently receive survival signals or avoid death signals. Conversely, delivery of 
survival/death signals could be completely random or at least be independent of initial 
T-cell activation. In this regard, the finding that the repertoires of memory and effector 
CD8 + T cells are often very similar has been taken as evidence supporting a stochastic 
death process ( 65 , 66 , 67 , 68 and 69 ). However, these studies do not rule out the 
possibility that even members of the same T-cell clone could have received different 
early activation signals. Furthermore, other studies have shown that, in terms of fine 
specificity, the memory T-cell pool represents a restricted subset of the cells present at 
the peak of the acute response, which indicates that selection has occurred at some 
stage ( 70 , 71 ).

 
FIG. 1. Generation of effector and memory T cells during the immune response. Three 
possible mechanisms that could allow for production of short-lived effectors and 
long-lived memory cells are depicted: (a) Separate naïve precursors for effector and 
memory T cells could respond differently to the same initial activation stimulus. (b) 
Distinct conditions of initial activation could direct cells to become effector versus 



memory cells. (c) Memory cells are formed from a subset of activated T cells that either 
receives a survival signal or avoids being instructed to die. Survival of T cells into 
memory could be a stochastic process—that is, random survival from within a 
homogeneous population of activated cells—or could be selective on the basis of how 
the cells were initially activated. P M, memory precursor; N, naïve T cell; E, effector T 
cell; M, memory T cell.

Compelling evidence that memory cells are selected from a unique subset of activated 
T cells comes from a novel transgenic mouse model ( 72 ). These mice were engineered 
to permanently express a reporter gene, placental alkaline phosphatase (PLAP), after 
activation of the granzyme B promoter. Because granzyme B is a key component of the 
lytic machinery of CTLs, PLAP was expected to serve as a marker for all activated and 
previously activated (i.e., memory) CD8 + T cells. To test this idea, the mice were 
infected with LCMV, which induces a very strong CD8 + cell response. Surprisingly, only 
a small proportion of virus-specific CD8 + T cells detected at the peak of the response 
expressed PLAP; CTLs were detected in both the PLAP + and PLAP - populations. A 
striking finding, however, was that when virus-specific CD8 + T cells were examined 3 
months after infection, the majority of cells were PLAP +. Thus, memory cells appeared 
to have been selectively derived from the minority cell population that expressed PLAP 
early after activation. Although the reason for the heterogeneous and unexpected 
expression of the marker gene remains to be elucidated, it seems likely to be related to 
specific signals received during T-cell activation. This implies that the signals involved in 
generating short-lived effectors versus long-lived memory T cells may indeed be 
distinct.

Currently, the clearest evidence that the manner of T-cell activation influences the 
generation of T-cell memory has come from studies of a phenomenon known as clonal 
exhaustion ( Fig. 2). The name refers to immune responses in which strong initial T-cell 
activation results not in memory but in deletion of essentially all responding T cells ( 73 ). 
This was shown to occur after immunization of mice with cells differing in expression of 
murine mammary tumor virus (Mtv) antigens ( 74 ). These molecules, which are encoded 
by endogenous retroviruses, are termed superantigens (SAgs) on the basis of their 
ability to activate all T cells bearing TCRs that include particular Vß gene segments; 
SAgs activate T cells by binding simultaneously to class II MHC molecules (outside of 
the conventional peptide groove) and TCR Vß regions ( 75 ). As shown by Webb et al. ( 
74 ), injection of Mtv-7 + cells into Mtv-7 - recipients resulted in marked expansion of host 
Vß6 + CD4 + T cells, followed by extensive deletion of these cells to levels below that 
seen in preimmune animals. Subsequent work has shown that similar deletion of 
responding CD4 + and CD8 + T cells also occurs after injection of bacterial SAgs ( 76 , 77 

).



 
FIG. 2. Memory versus exhaustion as two opposite outcomes of the immune response. 
The disappearance of activated T cells at the end of typical immune responses is 
incomplete, leaving a higher frequency of antigen-specific cells in memory than existed 
in the naïve T cell pool. Under certain conditions, however, strong initial activation can 
lead to “exhaustion” of the responding T cells, in which essentially all responding cells 
are deleted. As a consequence of exhaustion, the host may be tolerant of subsequent 
challenge with antigen. T-cell exhaustion has been observed after injection of 
superantigens ( 39 , 40 , 41 and 42 ) or after high dose virus infection ( 43 ) (see text for 
details). In the latter situation, the T-cell expansion is of lower magnitude and peaks 
earlier than in a response to low-dose virus, indicating that excessive initial activation 
can result in an abortive T-cell response.

Although it could be argued that SAgs are atypical because of their manner of binding 
to the MHC, clonal exhaustion has also been shown to occur in response to 
conventional antigens. For these antigens, Moskophidis et al. ( 78 ) examined the 
response of a monoclonal population of CD8 + T cells expressing a transgenic TCR 
specific for a peptide of LCMV. These cells were transferred in low numbers to 
syngeneic recipients with either a low or high dose of LCMV. When a low dose of virus 
was given, the transgenic cells expanded dramatically in number, cleared the virus, and 
then decreased in numbers to reach a memory level that was about 2% of that seen at 
the peak of the response. Conversely, when mice were infected with a high dose of 
LCMV, the transgenic CD8 + T cells again underwent initial expansion in number (albeit 
to a lesser extent than in mice injected with a low dose of virus) but were unable to clear 
the infection. Of significance was that these cells declined to undetectable numbers 
after the initial response, which is consistent with clonal exhaustion and deletion. 
Whether the mechanisms involved in this process (see later discussion) are the same 
as those mediating deletion of SAg-reactive cells is unknown. The point to emphasize, 
however, is that the sparing of a small proportion of activated cells at the end of the 
immune response is not inevitable and can be limited or undetectable under certain 
conditions of T-cell activation.

During both SAg-induced exhaustion and high-dose virus–induced exhaustion, the 
amount of antigen presented, and hence the number of TCRs engaged per T cell, is 
probably very high. That a high dose of antigen is able to “exhaust” specific T cells is in 
keeping with a body of work showing that injection of large quantities of antigen or high 
doses of virus can lead to tolerance [reviewed by Moskophidis et al. ( 78 )]. Therefore, 
one explanation for the clonal exhaustion phenomenon is that excessive or prolonged 
signaling through the TCR predisposes the responding T cells to die. If this idea can be 
extrapolated to memory cell generation in typical immune responses, it would follow that 



memory T cells represent cells that received less signaling through the TCR than the 
bulk of the responding population. However, it must be borne in mind that the strength 
of signal received by a T cell reflects a combination of the intrinsic TCR affinity for 
antigen, the number of peptide/MHC complexes engaged, and the duration of T-cell 
contact with antigen.

The available data do not support the idea that memory T cells are selected on the 
basis of low-affinity TCRs per se. Indeed, the converse may be true. Thus, it is 
generally accepted that memory T cells have a higher functional affinity for antigen than 
do naïve T cells. Evidence for such affinity maturation came originally from studies 
examining the ability of anti-CD8 antibodies to inhibit the cytolytic activity of alloreactive 
T cells isolated from either naïve or primed mice ( 79 , 80 ). Because CD8 + cells from 
immunized mice were more resistant to anti-CD8 antibody, it was concluded that, on 
average, these cells had higher affinity TCRs than did naïve T cells. However, the 
heightened responsiveness of memory T cells may result from many factors other than 
TCR affinity (see later discussion). In particular, studies with TCR transgenic mice have 
shown that CD8 + memory T cells are much more responsive to antigen than are naïve 
cells expressing the same TCR ( 81 , 82 and 83 ). Nevertheless, more recent studies have 
provided direct evidence that, in normal mice, T cells (both CD4 + and CD8 +) 
responding to secondary immunization express TCRs with higher affinity for antigen 
than do cells in the primary response ( 84 , 85 ). The caveat here is that selection for high 
affinity may have occurred not at the time of memory cell generation but during the 
secondary response. This could occur if antigen was cleared rapidly in the secondary 
response, which would thus lead to competition among memory T cells for a limited 
concentration of antigen.

Despite these findings, there is some evidence that high-affinity T cells can be 
selectively deleted during the primary immune response. In one study ( 86 ), the T-cell 
response against a specific peptide was assessed after immunization of mice with 
peptide analogues, bearing individual amino acid substitutions, which had a hierarchy of 
affinities for class II MHC. The interesting finding was that peptides with low affinity for 
class II MHC preferentially elicited T cells that had high affinity for the reference 
(nonsubstituted) peptide, whereas peptides that bound MHC with high affinity induced 
only low-affinity T cells. Furthermore, with the use of TCR transgenic CD4 + T cells 
specific for the reference peptide, it was shown that injection of the high-affinity class II 
MHC–binding peptide actually led to deletion of high-affinity T cells. These results imply 
that, as for negative selection in the thymus, very strong signaling in mature T cells in 
certain situations can induce cell death.

As mentioned previously, the strength of signal delivered to the T cell through the TCR 
depends not only on its affinity for peptide/MHC complexes and the number of TCRs 
engaged but also on the duration of T-cell contact with antigen. It is likely that this third 
factor plays a role in some of the examples of exhaustion/deletion cited previously, 
particularly in the case of high-dose virus infections that are not cleared by the host and 
lead to persistent expression of antigen. Other evidence that prolonged TCR triggering 
has negative effects on responding T cells has come from the finding that, for TCR 
transgenic T cells, a single injection of peptide induces activation and expansion, 



whereas chronic administration induces marked deletion of the transgenic cells ( 87 ).

Further evidence that the initial conditions of T cell activation can influence the 
generation of memory T cells has come from in vitro studies. However, there are two 
obvious problems: (a) The conditions of T-cell activation in vitro are highly artificial and 
unlikely to correspond directly to how antigen is encountered in vivo, and (b) inferences 
about whether the T cells generated in response to antigen in vitro are “memory” cells 
or “effector” cells are imprecise and are based either on defining the surface markers on 
the cells or on examinations of the behavior of the cells after subsequent injection into 
mice. Nevertheless, as discussed later, there are several observations worth noting.

For human CD4 + T cells, testing the functions and markers on these cells after antigen 
activation in vitro has led to the view that memory T cells come in two forms: “central” 
memory cells and “effector” memory cells ( 88 ). Central memory cells are regarded as 
primed cells that lack immediate effector activity and express the LN homing receptors 
CD62L and CCR7. In contrast, effector memory cells are highly polarized cells (i.e., 
expressing Th1 or Th2 cytokines), possess direct effector activity, and lack LN homing 
receptors. Effector memory cells are considered to be more differentiated than central 
memory cells, and these two subsets may play different roles in protecting the host 
against reinfection (see later discussion). With regard to how the two subsets of 
memory cells arise, strong TCR signaling (through prolonged contact with antigen) or 
the addition of certain cytokines to the culture or both are held to promote the 
generation of effector memory T cells, whereas activation with lower level TCR 
engagement or without added cytokines induces central memory cell generation ( 89 , 90 , 
91 and 92 ). Differentiation may be partially linked to the number of cell divisions the 
activated T cell undergoes, inasmuch as CCR7 expression is markedly reduced in 
murine T cells after five divisions in vitro ( 93 ). Correlating with their CCR7 and CD62L 

phenotypes, CD4 + T cells activated with lower level stimuli migrated to LN after 
injection into mice, whereas cells activated for more prolonged periods were unable to 
do so ( 92 ).

These results led to the proposal by Lanzavecchia and Sallusto ( 94 ) that CD4 + T-cell 
differentiation follows a linear pathway, in which increasing levels of signaling induce a 
succession of memory T cells, effector T cells, and cell death ( Fig. 3). This model takes 
into account previous observations that human T cells become increasingly susceptible 
to apoptosis with progressive differentiation after in vitro priming ( 95 ) and is consistent 
with the idea that memory T cells represent a population of T cells that were signaled 
less strongly than the bulk of the responding population on initial activation. However, 
the model leaves open the possibility that memory cells can be derived from fully 
differentiated effectors.



 
FIG. 3. Generation of central memory and effector memory T cells. Model proposed by 
Lanzavecchia and Sallusto ( 94 ), in which the fate of responding T cells is dictated by 
the duration of T-cell receptor (TCR) signaling and the presence or absence of 
polarizing cytokines. Relatively brief TCR signaling produces nonpolarized 
“effector-precursor” cells that may differentiate into central memory cells in the absence 
of further stimulation. More prolonged TCR stimulation in the presence of polarizing 
cytokines leads to the generation of polarized effector cells; these cells may give rise to 
effector memory cells. T cells receiving excessive stimulation die by apoptosis.

Direct evidence that effector cells can differentiate into memory cells has come from 
studies on the fate of in vitro activated CD8 + cells. In these studies, an apparently 

uniform population of effector CD8 + TCR transgenic T cells, in which all cells had 
undergone at least five cell divisions and expressed intracellular perforin, was 
generated by in vitro activation and then injected into antigen-free recipients ( 96 ). A 

significant finding was that CD8 + T cells with the characteristics of memory cells were 
present in these recipients 10 weeks after transfer, which indicates that memory CD8 + 
T cells could be derived from the progeny of cytolytic effectors.

Despite these findings, prior expression of overt effector activity does not seem to be an 
absolute requirement for the generation of memory CD8 + T cells. This is suggested by 
a study in which TCR transgenic CD8 + T cells were activated in vitro and then cultured 
in medium containing either interleukin (IL)–15 or IL-2 ( 97 ). Whereas the cells cultured 
in IL-2 differentiated into effector cells with potent cytolytic activity, IL-15–treated cells 
showed little if any effector activity. However, after transfer to syngeneic mice, a 
proportion of the IL-15–treated cells survived and mounted a rapid recall response 10 
weeks later. The authors concluded that these cells had differentiated directly into 
memory cells, without an intervening effector cell stage. Interestingly, memory cells 
were also detected after transfer of cells from IL-2–containing cultures, although in 
lower numbers than were found after injection of IL-15–treated cells. The implication is 
therefore that, as for CD4 + cells (see previous discussion), CD8 + T-cell memory may 
be composed of two components: “central” memory cells that are an early intermediate 
in the differentiation pathway and “effector” memory cells that arise from full-fledged 
effectors late in the response. Again, generation of these distinct types of memory cells 
may be affected by the extent of T-cell proliferation, because an increased number of 
cell divisions is associated with down-regulation of CD62L and acquisition of effector 
activity for mouse CD8 + T cells in vivo ( 98 ). In this regard, it is worth noting that the 
cells generated in IL-15 but not IL-2 maintained expression of CD62L and CCR7 ( 97 ). 
Furthermore, IL-15– but not IL-2–treated cells localized in LN after injection into mice, 
whereas IL-2–treated cells were much more efficient at migrating to inflamed 



peritoneum ( 99 ). These findings are consistent with the differential migration patterns 
exhibited by central versus effector CD4 + memory cells cited previously.

Further evidence that IL-15 can promote CD8 + T cell memory has come from studies in 
mice expressing an IL-15 transgene under the class I MHC promoter ( 100 ). These mice 
have increased numbers of memory-phenotype CD8 + T cells; in unimmunized mice, 
these cells are presumed to represent memory cells to environmental antigens (see 
later discussion). Higher numbers of memory-phenotype cells in IL-15 transgenic mice 
could reflect an enhancement in either the generation or the maintenance of memory 
cells. In this regard, experiments on antigen-specific T-cell responses in these mice are 
informative ( 101 ). IL-15 transgenic and control mice were infected with a bacterial 
pathogen, Listeria monocytogenes, and Listeria peptide–specific CD8 + T cells were 
enumerated at different times after infection. Interestingly, similar numbers of Listeria 
peptide–specific cells were observed in control and IL-15 transgenic mice on day 7 after 
infection. However, the transgenic mice had considerably higher numbers of these cells 
21 and 40 days after infection. These results have two main implications. First, the fact 
that similar numbers of specific cells were observed at the peak of the response (day 7) 
in control and transgenic mice indicates that IL-15 did not act by augmenting the initial 
expansion of the responding CD8 + cells. Second, the finding that higher numbers of 
Listeria-specific cells were observed early in the “memory” phase of the response (day 
21) suggests that IL-15 was in fact promoting the generation of memory cells. In this 
regard, the authors of this study proposed that IL-15 acted primarily by preventing the 
death of activated effectors, because expression of the antiapoptotic protein Bcl-2 in 
Listeria-specific cells on day 7 was considerably higher in the transgenic mice than in 
normal mice.

In addition to IL-15, other cytokines might also influence the generation of memory T 
cells. In this respect, data of Schluns et al. ( 102 ) suggested that IL-7 is important for the 
generation of memory CD8 + T cells. In this study, IL-7R +/+ or IL-7R -/-TCR transgenic 
T cells were adoptively transferred into congenic hosts, and the recipients were infected 
with a recombinant vaccinia virus expressing a specific antigen. The key finding was 
that, although both types of T cells exhibited similar initial proliferation, the IL-7R -/- CD8 
+ cells were markedly underrepresented among memory cells.

Another cytokine that has been reported to have memory-promoting activity is IL-4 ( 103 

). In this study, TCR transgenic or polyclonal CD8 + T cells were activated in vitro with 
or without the addition of various cytokines, and their ability to survive and persist as 
memory cells after injection into mice was examined. The striking finding was that 
addition of IL-4, but not IL-2 or IL-12, to the culture medium promoted the generation of 
long-lived memory cells. Although the mechanisms involved in this IL-4 effect remain to 
be determined, the authors reported the intriguing observation that CD8 + T cells 
activated in IL-4–containing medium (but not IL-2–containing medium) expressed high 
levels of the IL-2 receptor ß chain. Because IL-2Rß (CD122) is a component of the 
receptor for IL-15 (as well as that for IL-2), the results support the view that IL-15 might 



play an important role in the generation of long-lived memory cells.

In considering the role of IL-4 in T-cell memory, it should be pointed out that CD8 + 
memory responses are not impaired in IL-4–deficient mice ( 104 ). This finding indicates 
that IL-4 is not essential for the initiation of CD8 + T-cell memory. A simple idea is that 
several different cytokines have overlapping roles in memory CD8 + generation. This 
idea may not be applicable to CD4 + cells, however, because generation of CD4 + 
memory T cells is unimpaired in mice lacking the common ? chain, which forms a part 
of the receptor for a range of cytokines, including IL-4 and IL-15 ( 105 ). Whether CD8 + 
memory is affected in these mice remains to be investigated.

In addition to TCR triggering and contact with cytokines, the strength of the signal 
received by the T cell during activation is affected by the extent of co-stimulation 
delivered by the APC. Hence, if the generation of memory T cells is favored by low-level 
signaling (see previous discussion), memory cells should be induced preferentially over 
effector T cells in conditions in which co-stimulation is limiting. In accordance with this 
idea, there is some evidence that the co-stimulatory requirements for the generation of 
memory CD8 + T cells may be less stringent that those required to produce effector 
CTLs. Thus, infection of CD28-deficient mice with influenza virus was found to elicit 
memory CTL precursors but not effector CTL ( 39 ). Interestingly, memory CD8 + cell 
generation in CD28-deficient mice was totally blocked after injection of an antibody 
against the co-stimulatory molecule, CD24. Likewise, injection of blocking antibodies 
against B7-1 and B7-2 blocked the development of CD8 + memory in CD24-deficient 
mice. The implication is therefore that generation of effector cells in response to 
influenza virus is strictly dependent on CD28, whereas either B7-1– and 
B7-2–dependent or CD24-dependent co-stimulatory pathways can lead to memory cell 
development.

Even though memory CD8 + cells can be generated under conditions of suboptimal 
co-stimulation, there is also evidence that strong co-stimulation can enhance production 
of memory cells. In this regard, the OX40 molecule appears to be important. OX40 is 
not expressed on resting T cells but is up-regulated 1 to 2 days after activation ( 106 , 107 , 
108 and 109 ). Similarly, the ligand (OX40L) is expressed on APCs only after activation, 
the most potent signal for OX40L expression being ligation of CD40 on the APC ( 110 , 
111 and 112 ). Hence, OX40–OX40L interaction is thought to provide co-stimulation late in 
the response, acting only after T cells have received initial activation signals through the 
TCR and CD28 and have up-regulated cell surface expression of CD40L and triggered 
CD40 expression on APCs. An important role for OX40 in CD4 + T cell responses is 
suggested by the finding that OX40- or OX40L-deficient mice showed reductions in both 
the initial expansion of antigen-specific CD4 + T cells and the generation of CD4 + 
memory cells upon immunization ( 113 , 114 , 115 and 116 ). Conversely, injection of 
agonistic anti-OX40 antibodies during priming had the opposite effect: greater 
accumulation of antigen-specific CD4 + T cells during the primary response and the 
generation of increased numbers of memory cells ( 116 , 117 ). Thus, OX40 signaling 
augments the generation of both short-lived effectors and memory cells. At face value, 



this observation appears to support the idea that memory cells are selected randomly 
from the activated population. However, it is also consistent with the possibility that 
OX40 is simply an amplifying signal that acts equally well on cells that were 
independently triggered toward effector or memory cell pathways.

Of note is that CD8 + T-cell proliferative responses are relatively normal in 
OX40-deficient mice, which implies that OX40 may be a only requisite late 
co-stimulatory signal for CD4 + cells ( 114 ). Another molecule that may play an 
analogous co-stimulatory role during CD8 + T cell activation is 4-1BB ( 118 ). Like OX40, 
4-1BB is expressed on T cells only after activation and binds to a ligand expressed on 
activated APCs. In vitro, ligation of 4-1BB augments responses of both CD4 + and CD8 
+ T cells ( 119 ). In vivo, however, targeted ablation of 4-1BBL expression appears to 

affect some CD8 + responses but not others ( 120 , 121 ). Only a small reduction in 
antigen-specific CD8 + T cells was observed after infection of 4-1BBL-deficient mice 
with influenza virus or LCMV. However, a much more prominent defect was observed 
after immunization with peptide, which implies that 4-1BB acts to augment suboptimal 
responses ( 122 ). With peptide immunization, 4-1BBL deficiency led to a reduction in 
both the number of antigen-specific CD8 + T cells at the peak of the response (day 7) 
and in the number of memory cells present 2 months after vaccination. The implication 
is therefore that signals through 4-1BB do not specifically drive memory T-cell 
differentiation but, rather, act to amplify either committed or uncommitted precursors of 
both memory and effector cells.

Together, the data just described provide some indication that unique signals are 
involved in the generation of short-lived effectors versus long-lived memory T cells. In 
considering how this may be accomplished, it should be borne in mind that the defining 
property of memory cell–promoting stimuli is their ability to permit the survival of a small 
subpopulation of activated cells in the context of massive cell death. In theory, this 
could result from either induction of prosurvival molecules or a failure to activate 
prodeath pathways ( 15 ). Therefore, understanding memory T-cell generation will 
depend on obtaining precise knowledge of the mechanisms mediating the death of 
effector cells at the end of an immune response and how these mechanisms are 
switched on and off.

Although it is currently unclear exactly why effector T cells die, there are considerable 
data regarding the termination of T-cell responses. In vitro, activated T cells are 
susceptible to a variety of death-inducing signals, involving molecules such as Fas, 
TNF-a, IL-2, and reactive oxygen species ( 123 , 124 , 125 , 126 and 127 ). In addition, 
accumulation of activated T cells is observed in mice deficient for many different 
molecules, including CTL-associated antigen 4 (CTLA-4) ( 128 , 129 ), IL-2 ( 130 ), CD25 ( 
131 , 132 ), Fas ( 133 , 134 ), Fas ligand ( 133 , 134 ), CD122 ( 135 ), nuclear factor of activator T 
cells ( 136 ), transforming growth factor ß receptor ( 137 ), and programmed cell death 
protein 1 (PD-1) ( 138 ). The implication is that several different, nonredundant 
mechanisms are involved in limiting the number of activated T cells, and loss of any one 
of these leads to T-cell hyperplasia. However, these mechanisms may operate at 
various stages of the immune response and might not contribute directly to the death of 



effectors at the end of an immune response. For example, CTLA-4 and PD-1, which are 
expressed by T cells and bind to B7 family members on APCs, probably inhibit the early 
activation and expansion of T cells ( 93 ). In fact, elimination of effector cells during 
immune responses appears to be normal in mice lacking CTLA-4, Fas, or TNF-a 
receptor ( 124 , 139 , 140 , 141 and 142 ). In contrast, deletion of effector T cells after 
clearance of antigen is reduced in IFN-? -/- mice, which implicates this cytokine as a 
trigger for effector T-cell death ( 143 , 144 and 145 ).

As well as being actively signaled to undergo apoptosis, T cells may also die through a 
passive process initiated when they lose contact with life-sustaining cytokines or 
co-stimulatory molecules ( 146 ). In vitro, activated T cells can be rescued from passive 
cell death by IL-2 family cytokines that signal through the common ? chain ( 147 ). This 
prosurvival effect could be linked to the ability of these cytokines to induce up-regulation 
of Bcl-2, because enforced expression of Bcl-2 has been shown to reduce the death of 
activated CD4 + T cells in vivo ( 139 ). Conversely, the same cytokines also cause T cells 
to up-regulate expression of Bcl-3, a member of the NF?B-I?B family that increases the 
survival of activated T cells in vitro and in vivo ( 148 ). Interestingly, Bcl-3 but not Bcl-2 is 
up-regulated by T cells in mice injected with adjuvants that reduce the death of 
activated T cells in vivo.

In summary, the mechanisms involved in the generation of memory T cells and the 
relationship between memory cells and effectors remain poorly understood. Part of the 
uncertainty may stem from the fact that memory T cells are heterogeneous, being 
broadly divisible into central memory and effector memory subpopulations. As 
discussed, these subtypes of memory cells might be produced via different pathways. 
Hence, central memory cells may arise under suboptimal stimulation conditions: 
namely, when antigen or polarizing cytokines, or both, are present only in low 
concentrations; this setting may exist late in the immune response, when much of the 
antigen has been cleared and APCs are exhausted in terms of their ability to secrete 
cytokines ( 94 , 149 ). In contrast, the generation of effector memory cells may require a 
higher level of stimulation. Although this scenario is speculative, it implies that central 
and effector memory cells arise from different subpopulations of activated cells: central 
memory cells from effector precursors and effector memory cells from effector cells. 
Future studies in which phenotypic markers are used to distinguish between different 
types of memory T cells (e.g., CCR7, CD62L) should help elucidate the signals involved 
in memory generation and clarify the functional properties of memory T cells (see later 
discussion).

Generation of Memory B Cells

B cells can be divided broadly into a minority population of B-1 cells and a major 
population of conventional B-2 cells (see Chapter 6). The B-1 subset is located primarily 
in the pleural and peritoneal cavities ( 150 ), whereas B-2 cells are found mainly in 
defined B-cell zones in the spleen and LNs. This section focuses on the current 
understanding of memory generation among B-2 cells. Although there is some evidence 
that memory can be generated during B-cell responses to T cell–independent antigens ( 



151 , 152 ), we review only the processes thought to occur during T cell–dependent B-cell 
responses.

B cells are produced throughout life in the bone marrow in an IL-7–dependent manner ( 
153 , 154 ). It has been estimated that 10% to 20% of the immature B cells produced in the 
bone marrow enter the mature peripheral pool and that most of the loss occurs either in 
the bone marrow or during the migration of cells from the bone marrow to the spleen ( 
155 , 156 and 157 ). Upon exiting the bone marrow, immature B cells enter the T-cell zones 
of secondary lymphoid organs before undergoing final maturation and entering B-cell 
follicles ( 158 , 159 ); newly produced B cells make up between 5% and 10% of splenic B 
cells ( 159 ).

Differences in the usage of immunoglobulin (Ig) variable region genes between 
peripheral B cells and pre–B cells in the bone marrow has been taken as evidence that, 
as in positive and negative selection of T cells in the thymus, the peripheral B cell 
repertoire is generated through ligand-mediated selection processes ( 160 ). In this 
regard, self-reactive B cells can either be deleted or undergo a change in their 
specificity through a process of receptor editing ( 161 ); whether the cells die or change 
their specificity seems to depend on when the cells first encounter antigen and whether 
the antigen is cell associated or soluble ( 162 , 163 , 164 , 165 and 166 ). Whether B cells 
undergo positive selection to self-ligands is unclear, although B-cell deficiencies in a 
variety of mutant mouse strains suggest that the transition of immature splenic B cells 
into follicular B cells is an active process ( 167 , 168 , 169 , 170 , 171 , 172 , 173 , 174 , 175 and 176 ). 
Of note is that relatively normal generation of immature B cells but poor production of 
mature B cells are evident in mice deficient for a number of molecules associated with 
signaling through the B-cell receptor (BCR), including the tyrosine kinase Syk ( 170 ), 
Bruton’s tyrosine kinase (Btk) ( 169 , 171 , 173 ), Iga ( 168 ), CD45 ( 167 ), and CD22 ( 172 ). 
The implication is therefore that B cells must be triggered through the BCR before 
completing their maturation process, although it is possible that selection is not ligand 
driven but is simply dependent on proper assembly of all signaling components. If an 
external ligand is involved, it appears to be independent of foreign antigen, inasmuch as 
a stable pool of peripheral B cells is generated in germ-free mice ( 177 ). Furthermore, 
entry into the mature peripheral pool is not accompanied by somatic mutations of Ig 
variable region genes, which distinguishes this process from an overt B-cell response to 
foreign antigens (see later discussion) ( 178 ). Interestingly, immature B cells 
predominate in mice deficient for B-cell activation factor (BAFF), a member of the tumor 
necrosis family, or its receptor on B cells, which implies that BAFF may guide the final 
stages of B-cell maturation in the spleen ( 174 , 175 ).

As for T cells, naïve B cells recirculate continuously between blood and lymph, and 
B-cell responses are initiated in secondary lymphoid organs ( 179 ). In LNs and the 
spleen, naïve B cells are anatomically segregated from T cells and localize primarily in 
follicles. Although it is unclear where naïve B cells first encounter antigen, 
antigen-binding proliferating B cells can be detected in the outer T-cell zones of LNs 
and the spleen within 2 days of immunization ( 180 , 181 and 182 ). In these locations, B 
cells, which internalize antigen bound to their BCRs, present antigenic peptides in 



association with class II MHC to activated CD4 + helper T (Th) cells. Cell 
membrane–associated and soluble signals delivered from Th cells promote further B 
cell activation. Subsequently, some of the B cells proliferate and differentiate to form 
foci of antibody-forming cells (AFCs) in the area adjacent to the T-cell zone (the red 
pulp in the spleen or the medullary cords in LNs) ( 181 , 183 , 184 ). These cells do not 
mutate their Ig variable region genes and are short-lived, dying by apoptosis within 2 
weeks of immunization ( 185 , 186 ). At the same time, other B cells migrate to follicles and 
initiate the germinal center (GC) reaction. It is within the GC that both memory B cells 
and AFCs secreting high-affinity, isotype-switched antibodies are generated ( Fig. 4) ( 
181 , 187 , 188 , 189 , 190 , 191 , 192 and 193 ).

 
FIG. 4. Generation of memory B cells and antibody-forming cells (AFCs) during a T 
cell–dependent immune response. After internalization of antigen through the B-cell 
receptor and presentation of antigenic peptides to helper T cells, B cells either 
proliferate to form extrafollicular foci of AFCs or migrate to B-cell follicles and initiate the 
germinal center (GC) reaction. Within the dark zone of the GC, surface 
immunoglobulin–devoid (sIg -) centroblasts proliferate and introduce somatic mutations 
into their immunoglobulin variable region genes before giving rise to nonproliferating, 
sIg + centrocytes in the light zone. Competition for antigen held on the surface of 
follicular dendritic cells (FDCs) leads to the selective survival of cells expressing sIg with 
high affinity for antigen; lower-affinity centrocytes die by apoptosis. On the basis of the 
signals derived from binding to antigen, and interactions with FDCs and helper T cells 
within the GC, high-affinity centrocytes differentiate into memory B cells or AFCs (see 
text for details).

Each GC is founded by a small number (1 to 20) of activated B cells ( 182 , 194 ). These 
cells proliferate extensively, dividing every 6 to 7 hours to generate GCs containing 
about 10 4 cells within a few days ( 195 , 196 ). After the initial period of expansion, the GC 
polarizes, separating into “dark” and “light” zones. The dark zone is densely packed with 
rapidly proliferating, surface immunoglobulin (sIg)–negative B cells that are known as 
centroblasts. It is at this sIg - stage that somatic hypermutation of Ig variable region 
genes is thought to take place ( 188 , 191 , 192 and 193 , 197 , 198 ). Centroblasts give rise to 
sIg +, nonproliferating centrocytes that migrate into the adjacent light zone. Here, the 
centrocytes are tested for their ability to bind antigen, which is retained on the surface 
of follicular dendritic cells (FDCs) in the form of antibody-antigen complexes. 



Centrocytes bearing sIg with high affinity for antigen outcompete lower affinity cells and 
retrieve the FDC-bound antigen, which they subsequently internalize, process, and 
present in the form of class II MHC–associated peptides to Th cells within the GC ( 199 ). 
Survival signals are delivered to the B cell through sIg binding to antigen and from the 
Th cell (see later discussion). These cells may reenter the dark zone and undergo 
further rounds of mutation and selection or may differentiate into memory cells or AFCs 
and exit the GC, depending on other signals received (see later discussion). 
Centrocytes having insufficient affinity for antigen fail to receive survival signals and die 
by apoptosis ( 200 ), although some cells may reexpress the recombinase-activating 
genes in a final attempt to generate a useful immunoglobulin ( 201 , 202 ). B cells 
expressing sIg reactive with self-antigens are also deleted as a result of the absence of 
Th cells ( 203 , 204 and 205 ).

In contrast to the uncertainty surrounding the relationship between memory and effector 
T cells, it is clear that memory B cells and AFCs represent the products of distinct 
differentiation pathways. Thus, AFCs—which in their fully differentiated form exist as 
large sIg - plasma cells—are nondividing cells specialized for secreting large quantities 
of antibody ( 206 ). These cells do not give rise to memory B cells, although memory B 
cells can further differentiate into AFCs upon secondary stimulation with antigen ( 207 ). 
The precise mechanisms governing the decision to form a memory B cell versus an 
AFC, however, are only poorly understood. Indeed, even the basic question of whether 
this decision is made before or after antigenic stimulation remains a matter of debate.

One theory for memory B cell generation holds that memory B cells and AFCs are 
derived from distinct precursors ( 208 , 209 ). Evidence supporting this idea has come 
largely from studies in which B cells from nonimmunized mice were fractionated on the 
basis of their cell surface expression of HSA and then challenged with antigen in vitro or 

in vivo ( 209 , 210 and 211 ). The key finding from this work was that the HSA low population 

was enriched for progenitors of memory B cells and GC, whereas the HSA int-high 
population contained mainly AFC precursors and was largely depleted of cells that 
could form GC. In addition, another study showed that HSA low and HSA high B cells 
differ in their use of Ig VH gene segments ( 212 ). In this study, investigation of the 
antiarsonate response in A/J mice, in which specific Ig idiotypes are associated with 
either the primary (CRI-C) or secondary (CRI-A) response, showed that transcripts for 
CRI-C and CRI-A were associated with HSA high and HSA low B cells, respectively, in 
unimmunized mice. Of importance is that the rearranged CRI-A genes were unmutated 
in naïve mice, which indicates that these cells represented memory cell precursors 
rather than preexisting memory B cells. Together, these findings imply that B cells may 
be committed toward a certain pathway of differentiation even before antigenic 
stimulation.

The more popular view is that memory B cells arise from the same precursor cells that 
produce AFCs ( 213 ). Support for this idea is provided by the demonstration of a 
common clonal origin of B cells proliferating in GC and extrafollicular foci ( 189 ). 
Nevertheless, this observation does not formally rule out the possibility that cell division 
yielding memory- versus AFC-committed precursors occurs before rather than after the 



response to antigen. If this were the case, however, there remains the question of what 
drives these cells to differentiate along these distinct developmental pathways.

More persuasive evidence that memory B cells and AFCs can arise from common 
precursors is derived from reports that different signals received by activated B cells 
can dictate cell fate. One signal that has been implicated in the generation of memory B 
cells is the ligation of CD40. Clear evidence of the importance of CD40–CD40 ligand 
(CD40L) interaction in T cell–dependent B-cell responses has come from studies 
showing that GC formation and memory B-cell generation fails to occur in CD40- or 
CD40L-deficient mice or in normal mice treated with reagents that block the 
CD40–CD40L interaction ( 214 , 215 , 216 , 217 , 218 , 219 and 220 ). At the same time, in vitro 
studies have suggested that at least one way in which CD40 ligation participates in 
memory B-cell generation is by acting at the level of GC B cells. Thus, it has been 
shown that treatment of GC B cells from human tonsils with anti-CD40 antibodies, 
trimeric CD40L, or CD40L-transfected cells promotes cell survival and the development 
of a memory B cell–like phenotype and simultaneously suppresses the differentiation of 
these cells into AFCs ( 221 , 222 , 223 , 224 and 225 ). Furthermore, it has been reported that 
CD4 + T cells present in GC light zones contain intracellular stores of preformed CD40L 
that can be rapidly expressed on the cell surface after T-cell activation ( 226 ). This is 
thought to occur when the T cells interact with centrocytes that have taken up antigen 
from the surface of FDC and presented the relevant peptide in association with class II 
MHC ( 199 ). Subsequent ligation of CD40 on the B cell may then lead to the delivery of a 
signal directing differentiation toward a memory B-cell fate. However, it is also possible 
that the memory-promoting CD40-mediated signal occurs before the GC reaction, 
inasmuch as T cells situated in the extrafollicular locations of initial T cell–B cell 
interaction also express CD40L ( 227 ). Consistent with this idea is the observation that 
treatment of mice with soluble CD40 immunoglobulin for the first 5 days after 
immunization blocked memory B-cell generation, whereas delaying the start of 
treatment until day 4 abrogated this effect ( 219 ).

Another B cell–signaling molecule that may participate in memory B-cell generation is 
CD19. CD19 associates with various other molecules on the B cell surface, including 
the type 2 complement receptor (CR2, CD21), CD81, Leu-13, and sIg ( 228 , 229 and 230 ). 
CD19 can function as a co-stimulatory molecule for B cells by lowering the threshold for 
B-cell activation through sIg ( 231 ). In addition, it is thought that CD19, which associates 
through its intracellular domain with the protein tyrosine kinases Lyn and Fyn, acts as a 
signal transducer for CR2, which has a very short cytoplasmic domain ( 232 , 233 ). 
Evidence that CD19 plays a key role in B-cell responses has come from studies in 
CD19-deficient mice, which exhibit impaired antibody responses and impaired GC 
formation in response to immunization with T cell–dependent protein antigens ( 234 , 235 ). 
Notably, these mice mount a strong primary antibody response and develop GC after 
infection with certain viruses ( 236 ). However, despite the presence of GC, memory B 
cells are greatly reduced in CD19-deficient mice, which implies that CD19 is essential 
for generation or maintenance of these cells, or both.

Differentiation of B cells into AFCs may involve signaling through OX40 ligand (OX40L), 
which is expressed on activated but not resting B cells ( 107 ). In support of this idea, 



initial studies showed that cross-linking OX40L on prestimulated murine B cells in vitro 
enhanced both proliferation and Ig secretion ( 111 ). Later, it was reported that injection 
of blocking antibodies against OX40 strongly inhibited the antihapten IgG response, 
although IgM production was not affected ( 237 ). Of note was that anti-OX40 treatment 
did not inhibit either GC formation or memory B-cell generation, which implies a specific 
role for OX40 in AFC differentiation rather than a more general role in B-cell activation. 
Furthermore, T cells expressing the highest levels of OX40 were detected 3 days after 
immunization and were situated close to antigen-specific B cells in the T-cell zones of 
the spleen.

However, subsequent work with gene-knockout mice has indicated that OX40 is in fact 
not required for generation of AFCs ( 113 , 114 ). Humoral immune responses, including 
generation of extrafollicular AFCs, were normal in both OX40- and OX40L-deficient 
mice. How can the differences between these results and the data derived from 
antibody injection experiments be reconciled? One possibility, suggested by Kopf et al. ( 
114 ), is that anti-OX40 antibody does not simply block the OX40–OX40L interaction but 
rather may deliver a signal to Th cells. The authors proposed that such signaling may 
cause CD4 + T cells to migrate into B-cell follicles and thus inhibit the formation of 
extrafollicular foci of AFCs. In support of the idea that OX40 ligation induces T-cell 
migration to follicles, CD4 + T cells accumulate in B-cell areas after immunization of 
transgenic mice expressing OX40L on DCs ( 238 ).

In addition to cell-surface molecules, cytokines can have a marked influence on B-cell 
differentiation. In this respect, CD40-activated human B cells differentiate into AFCs 
after culture in the presence IL-3 and IL-10, whereas with IL-4, the cells proliferate 
extensively but do not form AFCs ( 223 , 239 , 240 ). In addition, IL-6 has been shown to 
stimulate terminal differentiation of B cells into AFCs, an activity that is associated with 
induction of cell cycle arrest ( 241 ).

Finally, differentiation of centrocytes into memory B cells versus AFCs may be dictated 
by interactions between B cells and particular APCs. Here, myeloid DCs are of interest 
because they promote the survival of splenic and LN plasmablasts and their 
differentiation into plasma cells ( 242 ). Likewise, FDCs could be important because, in 
addition to acting as a depot for antigen, FDCs are known to supply a variety of signals 
to GC B cells. Thus, GC B cell–FDC interaction promotes cross-linking of LFA-1 
(CD11a/CD18), very late antigen 4 (CD49d), and CD21 on the B cell surface through 
contact with ICAM-1 (CD54), vascular cell adhesion molecule 1 (CD106), and CD23, 
respectively, expressed on the FDC ( 222 , 243 , 244 , 245 and 246 ). These interactions, as 
well as other undefined signals delivered by FDCs, have been shown to promote the 
survival or enhance the proliferation, or both, of GC B cells in vitro ( 247 , 248 and 249 ); the 
in vitro responses are thought to reflect the in vivo role of FDCs in maintaining the GC 
reaction. In addition, some FDC-associated signals have been shown to favor the 
production of AFCs from GC B cells in vitro. One of these is signaling through CD23, 
which was shown to promote AFC development when added in soluble form, together 
with IL-1a, to tonsillar GC B cells ( 222 ). More recently it was shown that an antibody 
raised against a novel FDC-expressed surface molecule (8D6) blocked the production 



of AFCs in cultures containing GC B cells and an FDC cell line, which implies a role for 
this molecule in directing the differentiation of B cells into AFCs ( 250 ).

In considering the in vitro data favoring a role for particular T cell or FDC molecules in 
dictating the fate of GC B cells, it should be borne in mind that these molecules could 
act largely by enhancing the survival of GC B cells that had previously received 
differentiation signals in vivo rather than by inducing differentiation per se. In this 
regard, it is notable that GC B cells are highly prone to apoptosis in vitro. This is 
associated with low-level expression of the antiapoptotic molecule Bcl-2 and high-level 
expression of proapoptotic proteins such as Fas, Bax, and p53 ( 251 , 252 and 253 ). The 
susceptibility of GC B cells to apoptosis in vitro is presumed to reflect a similar 
sensitivity in vivo, an idea that is supported by evidence of a high level of apoptosis 
within GC. It then follows that generation of memory B cells and AFCs is linked to a 
selection process that provides both survival and differentiation signals.

Although the precise pathways leading to death of GC cells in vivo are unknown, both 
Bcl-2 and Fas have been implicated in this process. A role for Bcl-2 in rescue of GC 
cells was originally suggested by the observation that there is an anatomical 
segregation of Bcl-2 expression in GC that is consistent with selective up-regulation of 
Bcl-2 in B cells that have received a survival signal ( 252 ). In this study, histochemical 
staining in tissue sections of human tonsils revealed that Bcl-2 expression in the GC 
was restricted to the apical light zone, a location in which selection of centrocytes 
expressing sIg with high affinity for antigen is thought to occur. Also in line with this idea 
are in vitro studies showing that expression of Bcl-2 is increased after treatment of GC 
B cells with various stimuli that support their survival in vitro, including antibodies to sIg, 
anti-CD40, and a combination of IL-1 and soluble CD23 ( 254 ). Furthermore, direct 
support for the participation of Bcl-2 in rescuing GC B cells from apoptosis in vivo has 
come from the analysis of mice expressing transgenic Bcl-2 in their B cells ( 255 , 256 , 257 

and 258 ). In comparison with control mice, Bcl-2 transgenic mice have increased 
numbers of memory B cells and AFCs after immunization.

The fact that both memory B cells and AFCs are increased in Bcl-2 transgenic mice 
suggests that Bcl-2 can rescue cells of both lineages from apoptosis. This is consistent 
with either (a) action of Bcl-2 as an antiapoptotic factor for uncommitted centrocyte 
precursors or (b) Bcl-2 promotion of survival of centrocytes committed to both lineages. 
However, it is notable that an enrichment of low-affinity cells has been detected among 
memory B cells, but not among AFCs, in Bcl-2 transgenic mice ( 258 ). This observation 
has two important implications. First, it suggests that Bcl-2 can provide a survival signal 
for memory B cells that have failed to compete for access to antigen or Th cells. 
Second, the failure to generate low-affinity AFCs in these mice implies that either (a) 
differentiation into AFCs requires a strong signal through the BCR or (b) death of 
low-affinity cells of the plasma cell lineage may occur through a mechanism that cannot 
be rescued by Bcl-2. In this regard, it is interesting to note that there is an enrichment of 
AFCs that secrete low-affinity antibodies in mice with transgenic B-cell expression of 
another antiapoptotic Bcl-2 family member, Bcl-xL ( 259 ). Like Bcl-2, expression of 
Bcl-xL is increased after stimulation of B cells through cross-linking of sIg or CD40 ( 260 , 
261 ). Furthermore, it has been shown that Bcl-xL is expressed in human GC centrocytes 



at the stage when clonal selection is thought to occur ( 262 ). Therefore, the available 
data imply that, both for memory B cells and AFC generation, expression of Bcl-2 or 
Bcl-xL can rescue GC B cells that would otherwise die through their inability to compete 
for antigen. Nevertheless, it should be emphasized that it remains unclear whether the 
results of artificially up-regulating Bcl-2 or Bcl-xL are applicable to B-cell selection in the 
normal GC reaction.

The participation of Fas in the death of GC B cells is suggested by the finding that 
human GC B cells appear to be poised for Fas-mediated death ( 263 ). Thus, Fas is 
associated intracellularly with a death-inducing signaling complex (DISC) in GC B cells. 
The preassembly of DISC components allows for the rapid delivery of an apoptotic 
signal upon triggering of Fas ( 264 ). Interestingly, however, DISC in freshly isolated GC 
B cells is in an inactive form, owing to its inclusion of the apoptosis-inhibiting molecule 
c-FLIP ( 265 ). Upon placement of the cells in culture, c-FLIP is rapidly lost from DISC, 
coincident with apoptosis of the cells. Of note is that dissociation of c-FLIP from DISC in 
GC B cells is prevented by ligation of CD40 or by coculture with FDCs ( 263 , 266 ); B cells 
can also acquire resistance to Fas-mediated death through engagement of the BCR ( 
267 ). Furthermore, in vivo evidence that Fas-induced death may have a role in the 
selection of GC B cells has come from the finding that immunization of Fas-deficient lpr 
mice leads to higher numbers of memory B cells than in control mice ( 268 ). Of interest 
is that the memory B cells generated in lpr mice show an enrichment for heavily 
mutated Ig genes, which implies that clonal selection in the GC is altered in the 
absence of Fas.

Although the primary stimuli directing activated B cells toward a memory B cell or AFC 
fate remain to be elucidated, more is known about the downstream signaling events 
required for cellular differentiation. In particular, there is clear evidence for the 
involvement of specific transcription factors in this process. Two transcription factors 
that have been implicated in plasma cell differentiation are B-lymphocyte–induced 
maturation protein-1 and X-box–binding protein 1 (XBP-1) ( 269 , 270 ). Both of these 
factors are expressed in plasma cells and initiate plasma cell differentiation when 
introduced into B-lineage cells. Moreover, secretion of immunoglobulin and generation 
of plasma cells is largely absent after immunization of mice lacking functional 
expression of XBP-1 in lymphoid cells, even though B cells proliferate, secrete 
cytokines, and form GCs in normal numbers ( 270 ). This finding indicates that 
expression of XBP-1 may be mandatory for plasma cell differentiation. Conversely, 
another transcription factor, B cell–specific activator protein (BSAP), is expressed at all 
stages of B-cell differentiation except the plasma cell stage ( 271 ). BSAP has been 
shown to down-regulate expression of XBP-1, which suggests that BSAP actively 
blocks generation of plasma cells ( 272 ). In this regard, it is interesting to note that 
CD40L, which suppresses the development of AFCs, up-regulates expression of BSAP 
in B cells, whereas OX40L, which promotes the generation of AFCs, down-regulates 
BSAP expression ( 273 ).

In summary, it has been somewhat easier to study the mechanisms involved in the 
generation of B-cell memory than those in T-cell memory for two main reasons. First, 
B-cell memory is generated in a well-defined microenvironment within the secondary 



lymphoid tissues—namely, GC. This has allowed for direct examination of the memory 
B cell–generating response in situ as well as isolation of GC B cells and analysis of 
memory and AFC generation in vitro. Second, plasma cells and memory B cells exhibit 
clearly distinct phenotypes and represent separate outcomes of the immune response. 
For this reason, it has been possible to identify molecules expressed specifically by one 
lineage or the other and to investigate stimuli that influence this differentiation. 
Nevertheless, the key signals that determine whether a B cell will become a memory B 
cell or an AFC and the stage at which these signals are delivered remain poorly 
understood.

IDENTIFYING MEMORY CELLS

Identification of memory cells is clearly of crucial importance for understanding how 
these cells are generated and maintained and for examining their functional 
characteristics. The assumption that these cells can be identified as a discrete subset is 
based on the idea that memory cells carry a permanent imprint of having previously 
responded to antigen. For this reason, many of the cellular characteristics that have 
been employed as indicators for memory cells are surface marker changes that occur in 
response to lymphocyte activation. Although these markers have been useful for 
enriching memory cell populations, the discovery of definitive memory cell markers has 
so far been elusive. Five main facts have contributed to the difficulty in identifying 
memory cells: (a) Many of the markers that are expressed by previously activated 
lymphocytes do not distinguish between recently activated effectors and long-lived 
memory cells; (b) phenotypic changes that occur upon lymphocyte activation may be 
transient, with the result that memory cells revert to a naïve phenotype with time; (c) 
some cells may fail to acquire typical activation markers when stimulated with antigen; 
(d) naïve cells may express markers of activation without having responded to antigen; 
and (e) memory cells appear to be heterogeneous with regard to both phenotype and 
function.

These issues have particularly complicated the identification of memory T cells, but they 
also apply to B cells. Notwithstanding these difficulties, a brief description of the 
markers that have been associated with memory T and B cells is given as follows.

Identification of Memory T Cells

Attempts to discover markers for memory T cells have focussed on cell surface 
molecules that differ in expression between bona fide naïve T cells and previously 
activated T cells. By comparing the phenotypes of T cells that are presumed not to have 
encountered antigen (e.g., in umbilical cord blood or germ-free mice), T cells that have 
been acutely activated with antigen, and T cells that mediate a recall response in 
previously immunized individuals, a number of molecules have been identified as 
putative markers of memory cells. Extensive work over many years has shown that the 
utility of these markers varies with animal species, CD4 + versus CD8 + T cells, and 
even the specific immune response being studied.

Many of the molecules reported to be up-regulated on the surface of memory T cells 



are adhesion molecules. These include ß1 (CD49d, CD49e, CD29) and ß2 (CD11a, 
CD11b, CD18) integrins; CD2; CD44; CD54; and CD58 ( 79 , 274 , 275 , 276 , 277 , 278 , 279 , 280

 , 281 , 282 and 283 ). To a degree, the detection of increased levels of adhesion molecules 
on “memory” T cells may reflect the presence of cells that have recently responded to 
antigen. In accordance with this idea, human memory-phenotype T cells express some 
markers of activation and are slightly larger than typical naïve T cells ( 280 ). However, at 
least one adhesion molecule, CD44, appears to be a long-term marker of memory T 
cells. Thus, murine memory CD8 + T cells retain a CD44 hi phenotype indefinitely after 
adoptive transfer to recipient mice in the absence of antigen ( 284 , 285 ). For this reason, 
high surface expression of CD44 is commonly used as a marker of memory-phenotype 
CD8 + T cells in the mouse. CD44 is also used to distinguish between naïve and 
memory CD4 + T cells, although the stability of CD44 expression on memory CD4 + T 
cells is less certain; in at least one report, these cells reverted to a CD44 lo phenotype ( 
286 ).

Increased cell surface expression of adhesion molecules would be expected to 
influence the ability of memory T cells to interact with other cells and with the 
extracellular matrix. An increased ability to form such interactions may contribute to the 
migration pattern of memory T cells, which appears to differ substantially from that of 
naïve T cells (at least for a subset of memory cells, as discussed further later). Thus, 
rather than being restricted to entering LNs from the bloodstream through HEV, some 
memory-phenotype T cells are capable of extravasating into tissues before entering 
LNs through afferent lymph ( 278 ). This altered migration pattern is also influenced by 
other cell surface changes on memory T cells. In particular, both CD62L and CCR7 are 
down-regulated on some memory T cells ( 88 , 287 , 288 and 289 ). Loss of these molecules 
abrogates the ability of T cells to adhere to HEV and migrate into LNs in response to 
secondary lymphoid-tissue chemokine.

However, it should be pointed out that both CD62L and CCR7 are heterogeneously 
expressed among memory T cells ( 88 , 286 , 287 , 288 , 289 , 290 , 291 , 292 , 293 , 294 and 295 ). For 
CD62L, this heterogeneity appears to reflect reexpression of CD62L on cells that were 
negative or low for cell surface CD62L after their initial activation ( 286 , 293 , 296 ). In 
contrast, it is currently unclear whether the expression of CCR7 on a proportion of 
memory T cells is caused by phenotypic reversion of CCR7 - cells or by variable 
retention of CCR7 on the surface of T cells after activation. Nevertheless, recent data 
provide strong support for the idea that reexpression of CCR7 can occur, at least on 
CD8 + T cells ( 101 ). CCR7 was undetectable among antigen-specific CD8 + T cells 7 
days after infection of mice with L. monocytogenes but was expressed 21 days after 
infection. Because CCR7 expression was detected at the messenger RNA level in 
these experiments, the question of whether CCR7 was expressed by all or only a 
subset of memory CD8 + cells was not addressed.

Whatever the mechanism, it is interesting to note that the CCR7 - and CCR7 + memory 
T cells detected in human peripheral blood express very different patterns of 
homing/adhesion molecules ( 88 ). In particular, CCR7 - cells express high levels of ß1 



and ß2 integrins and CLA, a molecule involved in lymphocyte homing to skin, as well as 
receptors for a number of inflammatory chemokines (CCR1, CCR3, CCR5). In contrast, 
CCR7 + memory cells express lower levels of integrins, lack CLA, and express 
chemokine receptors involved in homing to lymphoid tissues (CCR4, CCR6, CXCR3). 
These findings have led to the proposal considered earlier that CCR7 + central memory 
cells, like naïve T cells, recirculate through the lymphoid organs, whereas CCR7 - 
effector memory cells migrate through inflamed tissues. In reality, the heterogeneity 
among memory T cells may be even more extensive, with cells specialized for particular 
effector functions or for homing to specific tissues exhibiting distinct phenotypes. This 
level of complexity is suggested by studies showing heterogeneous expression of 
different homing receptors and integrins on human T cells ( 297 , 298 ). In the future, 
characterizing unique combinations of chemokine receptors on memory cells may prove 
useful for defining the precise microenvironment in which these cells localize. In this 
regard, a subset of circulating CD4 + memory T cells has been shown to express 
CXCR5 ( 299 ). Because a ligand for this receptor (B-lymphocyte chemoattractant) is 
expressed by stromal cells in B-cell follicles, CXCR5 + memory cells may be specialized 
for homing to follicles and providing B-cell help ( 300 , 301 and 302 ).

Another cell surface molecule that has been commonly used to distinguish between 
naïve and memory T cells is CD45. The usefulness of CD45 as a memory marker 
stems from the fact that multiple isoforms of CD45 can be generated through differential 
splicing of three extracellular exons, A, B, and C ( 303 ), and that these isoforms are 
differentially expressed on naïve and memory T cells ( 276 , 278 , 287 , 304 , 305 , 306 , 307 , 308 , 
309 and 310 ). Thus, in many species, naïve T cells express the highest molecular weight 
isoform of CD45, which contains all three variably spliced exons, whereas memory cells 
are enriched among cells expressing lower molecular weight forms (CD45RO in 
humans). Typically, the phenotype of T cells is described on the basis of reactivity with 
monoclonal antibodies specific for restricted (R) isoforms of CD45. For example, naïve 
and memory human T cells are considered to be CD45RA + and CD45RA - (CD45R0 
+), respectively. Likewise, in mice, naïve T cells are CD45RB +, whereas memory cells 
are typically CD45RB -.

However, as for other putative memory markers, there is heterogeneity in the 
expression of low–molecular weight isoforms of CD45 on memory T cells ( 88 , 289 , 311 , 
312 , 313 , 314 , 315 , 316 , 317 and 318 ). This appears to be largely a result of reexpression of 
high–molecular weight CD45 after its initial down-regulation, which occurs at different 
rates on CD4 + versus CD8 + cells and is species dependent ( 311 , 313 , 319 , 320 , 321 and 
322 ). In the rat, in which loss of expression of CD45RC has been used as a memory 
marker, phenotypic reversion occurs very rapidly. Thus, CD45RC - CD4 + T cells regain 
a CD45RC + phenotype within 1 week of injection into congenic rats in the absence of 
antigen ( 311 , 313 ). The implication here is that down-regulation of CD45RC is strictly 
dependent on recent contact with antigen. This is in contrast to the situation in mice, in 
which CD4 + memory cells have been shown to maintain a CD45RB lo/- phenotype for 



at least 10 weeks in the absence of antigen ( 322 ).

For human memory T cells, reexpression of CD45RA may not be simply a reflection of 
loss of contact with antigen. Some CD45RA + CD8 + T cells in peripheral blood exhibit 
the properties of activated effector cells ( 283 ). These cells, which express high levels of 
adhesion molecules but lack CD62L, CD28, and CD27, have high cytolytic activity 
without in vitro prestimulation. Their state of activation suggests that these cells have 
recently encountered antigen, although it remains unclear whether these cells have 
reexpressed CD45RA (despite continued antigenic stimulation) or simply retained 
expression from the time of activation. Interestingly, however, the number of CD28 - 
CD45RA + CD8 + T cells appears to increase with age, which suggests that cells with 
this phenotype may arise from chronic antigenic stimulation ( 323 ). In support of this 
idea, accumulation of CD28 - CD45RA + CD8 + T cells in the elderly is associated with 
seropositive responses to cytomegalovirus ( 324 ). Loss of CD27 expression has also 
been suggested to occur on chronically stimulated CD4 + T cells, although these cells 
retain a CD45RA - phenotype ( 325 ). Nevertheless, equivalent responses to human 
rhinovirus among CD45RA + and CD45R0 + CD4 + T cells isolated from human tonsils 
suggest that CD45RA expression can be present on chronic or intermittently stimulated 
CD4 + T cells ( 317 ).

In addition to the molecules just described, studies in mice have revealed a number of 
other cell surface markers that differ between naïve and memory T cells. The two 
phenotypic changes that appear to be most stable on memory cells are increased 
expression of Ly-6C and CD122; both of these serve as markers for CD8 + but not CD4 
+ T cells ( 326 , 327 , 328 and 329 ). Ly-6C is a low–molecular weight 
glycosylphosphatidylinositol-anchored cell surface protein that has been proposed to 
participate in intercellular adhesion, signaling, or both ( 330 ). At present, no ligand for 
this molecule has been identified, and its in vivo function remains unknown. As 
mentioned earlier, CD122 (IL-2Rß) is a component of the receptors for both IL-2 and 
IL-15 ( 331 ). In view of the possible role of IL-15 in the generation (see previous 
discussion) or maintenance (see later discussion) of CD8 + T cell memory, elevated 
expression of CD122 on memory cells may be of functional significance. Of note, 
however, is that a proportion (30%) of memory-phenotype CD8 + T cells in normal mice 
are CD122 lo, and these cells predominate in IL-15–deficient mice ( 53 ).

Overall, the identification of memory T cells remains imprecise. This is in part because 
of the heterogeneity of memory cells, which is apparent at the level of cell surface 
phenotype. To what extent phenotypic heterogeneity reflects the existence of true 
subsets of differentiated memory T cells or, conversely, is an indicator of how recently 
cells have encountered antigen remains uncertain. In this regard, an inherent obstacle 
to the detection of memory T cells is an inability to distinguish these cells from effector 
cells (as discussed previously), because many of the cell surface markers for memory 
cells are expressed soon after T-cell activation. For CD8 + cells, a change in surface 
glycosylation is proving useful for separating effector cells from resting memory cells. 



Thus, activation of CD8 + cells is accompanied by desialylation of core 1 O-glycans and 
induction of core 2 O-glycan synthesis ( 332 , 333 ), whereas significant resialylation of 
core 1 O-glycans and a reduction in core 2 O-glycans occurs upon differentiation of 
activated CD8 + cells into memory cells ( 334 , 335 ). On this basis, effector and memory 
CD8 + cells can be distinguished by an antibody, 1B11, which binds to the CD43 
molecule only when it has been modified by core 2 O-glycans ( 336 ). However, it is 
important to bear in mind that even in the absence of antigenic stimulation, memory T 
cells appear to be more metabolically active and less “resting” than typical naïve T cells, 
periodically entering cell cycle and undergoing activation in response to cytokines (see 
later discussion). Hence, even markers of recent activation may be insufficient to 
differentiate effector and memory T cells.

Another factor that complicates the identification of memory T cells is the fact that naïve 
T cells can, at least under experimental conditions, express a “memory phenotype” in 
the apparent absence of antigenic stimulation. This has been shown to occur after the 
adoptive transfer of small numbers of naïve T cells into lymphopenic recipients in 
several different mouse models ( 337 , 338 , 339 , 340 , 341 , 342 , 343 , 344 and 345 ). In this 
situation, naïve T cells exhibit a slow rate of proliferation that is dependent on their 
ability to interact with self-MHC/peptide complexes. This response, homeostatic 
proliferation, is distinct from that induced by antigenic stimulation in that the peptides 
being recognized represent low-affinity TCR ligands that may be related to the peptides 
involved in positive selection in the thymus ( 337 , 338 , 341 ). In addition to MHC and 
peptide, homeostatic proliferation is dependent on cytokines, particularly IL-7 and IL-4 ( 
102 , 105 , 346 ). Notably, T cells proliferating in this way take on many of the characteristics 
of typical memory cells, including (for CD8 + T cells) up-regulation of CD44, CD122, and 
Ly-6C and the ability to rapidly secrete IFN-? and become cytotoxic effectors when 
stimulated with cognate antigen. Whether these changes are permanent or transient is 
an unresolved issue. In one study, the T cells stopped dividing and reacquired the 
characteristics of naïve T cells when the cellularity of the host lymphoid compartment 
was restored ( 342 ), whereas in another study, the transferred cells retained a memory 
phenotype indefinitely ( 344 ). More important, it is unclear whether homeostatic 
proliferation contributes to the formation of the pool of memory-phenotype T cells 
present in normal mice. However, very few memory-phenotype T cells are observed in 
germ-free mice ( 309 ) or in most TCR transgenic mice in the absence of challenge with 
specific antigen [for examples, see Rogers et al. ( 347 ), Saparov et al. ( 348 ), and 
Sepulveda et al. ( 349 )], which would argue that most memory-phenotype T cells are 
generated through antigenic rather than homeostatic stimulation. Nevertheless, it 
remains possible that phenotypic conversion in the absence of antigen could make a 
substantial contribution to the memory pool during conditions of lymphopenia.

Identification of Memory B Cells

Identification of memory B cells is more straightforward than for memory T cells for two 
main reasons. First, memory B cells are clearly distinct from fully differentiated plasma 
cells. Thus, as described previously, these two cell types represent the products of 
separate differentiation pathways. Furthermore, memory B cells and plasma cells are 



phenotypically very different: Memory B cells are small and express surface 
immunoglobulin and class II MHC, whereas plasma cells are large and generally lack 
surface immunoglobulin and MHC class II ( 350 , 351 ).

Second, memory B cells are easily distinguished from naïve B cells by multiple 
parameters. For example, somatic hypermutation of Ig genes is prominent in memory B 
cells but largely undetectable in naïve B cells ( 193 , 352 , 353 ) [although in some species, 
such as sheep, hypermutation is involved in generating the primary Ig repertoire in an 
antigen-independent manner ( 354 )]. Clearly, there are practical limitations to isolating 
memory B cells on the basis of sequencing rearranged Ig genes. Nevertheless, the fact 
that somatic mutation is a bona fide distinction between memory and naïve B cells is 
useful for retrospective analysis of memory markers—that is, as evidence for the 
presence of memory B cells in cell populations separated on the basis of putative cell 
surface memory markers. One caveat to this approach, however, is that some cells 
exiting GC may bear unmutated Ig (BCR) genes ( 355 ), presumably because some 
germline-encoded BCR have sufficient affinity for antigen to compete successfully with 
mutated BCR.

Because most memory B cells undergo Ig class switching in response to antigen, 
typical memory B cells express Ig isotypes other than IgM or IgD ( 356 , 357 and 358 ). 
However, Ig class switching is not an inevitable consequence of B-cell activation. In this 
regard, work in mice ( 358 , 359 and 360 ), rats ( 361 ), and humans ( 362 , 363 , 364 , 365 and 366 ) 
has demonstrated the existence of sIgM+ memory B cells. In fact, in human peripheral 
blood, more than half of the B cells carrying mutated variable region genes are sIgM + ( 
366 ). Notably the majority of these cells also express sIgD.

In contrast, human B-cell expression of two other cell surface molecules, CD27 and 
CD148, correlates very closely with the presence of somatically mutated variable region 
genes, irrespective of sIg isotype; this was shown to be true for peripheral blood cells 
and splenic B cells ( 366 , 367 ). Of note is that there are very few CD27 + B cells in cord 
blood, which is consistent with the idea that expression of this molecule is dependent 
on prior exposure to antigen ( 368 , 369 ). Direct comparisons of CD27 + and CD27 - B 
cells revealed that the former cells expressed lower levels of CD23 and higher levels of 
CD21, CD39, CD70, CD80, CD86, and sIgM or sIgA ( 366 , 367 , 369 , 370 and 371 ). In 
addition, CD27 + B cells are slightly larger than CD27 - cells and have been shown to 
differentiate more rapidly into AFCs when stimulated in vitro ( 367 , 369 , 370 ); the latter 
property has been noted for memory B cells isolated from tonsils ( 372 ).

In mice, markers that have been used to identify memory B cells include CD44 ( 373 ) 
and HSA ( 374 , 375 ). As for T cells, CD44 is up-regulated upon B-cell activation and is 
expressed at high levels on short-term IgG-secreting cells as well as on long-term 
antigen-primed cells ( 373 ). Conversely, HSA expression increases after initial B-cell 
activation and remains high on antibody-secreting cells, whereas memory B cells are 
HSA low ( 374 , 375 ). In addition, changes in HSA expression appear to correlate with the 
history of antigen exposure: immature, recent bone marrow–emigrant B cells express 



very high levels of HSA ( 156 , 376 ), and overall HSA expression on B cells decreases as 
mice age ( 375 ). Of note is that HSA expression on B cells is maintained in germ-free 
and nude mice, which is consistent with the notion that HSA down-regulation is a result 
of T cell–dependent immune responses ( 375 ).

Although most memory B cells have an HSA low phenotype, HSA expression may not 
be a definitive memory marker. As described earlier, some workers argue that 
precursors of memory B cells are HSA low ( 208 , 209 , 210 and 211 ). Furthermore, studies 
have shown that some memory B cells express higher levels of HSA than naïve B cells 
( 377 ). Clearly, other markers are needed to define memory B cells. On this point, it is 
notable that IgM -IgD -IgG + memory B cells include both B-220 hiCD19 + and B-220 
-CD19 - cells, whereas B-220 - cells can be further divided into CD11b ++IgG + and 
CD11b +IgE + subsets ( 377 , 378 ). This finding implies that memory B cells show 
considerable phenotypic heterogeneity.

FACTORS CONTRIBUTING TO MEMORY

The factors contributing to the intensity of memory responses can be grouped into three 
categories: (a) continued expression of effector activity, (b) systemic differences 
between the memory and naïve state, and (c) altered properties of memory cells on a 
per-cell basis ( Table 2). These factors are discussed in turn.

 
TABLE 2. Factors contributing to immunological memory

Continued Expression of Effector Activity

As discussed, antibody secretion can continue indefinitely after infection or vaccination. 
In addition, although most direct effector T-cell activity disappears after the resolution of 
the acute immune response, some T cells exhibiting the characteristics of effector T 
cells can be detected long after the infection has been cleared ( 329 , 379 , 380 , 381 , 382 , 383 

and 384 ). As discussed earlier, these cells are now commonly referred to as effector 
memory cells and are particularly prominent at mucosal sites ( 60 , 62 , 385 ). Whether 
such continued expression of effector activity should be classified as a “memory” 
function depends in part on the type of memory being considered. In terms of protection 
against reinfection, preexisting effector activity is of obvious importance for inducing an 
immediate response to the pathogen. Although not essential for the rapid generation of 



a secondary immune response, preexisting effectors may have important 
consequences for how the antigen is seen during the secondary response. For 
example, rapid clearance of the antigen/pathogen by effector T cells may dramatically 
reduce the amount of antigen seen by other immune cells, and binding of the antigen 
by high-affinity, isotype-switched antibodies influences its capture and presentation by 
APCs. Therefore, these factors need to be borne in mind in considering the contribution 
of continued effector activity to the secondary response.

Systemic Differences between the Memory and Naïve State

Two systemic features of memory cells cause secondary responses to pathogens to be 
more effective than primary responses. First, the frequency of antigen-specific T and B 
memory cells is much higher than that of naïve cells ( 12 , 14 , 15 , 34 , 386 , 387 , 388 , 389 , 390 , 
391 and 392 ). This increase in frequency confers a strong kinetic advantage during the 
secondary response; thus, in contrast to the primary response, only a few cell divisions 
are needed to generate large numbers of effector cells in the secondary response. 
Second, unlike naïve T cells, effector memory T cells make rapid contact with 
pathogens, through their ability to migrate into inflamed tissues, and accumulate at 
mucosal sites ( 60 , 62 , 88 , 99 , 278 , 393 , 394 ). In this regard, it is well documented that 
subpopulations of memory T cells possess the capacity to migrate preferentially to 
different tissues: for example, the gut versus skin ( 297 , 298 , 393 , 395 , 396 , 397 and 398 ). 
This tissue-specific homing ability is linked to the expression of unique combinations of 
adhesion molecules and chemokine receptors and may be related to the initial 
conditions of activation ( 397 , 398 and 399 ).

Localization within peripheral tissues allows memory T cells to make immediate contact 
with pathogens at their site of entry. In view of the ability of effector memory cells to 
rapidly express effector activity ( 88 , 380 ) (see previous discussion), this type of local 
memory response presumably has a much shorter lag time between infection and T 
cell–mediated clearance of the pathogen than does a primary immune response, in 
which T cells must first respond and expand in secondary lymphoid organs before 
migrating to the periphery. In this respect, there is evidence that CD4 + memory T cells 
that persist in the lung after Sendai virus infection of mice mediate strong protection 
against secondary infection ( 394 ). Such protection is presumably a reflection of both an 
increased frequency of antigen-specific cells and the less stringent activation 
requirements for T memory cells (see later discussion). Local responses by memory 
cells are likely to be restricted to the subset of effector memory cells. Like naïve T cells, 
central memory cells are relatively quiescent and need to be activated by antigens in 
the secondary lymphoid organs before contacting pathogens in mucosal sites.

Altered distribution of effector and memory cells in comparison with naïve cells is also a 
characteristic of B-cell memory. For AFCs, their localization is linked to their mode of 
effector activity, which differs from that of effector T cells in two key aspects. First, 
AFCs do not require contact with antigen in order to exert their effector activity; rather, 
they constitutively secrete antibodies. Second, because antibodies act systemically, 
AFCs do not require close contact with antigen. For these reasons, AFCs localize in 
highly vascularized regions that optimize systemic distribution of antibody, notably in the 



bone marrow, the red pulp of the spleen, the LN medulla, and the lamina propria of the 
gut ( 185 , 400 , 401 , 402 and 403 ).

Recall responses of memory B cells are dependent on T-cell help ( 404 ), thus restricting 
the generation of B-cell memory responses to secondary lymphoid organs. 
Nevertheless, the distribution of memory B cells within these organs is somewhat 
different than for naïve B cells. In particular, a population of somatically mutated 
memory B cells is found in the marginal zone of the spleen (which separates B-cell 
follicles from the red pulp) and also in extrafollicular areas of LN ( 361 , 367 , 405 , 406 , 407 

and 408 ). The memory B cells in the splenic marginal zone apparently do not recirculate 
( 409 , 410 ) but migrate rapidly to the T-cell zone after reexposure to antigen ( 182 , 361 ). 
Localization in the marginal zone may afford memory cells rapid access to blood-borne 
antigens, inasmuch as these areas of the spleen are perfused by blood sinusoids ( 411 ). 
Similarly, the marginal zone–like extrafollicular areas of LN enable rapid contact of 
memory B cells with antigen. In mucosal lymphoid organs, in which antigen influx 
occurs across a mucosal epithelium, memory B cells can be found in the intraepithelial 
areas ( 412 , 413 ).

Unlike the population of memory B cells resident in the marginal zone, other subsets of 
memory B cells recirculate between blood and lymph ( 414 , 415 , 416 , 417 , 418 , 419 and 420 ). 
As for memory T cells, there is heterogeneity in the expression of homing receptors 
among recirculating memory B cells, which suggests the existence of subpopulations of 
cells with preferential homing to different tissues ( 421 , 422 , 423 , 424 and 425 ). Thus, sIgA + 
memory B cells express the a4ß7 integrin, a receptor for vascular mucosal addressin 
cell adhesion molecule 1, which is required for lymphocyte homing to Peyer’s patches 
and intestinal lamina propria ( 426 , 427 and 428 ). Although homing to these sites is a4ß7 
dependent, sIgA + memory cells show heterogeneity in the expression of a4ß7 and 
other homing receptors, which suggests further subspecialization in their ability to home 
to different mucosal sites ( 425 ). Extensive recirculation through mucosal sites 
presumably allows memory B cells to make rapid contact with pathogens during 
secondary infection. In addition, memory B cells may be intrinsically more mobile than 
naïve B cells: In rats, memory B cells reenter the thoracic duct more rapidly than naïve 
B cells upon intravenous injection ( 415 , 417 ).

Altered Properties of Memory Cells on a Per-Cell Basis

In addition to the systemic differences in frequency and distribution just discussed, for T 
cells there is considerable evidence that memory cells respond to antigen in a 
qualitatively different way than do naïve cells. Much of the early work on this topic 
centered on comparing the responses of naïve- and memory-phenotype T cells to 
mitogens, mitogenic antibodies, or allogeneic stimuli; use of these surrogate antigens 
was necessary at the time because of the very low frequency of naïve T cells against 
any particular antigen. In general, these studies showed that memory-phenotype T cells 
were more easily activated, were less dependent on co-stimulation, and secreted a 
much broader range of cytokines than did naïve-phenotype cells ( 274 , 309 , 390 , 429 , 430 , 
431 , 432 , 433 , 434 , 435 and 436 ). However, it was difficult to draw firm conclusions regarding 



the responsiveness of memory T cells from these experiments because of the relatively 
unphysiological stimuli employed and uncertainty surrounding the use of phenotypic 
markers to distinguish memory cells from effectors.

Subsequently, the availability of TCR transgenic mice has made it possible to isolate 
naïve T cells of known specificity in large numbers and to compare their response to 
antigen with that of memory T cells expressing the same TCR. Numerous studies 
utilizing this approach to characterize both CD4 + and CD8 + T cell responses (both in 
vitro and in vivo) have been reported. The most consistent observation, which applies to 

both CD4 + and CD8 + cells, is that memory T cells express effector functions (e.g., 
cytolytic activity or secretion of cytokines other than IL-2) much more rapidly than do 
naïve cells upon restimulation with antigen ( 329 , 383 , 437 , 438 , 439 , 440 and 441 ). 
Nevertheless, other proposed attributes of memory T cells, including a lower threshold 
for antigenic stimulation and an ability to enter cell cycle faster than naïve T cells after 
stimulation, are more questionable. For example, some studies reported that memory T 
cells can respond to lower concentrations of antigen than can naïve T cells ( 82 , 83 , 328 , 
441 , 442 ), whereas others failed to detect any difference between these cells ( 437 , 438 , 440

 ). Likewise, there are discrepancies on whether memory T cells proliferate faster ( 439 , 
443 ) or with the same kinetics ( 440 ) as naïve T cells and whether the magnitude of the in 
vivo response of memory cells is greater than ( 81 , 443 ) or equivalent ( 440 ) to that of 
naïve cells.

Several factors may contribute to these discrepancies. First, because different TCR 
transgenics were utilized in these studies, the affinity of the TCRs for their respective 
peptide/MHC ligands may have varied considerably. This could contribute to the 
conflicting results if a lowered threshold of responsiveness is detected only when the 
TCR is of relatively low affinity. Second, the nature of the in vivo challenge may 
determine whether differences are observed in the response by naïve versus memory T 
cells. For example, a weak stimulus such as immunization with cells expressing a minor 
histocompatibility difference (e.g., H-Y) might be more likely to favor an enhanced 
response by memory cells than a would potent stimulus such as a virus infection. 
Finally, the properties of memory cells could be heavily influenced by how these cells 
were initially primed. As discussed previously, there appears to be considerable 
heterogeneity amongst memory T cells, which could be related to the particular 
conditions encountered during initial activation or the duration of contact with antigen. 
Hence, the response observed could depend crucially on the ratio of central and 
effector memory cells within the population being studied.

In this respect, it is of interest to determine whether the accelerated expression of 
effector activity that has been described for memory T cells applies to both central and 
effector memory cells or only to effector memory cells. Thus, the question of whether 
purified central memory cells can enter into cell cycle faster than naïve cells remains 
unresolved. In practice, however, the high precursor frequency of memory T cells is 
probably much more important than enhanced entry into cell cycle. For example, an 
increase in precursor frequency of 100-fold for T memory cells would reduce the 
number of cell divisions required to generate a given number of effector cells by 
sevenfold, in relation to naïve T cells. With a cell cycle time of 6 to 8 hours, this would 



shorten the response time by several days. In comparison, the difference noted 
between the times taken for naïve versus memory T cells to commence cell division is 
quite short (i.e., 27 vs. 12 hours). Nevertheless, in combination, both of these factors 
may ensure that the response of memory T cells is rapid and intense.

Notwithstanding the uncertainty surrounding the functional responsiveness of memory 
cells, some biochemical differences between naïve and memory T cells that could 
confer different biological properties on these cells have been described. For example, 
in relation to naïve cells, memory cells show differences in the phosphorylation and 
association of signaling components of the TCR/CD3 complex ( 444 ), expression of the 
linker/adapter molecule SLP-76 ( 445 ), the pattern of calcium influx in response to TCR 
stimulation ( 446 ), expression of the tyrosine kinase Lck and association of Lck with CD8 
( 83 , 447 ), and association of CD45 isoforms with the TCR and CD4 ( 448 , 449 ). In 
addition, memory T cells appear to be more metabolically active than naïve T cells, 
perhaps by remaining in the G1 rather than the G0 stage of the cell cycle ( 443 , 450 ), and 
may express messenger RNA for effector cytokines before secondary stimulation ( 439 , 
443 ). Whether each of these attributes apply to all memory T cells or only to specific 
subpopulations remains to be investigated.

Another factor that may contribute to T-cell memory is affinity maturation. Thus, 
although TCRs apparently do not undergo somatic hypermutation, there is evidence 
that T cells expressing TCRs with higher affinity for antigen are recruited selectively 
during the immune response. This phenomenon is apparent during the primary 
response ( 66 , 451 , 452 , 453 and 454 ) but is most evident after repeated exposure of the 
host to the same antigen ( 65 , 84 , 85 , 451 , 455 ). Competition for limiting amounts of 
antigen favors the emergence of high-affinity cells ( 455 , 456 and 457 ). In this regard, it 
was reported that high-affinity T cells can actively down-modulate peptide/MHC 
complexes on APCs, thus reducing the amount of antigen available to lower affinity 
cells ( 458 ). At the structural level, TCR affinity maturation appears to result from the 
loss of cells expressing TCRs with the fastest dissociation rates for peptide/MHC 
binding ( 84 , 85 ). Therefore, the available data support the idea that memory T cells may 
represent a population of cells selected from the initial responding population on the 
basis of having a higher affinity for antigen. Any role for TCR affinity differences in the 
functional responsiveness of naïve versus memory cells would not have been apparent 
in the studies of TCR transgenic cells cited previously. Nevertheless, for polyclonal T 
cells, it should be noted that the increases in affinity observed for TCRs (twofold to 
fourfold) are relatively modest.

Like memory T cells, memory B cells exhibit functional differences from naïve B cells at 
the single-cell level. Of note is that memory B cells appear to be more easily stimulated 
in vitro than are naïve cells, responding to lower amounts of antigen and showing less 
dependence on T cells and cytokines such as IL-6 ( 208 , 459 , 460 and 461 ). It has also 
been reported that memory B cells differentiate into AFCs more rapidly than do naïve B 
cells ( 372 ). Thus, human tonsillar memory B cells give rise to many times more AFCs 
than do naïve B cells after stimulation with CD40L and cytokines, whereas naïve cells 
generate a larger number of nondifferentiated blast cells. The authors of this report 



proposed that this bias toward terminal differentiation might help prevent the 
accumulation of memory B cells with successive stimulations and could contribute to 
the enhanced production of antibodies during the secondary response.

As discussed earlier, the GC reaction during the primary response causes memory B 
cells to produce somatically mutated high-affinity antibodies ( 359 , 387 , 388 and 389 , 460 , 462

 , 463 , 464 , 465 , 466 , 467 , 468 , 469 , 470 , 471 , 472 , 473 , 474 , 475 and 476 ). The capacity of memory 
B cells to synthesize high-affinity antibody, combined with the ability of these cells to 
rapidly differentiate into AFCs, causes secondary humoral responses to be much more 
effective than primary responses. Furthermore, the expression of high-affinity BCRs by 
memory B cells presumably enhances the sensitivity of these cells to antigen ( 477 ).

In addition to expressing sIg with high affinity for antigen, it was mentioned earlier that 
memory B cells frequently express Ig isotypes other than IgM or IgD ( 357 , 478 , 479 ). 
Hence, because of prior class switching, memory B cells lead to much earlier synthesis 
of IgG and IgA antibodies than do naïve B cells. Interestingly, one study indicated that 
cell surface expression of switched isotypes of immunoglobulin can enhance 
differentiation into antibody-secreting cells ( 480 ). In analysis of the in vivo response of B 
cells expressing transgenic immunoglobulin with identical high-affinity variable regions 
but differing in their cytoplasmic domains, it was shown that the cytoplasmic tail of IgG 
conferred a greatly increased production of AFCs. This appeared to be caused by a 
reduction in the loss of cells during clonal expansion rather than by increased 
proliferation.

LIFE SPAN AND TURNOVER OF MEMORY CELLS

Life Span of Memory T Cells

At a population level, mature T cells can survive for long periods of time in situations in 
which there is no possibility for the input of newly generated T cells: for example, in 
thymectomized animals or after adoptive transfer to T cell–deficient recipients ( 481 , 482 , 
483 , 484 , 485 , 486 , 487 , 488 and 489 ). Under these conditions, memory T cells persist 
indefinitely. For naïve T cells, the life span of these cells in mice has been estimated to 
be approximately 6 months to a year, on the basis of the rate at which responsiveness 
to neoantigens is lost after thymectomy ( 481 , 482 and 483 , 485 , 490 ). However, in addition 
to death, the slow disappearance of naïve T cells may reflect conversion to memory 
cells as the result of exposure to environmental antigens. Furthermore, studies 
supporting a role for specific peptides in the maintenance of naïve T cells (see later 
discussion) suggest that naïve T cells of different specificities may be lost at different 
rates. Nevertheless, it is clear that both naïve and memory T cells are relatively 
long-lived at a population level.

In theory, T cells could be maintained through continuous cell proliferation and death 
(i.e., turnover) or by longevity at the single-cell level. However, it was evident from early 
experiments involving 3H-thymidine infusion into rodents that the majority of T cells in 
peripheral lymphoid organs remain in interphase for weeks or months ( 491 , 492 , 493 , 494 



and 495 ). From studies in mice, the life span (period of interphase) of T cells in thoracic 
duct lymph was calculated to be approximately 4 to 6 months ( 493 ), a period that is 
remarkably similar to the estimated half-lives of CD4 + and CD8 + T cells in human 
peripheral blood (87 and 77 days, respectively) obtained from studies of healthy 
subjects infused with 2H-glucose ( 496 ).

The turnover of naïve- and memory-phenotype T cells has been examined in many 
different species by measuring the rate at which these cells incorporate DNA 
precursors. Through this approach, the common finding in mice ( 19 ), sheep ( 278 ), 
rhesus macaques ( 497 ) and humans ( 498 ) is that T cells with a memory phenotype are 
turning over much more rapidly than naïve-phenotype T cells. For example, the half-life 
of memory-phenotype (CD45R0 +) T cells in the peripheral blood of healthy humans 
was calculated to range from 22 to 79 days, whereas the half-life of naïve-phenotype 
(CD45RA +) T cells is on the order of 116 to 365 days ( 498 ). These values are roughly 
similar to what has been obtained in other animals, which indicates that cell life span 
and turnover are intrinsic properties of T cells and not a function of the life span of the 
host.

These studies suggest that memory T cells are maintained through relatively frequent 
cell division, whereas naïve T cells are much more quiescent. However, a general 
classification of memory T cells as short-lived cells and naïve T cells as long-lived cells 
may be an oversimplification. In DNA labeling studies, there is considerable 
heterogeneity in the rate at which memory-phenotype T cells either incorporate label 
during the infusion period or lose label after the cessation of treatment ( 19 , 498 ). These 
data show that some memory-phenotype T cells can in fact remain in interphase for 
long periods of time, despite the rapid overall turnover of this population. The reason for 
this heterogeneity in kinetic behavior is currently unknown, but two non–mutually 
exclusive explanations are possible. First, heterogeneity in turnover among 
memory-phenotype T cells may reflect the diversity of cell types that can express 
“memory” markers. As discussed previously, these markers do not effectively 
discriminate between recently activated effectors and longer term memory cells. 
However, the possibility that memory-phenotype T cells exhibiting rapid turnover 
represent only recently activated cells has been excluded by studies in mice, in which 
“bona fide” memory T cells generated from TCR transgenic mice or detected by using 
MHC tetramers showed similar rates of cell division in vivo to memory-phenotype T 
cells in normal mice ( 285 , 379 , 499 ). Nevertheless, the possibility that central and effector 
memory cells exhibit different rates of turnover remains to be explored.

Second, different rates of cell division among memory T cells could reflect differences 
in the availability of proliferative stimuli for subpopulations of memory cells. Such a 
mechanism would be easiest to imagine if contact with antigen were the primary 
stimulus for memory T-cell turnover. Hence, memory T cells specific for antigens that 
persist would be periodically triggered through the TCR and divide, whereas memory 
cells against nonpersisting antigens would remain in a nondividing state. In this regard, 
studies in mice have yielded conflicting results regarding the possible role of antigen in 
promoting turnover of CD4 + versus CD8 + memory T cells. For CD8 + cells, TCR 



triggering does not appear to be necessary to drive cell division, inasmuch as CD8 + 
memory T cells continue to divide after adoptive transfer to MHC class I-deficient hosts 
( 285 , 500 ). In contrast, it has been reported that CD4 + memory T cells (derived from Th2 
effectors) exhibit only a very slow rate of proliferation after parking in class II 
MHC–deficient hosts ( 501 ). This observation suggests that contact with MHC may 
contribute to the rapid turnover of CD4 + memory T cells, although the question of 
whether recognition of specific antigen was required or whether contact with MHC plus 
self-peptide (see later discussion) was sufficient was not addressed. However, an 
alternative explanation for these data is that the particular memory cells examined in 
this study (i.e., Th2 effector memory cells) represent a slowly turning over 
subpopulation. Because turnover was not assessed after transfer of these cells to class 
II MHC–positive mice, this remains an open question.

Life Span of Memory B Cells

In vivo DNA labeling studies have shown that B cells in the periphery have an average 
life span of several weeks to months ( 155 , 156 , 179 , 493 , 502 , 503 , 504 , 505 and 506 ). These 
cells can be divided into a minor (10% to 15%) population of HSA hi cells with a rapid 
turnover and a longer lived HSA lo/int subset ( 156 , 376 , 504 , 505 and 506 ). The short-lived 
cells correspond to the transitional, immature B cells of the spleen; these cells either 
are selected into the peripheral recirculating pool or die within a few days of export from 
the bone marrow (see previous discussion). Their brief life span may be related to low 
expression of the antiapoptotic molecule A1, which is expressed at tenfold higher levels 
in the long-lived peripheral B cell pool ( 507 ).

Among mature B cells, there is only limited information available regarding the relative 
life spans of naïve versus memory B cells. In one study, it was reported that the cells 
expressing the lowest levels of HSA divide more slowly than HSA int cells ( 508 ). 
Because low expression of HSA has been considered a marker of memory B cells, this 
result implies that memory B cells, unlike memory T cells, turn over more slowly than 
their naïve counterparts. However, because the HSA lo phenotype has also been 
associated with memory B cell precursors (see previous discussion), this remains an 
open question. Nevertheless, direct analysis of antigen-binding, isotype-switched 
memory B cells in mice has provided evidence that memory B cells do in fact have a 
relatively slow rate of turnover ( 509 ). In this study, only 12% of memory B cells divided 
over a 5-week period when labeling was started 10 weeks after immunization with a 
protein antigen in adjuvant. Examination of memory B cell turnover in other systems, 
plus analysis of sIgM + memory B cells, is necessary to confirm the generality of this 
finding.

There appears to be considerable heterogeneity in the life span of AFCs ( 185 , 510 ). 
Although plasma cells themselves are nondividing ( 206 ), a large proportion of AFCs is 
labeled rapidly upon infusion of DNA precursors, which indicates that these cells have 
been recently derived from dividing progenitors. A short life span (a few days) applies to 
most AFCs generated in the spleen and intestinal lamina propria during primary 
immune responses, although a small proportion of the cells in these locations may 



survive for several weeks ( 185 , 510 ). In contrast, there is strong evidence that a 
significant proportion of AFCs in the bone marrow can be very long-lived; some of these 
cells survive and secrete antibody for more than a year ( 511 , 512 ).

MAINTENANCE OF MEMORY

Maintenance of T-Cell Memory

Since 1990, considerable progress has been made toward understanding how T cell 
memory is maintained. During this time, much debate has centered on the issue of 
whether maintenance of memory requires periodic contact with antigen. Because many 
pathogens can persist at low levels in the host ( 13 ), and because even nonreplicating 
antigens can remain trapped for substantial lengths of time on the surface of FDCs ( 513 

, 514 ), it seems possible and perhaps even likely that persisting antigen could affect the 
behavior of memory cells. Thus, if memory T cells can gain access to antigen in 
recognizable form (i.e., as peptide/MHC complexes expressed on cells encountered 
during normal T-cell migration), intermittent contact with antigen may induce some 
degree of T-cell activation, possibly affecting cell life span, migration, and effector 
function. Furthermore, because memory T cells appear to be more easily triggered by 
cross-reactive antigens than are naïve T cells, this type of stimulation might not even 
require the original priming antigen ( 515 , 516 ).

However, despite the likelihood that reencounter with antigen affects the behavior of 
memory T cells, and despite evidence from a variety of studies that memory wanes 
more rapidly in the absence of antigen ( 517 , 518 , 519 and 520 ), it is now clear that memory 
T cells can survive long term in the complete absence of specific antigen. Both for CD4 
+ and CD8 + T cells, numerous studies in mice have shown that memory T cells of 
defined specificity survive indefinitely after transfer to antigen-free hosts ( 63 , 81 , 284 , 285 , 
439 , 443 , 501 , 521 , 522 ). Notably long-term survival also applies for CD4 + and CD8 + 
memory T cells transferred to recipients lacking expression of class II or class I MHC, 
respectively ( 285 , 501 , 523 ). These observations essentially rule out a fundamental 
requirement for cross-reactive antigens in maintaining T-cell memory and further 
indicate that memory T-cell survival is not dependent on signals derived from contact 
between the TCR and MHC plus self-peptides. On this point, memory T cells appear to 
differ from naïve T cells, which in many ( 285 , 500 , 524 , 525 and 526 ) but not all ( 527 , 528 ) 
studies have been shown to exhibit a greatly abbreviated life span in MHC-deficient 
hosts. Furthermore, memory T cells also proliferate after transfer to MHC-deficient mice 
( 285 , 500 , 501 ). In fact, the rate of cell division among CD8 + memory T cells was shown 
to be similar in MHC class I +/+ and MHC class I -/- hosts, which implies that turnover, 
like survival, is regulated by signals independent of TCR triggering ( 285 ). In contrast, as 
mentioned previously, the turnover rate of CD4 + memory T cells is considerably slower 
in class II MHC–deficient mice than in normal mice, although whether this finding is 
applicable to all CD4 + memory cells or only to a subset of these cells is unclear ( 501 ).

Although the ability of memory T cells to survive in an antigen-independent manner is 



now widely accepted, it has been argued that maintaining a high frequency of memory 
cells may be insufficient to provide protective immunity against reinfection at peripheral 
sites ( 13 , 529 , 530 and 531 ). The proponents of this view argue that, at least for CD8 + T 
cells, protective memory is dependent on periodic contact with persisting antigen, which 
confers on memory T cells the ability to migrate rapidly into peripheral tissues and 
generate effector activity. In this regard, it is currently unclear whether 
antigen-independent survival applies to both central and effector memory cells, 
although it was shown in one study that CD8 + memory T cells parked in class I 
MHC–deficient hosts retained the ability to produce IFN-? within 4 hours of 
restimulation ( 285 ). Further investigation is necessary to determine whether effector 
memory T cells persist, die, or return to a “resting” central memory phenotype and also 
whether the preferential accumulation of effector memory T cells in peripheral tissues is 
related to the presence of antigen or other factors at these sites.

Besides antigen, the other main factor that has been studied for its role in the 
maintenance of T cell memory is cytokine-mediated stimulation. Initial interest in the 
role of cytokines in regulating the life span of memory T cells stemmed from the finding 
that injection of either type I IFN or inducers of type I IFN into mice stimulated 
TCR-independent proliferation of memory-phenotype (CD44 hi) CD8 + T cells ( 532 , 533 ). 
Subsequently, a number of other cytokines, including IL-12, IL-15, IL-18, and IFN-? 
were found to have similar effects ( 327 , 534 ). Of the cytokines shown to promote T-cell 
proliferation in vivo, only IL-15 could induce CD44 hi CD8 + T cells to divide when added 

to purified T cells in vitro; the selective responsiveness of CD44 hi CD8 + cells among T 
cells was associated with high expression of the IL-2/IL-15 receptor ß chain (CD122) by 
these cells. However, because type I IFN, IFN-?, IL-12, and IL-18 were all capable of 
up-regulating IL-15 expression by APCs (the latter two through induction of IFN-?), it 
was proposed that IL-15 acted as a common final effector in mediating this 
cytokine-driven “bystander” proliferation ( 327 ).

On the basis of the enhanced proliferation observed after systemic injection of 
cytokines or cytokine inducers, it was hypothesized that the high turnover rate of CD44 
hi CD8 + T cells in normal hosts might reflect intermittent contact of memory T cells with 
background levels of IL-15. In support of this idea, it was shown that injection of 
anti-CD122 antibodies into normal mice markedly reduced the proliferation of CD44 hi 
CD8 + T cells ( 535 ). Although this antibody can block both IL-15– and IL-2–mediated 
signals, it is notable that injection of anti–IL-2 plus anti–IL-2Ra (which affects IL-2 but 
not IL-15 signaling) actually resulted in enhanced CD44 hi CD8 + T cell proliferation. 
This finding implies that IL-15 and IL-2 have opposing effects on CD44 hi CD8 + cell 
proliferation, IL-15 being stimulatory and IL-2 causing inhibition.

Further evidence that IL-15 contributes to T cell memory has come from the analysis of 
IL-15– and IL-15Ra–deficient mice ( 536 , 537 ). Both types of mice show a selective 
reduction in CD44 hi CD8 + T cell numbers, which in IL-15 -/- mice can be reversed by 
repeated treatment with IL-15. Conversely, transgenic mice overexpressing IL-15 have 
increased numbers of memory-phenotype CD8 + T cells ( 100 , 538 ). Therefore, it 



appears that IL-15 is an important regulator of the population of CD44 hi CD8 + T cells 
found in normal mice ( Fig. 5), although definitive evidence of its importance for specific 
memory cells awaits the results of infection/immunization experiments in knockout 
mice.

 
FIG. 5. Maintenance of T-cell memory. Persistence of memory T cells at relatively 
constant frequencies involves considerable cell turnover; periodic proliferation is 
balanced by cell death. Factors that may drive memory T-cell division include antigen, 
which could be either the original priming antigen or molecules possessing 
cross-reactive epitopes, and cytokines. Interleukin (IL)–15 appears to play an important 
role in maintaining CD8 + memory T cells, but the participation of cytokines in regulating 
CD4 + T cell memory is less certain. In addition to driving proliferation, antigen and 
cytokines may induce effector function in memory T cells, whereas cytokines such as 
IL-15 may also act as survival factors. As described in the text, the relationship between 
central memory (M C), effector memory (M E) and effector (E) T cells is unclear. In this 
figure, we speculate that interconversion between these functional states could occur 
depending on the cell’s recent history of contact with antigen or cytokines. Possible 
outcomes of memory T-cell contact with cytokines or antigen or both include (a) cell 
survival without cell division or change in effector activity, (b) proliferation without 
change in effector activity, and (c) acquisition of effector activity, with or without cell 
division. When stimulation by cytokines/antigen is absent, memory T cells may die (d), 
or revert to a lower stage of activation (e).

It is currently unclear why lack of an IL-15 response leads to such a marked reduction in 
CD8 + memory cells. If IL-15 is necessary simply to promote cell division, the 
assumption is that CD8 + memory cells are intrinsically short-lived and therefore must 
be maintained through frequent division. However, as discussed previously, there is 
evidence that at least some memory T cells can persist for long periods of time in a 
nondividing state; this is particularly prominent among memory-phenotype CD8 + T cells 
( 19 ). Alternatively, IL-15 may also participate in the generation or survival of memory 
CD8 cells. In this regard, it is interesting to note that IL-15 up-regulates expression of 
the prosurvival factor Bcl-2 in CD8 + T cells ( 539 ), and CD8 + memory cells examined 
directly ex vivo express higher levels of Bcl-2 than do naïve T cells ( 539 , 540 ). If IL-15 



promotes both proliferation and survival of memory-phenotype CD8 + cells, this could 
account for the accumulation of these cells in IL-15 transgenic mice.

It should be pointed out that a small population of CD44 hi CD8 + T cells is present in 
IL-15 -/- mice ( 53 ). Interestingly, these cells express low levels of CD122 and may 
correspond to a minor subset of CD44 hi CD8 + T cells found in normal mice that fail to 
proliferate in response to IL-15 ( 327 ). In contrast to CD122 hi cells, the CD122 lo subset 
of CD44 hi CD8 + cells may have an abbreviated life span. Thus, as discussed earlier, 
in vitro activated T cells expressing high levels of CD122 formed long-lived memory 

cells on adoptive transfer, whereas CD122 lo cells disappeared within a few weeks ( 103 

). Even though the stimulus used for CD122 up-regulation in vitro, IL-4, may have had 
other effects on the T cells, these results are consistent with the idea that activated 
CD122 lo CD8 + T cells have only a short life span. Further support for this notion 
comes from the phenotype of the residual memory-phenotype cells present in IL-15Ra 
-/- mice ( 541 ): Unlike most CD44 hi CD8 + T cells in normal mice, CD44 hi CD8 + T cells 
in IL-15Ra -/- mice do not express higher levels of Bcl-2 than naïve CD8 + T cells.

Another cytokine that has been reported to influence the kinetic behavior of 
memory-phenotype CD8 + T cells is IL-2 ( 535 , 542 ). As mentioned previously, blocking 
the activity of IL-2 in vivo appears to enhance proliferation of CD44 hi CD8 + T cells to 
IL-15. At face value, this finding appears paradoxical, because both IL-2 and IL-15 
utilize common ß and ? chains for signaling ( 331 ). However, it is possible that the 
inhibitory effects of IL-2 on T-cell proliferation in vivo are mediated indirectly, perhaps 

through the stimulation of another cell type, which then blocks CD8 + T cell division. 
One possible mediator of the inhibitory effect of IL-2 is the so-called CD4 + regulatory T 
cell, which is characterized by expression of the IL-2R a chain (CD25) ( 543 , 544 ). A 
prominent characteristic of these cells is their ability to inhibit T-cell proliferation, which 
may be mediated in part through production of transforming growth factor ß ( 545 , 546 ). 
In this respect, it is notable that there is a massive expansion of CD44 hi CD8 + T cells 
in mice expressing a dominant negative form of the type II transforming growth factor ß 
receptor ( 137 ).

In addition to regulating their life span and turnover, cytokines may also have functional 
effects on memory T cells. For example, repeated injection of mice with IL-15 was 
shown to prolong protection against infection with Toxoplasma gondii ( 547 ). The 

increased resistance, which is mediated by CD8 + T cells, was associated with an 
increased frequency of Toxoplasma-specific memory CD8 + T cells. However, given 
that animals were challenged with a lethal dose of the pathogen, it is possible that IL-15 
also promoted the survival or generation, or both, of effector memory cells, thus 
potentiating a rapid response to the infection. More support for this idea has come from 
an examination of the effects of cytokines on human CD4 + T cells in vitro ( 548 ). In this 
study, it was shown that some central memory T cells acquired the characteristics of 
effector memory cells when cultured in the presence of a mixture of cytokines. This 



observation is corroborated by studies in mice, in which a combination of IL-12 and 
IL-18 was shown to induce expression of IFN-? by CD44 hi CD8 + T cells ( 549 ). These 
results raise the possibility that the preferential persistence of effector memory T cells in 
mucosal sites may be related to the cytokines expressed in these tissues.

Unlike the situation for CD8 + T cells, there is currently little information regarding a 
possible role for cytokines in the maintenance of CD4 + memory T cells. IL-15 induces 
only poor proliferation of memory-phenotype CD4 + T cells in vivo and in vitro, and 
these cells are found in normal numbers in IL-15– and IL-15–deficient mice ( 327 , 536 , 537

 ). Likewise, there is little effect on the turnover of CD44 hi CD4 + T cells in mice after 
injection of a number of other cytokines and cytokine inducers that stimulate a marked 
response by CD44 hi CD8 + T cells ( 532 , 533 and 534 , 550 ). Therefore, if CD4 + memory 
T-cell life span is under the regulation of cytokines, the factors involved are clearly 
distinct from those affecting CD8 + memory T cells. In addition, the generation of 
long-lived CD4 + memory T cells from ? c-deficient precursors implies that none of the 
cytokines using this receptor component (IL-2, IL-4, IL-7, IL-9, or IL-15) is essential for 
survival of CD4 + memory cells ( 105 ). Currently, the best evidence for cytokine-driven 
bystander proliferation of CD4 + memory cells comes from a study in which 
memory-phenotype CD4 + T cells were shown to divide in vivo after activation of natural 
killer T cells, through a mechanism that is dependent on IL-12 or IFN-? ( 551 ).

Maintenance of B-Cell Memory

There is less consensus concerning the possible role of persisting antigen in 
maintaining B-cell memory. As with T cells, it seems likely that intermittent contact with 
antigen by memory B cells modifies the behavior of these cells, but whether such 
contact is an absolute requirement for memory maintenance is a matter of debate. The 
ability of antigen to persist in an area that is accessible to B cells [i.e., on FDCs ( 513 , 514 

)], combined with the apparent short life span of many AFCs ( 185 , 510 ), contributed to 
the view that continued production of antibody is strictly dependent on persistence of 
antigen. Similarly, B cell memory appears to wane after adoptive transfer of cells from 
immune to naïve animals in the absence of antigen, which implicates a role for antigen 
in prolonging the survival of memory B cells ( 388 , 552 ). However, these long-held views 
have been challenged by two key findings. First, the discovery of a long-lived population 
of AFCs that can persist in the absence of antigen implies that at least a proportion of 
long-term antibody production is independent of persisting antigen ( 511 , 512 , 553 ). 
Second, an elegant in vivo system was used to show that memory B cells can survive 
for a long time in the absence of stimulation by the immunizing antigen ( 554 ). Here, the 
Cre recombinase system was used to switch the specificity of the sIg expressed on 
preexisting memory B cells so that these cells could no longer bind to the original 
priming antigen. In this model, the frequency of switching was less than 100%, so that 
memory B cells expressing the original specificity were also present in the same mice. 
The striking finding was that the life spans of the two types of memory B cells were 
indistinguishable, and both antigen-binding and non–antigen-binding cells survived 
long-term. Although this experiment does not rule out the possibility that the switched 



memory B cells may have been stimulated by antigens that were cross-reactive with the 
new immunoglobulin, it clearly excludes an essential role for persistence of the priming 
antigen in the maintenance of memory B cells.

Little information is available concerning other factors that may control the survival of 
memory B cells, although it is clear that CD4 + T cells are not required ( 555 ). The 
possible involvement of factors capable of inducing up-regulation of Bcl-2 is suggested 
by the greatly increased life span and accumulation of memory B cells expressing a 
Bcl-2 transgene ( 255 ). However, the nature of the stimuli involved and the relevance of 
these findings to normal memory B cell survival remain to be explored.

CONCLUDING REMARKS

Although the main features of immunological memory are now well understood, several 
fundamental questions remain, especially regarding the generation and maintenance of 
memory. Here, the chief problem is that immune memory is strictly an in vivo 
phenomenon and reflects the function of the immune system as a whole rather than of 
individual cells. Nevertheless, the application of molecular approaches to the study of in 
vivo immune responses is rapidly providing important insights into the elemental basis 
of immune memory; at the same time, these approaches are also revealing previously 
unrecognized levels of complexity in the immune system. Continuing these studies is 
clearly of great importance, both for the fundamental understanding of the immune 
system and for the rational design of vaccines.
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INTRODUCTION

At the turn of the century, Ehrlich and Morgenroth ( 1 ) observed that goats they had 
injected with red blood cells from another goat always made hemolytic antibodies 
directed against the immunizing cells, but these antisera never reacted against the 
recipient’s own red blood cells. Furthermore, they deliberately immunized a goat with its 
own red blood cells and also observed that no antibody response was elicited. They 
coined the Latin phrase “horror autotoxicus” to describe this situation. To them the term 
meant that the animals avoided self-destructive responses, although it has often been 
interpreted by others to mean a failure to make any immune responses against 
self-components. In this chapter, we retain Ehrlich’s perspective. Hence, we define 
tolerance as a physiologic state in which the immune system does not react 
destructively against the components of an organism that harbors it or against antigens 
that are introduced to it. Destructive responses are prevented by a variety of 
mechanisms that operate during development of the immune system and during the 
generation of each immune response. Pharmacologic manipulations are not included. 
This broad view allows one to consider immunoregulation as part of the tolerance 
process.

TOLERANCE IS AN ADAPTIVE PROCESS

Why didn’t the goats make antibodies against their own red blood cells? The first 
observations that shed light on this issue were made by Owen ( 2 ) on dizygotic bovine 
twins and quintuplets. He analyzed the surface antigens of red blood cells from these 
cattle with alloantisera of the type raised by Ehrlich in goats and showed that each 
offspring possessed all antigens found in the parents, even though both parents did not 
express some of these determinants. In the quintuplets, this seemed highly unlikely to 
result from co-dominant heterozygosity, as the outbred parents would have had to be 
homozygous at multiple genetic loci. Instead, Owen was able to show in cytotoxicity 
assays that the offspring were chimeric, that is, their blood contained a mixture of cells 
with different phenotypes. Based on the earlier work of Lillie, who had suggested that 
dizygotic cattle could exchange products through anastomoses of the blood vessels in 
their two placentas, Owen postulated that hemopoietic stem cells from each sibling 
migrated to the bone marrow of the others to create a stable chimeric state that 
persisted after the sibs were separated at birth. Because the chimerism of the 
antigenically disparate cells was not disturbed by an immune response, Owen 
described this state of peaceful coexistence as one of tolerance. These observations 
suggested that a foreign substance could be either reacted against or tolerated by an 
immune system depending on when the antigen was presented to it. These 
observations also suggested that there was no fundamental distinction between 
self-molecules (encoded by the host’s genome) and foreign molecules in their ability to 
induce a tolerant state.

Burnet and Fenner ( 3 ) were strongly influenced by Owen’s observations, as well as 
those of Traub, who demonstrated that a carrier state for the lymphocytic 
choriomeningitis virus (LCMV) could be induced in mice by natural exposure to this 



virus in utero or during the neonatal period. Their interpretation of both results was that 
the developing immune system was malleable and that if a foreign substance were 
introduced early enough, it would induce tolerance rather than immunity. The first 
experimental data to support this hypothesis were generated by Billingham et al. ( 4 ). 
The authors injected cell suspensions from mixed tissues of mouse strain A into 
neonatal or fetal mice of strain B and showed that as adults the strain B mice could 
accept skin grafts from a strain A mouse, although they would rapidly reject skin grafts 
from a third-party strain C mouse. The concept derived from this work, that tolerance 
was an acquired state, was confirmed by Hasak ( 5 ), who experimentally reproduced 
the observations of Owen by parabiosis of chick embryos. After separation at birth, the 
adult birds could not make an antibody response against each other’s red blood cells 
(Ehrlich’s experiment) and could not reject each other’s skin grafts (Medawar’s 
experiment). Burnet subsequently gave a theoretical framework to all of these results in 
his clonal selection theory, where he postulated that clones of lymphocytes with 
receptors on their surface specific for molecules present during the development of the 
immune system would be selectively eliminated by a deletion process ( 6 ).

Consistent with the idea that the immune system learns to be tolerant during its 
development was the subsequent experiment of Triplett ( 7 ). He removed the pituitary 
anlage from tree frog larvae and let them differentiate under the skin of other larvae. 
When the tadpoles went through metamorphosis, he gave back to the adult frogs their 
own pituitaries and found that the animals rejected the autografts. Partial 
hypophysectomized animals did not reject the grafts, arguing that the rejection was not 
caused by the acquisition of new antigens through either abnormal differentiation or 
carryover of the temporary host’s tissues. Thus, even for self-antigens, tolerance 
appears to be an acquired state requiring the presence of the antigen to induce it.

The adaptive nature of tolerance is a fundamental property of the vertebrate immune 
system. Given the task of the system, which is to recognize and respond to unexpected 
molecules using the random structural diversity generated from rearranging T- and 
B-cell antigen-receptor genes, there is no way to genetically program it to know what 
molecules will lead to self-destructive responses. Instead, a series of steps must be 
undertaken somatically during which the environment is sampled and the system 
fine-tuned to avoid its own destruction. The nature of these steps in both the mature 
and developing immune system is the principal focus of this chapter.

NEGATIVE SELECTION DURING T-CELL DEVELOPMENT

The first demonstration of clonal deletion was published by Kappler and Marrack ( 8 , 9 ). 
They used a monoclonal antibody against the variable region of a T-cell receptor beta 
chain (anti-Vß17a) to follow the fate of T cells expressing this chain. In mice expressing 
an E molecule encoded by MHC class II genes, Vß17-bearing cells were eliminated. 
This process was later shown to be related to expression of an endogenous 
superantigen (the ORF gene product of mouse mammary tumor viruses 6, 8, or 9) 
(Mtv-6/8/9), which is capable of interacting with both Vß17 and the E molecule. When E 
+ and E - strains were crossed, the resulting F 1 animals also showed a deleted 
phenotype. This elimination process was shown to take place in the thymus. Cells 



expressing Vß17 were found in only slightly reduced numbers in the immature CD4 +8 +

 T-cell–receptor low population, but were greatly depleted among the more mature, 
single-positive (CD4 +8 - and CD4 -8 +) thymocytes. The possibility that the cells had 
simply down-regulated their receptors was subsequently ruled out by showing that Vß17 
mRNA was also absent in mature T-cell populations. The actual deletion of the cells, 
however, was not observed until much later by other investigators. Similar observations 
were made by MacDonald and colleagues for Vß6 + T cells. Subsequent studies 
demonstrated that the deletion was occurring at the late double-positive stage when 
T-cell receptor expression is high and the CD4 and CD8 co-receptors have begun to 
down-modulate.

These observations were extended by Kisielow et al. ( 10 ) to a more conventional 
antigen system, the male-specific antigen H-Y. They took advantage of an a/ß T-cell 
receptor (TCRaß +) transgenic mouse developed by Blüthmann and Steinmetz to follow 
the fate of a large cohort of T cells expressing the same anti–H-Y receptor, either in 
females, which do not express the antigen (controls), or in males that do. The male 
mice had a thymus of greatly reduced size (10% of normal) and a tremendous reduction 
in the percentage of double-positive thymocytes. Thus, the basic model postulated by 
Burnet appears to be correct for the standard TCRaß + cell, that is, immature T cells 
encountering their antigen during development are clonally deleted. This process is 
referred to as “negative selection.” More recent studies have shown that thymic 
negative selection also operates on other T-cell subsets including TCR?d + cells, 
intraepithelial lymphocytes, and both the CD4 -8 - and CD4 +8 - NK1.1 + TCRaß + 
subpopulations.

Stages of T-Cell Development at which Negative Selection Occurs

The experiments involving tolerance to the H-Y antigen suggested that clonal deletion 
takes place at the early double-positive stage, whereas the experiments involving 
tolerance to superantigens suggested that clonal deletion takes place at the transition 
from the double-positive to the single-positive stage ( 11 ). It has been suggested by 
Singer that the early deletion seen in transgenic mice is a consequence of their 
premature expression of high levels of T-cell receptors and represents a different 
process akin to maturational arrest. However, a transgenic mouse developed by Pircher 
and colleagues, which carried a receptor specific for both a viral antigen and an Mtv-7 
encoded superantigen deleted the double-positive cells when the mice carried the virus, 
but deleted only the single-positive cells when the mice were mated to animals 
expressing the Mtv-7 superantigen. Thus, it is likely that the nature of the antigen and 
where and how it is expressed for antigen presentation determine the stage at which 
the cells are deleted. Whether positive selection must take place as a necessary 
maturational step prior to negative selection is still not clear.

Evidence that clonal deletion can occur at the single-positive stage of T-cell 
development is also compelling. MacDonald and Lee observed that Mtv-7 
superantigen-reactive CD4 +8 - thymocytes disappear within the first few days of life. In 
vitro culture of these cells demonstrated that this was not just migration out of the 



thymus but an active death process that could be inhibited by low temperature, 
cycloheximide, or actinomycin D. In vivo experiments by Sprent and colleagues have 

suggested that it is the earliest HSA high CD4 +8 - cells that are being deleted, by either 
a Fas-dependent mechanism for high doses of antigen or a Fas-independent 
mechanism for low doses of antigen. Thus, overall, it appears that thymocytes are 
susceptible to negative selection from the time that they first express their complete 
T-cell receptor up until the time that they are fully mature single-positive T cells.

Antigen-Presenting Cells for Negative Selection

Which cells are involved in presenting antigen for clonal deletion in the thymus has long 
been a point of contention ( 12 ). Consensus exists that bone marrow–derived cells play 
an important role, based initially on experiments with radiation-induced bone marrow 
chimeras. (A × B)F 1 bone marrow transferred into a lethally irradiated strain-B recipient 
results in tolerance to both strain-A and strain-B peptide MHC complexes as measured 
in a mixed leukocyte culture. One bone marrow–derived cell involved in the deletion 
process is the dendritic cell. Donor-derived dendritic cells repopulate an irradiated 
thymus quickly, and Matzinger and Guerder showed that allogeneic dendritic cells from 
the spleen introduced into a thymic organ culture can induce tolerance to the 
alloantigens as measured in a CTL assay. Thus, a professional antigen-presenting cell 
(APC) capable of activating peripheral T cells, tolerizes thymocytes. Other experiments 
by Swat and colleagues with thymocyte suspensions from T-cell receptor transgenic 
mice showed directly that splenic antigen-presenting cells could induce deletion of CD4 
+8 + T cells. These observations suggest that it is the developmental stage of the T cell 
that determines the negative outcome of antigen presentation in the thymus, rather than 
a thymus-specific APC.

The role of thymic stromal (nonhematopoietic) cells in negative selection has been 
more controversial. Initial experiments with parental B bone marrow into (A × B)F 1 
irradiated hosts revealed alloreactivity against strain A APC. Similarly, 
deoxyguanosine-treated fetal thymuses (depleted of hematopoietic cells), when grafted 
into allogeneic nude mice, produced T cells that reacted in MLR and CML against the 
alloantigens of the thymus donor. The initial conclusion from these and other studies 
was that thymic stromal cells could not induce negative selection. A careful examination 
of the experiments, however, reveals that some negative effects did take place. For 
example, alloreactivity in the MLRs was often quantitatively diminished and the nude 
mice did not reject their thymus grafts. Subsequent experiments with T-cell receptor 
transgenic animals revealed strong evidence for thymic stromal cell-mediated deletion. 
Speiser and colleagues showed that transfer of TCR-transgenic bone marrow cells from 
a nondeleting strain into a virus-infected irradiated host, expressing on its stromal cells 
the MHC molecule required for virus-specific deletion, led to massive elimination of the 
cells in the thymus at the double-positive stage. Furthermore, Salaun and colleagues 
showed that grafts of allogeneic thymic anlagen (epitheliomesenchymal rudiment) 
induced tolerance to subsequent skin grafts, although not to allogeneic spleen cell 
stimulation in vitro. Thus, thymic stromal cells clearly can present antigens and induce 
tolerance although the mechanism is not always deletional (see below).



Subsequent studies using transgenic mice expressing MHC molecules under the 
control of tissue-specific promoters showed that both medullary and cortical epithelium 
can induce negative selection, but the latter cells appeared much less effective. How 
then does one account for the failure to completely induce tolerance by thymic 
(especially cortical) stromal-cell antigen presentation? One likely possibility is that the 
tolerance induced is tissue specific, that is, only for those peptides expressed by the 
stromal cells ( 13 ). Hence, MLR and CML assays in which splenic dendritic cells do the 
presenting will stimulate T cells, but only those specific for hematopoietic cell-derived 
peptides not expressed by the thymic stromal cells. When a second whole thymus graft 
is given, only the hematopoietic cells are rejected, not the stromal cells. The fate of 
other tissue grafts depends on how much peptide overlap there is between the thymus 
and those grafts. The second possibility is that only T cells with high-affinity receptors 
are deleted, leaving low-affinity clones to respond to strong dendritic cell presentation ( 
14 ). Targeting of an MHC class I molecule to the thymic medullary epithelium with either 
a keratin IV promoter or an aberrantly expressed Eµ promoter resulted in tolerance that 
was “spilt”; that is, the animals accepted skin grafts but manifested a CTL response in 

vitro in the presence of IL-2. Crossing the Eµ-K b transgenic mouse to a CD8 + TCR 

transgenic specific for this K b MHC class I molecule deleted only T cells expressing 
high densities of the TCR, not those with lower densities as a consequence of 
endogenous TCRa chain expression.

Finally, a few reports suggest that even developing T cells can present antigen for 
tolerance induction. In the experiments by Shimonkevitz and Bevan, lethally irradiated 
syngeneic bone marrow-reconstituted mice were injected intrathymically with purified 
Thy1 + CD4 -8 - T cells that were haploidentical to the host [(A × B)F 1 T cells into an A 
host]. Assay of host cells 50 days later showed specific tolerance to class I alloantigens 
of parent B as measured in a CTL response. This effect was not due to contaminating 
dendritic cells, because the host cells were not tolerant to MHC class II alloantigens in 
an MLR. Note that mouse T cells do not express class II molecules, whereas their 
dendritic cells do. Thus, the injected T cells appeared capable of inducing tolerance. A 
similar conclusion was reached by Pircher and colleagues from in vitro experiments 

using purified CD4 +8 + thymocytes from a TCR transgenic mouse. These cells were 
killed when exposed to the peptide for which they were specific, presumably by 
recognizing peptide/MHC class I complexes on the surface of other T cells in the 
culture. This result suggests that T cells can directly induce clonal deletion of immature 
thymocytes.

Biochemical Events in Thymocyte Clonal Deletion

The fact that all types of antigen-presenting cells (APCs) induce tolerance in 
thymocytes indicates that the T cells at this stage of their development are tolerizable 
only ( 15 ). Burnet, as well as Lederberg, postulated that this occurs by signaling through 
the antigen-specific receptor followed by cell death. Histologic examination of the 
thymus does not reveal much evidence for ongoing cell death; yet kinetic labeling 
studies have demonstrated that over 95% of the cells generated in the thymus die 
there. More recent experiments, using a sensitive TUNEL assay to detect DNA strand 



breaks, showed that macrophages contain the debris of thymocytes that have died by 
apoptosis ( 16 ). In a TCR Vß5 transgenic mouse expressing MHC class II E molecules 
and an endogenous Vß5-reactive superantigen, the medulla of the thymus was found to 
contain aggregates of apoptotic cells that were engulfed by MAC3 + macrophages.

While a consensus now exists that thymocytes can die by apoptosis during negative 
selection, the molecular mechanisms responsible for inducing apoptosis are not fully 
known ( 11 ). Multiple experiments in vitro have shown that cross-linking the TCRs on 
isolated double-positive thymocytes is not sufficient to induce cell death. Instead, 
several studies have suggested that adding anti-CD28 to anti-TCR antibodies causes 
thymocyte death. The CD28 knockout mouse, however, has no problem with negative 
selection, suggesting that CD28 is not the only receptor capable of facilitating this 
process. In vivo, CD28 may only be involved in late-stage deletion, as its ligand, B7, is 
expressed in the medulla, but not in the cortex. Other T-cell surface molecules 
suggested to play a role are CD5 and CD43. All three of these molecules are known to 
be capable of affecting the strength of TCR signaling.

The molecular pathways that lead to apoptosis following TCR engagement are also not 
fully clear ( 15 ). Experiments with dominant negative and constitutively active 
transgenes, as well as pharmacologic inhibitors, have shown that activation of the 
mitogen-activated protein (MAP) kinase family of enzymes is necessary for negative 
selection to occur. Evidence supports a role for p38 and Jun N-terminal kinase (JNK) in 
the process, while data for the extracellular signal-regulated kinase (ERK) pathway is 
conflicting. The involvement of the calcium/calcineurin pathway is also controversial, but 
most of the evidence suggests that it plays no role in cases of strong deletion. Further 
downstream there is good evidence for the induction of the proapoptotic transcription 
factor Nur77; however, the Nur77 knockout mouse shows normal clonal deletion, again 
suggesting redundancy in the pathway that is possibly mediated by Nor-1, another 
member of the steroid nuclear receptor superfamily with homology to Nur77. Mutations 
in the Fas and Fas-ligand molecules have no effect on negative selection of 
double-positive thymocytes, although they do prevent deletion of HSA hi CD4 + 
thymocytes stimulated with high doses of antigen. Null mutations in the TNF and 
TNF-receptor molecules are also without effect. Only gene targeting by Mak and 
colleagues of the CD30 molecule, a member of the TNF/NGF cytokine receptor family, 
has been reported to influence negative selection. This mutation increased thymocyte 
numbers two-fold and impaired anti–CD3-induced death of thymocytes in vitro. 
However, when crossed to either a TCRaß or a TCR?d transgenic mouse bearing a 
strong negative-selecting ligand, deletion was only partially reduced (mostly that seen at 
the early double-positive stage) and deletion by endogenous superantigens was 
unaffected. These results suggest that CD30 may be only one of several death 
receptors capable of mediating apoptosis in thymocytes. A more recent experiment by 
Schmitt-Verhulst and colleagues has found that double-positive thymocytes lack 
constitutive expression of protein kinase C epsilon, which may be required to induce or 
enhance NF?B activation during the negative selection process. This could be critical 
for shifting the molecular balance in these cells toward TNF family–member signaling 
for programmed cell death through the JNK pathway. On the other hand, Leiden and 
colleagues have shown that selective expression of a superinhibitory form of the NF?B 
inhibitory protein in the T-cell lineage using a CD2 promoter had no effect on the 



negative selection of two different CD8-restricted TCR transgenics. Finally, gene 
knockout experiments by Strasser and colleagues have shown that the BH3-only Bcl-2 
family member Bim is required for complete negative selection. This protein is 
up-regulated in thymocytes following TCR ligation.

Activation versus Tolerance Thresholds

After T cells complete their maturation in the thymus, they are capable of responding to 
a foreign antigen when the concentration of peptide/MHC complexes derived from that 
antigen reach a certain critical threshold for activation ( 15 , 17 ). The relationship 
between this threshold and the concentration of intact antigen depends on processing 
and presentation requirements, in addition to the intrinsic affinity of the T-cell receptor 
for the peptide/MHC complex. An important question is the relationship between this 
threshold for activation and the one involved in negative selection. If a self-antigen 
presented in the thymus induces clonal deletion in only a subset of T cells, what 
happens if that antigen is subsequently expressed in peripheral tissues in increased 
amounts during tissue destruction in an inflammatory response? Will T-cell clones with 
low affinity for the self-peptide MHC complexes now become activated? This usually is 
not the case; that is, trauma rarely leads to autoimmunity. The question is, why? A 
similar problem should arise following T-cell priming when memory T cells become 
hyperresponsive to foreign antigens. Why don’t they also become responsive to 
self-peptide MHC complexes?

Early observations by Palmer and colleagues on endogenous viral superantigens 
suggested that T cells bearing certain Vßs could be deleted in vivo if the mice carried 

the Mtv, but that cells developing in Mtv - mice expressing these particular Vß genes 
could not be stimulated in vitro to give a T-cell proliferative response by APCs 
expressing the Mtv. This suggested that tolerance induction in the thymus was achieved 
at a lower threshold than peripheral T-cell activation. The use of thymic organ cultures 
and TCR transgenic mice allowed a more quantitative analysis of this problem. Yagi 
and Janeway showed that deletion of TCR hi Vß8 + cells by staphylococcal enterotoxin 
B (SEB) in thymic organ culture occurred at concentrations that were 30- to 100-fold 
lower than those required to activate mature CD4 + cells to proliferate. For T-cell help, 
Mitchison and colleagues showed that exposure to the liver F protein during in vitro 
culture induced tolerance at a 10-fold lower concentration than that required for 
proliferation of mature T cells. Finally, for CTL responses, Pircher and colleagues 
compared variant LCMVs for their ability to elicit anti-viral responses in TCR transgenic 
mice and for their ability to induce neonatal tolerance in these mice. One viral variant 
could not activate a CTL response or be cleared by the animal over a 1,000-fold range 
of viral challenge doses; yet it was capable of inducing a partial deletion of transgenic 
TCR + CD8 + T cells in the thymus after neonatal tolerization. Thus, all the experiments 
suggest that the concentration threshold required for tolerance induction of immature T 
cells is lower than the threshold required by the mature T cell for activation.

In 1995, Ohashi and colleagues unexpectedly discovered a partial agonist peptide that 
was capable of mediating positive selection in thymic organ culture of thymocytes 
bearing a reactive transgenic TCR, but which at the same time eliminated the ability of 



the maturing T cells to respond to the selecting peptide, although not to a full agonist 
peptide. Lucas and Germain quantitated this effect using two analogs of a peptide from 
pigeon cytochrome c, one an agonist and the other a partial agonist, to stimulate the 
expression of CD69 in either DP thymocytes or peripheral CD4 + T cells. There was 
little or no difference in the response between cells from the two tissues using the 
high-affinity agonist; however, the lower-affinity partial agonist required a 10- to 30-fold 
higher antigen concentration to stimulate the peripheral CD4 + T cells to give CD69 
expression comparable to that of the thymocytes. Biochemical experiments suggested 
that the observations could be accounted for by decreases in proximal TCR signaling of 
the mature cells affecting the level of tyrosine phosphorylation of ZAP 70 and the TCR 
zeta chain, possibly as a result of decreased mobilization of p56 lck to the receptor 
complex. Similar observations have been made by Jameson and colleagues for CD8 + 
T cells where the difference in activation thresholds between DP thymocytes and 
peripheral T cells has been attributed to differences in glycosylation of the CD8 
molecule, which affect its ability to interact with the TCR during antigen recognition. The 
general conclusion is that T-cell maturation is accompanied by a large increase in the 
activation threshold of the cells, thus preventing reactivation of low-affinity clones in the 
periphery by small differences in concentration of self-peptide/MHC complexes.

T-Cell Tuning of Activation Thresholds

The male H-Y–specific TCR transgenic mouse deletes most of its CD8 + T cells in the 
thymus; yet some cells emerge unresponsive to H-Y with their level of expression of 
CD8 lower than normal ( 10 ). This phenomenon is enhanced if the H-Y antigen is only 
expressed on thymic epithelial cells. If, however, the H-Y transgenic mouse is crossed 
to a second transgenic mouse that constitutively expresses CD8, Robey and Fowlkes ( 
12 ) showed that the T cells expressing low levels of endogenous CD8 disappear. Thus, 
either the increased CD8 levels during selection or an inability to down-regulate the 
CD8 transgene caused a complete deletion in the thymus. The low level of CD8 is a 
stable phenotype, because peripheral CD8 cells retain this level after polyclonal 
activation and proliferation. Also of interest is the observation by Schmitt-Verhulst and 
colleagues that T cells can exist with different levels of CD8, depending on the strength 
of the negative selection pressure. All these experiments suggest that individual T cells 
can sense when an antigenic signal in the thymus is too strong and to some extent 
adjust their threshold of activation to avoid deletion ( 15 ). This process has been 
referred to as “tuning of activation thresholds” by Grossman and Paul ( 18 ).

More recent experiments have suggested other tuning mechanisms that thymocytes 
may use to escape the process of negative selection. CD5 is a cell-surface molecule 
that negatively regulates TCR signaling via an ITIM motif in its cytoplasmic domain ( 19 ). 
Its expression increases during thymocyte development, and maximum levels, which 
are achieved at the double-positive stage, appear to roughly correlate with TCR avidity. 
Elimination of CD5 by gene targeting enhances the deletion of both CD4 and CD8 
thymocytes from TCR transgenic mice, suggesting that CD5 might be involved in setting 
the threshold for clonal deletion. Another type of escape from negative selection results 
when the level of the T-cell receptor is lowered ( 14 ). This occurs in TCR transgenic 
mice through rearrangement and expression of endogenous a-chain genes, a process 



that is enhanced by presentation of high-affinity ligands on epithelial cells in the thymic 
cortex ( 17 ). In those cases in which the second expressed a-chain can pair with the 
transgenic ß-chain, the T cell expresses to varying degrees two receptors on the cell 
surface. This lowers the surface density of the transgenic TCR, which can then allow 
the thymocyte to escape negative selection. Interestingly, Lanzavecchia’s group found 
that many normal human T cells express two receptors, suggesting that they may have 
gone through such a tuning process. What variables control how the thymocyte 
chooses to adapt, via CD8, CD5, TCR, or some other form of adjustment, remains to be 
determined.

NEGATIVE SELECTION DURING B-CELL DEVELOPMENT

Does Negative Selection Occur in the B-Cell Compartment?

The introduction of fluorescein-tagged and radio-labeled antigens in the late 1960s 
allowed for the first time the quantitation of antigen-binding cells ( 8 , 20 , 21 ). Most of the 
cells detected were B cells as defined by the expression of surface immunoglobulin. 
When this technique was applied to tolerant animals, whether natural or acquired, the 
surprising observation was made that the animals had antigen-binding cells specific for 
the tolerogen. For example, cells binding thyroglobulin were observed repeatedly in 
human peripheral blood by Allison and colleagues, but cells specific for human serum 
albumin were not. This suggested that tolerance did not always involve deletion of 
clones as postulated by Burnet. Furthermore, when Möller and colleagues stimulated 
adult B cells with polyclonal activators such as the lipopolysaccharide (LPS) from E. 
coli, some of them differentiated into IgM-secreting plasma cells whose antibodies 
reacted against self-components. Such autoantibody-forming cells were then found 
without LPS stimulation in normal and germ-free mice as well as humans.

Evidence subsequently emerged which showed that negative selection for certain 
self-antigens existed only in the T-cell compartment and not in the B-cell compartment. 
The first example described by Iverson and Lindenmann was for the F protein from 
liver, which exists in two allelic forms (differing only by a single amino acid). Mouse 
strains expressing the right MHC haplotype (responders capable of binding the peptide 
to their class II molecules) could make an antibody response against the allelic product 
of F that they did not express. The antibodies elicited, however, reacted equally well 
with both forms of the F protein. These experiments were subsequently interpreted to 
mean three things: (a) the absence of T cells specific for the self-peptide derived from 
the variant region of the protein; (b) the presence of T cells with reactivity to the 
non–self-peptide encoded by the other allele; (c) and no negative selection at the B-cell 
level. A second example of no B-cell tolerance was observed by Haba and Nisonoff for 
IgE, which is nonimmunogenic on its own, but elicits a strong antibody response in 
syngeneic mice when coupled to a foreign carrier protein. Finally, Borel and colleagues 
reached the same conclusion with two congenic mouse strains expressing different 
amounts of the fifth component of complement (C5). In this case the B cells from the 
tolerant animal, with normal C5 levels, were capable of responding to a physiologic 
concentration of this self-antigen in the presence of T cells that had matured in the 



strain without C5 (and which therefore were not tolerant).

This series of experiments led many investigators to question whether negative 
selection existed at all in the B-cell compartment. Yet several lines of evidence clearly 
suggested that it must exist, at least to some degree. First, immunizations to produce 
xeno- and allo-antisera almost always yield antibodies that are specific for the foreign 
protein and that cross-react poorly if at all with the animal’s own protein counterpart. 
This is true for cell-surface proteins such as MHC molecules as well as soluble protein 
antigens such as hemoglobin. The absence of antibodies against the self-proteins is not 
simply due to absorption by antigen in the animal, because hybridomas derived from 
these mice show the same preference for the foreign antigen. Second, the presence of 
antigen-binding cells and LPS-elicited IgM antibodies that react with self-proteins in in 
vitro assays could be explained by low-affinity interactions that might not be functionally 
relevant, that is, not adequate to lead to activation of the B cell in a physiologic 
situation. Thus, tolerance in the B-cell compartment might only affect high-affinity 
clones. Evidence in favor of this point of view came from the generation of a series of 
IgM-secreting hybridomas making anti–single-stranded DNA antibody ( 22 ). 
LPS-activated bone-marrow pre–B cells and mature splenic B cells yielded a similar 
percentage of these anti-DNA hybridomas; however, only 2% of the mature B-cell 
antibodies were of high affinity, while 17% of the pre–B-cell antibodies were of high 
affinity. These results suggest that some self-reactive cells are purged from the B-cell 
repertoire during the transition from the pre–B-cell to mature B-cell stage and that these 
B cells have on average a higher affinity for the antigen. The mechanism(s) of this 
purging was not clear from these experiments. Addressing this issue required the 
development of immunoglobulin receptor transgenic mice in order to provide an 
appropriate experimental tool to follow the fate of individual B cells during this transition.

Mechanisms of Negative Selection in the Bone Marrow

The first direct demonstration of negative selection at the B-cell level was made by 
Nemazee and Bürki ( 23 , 24 and 25 ). They constructed a transgenic mouse expressing 
an IgM B-cell receptor (BCR) reactive with the MHC class I molecules K k and D k. On 
the neutral MHC d background, 25% to 50% of splenic B cells (B220 +, IgM +) 
expressed this receptor and IgM antibody of this specificity was expressed in the serum. 
When crossed to an MHC k mouse, however, both the peripheral B cells and the 
antibody disappeared. The site of negative selection appeared to be the bone marrow, 
as no transgenic receptor-bearing cells were detected in the spleen. In the bone 
marrow, IgM and receptor idiotype levels were low to undetectable, but B220 
expression was normal. This suggested that the tolerance process might involve the 
down-modulation (patching, capping, and internalization) of the immunoglobulin 
receptor after antigen encounter. This is consistent with much earlier studies by Sidman 
and Unanue and Raff and colleagues, which showed that treatment of bone marrow or 
fetal liver B cells with high concentrations of anti-IgM antibody caused the permanent 
disappearance of Ig from the surface of the B cell.

There is now uniform agreement that sufficient engagement of the Ig receptor on 
immature B cells (B220 +, IgD -, CD23 -) can lead to a state of maturational arrest. BCR 



transgenic bone marrow cells placed in culture with membrane-bound antigen or anti-? 
antibody down-regulate their receptors and remain alive. If the cells come from 
double-transgenic animals expressing the BCR and the relevant antigen, then the in 
vivo arrested cells persist in culture in the presence of antigen. Interestingly, Goodnow’s 
group showed that they come out of this state in the absence of antigen and 
differentiate into more mature B cells (B220 hi, IgD +, CD23 +). Thus, the maturational 
arrest is reversible.

What is the function of this maturational arrest? Two groups, those of Weigert and 
Nemazee, have presented evidence suggesting that the B cells undergo a change in 
their Ig light chains, a process called “receptor editing.” BCR transgenic bone-marrow 
cells arrested at the IgD -, CD23 - stage increase the level of their RAG enzymes and 
undergo endogenous light-chain gene rearrangements when stimulated with an anti-? 
chain antibody. Similar results were observed in vivo when the BCR transgenic B cells 
encountered their antigen. Also, immature B cells from normal mice showed an 
increased percentage of ?-bearing cells (without undergoing cell division) following 
stimulation with an anti-? antibody. The results suggest that feedback inhibition of 
light-chain gene rearrangements by a productively rearranged receptor (allelic 
exclusion) does not take place, and that the immature B-cell can modify its receptor by 
light-chain exchange in order to escape silencing when it encounters self-antigens in 
the bone marrow.

What happens to the B cell if light-chain replacement fails to shift its specificity 
sufficiently away from autoreactivity? Weigert’s group has some evidence for heavy 
chain editing as well. However, under inescapable conditions, such as stimulating 
immature B cells with anti-Ig in vivo, there is no reexpression of surface Ig, suggesting 
that the maturational arrest may eventually be followed by cell death. This was 
demonstrated directly by Monroe’s laboratory ( 26 ), who showed that isolated immature 
B cells from the bone marrow undergo apoptosis when stimulated with high levels of 
anti-Ig. This observation is consistent with earlier in vivo experiments of Cooper and 
colleagues in which anti-µ antibodies, given to chickens or mice from birth, completely 
eliminated all B cells in the animal. In the BCR transgenic mice, exposure to the antigen 
during development also results in a depleted peripheral B-cell pool—at least in early 
adulthood before the receptor editing process has a chance to accumulate sufficient 
escapees to populate the periphery. All these results are consistent with Osmond’s 
B-cell turnover studies, which showed that only 10% of the produced B cells ever leave 
the bone marrow. Thus, the bone marrow compartment has two mechanisms for 
dealing with autoreactive cells: One is a receptor selection process that allows cell 
survival following encounter with self antigens at an immature stage of development by 
exchange of light chains and some heavy chains; the other is a clonal deletion process 
by apoptosis, which ensues if the receptor is repeatedly occupied over a sufficient 
period of time without relief by receptor editing.

H4>Antigen Characteristics Required for Negative Selection of B Cells 

Insights into what characteristics of self-reactive B cells and of the autoantigen 
determine which B cells will be deleted can be inferred from early studies on B-cell 



tolerance induction to foreign antigens by Metcalf and Klinman ( 27 , 28 and 29 ). Using the 
in vivo limiting-dilution splenic-focus assay to study B-cell tolerance, they demonstrated 
that if immature hapten-specific B cells were exposed for 24 hours to the hapten in the 
absence of T-cell help, they become unresponsive to subsequent stimulation by the 
hapten in the presence of T-cell help. In order to induce tolerance in this system, the 
antigen had to be multivalent. DNP 4-ovalbumin was tolerogenic for DNP-specific B 
cells, but DNP 1-papain was not. This observation suggests that signaling through the 
immunoglobulin receptor requires cross-linking in order to induce tolerance. Thus, the 
MHC k class I antigen in the BCR transgenic experiments described earlier, which is a 
transmembrane glycoprotein and therefore displayed on cell surfaces in a multimeric 
array, makes an excellent tolerogen. In contrast, when this BCR transgenic was 
crossed to a different transgenic mouse expressing a soluble form of the MHC K k 
molecule, no deletion of the B cells was observed. Although it is difficult to compare the 
levels of Ig receptor occupancy in these two models, the observations suggest that only 
self-antigens that can be presented to the B cell in a multivalent form will be tolerogenic. 
In a similar manner, Honjo’s group showed that a transgenic mouse with an Ig receptor 
specific for a determinant on the surface of red blood cells negatively selects all of its 
conventional B-2 cells expressing this specificity (although the receptor was expressed 
in B-1 cells). Also consistent with the idea that surface-displayed antigens are good 
tolerogens is the general finding that many of the natural autoreactive antibodies are 
specific for intracellular molecules; only a few have been identified that react with 
cell-surface proteins, and these arise (as in the anti-RBC transgenic) from the B-1 
subset of B cells, which may have different signaling properties.

Tolerance to secreted self-antigens is a more complex issue. From the in vitro 
experiments of Metcalf and Klinman, it is clear that in order to induce B-cell tolerance a 
molecule must not only be multivalent, but be present at a high enough concentration, 
and react with the Ig receptor with a high enough affinity. The importance of 
concentration has been confirmed in vivo in a series of transgenic mice that express 
hen egg-white lysozyme at different circulating levels ( 28 ). When the serum 
concentration was greater than 10 -10 M, the animals were tolerant even if they were 
immunized in Freund’s complete adjuvant with lysozyme coupled to a foreign carrier to 
provide T-cell help. The tolerance manifested itself as a markedly decreased 
plaque-forming cell response consisting only of B cells with low-affinity receptors. Below 
10 -10 M, the animals were still tolerant at the T-cell level but they could now make a 
normal high-affinity antibody response if given T-cell help. This model of natural 
tolerance is consistent with the original experiments of Chiller et al. ( 30 ) that were done 
with foreign antigens, and supports the notion that available antigen concentrations can 
produce situations in which only the T-cell compartment is unresponsive. Why the 
thresholds for B and T-cell negative selection should be different is not understood.

The absolute concentrations required to tolerize a particular set of B cells will obviously 
vary with the nature of the antigen. In the case of the C5 molecule discussed earlier, a 
circulating antigen concentration of 5 × 10 -7 M was not adequate to induce tolerance, 
whereas in the case of lysozyme 10 -10 M was. It should be noted, however, that the 
actual form of the antigen that induces the tolerance is not necessarily the free protein. 



For example, some evidence from Basten’s group suggests that the tolerogenic form of 
lysozyme might be molecules bound to a high-molecular-weight serum protein, a 
modification that presumably gives lysozyme its tolerogenic efficacy by making it 
multivalent. When lysozyme was engineered to be expressed as a membrane-bound 
protein under the control of an MHC class I promoter, it led to negative selection of B 
cells in the bone marrow of a lysozyme-specific Ig-receptor transgenic mouse. Under 
these conditions lysozyme is a potent tolerogen because it is presented as a multimeric 
antigen at high local concentrations in the bone marrow.

Immature B Cells Are Not Tolerizable Only

T cells in the thymus presented with antigens on splenic dendritic cells are tolerized, 
consistent with the predictions of the clonal selection model. In contrast, when immature 
B cells are exposed to antigen in the presence of T-cell help, they make an antibody 
response ( 8 , 27 , 31 , 32 ). In these experiments, surface Ig - bone marrow or neonatal 
spleen cells were transferred at limiting dilution to keyhole limpet hemocyanin (KLH) 
carrier-primed irradiated recipients. As the naïve B cells matured in splenic focus 
cultures in vitro, presentation of the DNP hapten coupled to KLH led to an IgM antibody 
response. In contrast, if the hapten was presented on another carrier (DNP-HGG) to 
which the T cells were not primed, then there was no antibody made to DNP. The 
antigen was recognized, however, because an initial 24-hour exposure to DNP-HGG 
prevented the antibody response to DNP-KLH. This showed that the developing 
immature B cells were tolerized to the hapten in the absence of T-cell help. Thus, the 
same B cells could be activated or tolerized depending on the presence of helper T 
cells.

Consistent with these early observations are more recent in vitro studies in which 

immature surface IgM +, IgD - bone marrow–derived B cells were stimulated with 
anti-IgM antibodies ( 26 ). When the anti-µ was given alone, the B cells died by 
apoptosis, but if interleukin-4 (IL-4) was also added to the cultures, the apoptosis was 
prevented and the B cells proliferated. IL-4 is one of the known cytokines to participate 
in T-cell help. At a molecular level, the anti-IgM induced cyclin-dependent kinase 
(CDK)-4 and its regulatory subunit cyclin D2, which only allowed the cell to go from G0 
to G1. With the addition of IL-4, however, the expression of cyclin E and CDK-2 was 
also induced, and this allowed the cell to transit into the S phase of the cell cycle. Thus, 
these experiments support the idea that tolerizable immature B cells can be rescued by 
T-cell help.

These observations are inconsistent with the clonal selection ideas proposed by Burnet, 
but fit nicely with the general model for B-cell activation originally proposed by Bretscher 
and Cohn ( 31 , 32 ). In an attempt to explain why immune responses require the 
recognition of two different determinants on the antigen and how the same antigen 
could both tolerize and immunize when given at different doses, they first suggested 
that antibody-forming cells must be tolerizable when stimulated through their 
antigen-specific receptor (this was referred to as signal one), but activated if they also 
received a second signal (referred to as signal two). This second signal was also 
postulated to be antigen specific, and both antigenic determinants were required to be 



linked together on the same molecule. In the original model, the second signal was 
delivered by antibody from another B-cell via an antigen bridge. With the subsequent 
discovery of T lymphocytes, the second signal became help from T cells specific for the 
same antigen. In today’s way of thinking, the B-cell binds the antigen via its Ig receptor, 
which transduces the first signal into the cell via activation of tyrosine kinases, such as 
Syk and Lyn. The receptor-antigen complex is then internalized, the antigen processed, 
and peptide–MHC complexes displayed on the B-cell surface. If T cells exist with 
receptors that can recognize these peptide/MHC complexes, then the ensuing 
T-cell–B-cell interaction provides the second signals in the form of a CD40 ligand/CD40 
interaction and the release of stimulatory cytokines such as IL-4 and IL-5 or IFN-?. In 
this framework then, antigen stimulation of B cells in the absence of T-cell help leads to 
tolerance, while stimulation in the presence of antigen-specific T-cell help leads to 
proliferation and differentiation. Based on the experiments described above, it appears 
that these rules govern the response to antigens by immature B cells as well.

TOLERANCE TO PERIPHERAL ANTIGENS

At the completion of development, T and B cells emerge from the primary lymphoid 
organs and enter the recirculating pool of peripheral lymphocytes. One of the first things 
these naïve cells encounter in their fully mature state are antigens from various 
nonlymphoid organs that were thought to be restricted in their expression to a particular 
peripheral tissue. In this section we will discuss whether these tissue-restricted antigens 
are recognized by the immune system, whether the antigens are only expressed in the 
peripheral tissues, and whether the immune system is tolerant to them.

Tissue-Specific Peptide Antigens

When Medawar was asked if he could distinguish dizygotic from monozygotic bovine 
twins, he was certain this could be done by skin grafting; however, when his group 
attempted to test this, they found that most of the time (seven of eight) skin grafts 
exchanged between dizygotic twins were not rejected. This surprising result led them to 
conclude that skin does not contain any unique transplantation antigens, that is, none 
other than those found on the hematopoietic cells for which the twins were chimeric. 
Thus, the concept emerged that blood cells tolerize for all tissues.

The first challenge to this intellectual framework came from the studies of Billingham 
and Brent ( 33 ) on neonatal tolerance in mice. They found that B6 newborn mice 
injected with inbred strain A spleen cells were not tolerant of strain A skin grafts. Boyse 
et al. ( 34 ) corroborated this finding in radiation-induced (A × B6)F 1 ? B6 bone-marrow 
chimeras, where they were able to show that the recipient contained (A × B6)F 1 
hematopoietic cells but still rejected A skin. Tolerance could be induced, however, if 
strain A epidermal cells were injected along with the F 1 bone marrow. They concluded 
that there must be a skin-specific transplantation antigen (Sk) expressed by A and not 
by B6 mice. Subsequent studies showed that two genes controlled the expression of 
this antigen(s) and that Sk antigens could be identified in other strain combinations. 
These studies thus appeared at odds with the original Medawar results. A resolution of 
the contradiction was achieved by Emery and McCullagh. They repeated the early 



experiments of Medawar with a small technical modification. In the original study, skin 
grafts were prepared from the ears of the donor and placed on the back (whithers) of 
the recipient. Instead, Emery and McCullagh exchanged flank skin grafts. In this case, 
all dizygotic twins rejected their sib’s graft. Repeating the technique of Medawar’s group 
they confirmed that many animals did not reject under these conditions (50%). Thus, 
cattle also have skin-specific antigens.

The failure to elicit a rejection with ear skin grafts most likely relates to the “strength” of 
antigen presentation (e.g., the density of Langerhans cells), which has been shown by 
Chen and Silvers to vary in different areas of mouse skin. Although Medawar’s group 
demonstrated that their ear skin grafts were antigenic across a complete MHC genetic 
disparity (i.e., outbred cattle), differences in skin-specific antigens between dizygotic 
twins is a situation in which the two immune systems are tolerant to all processed 
peptides derived from proteins of hematopoietic cells, but not to peptides derived from 
proteins unique to the skin. In the cases in which the gene encoding a skin protein 
exists in two allelic forms, the potential exists for peptides to be expressed by the graft 
tissue that are not present in the host’s skin. To elicit an immune response such 
peptides have to be able to bind (one each) to the MHC class I and class II molecules, 
perhaps explaining why two genes “control” the expression of the Sk antigen. These 
three constraints—requirement for allelic polymorphism, requirement for peptide binding 
to MHC molecules (Ir gene control), and tolerance to minor histocompatibility antigens 
that are also expressed by hematopoietic cells—could explain why not all mouse strain 
combinations reveal an immune response to skin-specific antigens. Outbred animals 
such as cattle, however, should show this reactivity more frequently because of greater 
diversity in the genes encoding their skin-specific proteins.

The concept of tissue-specific antigens is not unique to skin. The experiment of Triplett 
( 7 ) demonstrating that immunologic tolerance is an acquired state showed that frog 
pituitary also expresses tissue-specific antigens. Because an attempt to confirm that 
study for pituitary, thyroid, and eye in other species of frog failed, McCullagh ( 35 ) also 
readdressed this issue using the thyroid of fetal lambs. At 54 days of gestation, the 
lamb’s immune system has not yet developed and the animal will accept allografts of 
adult skin. If the thyroid gland was removed at that time, implanted into a nude mouse 
for 5 to 9 weeks, and then reimplanted subcutaneously into the same lamb after birth, 
autoimmune thyroiditis developed. Partial thyroidectomized lambs did not get the 
disease, arguing that the immune response was specific for thyroid antigens and not 
any xenogeneic mouse tissue. These observations demonstrate that the immune 
system normally learns to become tolerant of other self-tissues and that it has 
mechanisms for dealing with the problem of tolerance to antigens that are 
predominantly synthesized in peripheral nonlymphoid tissues. These other mechanisms 
are the topics of the rest of this chapter.

Can Delivery to or Expression of Antigens in the Thymus Account for Tolerance 
to Peripheral Antigens?

The existence of tissue-specific antigens creates a problem for the immune system, 
because the primary mechanism for induction of tolerance in the T-cell compartment is 
by clonal deletion in the thymus. One possible solution to this problem is for these 



antigens to also be expressed in the thymus ( 36 , 37 and 38 ). The first hint that this might 
occur came from studies with transgenic mice expressing foreign antigens under the 
control of tissue-restricted promoters. In particular, the rat insulin promoter was found to 
sometimes express in the thymus in addition to the ß cells of the pancreas. This 
expression was initially viewed as an artifact resulting from insertion of the transgene 
into regions of active chromatin; however, this expression was observed in the thymus 
by several groups, a similar phenomenon was also seen when using other promoters, 
and importantly was not observed very often in other nontarget tissues. In most cases, 
the expression levels in the thymus were very low (e.g., for the rat insulin promoter 
10,000 times less than in the pancreas) and could only be detected at the message 
level by RT-PCR; yet this expression had clear immunologic effects. For example, von 
Herrath and Oldstone expressed the LCMV glycoprotein under the control of the rat 
insulin promoter and produced two types of transgenic founders, one with detectable 
expression in the thymus, the other not. The former showed only a slow onset of 
diabetes following LCMV infection, mediated by low-affinity CD8 T cells requiring CD4 
help, while disease onset in the latter was rapid and independent of CD4 help. These 
observations suggested that the thymic expression had induced a partial state of 
tolerance. Convincing evidence that it is only the thymic expression that is responsible 
for the tolerance process was achieved in other models (lactalbumin, elastase, and 
C-reactive protein) in which the thymus from the transgenic mouse was transplanted to 
a normal recipient and found to induce the same tolerant state.

Subsequent studies using RT-PCR on human and normal murine thymuses revealed 
expression of many peripheral antigens, including somatostatin, insulin, myelin basic 
protein, glutamic acid decarboxylase (GAD) 67, glucagon, elastase, trypsin, astrocyte 
S100ß, C-reactive protein, lactalbumin, and thyroglobulin, although a few proteins such 
as human GAD65 and mouse preproinsulin1 were not detected. Again, the expression 
was mostly confined to the thymus and the amounts expressed were small. In some 
cases, sensitive assays were used to detect protein expression. For insulin, 
Polychronakos and colleagues observed 100 to 1,000 fmol/g of wet weight in human 
thymus compared to 3 × 10 6 fmol/g in pancreas and <70 fmol/g in other tissues (skin, 
lung, kidney, heart). Which cell types in the thymus are expressing these proteins has 
been controversial. All investigators agree that they are rare cells mostly in the medulla. 
Some studies from the labs of Hanahan and Pugliese suggest that they are MHC class 
II positive and express markers of the hemopoietic lineage. Both dendritic cells (N418 +) 
and macrophages (F4/80 +) have been implicated by Throsby et al. Studies from 
Kyewski’s lab, however, have convincingly localized expression to medullary epithelial 
cells. Furthermore, bone marrow chimera experiments by Mellor et al. have shown that 
the cells expressing lactalbumin are radio-resistant. Experiments by Klein and Kyewski ( 
38 ) using cell isolation and RT-PCR have found that almost all of the peripheral antigens 
are expressed in purified populations of medullary epithelial cells. A few antigens, such 
as elastase, trypsin, somatostatin, lens crystallin, and retinal S antigen, were also 
expressed in cortical epithelial cells.

No matter which thymus cells express these tissue-specific antigens, the important 
question that must be convincingly answered is whether the low levels of expression 
play a role in the tolerance process. Similar to the transgenes described above, 
detectable expression of the antigen in the thymus has been correlated with resistance 



to autoimmune disease induction among mouse and rat strains, such as for 
interphotoreceptor retinoid-binding protein in experimental autoimmune uveoretinits 
(EAU) by Gery and colleagues and for myelin basic protein in experimental autoimmune 
encephalomyelitis (EAE) by Voskuhl and colleagues. For EAE caused by immunization 
with proteolipid protein (PLP), Klein and Kyewski ( 38 ) found that the dominant 
immunogenic epitope is encoded by an exon that is not present in the mRNA splice 
variant expressed in the thymus, suggesting that the T cells responsive to all other 
potential epitopes have been tolerized by the thymic expression. Finally, an interesting 
correlation exists in the human population between a genetic susceptibility locus for 
diabetes (IDDM2) and proinsulin expression in the thymus. Both Pugliese and 
Polychronakos showed that variation in a minisatellite repeat element (VNTR) 0.5kb 
upstream of the human insulin gene gives the variation in proinsulin expression. The 
higher expressing alleles show a dominant form of protection with a three- to five-fold 
reduction in the risk of developing type 1 diabetes. This suggests an important 
biological effect for the thymic ectopic expression of this tissue-restricted antigen.

Another plausible mechanism for achieving central tolerance to molecules that are not 
normally expressed in the thymus is to bring them there. It has been speculated that 
dendritic cells can pick up peripheral antigens and take them to the thymus. However, 
veiled dendritic cells (activated Langerhans cells migrating from tissues to lymph nodes) 
have only been found in afferent and not efferent lymph and have never been 
demonstrated to migrate to the thymus following i.v. injection. To reach the thymus, 
however, APC migration would not be necessary for proteins and their fragments 
derived from peripheral tissues through secretion or cell necrosis. These molecules 
could easily enter the thymic medulla through its arterial circulation. Kyewski and 
Fathman showed that exogenous antigens injected intravenously can reach and be 
processed by thymic dendritic cells as well as presented on MHC class II molecules in a 
form that stimulates T-cell clones to proliferate. For peptides presented by MHC class I 
molecules, however, which largely derive from cytoplasmic proteins, this pathway would 
seem to be far less efficient at providing peripheral antigens for tolerance induction. 
Nonetheless, to test this idea, expression of allogeneic MHC class I and II molecules 
was carried out using tissue-restricted promoters. In contrast to soluble proteins, these 
MHC molecules must remain intact in order to present their tissue-specific peptides. In 
other words, if shed and processed by dendritic cells for presentation in the thymus, 
they would not tolerize T cells that are specific for the peptide/MHC complexes 
expressed in the peripheral tissue. The first transgenic model of this type from Lo and 
Flavell expressed the MHC class II E molecule either in ß cells of the pancreas under 
the control of the rat insulin promoter or in acinar cells of the pancreas under the control 
of the elastase promoter. These animals were tolerant of the E molecule in a mixed 
leukocyte response, although they failed to delete certain Vß-expressing T cells that are 
normally deleted when this E molecule is expressed in the thymus. Some of the cells 
expressing those Vßs were unresponsive when stimulated in culture with anti-Vß 
antibodies immobilized on a plate. This tolerance process is referred to as anergy and 
is discussed further in a later section. The possibility that the tolerance was induced by 
low-level expression of the E molecule in the thymus was eliminated by introducing 
nontransgenic thymus grafts into adult thymectomized, lethally irradiated, and bone 
marrow–reconstituted (ATxBM) transgenic mice. Under these conditions the T cells 
mature in a thymic environment that does not endogenously express the transgene. 
These mice were also tolerant, arguing in favor of a peripheral mechanism for the 



tolerance induction. A similar series of experiments was done with MHC class I 
molecules expressed in a variety of peripheral tissues, as well as with different 
tissue-specific antigens, and the outcome was the same, although thymic transplant 
experiments were only performed in a few of these cases.

Overall, these experiments demonstrate that low-level expression of many 
tissue-restricted antigens occurs in the thymus and that this can diminish the immune 
response toward these antigens. Interestingly, the tolerance mechanism(s) involved in 
these situations are not always deletional. In the next sections of this chapter, we will 
examine the mechanisms of anergy and suppression in addition to activation-induced 
cell death (AICD) that are thought to be involved in this process.

Activation-Induced Cell Death and Homeostasis

The frequency of responding T cells in a mixed lymphocyte response (MLR) is quite 
high, ranging from 2% to 5% of the CD4 + T-cell population. Proliferation following 
priming does not increase this frequency, suggesting that many of the dividing cells 
must die ( 39 , 40 , 41 , 42 , 43 and 44 ). Sprent and Miller followed the fate of the reactive 
cells in this assay by isolating 4-day blasts from the thoracic duct of F 1 mice injected 
with parental cells, labeling the cells, and transferring them back to syngeneic parental 
hosts. These cells homed to the spleen and intestine and then most of them 
disappeared, appearing to die in situ and be degraded by macrophages or be excreted 
into the lumen of the gut over a 2-week period. Only a few survived to become memory 
cells that were capable of responding more rapidly.

Modern studies on the fate of T cells stimulated with superantigens have confirmed 
these early findings with alloreactive T cells. Injection of spleen cells expressing Mtv-7 
into mice lacking Mtv-7 or injection of staphylococcal enterotoxin A or B into strains 
expressing Vß8 and/or Vß3 T cells, results in an initial expansion of the reactive T cells 
followed by extensive death via apoptosis. This is not simply a phenomenon observed 
with superantigens as transfer into male nude mice of spleen cells from a transgenic 
female mouse expressing the TCRaß anti–H-Y receptor resulted in a similar expansion 
and disappearance of CD8 + T cells. The general pattern of response to all of these 
stimuli is shown in Fig. 1.



 
FIG. 1. The general pattern of in vivo responses of CD4 + and CD8 + T cells to 

superantigen and antigen stimulation. The response of Vß8 + T cells to staphylococcal 
enterotoxin B is shown as a model. The response occurs in four phases. During the first 
12 hours, the massive release of cytokines from memory T cells can result in significant 
cell death in the stimulated cells. In the second phase, the remaining stimulated cells 
divide, increasing two- to eight-fold over a period of 4 days. In the third phase, CD4 + T 
cells die off rapidly, but leave a residue of cells that appear to be anergized. In the 
fourth phase, the anergized cells slowly disappear. CD8 + T cells, in contrast, slowly 
decrease in number from their peak expansion, returning to normal levels after 30 days. 
Whether these cells become anergic depends on the presence or absence of effective 
CD4 + T-cell help.

The biochemical pathway responsible for signaling the cell to die is initiated in some 
models by an Fas–Fas ligand interaction and in others by TNF and its receptor. Recent 

in vivo studies by Marrack and colleagues have suggested that killing of CD4 + T cells is 
instead mediated by reactive oxygen species via activation of bim. Also in an in vitro 

reactivation model, Cauley and Swain showed that IFN? produced by activated CD4 + 
cells could stimulate granulocytes to make nitrous oxides and reactive oxygen 
intermediates which in turn killed the activated CD4 + cells. For Fas-mediated killing, the 
activated T cell is initially resistant to cell death, because the cells express a 
Fas-signaling antagonist called c-Flip and because the co-stimulation accompanying 
T-cell stimulation increases the synthesis of antiapoptotic Bcl-2 family members such as 
Bcl-X L. When the latter decay and Flip is down-regulated following IL-2R signaling, the 
cell becomes vulnerable to Fas-mediated death. If restimulated through the antigen 
receptor, the surviving cells can also be killed by a rapid reexpression of the Fas ligand 
(the “propriocidal” effect of Lenardo). Other cells die simply when their growth factors 
are withdrawn. This last mechanism detailed by Thompson and colleagues involves 
down-regulation of the glucose transporter, atrophy of the cell, and mitochondrial 
changes leading to cytochrome C release and apoptosis.

Several recent experiments have demonstrated that the initial expansion phase of the 
T-cell response is started by the first encounter with antigen and that the cells are then 
programmed under optimum conditions to go through four to eight rounds of division 
without any restimulation. At the end of this period, they stop proliferating and then must 



receive further instructions to determine their fate. Death is only one possible outcome 
and all the quantitative parameters that influence the cell’s fate at this point are not 
understood. CD28 signaling does not protect against the death induced by either the 
propriocidal effect or by superantigens. The experiments of Marrack and colleagues 
showed that only LPS or proinflammatory cytokines such as IL-1 and TNF-a prevent 
superantigen AICD. One way these molecules act is through up-regulation of the I?B 
family member Bcl-3, which in expression experiments was shown to have antiapoptotic 
effects. Only the CD4 + T cells die rapidly at day 4 following SEB injection; CD8 + T 
cells do not. Thus, a completely different explanation for CD4 + T-cell depletion has 
been proposed by Pernis and colleagues, who removed CD8 + T cells from the mice 
prior to SEB injection, by treatment with anti-CD8 antibody, and prevented the rapid 
loss of CD4 + T cells. They postulated that the activated CD8 + T cells kill off the 
activated CD4 + T cells by a perforin/granzyme-mediated cytotoxicity mechanism 
involving Qa-1.

One of the most interesting aspects of all these observations is that 90% of T cells 
responding to antigen or superantigen die. This is best understood in the context of 
homeostatic regulation of the immune system rather than antigen-specific tolerance per 
se. There is only so much space in the body for lymphocytes and room must be 
maintained for the influx of new naïve cells from the thymus as well as the preservation 
of memory T cells for an extended period of time. Transfer of splenic T cells into nude 
mice showed that the cells could expand only until a critical cell number is reached 
(approximately 2 × 10 8 cells per mouse). Surprisingly, memory T cells and naïve T 
cells were independently regulated; that is, each subpopulation did not influence the 
expansion of the other. Their half-lives were also controlled in different manners, as 
most naïve T cells were dependent on TCR recognition of self-MHC molecules for 
survival whereas memory T cells were not. In the immune response to a virus, Ahmed’s 
group has shown that the frequency of the responding antigen-specific cells increases 
dramatically over an 8-day period, up to a frequency of 10% or more of the total CD8 + 
T cells in the spleen. As these cells begin to effectively eliminate the virus, however, 
their frequency drops and in the memory phase of the response it becomes only 1/300 
to 1/1000 of the total CD8 + pool. Thus, homeostasis is maintained by allowing most of 
the generated new cells to die once the antigen is cleared.

Mature cells in the thymus can also undergo AICD via a Fas/Fas ligand 
(FasL)–mediated mechanism ( 11 ). Whether this mechanism is involved in cell loss 
seen during ectopic presentation of peripheral self-antigens in the thymus has not been 
clearly established. Transgenic mice made with human C-reactive protein (hCRP) 
express the molecule both in the liver and in medullary epithelial cells of the thymus. 
Crossing these mice to TCR transgenics specific for peptides from hCRP resulted in the 
absence of CD4 + thymocytes ( 38 ). This was also seen in bone marrow chimeras in 
which the hCRP transgene was only expressed by radioresistant epithelial cells. 
Furthermore, it occurred even if the bone marrow was derived from MHC class II 
knockout mice so the donor-derived dendritic cells could not pick up and re-present the 
antigen. These results clearly demonstrate that a deletional mechanism can lead to 



tolerance in the thymus following antigen presentation by medullary epithelial cells.

T-Cell Anergy

The first experiments to explore the mechanism of tolerance induced by antigens 
expressed on thymic epithelial cells were done by Ramsdell and Fowlkes ( 42 , 45 , 46 , 47 , 
48 and 49 ) using MHC class II E molecules and MMTV superantigens expressed by the 
irradiated host to tolerize reconstituting bone marrow–derived hemopoietic cells lacking 
the I-E molecules. Interestingly, the Vß6 +, 17 + CD4 +, and CD8 + T cells interacting 
with the superantigens were not deleted, although these cells, either mature thymocytes 
or peripheral lymph node cells, appeared to be functionally unresponsive in a mixed 
leukocyte response in vitro as well as in a graft-versus-host response following adoptive 
transfer in vivo. Furthermore, attempts to directly stimulate the cells to proliferate using 
anti-Vß antibodies on a plate were unsuccessful. Addition of exogenous IL-2 gave only 
a partial recovery of the proliferative response, suggesting that both IL-2 production and 
responsiveness to IL-2 were blocked. Subsequent experiments showed that the 
unresponsive state could be reversed if the T cells were cultured in the absence of 
antigen (either in vitro or in vivo), thus proving that the cells had not been deleted. This 
state of functional inactivation has been referred to as “anergy.”

The first description of a CD4 + T-cell anergic state was in clones and is now referred to 
as “T-cell clonal anergy.” Activation of CD4 + Th1 clones to proliferate requires live 
APCs. When the APCs were chemically treated with fixatives such as 
paraformaldehyde and used to present peptide antigens, the T cells did not proliferate. 
Instead, by 6 to 18 hours they had entered a new state in which they failed to make IL-2 
or proliferate when restimulated with normal APC and antigen. The T cells were alive, 
as they could proliferate in response to added IL-2, and in fact this response brought 
them out of the state. Without IL-2, the unresponsiveness lasted for at least 2 weeks in 
the absence of any further antigen addition. Simultaneous studies using planar lipid 
membranes, composed of MHC class II molecules on a plastic surface and pulsed with 
peptide antigen, induced the same state. This suggested that TCR occupancy was all 
that was required to induce the state. Subsequent reconstitution experiments supported 
this idea. Addition of untreated, allogeneic APC (which could not present the peptide), 
along with chemically fixed syngeneic APC and peptide, prevented the induction of the 
unresponsive state. It also reconstituted the initial proliferative response. This 
suggested that the fixed cells were presenting antigen properly but that the fixation 
prevented other signals from being delivered by the APC. Addition of the allogeneic 
APCs allowed these second signals to be delivered in trans, although the process was 
relatively inefficient, requiring a 100-fold higher antigen concentration to achieve a 
comparable proliferative response. No soluble cytokines were ever effective in 
substituting for the allogeneic APC, and eventually the CD28 molecule was identified by 
Linsley and colleagues as a co-stimulatory receptor on the T-cell required for the IL-2 
production. The ligand on the APC could be either B7-1 (CD80) or B7-2 (CD86). 
Subsequently other paired molecular interactions, such as LFA-1/ICAM-1, were also 
shown to provide co-stimulation for proliferation (see later discussion on co-stimulation).

In addition to induction by TCR occupancy in the absence of co-stimulation, clonal 



anergy was also achieved by stimulation with low-affinity peptide ligands (partial 
agonists) by Sloan-Lancaster and Allen or low doses of agonist peptides in the 
presence of co-stimulation by Sadegh-Nasseri and colleagues. Both these stimuli 
represent suboptimal activations that are inadequate to drive the cell into division, but 
adequate to induce a dominant biochemical feedback mechanism that blocks 
subsequent proliferative responses to normal activating stimuli. One biochemical block, 
described by the labs of Fitch and Mueller, is at the level of activation of the Ras/MAP 
kinase pathway by inhibiting the usual increase in GTP-p21 Ras. This prevents the 
induction and activation of certain transcription factors such as AP-1 that are required 
for transcription of the IL-2 gene. In the clonal anergy model described by Lamb and 
Feldmann, however, there is also a block in the calcium/calcineurin pathway. In this 
latter state all cytokine production is inhibited. In the former state only those responses 
involved in proliferation are blocked; for example, IL-4 production is unaffected in 
murine Th0 clones, but the proliferative response to IL-4 is blocked. Chemokine 
production is unaffected and there is only a small effect on IFN? production in Th1 
clones. Finally, CD28 co-stimulation is not sufficient to prevent anergy induction. If the 
cells are stimulated with anti-TCR and anti-CD28 in the presence of rapamycin, a drug 
that blocks the cells from progressing from G1 into S phase of the cell cycle, the clones 
still become anergic. Thus, a major effect of co-stimulation is to produce enough T-cell 
growth factor(s) to drive the cells into cycle. This in turn counteracts the induction of 
anergy, possibly by degrading the newly synthesized proteins required to maintain the 
anergic state. Thus, clonal anergy in this case appears to be mainly a growth arrest 
state that maintains the cells in G1 even following full TCR stimulation.

Similar results have been obtained with primed or previously activated T cells from TCR 
transgenic mice; however, the extension of these findings to naïve T cells was harder to 
show. In many cases, naïve T cells could not be anergized by signal one alone. In those 
cases in which naïve cells were anergized, a strong TCR signal was required, such as 
several days of stimulation with anti-CD3 on a plate in the experiments of Lechler and 
colleagues, or addition of certain forms of co-stimulation by Webb and colleagues. The 
latter group showed that presentation of antigen to naïve CD4 + T cells, using 
Drosophila cell lines transfected with murine MHC class II molecules, did not induce 
division or clonal anergy. If, however, the cell adhesion molecule ICAM-1 was also 
expressed as a form of co-stimulation, then the cells divided a few times and anergy 
was induced. If B7 molecules were expressed with or without ICAM-1 co-stimulation, 
then the T cells divided many times and ultimately ended up becoming primed. Division, 
however, is not a prerequisite for anergy induction. Using CFSE labeling to separate 
those cells that had not divided following stimulation with soluble anti-CD3 plus APC, in 
the presence of soluble CTLA-4Ig to block B7 co-stimulation, Wells and Turka showed 
that the recovered cells were still anergized. These results suggest that CD4 + T cells 
need enough stimulation, either through a strong TCR signal or a weaker form of this 
signal plus a non–CD28-mediated form of co-stimulation, to induce a state of clonal 
anergy. Interestingly, if naïve CD4 + T cells do not divide in the presence of B7 
co-stimulation, they seem to go into an even deeper state of clonal anergy. Not only do 
these cells not make IL-2 or proliferate when restimulated, but they also do not 
proliferate when IL-2 is added. Induction of this “division arrest” form of anergy requires 
CTLA-4 signaling.



The first description of an anergic state in vivo was made in mice injected with 

superantigens by Rammensee and colleagues. In animals given SEB or Mtv7 + spleen 
cells, there remains a population of Vß8 + CD4 + T cells that fails to proliferate or 
produce IL-2 on restimulation with these antigens in vitro ( Fig. 1). These cells stay in 
this functionally unresponsive state for weeks, especially if the animals have been 
thymectomized, but eventually the state reverses. These observations were extended to 
conventional antigens with TCR transgenic mice either by crossing them to a mouse 
expressing the antigen they recognized or by transferring their mature T cells directly 
into this second mouse. In the H-Y transgenic model of Rocha and von Boehmer 
described earlier, the CD8 + T cells become unresponsive when the cells are put into an 
environment in which the male antigen they recognize is highly expressed and cannot 
be eliminated, such as following transfer into a male nude mouse. If the CD8 + T cells 
are removed from this environment and placed in a female nude mouse, they recover 
their function. Dependence of CD4 + T-cell unresponsiveness on the persistence of 
antigen has also been reported by Tanchot and Schwartz. Also similar phenomena 
have been described by Jenkins and colleagues for CD4 + transgenic T cells 
transferred to a syngeneic host and stimulated with a peptide ligand in the absence of a 
co-stimulatory signal such as LPS. Here a key role has been demonstrated for CTLA-4 
signaling in the anergy induction process by Perez and Abbas, and the cells 
spontaneously come out of the anergic state several weeks after the antigen 
disappears. The unresponsive state for both CD4 + and CD8 + T cells involves a failure 
to produce IL-2 on restimulation with the antigen and APC; however, the production of 
other cytokines varies with the model. In some cases all cytokine production is inhibited, 
while in others the cells were found to make IL-10. Proliferation in most of these models 
is inhibited, and some also show a failure to respond to IL-2. It is not yet clear whether 
these differences relate to the depth of the anergic state induced, as discussed above 
for clonal anergy, or whether there are fundamental differences in the underlying 
biochemical mechanisms.

Only a few biochemical studies have been done with these in vivo models because of 
the difficulty of obtaining large numbers of cells for study. Nonetheless, if one pools all 
the data obtained so far in different systems, it appears as if in vivo anergy represents a 
block at the earliest steps of TCR-induced tyrosine phosphorylation ( 50 ). 
Activation-induced ZAP-70 phosphorylation is always reduced; also its downstream 
phosphorylation of the LAT adaptor molecule is inhibited. Interestingly, this results in a 
more profound inhibition of calcium mobilization than activation of the Ras/MAP kinase 
pathway, in contrast to some of the clonal anergy models. This may be explained by 
normal activation of the Slp-76 adaptor protein, which as shown by Madrenas can 
activate the Ras/MAP kinase pathway independent of LAT. The Src family kinases Lck 
and Fyn, which normally initiate Zap-70 activation by phosphorylating both the zeta 
chain of the TCR and ZAP-70, show definite changes in anergic cells. For example, 
there is often observed an increase in the levels of fyn and a decrease in the p23 
isoform of phosphorylated TCR zeta. Gene targeting of Fyn partially restores the 
proliferative response of anergic cells by enhancing IL-2 receptor beta expression and 
cell survival, but it does not overcome the IL-2 production defect. Thus, overall it is still 
not clear how these changes cause the anergic phenotype. Finally, in those models 



where IL-2R signaling is also blocked, the CD25 a chain is usually normally 
up-regulated, but the mechanism of the downstream inhibition has not been identified.

The relationship between in vivo anergy models and in vitro T-cell clonal anergy is still 
not clear. There are some common threads. For example, all the states are 
antagonized by cell cycle progression, and inversely inhibition of progression from G1 to 
S phase by the drug rapamycin favors the development of anergy in both situations. 
Consistent with this notion is the demonstration that the major effect of anti-CTLA4 is to 
block cell cycle progression. Other parameters, however, suggest that the states are 
quite different. Clonal anergy is primarily a growth arrest state stemming from a block in 
the Ras/MAP kinase pathway, which can persist in the absence of antigen. CTLA4 
plays no role in its induction or maintenance. By contrast, in vivo anergy is a 
desensitization state characterized by an early block in TCR signal transduction and a 
preferential block in the calcium pathway, which leads to inhibition of most cytokine 
production (with the notable exception of IL-10) in addition to blocking proliferation. In 
vivo anergy spontaneously reverses in the absence of the antigen. It generally arises 
following a proliferative expansion of the T cells and is maintained because the antigen 
signal persists. CTLA4 plays a critical role in determining the outcome (tolerance vs. 
priming) by influencing the amount of proliferation. These characteristics suggest that in 
vivo anergy is an adaptation of the cell to the persistence of antigen in its environment, 
consistent with the tunable activation threshold model of Grossman and Paul ( 18 ) 
discussed earlier for thymocyte development. The function of the anergic state in the 
periphery would be to retain a potentially useful cell in a harmless mode until a decision 
can be made as to whether it is autoreactive or critical for host defense. The half-life of 
these cells in the absence of other T cells is long; but in the presence of normal T cells 
the anergic cells more quickly disappear, possibly as suggested by Mostokides by a 
perforin and FasL-dependent mechanism. Premature entry into this state, however, can 
have deleterious effects such as impairment of an effective immune response to a viral 
infection as shown by Kundig and colleagues. However, if this state is induced in the 
thymus, it can serve as a mechanism for tolerance induction ( 45 ).

CD4 +CD25 + Suppressor T cells

Nishizuka and Sakakura first showed that neonatal thymectomy of female mice at 3 
days of age (but not at day 1 or 7) led to oophoritis and sterility ( 51 , 52 and 53 ). 
Subsequent studies showed that other organs could be affected such as the thyroid, 
stomach, prostate, and testis, and that the target tissue varied depending on the genetic 
background of the inbred mouse strain. Disease could be prevented either by thymus 
grafting or by injection of normal day 7 or adult spleen cells. A transfer model developed 
by Sakaguchi and Nishizuka eventually allowed the identification of the protecting cells 
as CD4 + T cells and then much later as constitutively CD25 + (the a chain of the IL-2 
receptor).

The presence of CD4 +CD25 + T cells in the thymus suggests that they develop there, 
although the possibility that the cells recirculate back from the periphery had to be 
considered. The first convincing evidence that these regulatory cells arise in the thymus 
came from studies on embryonic epithelial grafts of thymic primordium by Le Douarin 



and Coutinho. These experiments were initially done in the chicken and then in the 
mouse. More recently, a mouse expressing MHC class II molecules only in the thymic 
cortex was shown by Laufer and colleagues to support the development of CD4 +CD25 
+ immunoregulatory T cells, while mice deficient in all MHC class II molecules did not. 
Finally, a TCR transgenic mouse has been described by Caton and colleagues which 
gives rise to a high frequency of the CD4 +CD25 + T cells at the transition from the 
double-positive to the single-positive thymocyte stage, but only when the animal also 
expresses the antigen for which the TCR is specific. Interestingly, another TCR 
transgenic with a lower-affinity receptor for the same antigen did not generate the 
regulatory T cells. These observations suggest that positive selection on cortical 
epithelial cells is all that is required for the development of the CD4 +CD25 + T cells 
(i.e., dendritic cell interactions at the cortical/medullary junction are not necessary), and 
that a relatively high affinity for the selecting ligand is required to generate them.

The antigen recognition by CD4 +CD25 + T cells appears to be organ specific, at least 
in the way the cells prevent autoimmune disease. For example, in the day-3 
thymectomy models for orchitis and prostatitis, CD4 +CD25 + suppressor T cells from 
the spleens of normal male mice are ten-fold more effective at preventing disease than 
spleen cells from either female mice or males that had been castrated at birth (and who 
therefore do not express antigens of the testes or the testes-dependent prostate). 
Tissue ablation experiments in adults by Seddon and Mason suggest that peripheral 
antigen expression is needed to sustain prolonged survival or expansion of the CD4 
+CD25 + T cells in the periphery. Whether the continued presence of these cells in the 
thymus requires ectopic antigen expression of peripheral antigens in epithelial cells of 
the thymic medulla remains to be investigated.

Peripheral and thymic CD4 +CD25 + suppressor T cells have an activated phenotype. In 
addition to being CD25 +, they express high levels of CD44, CD5, and CD54 and low 
levels of CD45RB. They also constitutively express CTLA4 (most of it intracellular) and 
much attention has been focused recently on whether this molecule plays any role in 
their function. The molecule is not essential, however, since CTLA4 -/- gene-targeted 
mice show normal CD4 +CD25 + T-cell development and function. Interestingly, the 
resting CD4 +CD25 + T cells appear to be in a clonal anergic state. They do not make 
IL-2 or proliferate when stimulated through their TCR. The cells can proliferate if IL-2 is 
added to the cultures and this approach has been used to expand them in vitro. In vivo, 
their survival also seems to depend on IL-2 since as shown by Papiernik and others 
gene targeted mice deficient in either IL-2 or its co-signaling receptors, CD28 and 
CD40L, have fewer numbers of CD4 +CD25 + cells.

In vitro studies by Shevach’s group have shown that CD4 +CD25 + cells function by 
suppressing the proliferative response of naïve CD4 and CD8 T cells through blocking 
of IL-2 production and arresting the cells in the G1 phase of the cell cycle. To do this, 
the regulatory cells must be activated through their TCRs and physically interact with 
the naïve T cells. Once activation is initiated by antigen or anti-TCR antibodies, the 
suppression becomes completely antigen independent. There is some controversy 



about whether an APC is also involved in the process and whether the mechanism of 
inhibition involves cytokines such as IL-10 and TGF-ß. The suppressor cells clearly 
make these cytokines when they are stimulated, but again gene-targeted mice not 
expressing these cytokines or their receptors have normal numbers of functioning CD4 
+CD25 + T cells. In addition to preventing organ-specific autoimmune diseases, these 
cells have been found to play a significant role in preventing transplantation and tumor 
rejection.

Pivotal Role of the Antigen-Presenting Cell in Initiation of T-Cell Responses and 
Avoidance of Tolerance

It has generally been assumed that vertebrates evolved an adaptive immune system to 
respond to foreign antigens in order to identify and eliminate invading pathogens ( 54 , 55 

and 56 ). For this reason, Dresser’s ( 57 ) demonstration in the early 1960s that the 
infusion of a “deaggregated” form of a foreign protein into adult mice could lead to 
tolerance (an inability of the animal to make an antibody response to a subsequent 
rechallenge with the same antigen) was a surprising finding. He was also the first to 
show that deaggregated antigen could lead to the production of antibody when it is 
accompanied by substances like complete Freund’s adjuvant. This experimental result 
suggested to him that antigen, in its simplest form, induces only a “paralysis” of the 
immune system rather than a productive immune response. Aware of Dresser’s 
experimental work, as well as previous studies indicating the potency of bacterial 
endotoxins to act as adjuvants in vaccination studies, Claman ( 58 ) soon confirmed that 
a foreign protein antigen is immunogenic only when accompanied by a nonspecific 
stimulus such as endotoxin. Importantly, these findings led both investigators to 
propose the first (essentially similar) two-signal model of lymphocyte activation: specific 
antigen-receptor stimulation (signal one) of a naïve lymphocyte in the absence of a 
nonspecific immune stimulus (signal two, also called “adjuvanticity” by Dresser) fails to 
induce cell proliferation and instead leads to a durable tolerant state, whereas antigen 
stimulation in the presence of such a nonspecific proliferative stimulus is immunogenic 
and leads to both the clonal expansion and differentiation of the lymphocyte precursor.

A critical role for antigen uptake by macrophages in the initiation of an immune 
response was first considered by Thorbecke and colleagues who demonstrated that in 
vivo filtration of antigen in rabbits removed the aggregated material and converted an 
immunogen into a tolerogen. The antigen-presenting cell, however, did not achieve 
full-fledged importance until the discovery of T-cell MHC-restriction, and the 
accompanying acceptance of the notion that cell-cell interactions are required for 
antigen-presentation to T cells. Considering the problem of immune reactivity against 
allogeneic tissues, Lafferty and Woolnough suggested that a potent allogeneic reaction 
is initiated only in response to hematopoietic stimulatory cells carried within the allograft 
that possess both the specific alloantigen (signal one) as well as a nonspecific 
“inductive stimulus” (signal two) that they called “co-stimulation.” They demonstrated 
that the metabolic inactivation of stimulatory leukocytes with ultraviolet irradiation 
eliminates only the nonspecific stimulus, without affecting the presentation of specific 
alloantigens to responder T cells. Using a similar approach of metabolic inactivation of 
antigen-presenting cells, Jenkins and Schwartz extended this work to the study of 



protein antigens, and demonstrated that cloned CD4 +T cells not only fail to produce 
growth factor and proliferate when confronted with chemically fixed antigen-bearing 
APC, but in fact develop a state of unresponsiveness to further antigen challenge. 
Consistent with Dresser’s and Claman’s original ideas, the loss of a nonspecific 
“co-stimulatory activity” following chemical treatment of the APCs accounted for the 
decrease in immunogenicity of the antigen and the induction of T-cell tolerance, since 
the addition of viable third-party activated B cells and macrophages (themselves 
incapable of presenting the peptide antigen) during the reaction promoted the 
proliferation of the T cells and prevented their development of unresponsiveness. 
Taken together, these in vitro studies provided the basis for our current thinking that 
APCs must provide both a stimulatory peptide/MHC complex as well as an antigen 
nonspecific co-stimulatory activity to promote T-cell clonal expansion and avoid the 
induction of tolerance in the antigen-specific responder population.

But how does this APC-derived co-stimulatory activity relate to the requirement for 
adjuvant or aggregation of protein antigen for productive engagement of the intact 
immune system? The solution to this problem was originally thought to be the existence 
of discrete populations of “professional” APCs. Matzinger coined this term to 
differentiate subpopulations of APCs capable of priming naïve T cells in vivo (e.g., 
dendritic cells) from those that could only stimulate previously activated T cells (e.g., B 
cells). In vitro experiments on spleen-derived interdigitating dendritic cells by Steinman 
and colleagues reinforced this premise, leading to the statement that dendritic cells 
were in fact “nature’s adjuvant.” This raised the question of how the administration of 
soluble foreign protein antigens in vivo could be naturally tolerogenic. Perhaps 
adjuvants or the presence of protein aggregates selectively promoted antigen 
presentation by stimulatory dendritic cells over other more tolerogenic cell types.

An alternative solution to the problem of tolerance induction in the absence of 
co-stimulatory signals was offered by Janeway. He suggested that the innate immune 
system evolved first to recognize and respond to certain characteristics or patterns 
common to infectious agents that were absent from the host. Only subsequently did the 
adaptive immune system evolve, with the recognition of foreign determinants by 
antigen-specific receptors as a means to focus the immune response initiated by the 
recognition of pathogen-associated molecular patterns (PAMPs). In his model, the 
activation of pattern recognition receptors (PRRs) on innate immune cells leads to the 
up-regulation of co-stimulatory activities on APCs and the subsequent induction of 
second signals in T cells. Thus, the absence or presence of a PAMP becomes the 
critical determinant in peripheral self/non-self discrimination. The subsequent discovery 
by Janeway and others of multiple Toll-like receptors on innate immune cells capable of 
mediating this recognition of PAMPs (described below) now provides considerable 
support for this model.

One subsequent alteration in this theoretical framework was the concept that tissue 
injury and necrosis can also elicit an activation response in antigen-presenting cells that 
leads to an up-regulation of co-stimulatory signals and the avoidance of tolerance. In 
this “danger model” as proposed by Matzinger, tissue dendritic cells are activated by 
alarm signals generated by stressed or necrotic peripheral tissue cells. One could argue 
that such a response would have evolved because of the tight association that normally 



exists between tissue injury and infection. Once again, the effect of such recognition of 
dying or damaged cells by innate immune cells is the induction of co-stimulatory signals 
on APCs and the generation of second signals in the responding T-cell population, thus 
preventing the induction of tolerance. The unifying principal then is that resting dendritic 
cells present antigen in a tolerogenic mode, while activated dendritic cells initiate an 
immune response.

Toll-like Receptors, Nods, and Receptors for Heat-Shock Proteins Mediate 
Activation and Maturation of Dendritic Cells Dendritic cells resident in peripheral 
nonlymphoid tissues sense the presence of pathogens by recognizing PAMPs such as 
microbial carbohydrates and lipids (e.g., peptidoglycan, lipoarabinomannan, 
lipopolysaccharides, lipoteichoic acid, lipoprotein) as well as nucleic acids (e.g., 
double-stranded RNA, unmethylated CpG DNA) through binding of PRRs such as the 
Toll-like receptor molecules and their associated adaptor protein MyD88 ( 59 , 60 and 61 ). 
Binding of PRRs on innate immune cells can lead to the activation of NF?B and 
secretion of proinflammatory cytokines such as IL-1, IL-6, IL-8, IL-12, and TNF-a, as 
well as the up-regulation of co-stimulatory ligands including CD80, CD86—all of which 
can contribute to the co-stimulatory activity of the antigen-presenting cell. There also 
exist a set of intracytoplasmic PRRs called Nods, which are members of the 
Apaf-1/Ced4 family of proteins. They can bind lipopolysaccharides and other PAMPs 
released into the cytoplasm by intracellular pathogens and activate the NF?B and JNK 
pathways by homodimerizing through their caspase recruitment domain (CARD) and 
then interacting with Rip2. The Nods have structural and sequence homology to the 
intracytoplasmic resistance (R) genes of plants. Their role in APC activation has yet to 
be studied. There is also evidence to suggest that dendritic cells are highly sensitive to 
the presence of stressed or necrotic cells. Heat-shock proteins (HSPs) (e.g., gp96, 
hsp90, hsp70, calreticulin) normally are sequestered within tissue cells or synthesized 
only under stress. Consequently, cell necrosis is associated with the abnormal 
appearance of extracellular HSP. This is in contrast to apoptotic cell death, which does 
not lead to the release of HSP. Dendritic cells recognize and internalize protein 
complexes made up of HSP and antigens derived from the dying cell via the binding of 
CD91 molecules, allowing for the production of peptide/MHC complexes derived from 
these HSP-chaperoned antigens. In addition to transporting intracellular antigens from 
dying cells, extracellular HSPs induce the activation and maturation of dendritic cells, in 
part through their capacity to stimulate NF?B translocation to the nucleus. Thus, HSP 
binding and internalization by CD91 may be the molecular basis for the sensing of injury 
or “danger” by innate immune cells. Recognition of microbial cell products also matures 
the dendritic cell in ways important to antigen presentation. Rapid uptake of antigens 
that normally occurs in immature dendritic cells by receptor- and clathrin-mediated 
endocytosis, macropinocytosis, and particulate phagocytosis, quickly ceases. Synthesis 
and transport of MHC class II molecules to the cell surface is transiently increased, and 
then shut off. As a consequence, newly formed peptide/MHC class II complexes are 
stabilized on the surface of the cells. MHC class I expression is also up-regulated, and 
“cross-presentation” of endocytic compartment antigens transported to the cytosol 
becomes efficient. Finally, expression of the CCR7 chemokine receptor is induced, 
leading to the trafficking of the maturing dendritic cell out of the infected tissue and 
through the afferent lymph to the T-cell–rich areas of the draining lymph node. 
In Absence of Activation, Antigen-Presenting Cells Are Naturally Tolerogenic 
Considered in the context of a dominant role for the innate immune system in the 



sensing of infection and injury, the capacity of adjuvants to promote the immunogenicity 
of a soluble protein antigen now appears to lie in their ability to provide or mimic PAMPs 
and extracellular HSPs and induce the expression of co-stimulatory molecules on APCs 
( 63 , 64 , 65 and 66 ). Denatured protein aggregates also stimulate the production of the 
NF?B-dependent proinflammatory cytokines such as IL-1 by macrophages, suggesting 
a similar capacity to activate APCs and increase their co-stimulatory activity. In the 
absence of infection, injury, adjuvant, or protein aggregation, however, T-cell tolerance 
is elicited by exposure to foreign peptide/MHC complexes on APCs, because the 
resting APC is naturally tolerogenic for naïve T cells. Consistent with this, experiments 
designed by Finkleman and colleagues to target foreign protein antigens directly to 
IgD-bearing resting B cells using rabbit anti-mouse IgD antibody demonstrated that 
these B cells were competent to induce only tolerance in responding naïve T cells. 
Similar results were obtained for foreign protein antigen targeted directly to splenic 
interdigitating dendritic cells using monoclonal antibodies against specific dendritic cell 
surface markers (33D1 or DEC-205). On the other hand, targeted dendritic cells 
became highly immunogenic when the antigen administration was accompanied by an 
agonistic CD40 mAb, a potent stimulator for NF?B activation. These results support the 
theory that the state of activation of the innate immune system plays a key role in 
determining the response to peptide/MHC complex recognition, rather than simply the 
identity or location of the APC controlling the outcome. In fact, dendritic cells appear to 
be maintained in a “tolerogenic” state by the steady-state phagocytosis of apoptotic cell 
products. Unlike necrotic cells that promote the maturation of dendritic cells and 
increase their expression of co-stimulatory activities, apoptotic cell products 
phagocytosed by immature dendritic cells have been shown to inhibit the response of 
dendritic cells to proinflammatory stimuli and promote their production of 
anti-inflammatory substances such as IL-10, TGF-ß1, and PGE2. The induction of this 
“anti-inflammatory” cell program occurs via the recognition and binding of apoptotic cell 
products by diverse surface-associated molecules such as phosphatidyl serine 
receptors, CD36, thrombospondin, the vß3 and vß5 integrins, pentraxins including 
serum amyloid P and C-reactive protein, collectins such as mannose-binding lectin, and 
the complement component C1q. Receptor tyrosine kinases of the Tyro3/Axl/Mer family 
have been shown by Lu and Lempke ( 67 ) to be necessary for the phagocytosis of 
these apoptotic cell products and they act as intermediates in the production of the 
immunosuppressive activities. Notably, mice that are genetically deficient for one or 
more of these kinases demonstrate evidence of spontaneous systemic autoimmunity. 
“Two-Signal” Model of T-Cell Activation Considerable data suggest that the APC 
regulates the induction of antigen-specific T-cell tolerance versus productive immunity 
through its expression of co-stimulatory activities ( 46 , 68 , 69 , 70 , 71 and 72 ). In the 
complete absence of co-stimulatory ligands, isolated TCR ligation by solid-phase 
high-affinity peptide Ag/MHC complexes (immobilized on plastic culture plates, latex 
beads, or gluteraldehyde-fixed mouse erythrocytes) has been shown to elicit a weak 
and transient proliferative response that is accompanied by suboptimal IL-2 secretion. 
Similarly, Frelinger and colleagues showed that high avidity peptide Ag/MHC class I 
tetramers can stimulate at least one round of cell division in single, isolated CD8 + T 
cells. Nevertheless, naïve T-cell growth factor production and proliferation induced by 
peptide Ag/MHC–bearing live APC generally requires the presence of co-stimulatory 
activity on the APC for a full immune response, with combinations of co-stimulatory 
ligands (e.g., ICAM-1 and B7) often demonstrating a synergistic enhancement. 
Furthermore, isolated peptide Ag/MHC complexes in planar lipid membranes can be a 



potent stimulus for the induction of clonal anergy (see above). These data have served 
as the basis for a general “two-signal” model of T-cell activation: namely, that TCR 
ligation alone (signal one) is insufficient for effective T-cell clonal expansion in response 
to antigen recognition, and that the recognition of additional co-stimulatory ligands on 
the APC (signal two) is required to elicit protective immunity and prevent the 
development of tolerance. We have only just begun to understand the mechanisms by 
which co-stimulatory receptors regulate T-cell responsiveness to peptide Ag/MHC 
complexes. The binding of ICAM-1 to LFA-1 on the T cell leads to enhanced TCR serial 
engagements as measured by TCR down-modulation. However, LFA-1 co-stimulation is 
only a weak stimulus for cell cycle progression, in part because of its inability to 
efficiently promote the production of growth factors such as IL-2 and maintain survival. 
In fact, Webb and colleagues have shown the capacity of LFA-1 signaling to increase 
the likelihood of clonal anergy induction in the absence of CD28 signals. In contrast, 
CD28/B7 interactions promote naïve T-cell proliferation by lowering the threshold for 
cell activation in response to a given number of serial engagements by the TCR and its 
associated accessory molecules CD4 or CD8. CD28 co-stimulation induces the 
movement of lipid- and kinase-rich membrane raft microdomains to the interface 
between the T-cell and the APC (the “immunologic synapse”), leading to more effective 
and persistent tyrosine kinase activity, c-Jun N-terminal kinase activation, and NF?B 
translocation to the nucleus in response to continued TCR and CD28 engagement. As a 
consequence, CD28 co-stimulation has the capacity to enhance transcription of the IL-2 
gene and increase the stability of resulting IL-2 transcripts, as well as induce Bcl-xL 
protein expression, leading to greater proliferation and improved T-cell survival. In 
addition, Allison and colleagues have shown that ligation of the CD28 molecule with a 
monoclonal antibody is sufficient to prevent the induction of clonal anergy in CD4 + T 
cells. Thus, the two co-stimulatory pairs of molecules, LFA-1/ICAM-1 and CD28/B7, can 
act synergistically because they work through different mechanisms. As our 
understanding of the molecular aspects of co-stimulation becomes more refined, it 
seems clear that the time will come to abandon the simplified concept of a “two-signal” 
model for T-cell activation and instead to view the various types of co-stimulation as a 
series of additive amplifiers or modifiers of TCR signaling required to ensure a 
successful immune response. In a similar manner, negative signals through inhibitory 
receptors will also be integrated into the equation producing a net outcome of total 
stimulation that will determine the fate of the T-cell, on or off. 
CD28/B7 and CD40/CD40L Co-stimulation Regulates Tolerance versus Productive 
Immunity Despite our increased understanding of the biochemical nature of T-cell 
co-stimulatory signals, the establishment of any one or more of these molecules as 
crucial molecular regulators of tolerance versus immunity has been difficult ( 64 , 73 , 74 , 
75 , 76 and 77 ). TCR ligation is essential for the induction of tolerance as well as 
immunity; therefore, the capacity of a particular co-stimulatory receptor/ligand pair to 
influence TCR signaling does not in itself predict a role for these co-receptors in 
mediating the effects of PAMPs or “danger signals” on T cells. B7 molecules (CD80 and 
CD86) become more highly expressed on APC in vivo following exposure to bacterial 
adjuvants such as LPS. Taken together with the in vitro demonstrations of anergy 
avoidance in the presence of CD28 co-stimulation, these results have led to the 
paradigm that the induction of B7 molecules on professional APC during the course of 
an immune response against a pathogen provides a key co-stimulatory signal that 
promotes immunity and prevents the development of tolerance. Since CD28 
co-stimulatory signals are a potent stimulus for T-cell proliferation, the result is 



consistent with the model that cell-cycle progression itself can antagonize the 
development of clonal anergy (see above). B7 molecules, however, can also interact 
with CTLA4, a receptor that inhibits proliferative expansion, and so the outcome of B7 
presentation is not straightforward. Extending the work of Dresser and Claman, Jenkins 
and colleagues observed that the i.v. administration of a chicken ovalbumin 
(OVA)-derived peptide Ag would induce only a transient clonal expansion of 
OVA-reactive TCR-transgenic CD4 + T cells that is soon followed by the contraction of 
the majority of the clone presumably as a consequence of programmed cell death, as 
well as the development of antigen-unresponsiveness in the survivors. Similar results 
were observed by Heath and colleagues for CD8 + T cells exposed to antigen in the 
draining lymph nodes of the kidney in mice expressing an OVA transgene, and by 
Mathis and Benoist for CD4 + T cells recognizing endogenous antigens from ß islet 
cells in the draining pancreatic lymph nodes. In contrast, exposure to peptide Ag in the 
presence of bacterial LPS led to an enhanced and prolonged clonal expansion of the 
CD4 + T cells in the Jenkins model. Furthermore, as the Ag disappeared and the T-cell 
population underwent a significant contraction, the surviving T-cell numbers remained 
significantly higher and the Ag-responsiveness of the cells was preserved. In this 
model, studies using a CTLA-4/Fc fusion protein to antagonize the interaction of B7 
molecules with their natural ligands in vivo suggested that the B7 co-stimulatory 

pathway was important for the clonal expansion of CD4 + T cells. Recently, Sharpe and 
Freeman ( 74 ) using gene-targeted mice lacking both B7-1 and B7-2 achieved more 
effective blockade. These mice fail to reject heart allografts, do not get experimental 
autoimmune encephalomyelitis following injection of myelin oligodendrocyte 
glycoprotein in CFA or allergic pulmonary inflammation following sensitization to OVA. 
When crossed onto the MRL/Mp-lpr/lpr background, the mice failed to develop 
autoimmunity. An analysis in vitro showed that B7-deficient APCs are impaired in 

stimulating IL-2 production and proliferation from both naïve and primed CD4 + T cells. 
In addition, the differentiation of naïve CD4 + T cells into IL-4 producers was impaired, 
although IFN? production was not. CD8 + T-cell–mediated contact sensitivity was also 
greatly impaired at low antigen doses. Finally, T cells residing in CD28-deficient mice 
were found to be resistant to the effects of LPS on clonal expansion, with defects 
observed in both growth factor production and proliferation. In addition, the T cells were 
more prone to tolerance induction following the recognition of antigen. Thus, CD28/B7 
co-stimulation appears to be critical for the tolerance/immunity decision in vivo. 
CD40L/CD40 interactions at the T-cell/APC interface during Ag priming can also act to 
amplify CD28 co-stimulatory signaling within CD4 + T cells. TCR– and 
CD28–co-stimulated CD40L expression on T cells quickly occurs following Ag 
recognition, and subsequent binding of CD40 molecules on the APC then reinforces the 
priming of the T cells by promoting higher levels of expression of the B7 molecules. In 
the absence of CD40L, Ag-bearing APC remain only weak stimulators of CD4 + T-cell 
growth and helper-cell differentiation. Consistent with this, mice treated with a 
neutralizing anti-CD40L mAb demonstrate only a suboptimal CD4 + T-cell clonal 
expansion following immunization in the presence of Ag plus adjuvant. Furthermore, 
such T cells lose their responsiveness to recall Ag challenge. In addition, administration 
of anti-CD40L mAb prevents the induction of experimental arthritis in mice. T-cell 
tolerance induction in the presence of anti-CD40L mAb has also been used 



successfully to prevent the rejection of transplanted allogeneic skin, heart, kidney, and 
pancreatic islet-cell tissues in animals. Thus, the CD40L/CD40 amplification loop 
appears to be equally critical for effective co-stimulation. 
OX40/OX40L and ICOS/ICOSL Co-stimulation as Secondary Amplification Signals 
A large number of in vivo studies have now examined the role of OX40 (CD134)/OX40L 
co-stimulatory interactions in the regulation of T-cell activation ( 74 , 78 , 79 , 80 and 81 ). 
OX40 is expressed on activated T cells 1 to 3 days after stimulation with antigen and 
adjuvants such as LPS. This up-regulation is partially dependent on CD28 signaling and 
augmented by co-stimulation with cytokines such as IL-1. OX40L expression on 
dendritic cells also needs to be up-regulated during the cognate interaction with T cells. 
This comes about as a consequence of CD40 ligation by CD40L after it is induced on 
the T-cell. OX40L is also up-regulated on B cells following CD40 ligation in conjunction 
with BCR stimulation. Thus, the OX40/OX40L interaction represents a second wave of 
molecular co-stimulation following T-cell activation. During the response to antigen, 
Croft and colleagues showed that OX40 co-stimulation with an agonistic anti-OX40 mAb 
prolongs T-cell proliferation and reduces apoptosis by augmenting Bcl-xL and Bcl-2 
expression and thus enhances the frequency of the resultant memory T-cell population. 
This anti-OX40 mAb also prevented the induction of T-cell anergy when 
co-administered with soluble peptide antigen in vivo, and restored the responsiveness 

of clonally anergic CD4 + T cells in vitro when given at the time of antigen rechallenge. 
As a consequence of this increased proliferation, survival, and avoidance of 
unresponsiveness, CD4 + T cells primed in the presence of anti-OX40 mAb provide 
better help for antigen-specific IgG production. Genetic deficiency in OX40L expression 
leads to defective contact hypersensitivity as a consequence of poor naïve T-cell 
priming. Similarly, mice treated with a neutralizing anti-OX40L mAb show defective 
priming for T-cell proliferation and recall lymphokine production. Most remarkably, 
Powrie and colleagues showed that treatment of mice with ongoing inflammatory bowel 
disease using a blocking OX40/Fc fusion protein reduced both the number of T cells 
infiltrating the lamina propria as well as the amount of proinflammatory cytokine gene 
expression. The effect on migration is likely a consequence of OX40L expression on 
vascular endothelial cells where it facilitates adhesion and migration into tissues of 
activated T cells. Anti-OX40L Ab was also shown to ameliorate EAE by a similar 
mechanism. Perhaps surprisingly, OX40-deficient T cells demonstrate only modest 
impairment of T-cell clonal expansion in response to immunization with antigen in 
adjuvant. This suggests that there also may be an OX40 independent pathway by which 
OX40L expression on dendritic cells sustains the co-stimulation initiated by the original 
recognition of pathogens or necrotic cells. A new CD28 homolog called ICOS was 
discovered by Hutloff et al. ( 82 ) and shown to be expressed on recently activated CD4 
+ T cells. This receptor does not recognize B7; rather, it binds an ICOSL that is 
expressed by resting B cells and a number of nonlymphoid tissues following activation 
by TNF-a or bacterial LPS stimulation. Several studies of ICOS-deficient mice have 
suggested that it is a co-stimulatory receptor involved in Th2 cell differentiation. ICOS 
co-stimulation promotes the production of IL-4 and IL-10, although not IL-2 and IL-5. 
Accordingly, IL-4–dependent IgG1 and IgE isotype switching and secretion are reduced 
in ICOS -/- animals. However, Hancock and colleagues have shown that ICOS also 
plays a role in allograft and tumor rejection by enhancing secondary responses of CD8 
+ T cells, including increasing IFN? and TNF-a production. Interestingly, ICOS protein 



up-regulation appears to rely on CD28-mediated co-stimulatory signals, suggesting that 
like OX40 it is a second wave amplification system. Its impact, however, seems to be 
greatest on the T-cell’s differentiation to effector functions. 
CTLA-4 and PD-1 Coinhibition of T-Cell Activation Several negative regulators of 
T-cell activation also appear to participate in the control of immune tolerance by 
antigen-bearing APC ( 42 , 43 , 49 , 68 , 74 , 83 ). Soon after activation, T cells express the 
CD28 homolog CTLA-4, and ligation of this receptor by B7 molecules on the APC 
promotes the activation of an associated SHP-2 tyrosine phosphatase, leading to 
reduced IL-2 production and inhibited progression through the cell-cycle. As shown by 
Abbas and colleagues this inhibition of cell-cycle progression is in part responsible for 
the anergy induction that occurs in vivo under conditions where B7 levels have not been 
sufficiently up-regulated by infection or injury. Similarly, as shown by Honjo and 
colleagues, the PD-1/PD-1L receptor/ligand pair inhibits T-cell activation by recruitment 
of the SHP-2 phosphatase to this receptor. The ligand is inducible on APCs with IFN? 
but is constitutively expressed on many peripheral tissues, such as heart, lung, and 
kidney, and thus may be mostly involved in down-regulation of T cells during their 
effector phase. Interestingly, deficiency for either CTLA-4 or PD-1 leads to the 
development of a T-cell lymphoproliferative disorder that is associated with systemic 
autoimmunity in mice. Therefore, it is conceivable that in the absence of serious 
infection or injury, ligation of CTLA-4 and/or PD-1 by their respective ligands on APC 
limits T-cell cell-cycle progression and promotes the maintenance of tolerance. 
Co-stimulation from T-Cell–T-Cell Interactions and Inflammatory Cytokines 
Several of the co-stimulatory ligands, such as B7-1, are also expressed on activated T 
cells ( 84 ). Whether this up-regulation contributes to positive amplification loops in the 
immune response is still not clear. This does seem to be the case for the recently 
described TNF superfamily co-stimulatory pair, LIGHT and HVEM ( 84 ). The ligand 
LIGHT is only expressed on activated T cells and immature dendritic cells. It can 
interact with both the lymphotoxin beta receptor (LTßR) and the HVEM receptor. The 
latter is expressed on activated T cells, thus making a T-cell–T-cell interaction possible 
following activation. Blockade of LIGHT by Chen, Fu and colleagues with a soluble form 
of the LTßR inhibited anti-CD3 stimulated proliferation of purified T cells as well as a 
primary MLR. Inversely, an agonist LIGHT-Ig fusion protein enhanced the T-cell 
proliferative response to anti-CD3 by augmenting NF?B activation in a 
CD28-independent manner. IFN? and GM-CSF production were also enhanced. Finally, 
blockade of LIGHT in vivo ameliorated graft-versus-host disease, while a transgenic 
mouse constitutively expressing LIGHT in the T-cell lineage developed T-cell 
hyperplasia and severe autoimmune disease. The LIGHT knockout mouse had defects 
in CD8 + T-cell expansion to superantigens, although surprisingly CD4 + T-cell 
expansion was normal. These results suggest that co-stimulatory molecules expressed 
by activated T cells can play an amplifying role in the immune response. There is also 
strong evidence that proinflammatory cytokines secreted by APC or other nearby innate 
immune cells during the response to infection or injury can lead to a co-stimulatory 
effect in T cells ( 40 , 81 , 85 ). T cells demonstrate an enhanced life span in vivo if 
bacterial LPS is present during the antigen recognition event, most likely as a 
consequence of proinflammatory cytokine release by APCs, since as shown by Marrack 
and colleagues, the administration of TNF-a can substitute for LPS in this response. 
TNF-a has also been shown by Sha and colleagues to increase the expression of 
ICOSL on B cells and fibroblasts, similar to that observed with LPS treatment. As 



suggested earlier, IL-1 is secreted by phagocytes in response to protein aggregates and 
PAMPs, and this cytokine can enhance CD4 + T-cell clonal expansion and protect 
against the development of tolerance. Interestingly, experiments carried out by Iwakura 
and colleagues with IL-1–deficient mice have indicated that IL-1 produced by activated 
APC induces CD4 + T cells (in concert with CD28 signaling) to express higher levels of 
CD40L and OX40 during the course of Ag-priming. Since T-cell–derived CD40L 
molecules stimulate APC to express the OX40L, IL-1 may be expected to have a 
profoundly enhancing effect on OX40 co-stimulation of T cells during antigen 
recognition. Taken together, the combination of OX40L and ICOSL ligation of their 
specific co-receptors on OX40 +ICOS +CD4 + T cells that have recently been stimulated 
by B7-bearing APC in the presence of IL-1 may provide a potent co-stimulatory signal 
for the continued expansion and survival of the clone and the avoidance of tolerance. 
Finally, for CD8 + T cells, IL-12 production by APCs plays a pivotal role in the priming of 
naïve cells (see below). 
Priming of CD8 + Cytotoxic T Cells Requires Three Signals Naïve CD8 + T cells can 
be directly activated to proliferate by antigen and APC. Nevertheless, most cytotoxic 
responses depend on concomitant priming of CD4 + T cells in order to be sustained ( 86 

, 87 ). Furthermore, in the Qa1 CTL model of Keene and Forman, both Matzinger and 
Singer showed that activation of the CD8 + cells in the absence of CD4 + T-cell help led 
to tolerance of the CD8 + cells ( 88 , 89 ). The nature of the help in this model was initially 
viewed as a three-cell interaction in which a single APC presented the antigen to 
activate both T cells in close proximity, and then the activated CD4 + T cell produced 
IL-2, which helped the CD8 + T cell to expand and differentiate. More recent studies 
have suggested that the information actually flows through two sequential two-cell 
interactions. Ridge et al. ( 89 ) showed that the need for CD4 + T-cell help could be 
bypassed by antibodies to CD40, which made the APC competent to present the 
antigen to naïve CD8 + T cells. B7 molecules were essential for effective stimulation, 
but they were not sufficient, suggesting the need for another form of co-stimulation. In 
vitro studies from Mescher’s laboratory with a microbead presentation system have 

shown that IL-12 can synergize with antigen and either B7 or IL-2 to prime naïve CD8 + 
T cells for IFN? production and CTL activity as well as stimulating proliferative 
expansion ( 90 ). Several labs have also shown in vivo that IL-12 can act as well as CFA 

as an adjuvant to prime naïve transgenic CD8 + T cells ( 90 , 91 ). Since, as Lanzavecchia 
and colleagues ( 62 ) showed, CD40L stimulation of APCs through CD40 greatly 
increases APC expression of IL-12, this molecule would seem to be a good candidate 
for the third required signal induced by CD4 + T-cell help. However, it is clearly not the 
only possible one since CD8 + T-cell priming can occur in IL-12 p40–deficient mice if 
they are stimulated with antigen in CFA. IL-1 is another possible candidate as it has 
some augmenting effect on human T cells, but in the mouse it only works on the CD4 + 
T-cell subset. Another possible candidate is 4-1BB ligand on the APC, whose 
stimulation of the T cell through the inducible 4-1BB receptor (CD137) has been shown 
by Jone and colleagues to sustain CD8 + T-cell proliferation and prevent apoptosis in 
long-term culture. In the absence of a third signal, the naïve CD8 + T cells are tolerized, 
even though the APCs express B7 ( 89 ). As shown by Albert et al. ( 91 ), the T cells 



undergo a weak expansion and then many of them die. The remaining cells appear to 
be anergic, that is, they fail to produce IL-2 on restimulation ( 90 ). Addition of IL-12, 
however, augments the amount of proliferation and thus helps prevent anergy 
induction. This model can also explain why CD8 + T-cell priming occurs in certain viral 
infections in the absence of CD4 + T-cell help ( 89 ). If the virus is capable of infecting 
the APC, the cell can turn on IL-12 production and B7 expression to provide the optimal 
co-stimulatory environment required for priming of CD8 + T cells. CD8 + T cells are 
prone to one additional form of Ag-induced unresponsiveness. As shown by Mescher 
and colleagues ( 92 ), several days after optimal stimulation (in the presence of all three 
signals), CD8 + T cells lose the capacity to proliferate in response to the continued 
presence of Ag. They also lose their ability to make IL-2, but retain effector functions 
such as IFN? production and CTL activity. This activation-induced nonresponsiveness 
(AINR) biochemically resembles the clonal anergy of CD4 + T cells in that activation of 
the MAP kinase pathways (ERK, JNK, and p38) is inhibited. Also similar is the fact that 
AINR can be overcome if large enough quantities of IL-2 are provided either by CD4 + 
T-cell help or if IL-2 is added exogenously during the course of the immune response. 
The induction of AINR even in the presence of B7 co-stimulation and some division is 
presumably because the CD8 + T cells cannot produce enough IL-2 (usually 1/10 of 
what a CD4 + T-cell produces under optimal stimulation conditions) to drive sufficient 
rounds of cell cycle progression to reverse the unresponsive state (see earlier 
discussion for CD4 + T cells). This phenomenon makes long-term CD8 + T-cell 
expansion dependent on CD4 + T-cell help. 

TOLERANCE INDUCTION IN MATURE B CELLS

Receptor Blockade

The induction of tolerance to foreign antigens has a long experimental history, because 
of its importance for potentially treating autoimmune diseases and facilitating organ 
transplantation ( 93 , 94 , 95 , 96 and 97 ). One of the earliest bodies of work performed in 
this area was by Felton ( 93 ), who studied the immunogenicity of polysaccharides from 
Pneumococcus pneumoniae and found that doses of 0.5 mg paralyzed the immune 
system such that subsequent infection with the bacterium often led to death of the 
animal. The major immunologic effect appeared to be an inhibition of the antibody 
response to an optimal dose (0.5 µg) of the polysaccharide. This paralysis was specific 
for the particular polysaccharide used, was induced in adult animals, and lasted for a 
long time, presumably because of the poor degradability of the molecules. Although 
Felton was sure that the effect was on antibody-forming cells, it was difficult at the time 
to rule out a masking of the antibody response by adsorption on the persisting antigen.

In the 1950s, a number of investigators extended these observations to protein antigens 
by showing that high doses of protein would paralyze the immune system and prevent it 
from making an antibody response to a subsequent immunogenic dose of the antigen. 
Subsequently, Katz and colleagues extended the polysaccharide experiments of Felton 
by examining haptens coupled to poorly degradable, synthetic D–amino acid 



copolymers. They showed that guinea pig B cells were directly affected by these 
antigens, even if the cells had been primed. Initially, it was thought that the B-cell 
unresponsiveness induced in these models might be due to receptor blockade by poorly 
degradable antigens stuck to the B-cell surface. Diener and Paetkau were the first to 
discover that antigen given to adult animals in tolerogenic doses could persist on the 
surface of lymphocytes. Such cells with bound antigen were also observed in the 
hapten IgG model of Aldo-Benson and Borel. Only tolerogenic conjugates such as DNP 
12 IgG 1 produced these cells, not closely related nontolerogenic conjugates such as 
DNP 52 IgG 3. At high doses of tolerogen, the cells persisted for weeks, as did the 
tolerance, and when the tolerance waned, the cell-bound antigen was no longer 
detected. Culturing the cells in vitro allowed the antigen to be shed and the tolerance to 
disappear on adoptive transfer.

Physical properties of the antigen, such as size and hapten density were shown to be 
important variables in receptor blockade. In a rigorous series of experiments, Dintzis et 
al. ( 95 ) made linear polymers of acrylamide of various lengths, coupled with haptens at 
various densities, and found that large polymers with high hapten density were 
immunogenic, whereas small polymers with low hapten density were not. The latter, 
however, could block activation by the former. These results were interpreted as the 
need for B-cell receptors to be clustered into complexes of 10 to 15 receptors each in 
order to signal the cell. The small polymers with low hapten density could not achieve 
this configuration but they were able to tie up receptors in nonproductive complexes 
and therefore block activation by the larger polymers. This model provides one 
molecular mechanism for a receptor blockade.

Another mechanism emerged from the comparison of DNP 12 IgG 1 and DNP 52 IgG 3 

by Waldschmidt et al. ( 96 ). The class of antibody turned out to be the critical variable in 
determining the outcome. TNP 11 IgG 1 induced tolerance, while TNP 11 IgG 3 was 
immunogenic. Furthermore, removal of the Fc portion of the antibody from human 
gamma globulin to make TNP 10F(ab') 2 created an immunogen out of a tolerogen. 
These results suggested that engagement of the Fc receptor on B cells might be 
responsible for the tolerance. More recent studies have shown that signaling through 
the BCR can be inhibited if Fc receptors are simultaneously engaged in the same 
complex, most typically brought about by the binding of antigen–antibody complexes ( 
97 ).

B-Cell Anergy

The early studies of Katz and colleagues convincingly demonstrated that some forms of 
tolerance induction in adult B cells could be reversed by trypsination of the cells to 
remove bound antigen and the receptors, followed by receptor reexpression. 
Unresponsiveness in these cases was likely caused by receptor blockade without 
signaling. Tolerance induced by other antigens, however, could not be reversed by 
simply removing the surface molecules, indicating a requirement for active metabolic 
processes during induction. For example, the D co-polymers induced unresponsiveness 
at 37°C even if the B cells were subsequently trypsinized to clear the bound 
immunoglobulin receptors from the cell surface. In contrast, exposure of the cells to 



antigen at 4°C did not induce tolerance. The low temperature presumably prevented the 
necessary signaling to the cell required for the tolerance. In several other systems, 
stimulation with mitogens such as LPS was also required to reverse B-cell tolerance. 
These observations suggested that there might exist a stable but reversible 
unresponsive state for mature B cells in the short-term absence of antigen ( 98 , 99 , 100 , 
101 , 102 , 103 and 104 ).

Because the total number of B cells capable of binding labeled antigen was not 
diminished in these models, the tolerant state was referred to by Nossal and Pike ( 98 ) 
as clonal anergy rather than clonal deletion or abortion. This was difficult to prove, 
however, because in a normal mouse only 1% to 3% of the antigen-binding cells 
(assayed at limiting dilution) were responsive to antigen or produced specific antibodies 
when stimulated with LPS. Thus, a small fraction of functionally important cells could 
have been deleted, but their absence may not have been detected amidst the mass of 
low-affinity antigen-binding cells. Subsequent limiting dilution experiments, with a more 
potent mitogenic mixture of dextran sulfate and LPS as a stimulant, revealed that some 
tolerized B cells could be stimulated to differentiate into antibody-forming cells when the 
BCR was bypassed. This reversal suggested that at least a portion of the cells had 
been rendered functionally unresponsive (anergized) rather than deleted.

A much clearer picture of the nature of B-cell anergy became possible with the 
introduction of BCR transgenic mice ( 99 ). A transgenic animal was created by 
Goodnow and colleagues that expressed on its B cells a high-affinity receptor (both IgM 
and IgD) specific for hen egg-white lysozyme. About 90% of the B cells in this mouse 
expressed the transgenic receptor. When this BCR transgenic was crossed with a 
second transgenic mouse constitutively expressing the lysozyme antigen, the 
double-transgenic offspring still expressed large numbers of transgenic, 
lysozyme-binding B cells in their spleens and lymph nodes. On immunization with 
lysozyme, these B cells failed to make an antibody or plaque-forming cell response. 
Because the failure to respond could have been caused by tolerance at the level of the 
T cells, spleen cells from these animals were transferred to irradiated nontransgenic 
recipients along with spleen cells from mice primed to horse or sheep red blood cells 
(RBC) as a source of T-cell help. The recipients were then boosted with lysozyme–RBC 
conjugates. Compared to control BCR transgenics, the B cells from double-transgenics 
made a 10- to 100-fold lower plaque-forming cell response. Thus, although the B cells 
had not been deleted, they appeared to be functionally hyporesponsive. Such an 
intrinsic, functionally unresponsive state has become the general definition for anergy.

The most striking characteristic of this anergic state was a 90% reduction of IgM on the 
surface of the B cells resulting from a block in IgM transport from the endoplasmic 
reticulum to the golgi ( 100 ). IgD levels were normal as were other surface markers such 
as B220 and J11d. The cells were also still capable of binding lysozyme and the 
antigen could be detected on the surface of B220 + cells freshly isolated from both the 
bone marrow and the spleen, giving the appearance of receptor blockade. Interestingly, 
when the BCR transgenic was crossed to a different lysozyme transgenic, which 
expressed ten-fold lower levels of circulating antigen, the B cells were found not to be 
tolerant and no decrease in surface IgM was noted. If these animals were fed zinc in 
their drinking water, induction of the metalothionein promoter of the lysozyme transgene 



enhanced the circulating concentrations of lysozyme by 70-fold over a 4-day period. 
During this time, membrane IgM gradually decreased on the surface of all the 
transgenic BCR-bearing B cells, eventually reaching the low levels found in the initial 
double-transgenic mice described above. These mature cells appeared to have been 
tolerized as they failed to respond well to lysozyme–RBC conjugates when adoptively 
transferred into irradiated mice along with horse RBC-primed helper T cells. Similar 
results were observed when B cells from the Ig receptor transgenic mice were 
transferred into a lysozyme transgenic mouse expressing high levels of circulating 
antigen. Thus, the anergic state could be induced in mature adult B cells within 4 days.

The block in anergic B-cell activation appears to be entirely at the level of the Ig 
receptor, as activation for proliferation through CD40 or by LPS is unaffected in the 
absence of antigen ( 101 ). The Ig signaling block impairs the normal up-regulation of the 
B7 co-stimulatory molecules. In addition, it prevents uptake and antigen processing of 
new carrier determinants. Biochemically, the anergic block is at the earliest events in 
signal transduction, as tyrosine kinase activation is greatly reduced. This results in 
diminished calcium oscillations and a failure to activate the transcription factor NF?B as 
well as the Jun N-terminal kinase pathway. In contrast, activation of the NF-AT 
transcription factor and stimulation through the extracellular-signal regulated kinase 
pathway is normal. Finally, PKCd has recently been shown by Tarakhovsky and 
colleagues to be required to achieve an anergic state as shown by the development of 
autoimmunity instead of anergy when a PKCd-deficient mouse was crossed onto the 
HEL double-transgenic background.

The anergic state can be reversed in culture by stimulation with LPS ( 100 ). Although the 
initial proliferative response is somewhat less than for normal B cells, the anergic B 
cells fully reexpress surface IgM by 2 days, and after 3 days their antibody production 
increases. Interestingly, if antigen was included in the culture along with LPS, the B 
cells’ ability to secrete antibody remained inhibited, even though they proliferated just as 
well during the treatment. This suggests that B-cell receptor occupancy by antigen is 
the critical signal for maintaining the state as well as inducing it.

The fate of anergic B cells in vivo was examined by bromodeoxyuridine labeling studies 
to determine the turnover of the cells ( 102 ). In contrast to normal mature B cells, which 
have a half-life of 4 to 5 weeks, anergic B cells were found to last for only 3 to 4 days 
and they tended not to enter into lymphoid follicles during their migration. The rate of 
emergence of B cells into the mature pool was similar for the two types of cells, 
suggesting that anergic B cells died more quickly. These events, however, occurred 
only in the presence of antigen. If the anergic B cells were adoptively transferred into 
irradiated, antigen-free recipients, the cells survived as long as normal B cells ( 100 ). 
Interestingly, their IgM levels returned to normal after 5 to 10 days, but when challenged 
with antigen, they still did not respond. Thus, decreased IgM serves as a marker for 
some anergic cells, but it is not an essential component of the unresponsiveness.

Surprisingly, the fate of the anergic cells in response to antigen and T-cell help turned 
out to be cell death ( 100 ). Nontolerant B cells from the BCR single transgenic mice 
proliferated and made antibodies against lysozyme when stimulated with antigen in the 



presence of CD4 + T cells from a lysozyme-specific TCR transgenic. In contrast, if the B 
cells came from a double-transgenic mouse where they had been exposed from early 
development to soluble circulating lysozyme, the anergic B cells underwent cell death 
by apoptosis in response to the same stimulus. Death was prevented on a 
CD95-deficient (lpr) background, suggesting that the Fas/FasL pathway was essential 
for the killing. Subsequent studies demonstrated that the CD40 receptor also had to be 
engaged in order to get B-cell death, because signaling through CD40 was required to 
up-regulate Fas expression on anergic B cells. Normal transgenic B cells did not die 
under the same circumstances and in fact required both CD40 ligation and FAS 
expression for optimal clonal expansion and antibody production as well as entry into 
the follicles ( 100 , 103 ). If, however, B-cell receptor occupancy by antigen was bypassed, 
by pulsing the B cells with the peptide recognized by T cells, then even nontolerant B 
cells were killed. These results suggest that for mature B cells signal 2 alone (as might 
occur in certain bystander situations) can be tolerogenic. Thus, signaling through the 
BCR is critical for determining the outcome of helper T-cell/B-cell interactions, and, 
presumably, anergic B cells die because of their block in BCR signaling. Interestingly, 
two other research groups ( 101 , 103 ) were able to get the anergic B cells to make an 
antibody response in an in vivo adoptive transfer system by providing antigen-specific 
T-cell help. In the HEL system, they achieved this by immunizing with the antigen in 
complete Freund’s adjuvant. One interpretation of this result is that the PAMPS and 
danger signals provided by the CFA were strong enough to induce the up-regulation of 
co-stimulatory molecules on the anergic B cells and that this led to enough 
enhancement of BCR signaling to shift the FAS signaling pathway away from the 
apoptosis.

Recently, a number of investigators have examined BCR transgenics specific for 
autoantigens involved in SLE pathogenesis such as single-stranded (ss) and 
double-stranded (ds) DNA and the ribonucleoprotein Smith antigen (Sm) ( 103 , 104 ). 
Several of these were placed on a Rag2 -/- or a C? -/- background to eliminate 
complications in the phenotype stemming from receptor editing. These studies have 
revealed a spectrum of anergic states that the B-cell can adopt to suppress antibody 
production against self-antigens. At one extreme is a high-affinity BCR for ds-DNA 
studied by Erikson and colleagues in which many of the cells in the transgenic mouse 
are deleted in the bone marrow, but where a significant cohort of surviving cells make it 
to the spleen. The latter manifest an unusual surface phenotype which is immature for 
B-cell maturation markers—for example, HSA int—but show the presence of activation 
markers such as CD44 hi. Their IgM levels are decreased ten-fold and the cells do not 
proliferate in vitro to either LPS or anti-IgM stimulation. They also do not differentiate 
into antibody-secreting cells. This anergic state can be partially overcome in vitro by 
stimulation with CD40 ligand and IL-4, which restores IgM expression, tyrosine 
phosphorylation of Syk, up-regulation of B7, and proliferation. However, the cells do not 
differentiate into antibody-forming cells even if IL-5 is added to the cultures. In vivo, the 
anergic cells are found only at the T–B interface of splenic follicles; they do not secrete 
antibodies, and they have a very fast turnover rate suggesting that they are dying 
quickly.

At the other end of the spectrum are transgenic mice from Erikson’s lab with BCRs 



specific for ss-DNA and one from Borrero and Clarke’s lab ( 104 ) with a low avidity BCR 
for Sm. In both cases, the B cells fully matured and had a normal follicular distribution 
and life span. IgM levels were normal or only slightly decreased and signaling for 
tyrosine phosphorylation of Syk and increases in intracellular calcium were intact. 
Nonetheless, the cells showed decreased antibody and proliferative responses to both 
LPS and anti-IgM stimulation in vitro and did not secret antibody in vivo. The 
proliferative block could be overcome by addition of CD40L and IL-4 to the anti-IgM, but 
antibody production was still impaired. This anergic state appears to be less profound 
than that observed for B cells in the HEL double-transgenic mice, while the HEL anergy 
is less repressive than the state for ds-DNA. Overall, these experiments suggest that 
B-cell anergy (like T-cell anergy) can exist at different levels, consistent with the tuning 
ideas of Grossman and Paul ( 18 ).

Clonal Deletion

The first experiments to show clonal deletion with BCR transgenic mice were done by 
Russell et al. ( 105 ) using a receptor specific for the K b MHC class I molecule. This 
mouse was crossed to an MHC transgenic mouse expressing K b in the liver, pancreas, 
and kidney, under the control of a metalothionein promoter. The double-transgenic 
offspring had only a few transgene-receptor positive B cells in the spleen and lymph 
node, although there were large numbers in the bone marrow. Because the number of 
B220 + cells was also greatly reduced in the peripheral lymphoid tissues and because 
no mRNA encoding the transgenic receptor could be detected, it was concluded that 
the B cells had been deleted. Thus, B-cell recognition of K b in certain peripheral 
tissues, even with very low affinity in this particular case, resulted in a tolerant state. 
The mechanism of this tolerance is likely to be clonal deletion, but cells undergoing 
apoptosis were not detected.

In general, once a B cell has been activated by a foreign antigen and divides, some of 
its progeny terminally differentiate into antibody-forming cells and die. This process is 
retarded in lpr and gld mice because of genetic defects in the Fas or Fas-ligand 
molecules required for cell death ( 106 ). These mice get an antibody-mediated 
autoimmune disease similar to Systemic Lupus Erythematosus in humans. B-cell death 
is also impaired in Bcl-2 transgenic mice that express the Bcl-2 protein at high levels in 
the B-cell lineage. These mice get B-cell lymphomas as well as autoimmunity. Based on 
these indirect experiments it is assumed that apoptotic cell death is a normal part of the 
B-cell response to foreign antigens and that this is at least in part Fas/FasL mediated. 
The observations also suggest that Fas-dependent death helps maintain self-tolerance 
by deleting peripheral B cells that have generated autoreactive receptors.

A fraction of the activated B cells also migrate to germinal centers where they undergo 
the process of somatic hypermutation. These B cells first remove the BCR from their 
surface, undergo several rounds of division, and then re-express mutated Ig receptors. 
The cells then undergo a selection process in which the antigen is provided to the BCR 
by antigen–antibody complexes from follicular dendritic cells. Survival requires the 
receptor to be of high enough affinity to outcompete the already circulating antibody and 
allow B-cell uptake and processing of antigen for display of peptides to primed helper T 



cells, which have also moved into the germinal centers. If the B cell receives T-cell help 
in addition to antigen stimulation through the BCR, it survives and is stimulated to 
undergo another round of expansion and differentiation. Alternatively, if T-cell help is 
not received the B cells can become anergized or die by apoptosis. Apoptotic cell death 
was demonstrated by both Goodnow and colleagues and Nossal and colleagues ( 107 ) 
by giving large amounts of soluble antigen at the time of optimal germinal center 
formation. The antigen was selected to either lack the critical T-cell determinant 
required for help or deaggregated by ultracentrifugation (in the manner of Dresser) to 
reduce APC processing for T-cell activation. In each case, the high-affinity B cells, 
located in both the germinal centers and the nearby lymphoid zones rich in T cells, 
underwent apoptosis rather than the affinity maturation seen with T-cell help. Thus, as 
for immature and mature naïve B cells, signaling of memory B cells in the absence of 
T-cell help can result in deletional tolerance.

Thymic-Independent Antigens

There exists a class of antigens that elicit antibody responses in a T-cell independent 
(TI) manner ( 108 ). They are divided into two categories. TI-1 antigens represent 
haptens coupled to B-cell mitogens such as LPS. LPS bypasses the need for T-cell 
help and fully activates B cells through Toll receptors to proliferate and differentiate into 
antibody-forming cells, including Ig class switching. Under limiting conditions, TI-1 
antigens can be targeted to specific B cells via high-affinity binding to Ig receptors that 
are specific for the hapten. Presumably, the response to TI-1 antigens represents a 
special adaptation to bypass the need for T-cell help in order to make a rapid response 
to certain infectious agents.

The TI-2 antigens represent a more puzzling class of molecules ( 109 ). These are not 
mitogenic for B cells and consist of large molecular-weight polymers such as 
polysaccharides composed of repeating antigenic determinants ( 95 ). They are usually 
poorly degradable and often capable of activating complement via the alternative 
pathway. They mostly stimulate mature B cells and often do not elicit responses in 
neonates or CBA/N mice (which have a genetic defect—Xid—in their Bruton’s tyrosine 
kinase). Several models have been put forth to explain how these antigens work to 
activate without T-cell help. First, factors in addition to the TI-2 antigen are often 
required to get a response. For example, Scott and colleagues showed that cytokines 
from T cells, such as IL-2 and IL-5, can augment secretory responses to TI-2 antigens 
and prevent B-cell clonal deletion in certain model systems. Complement components 
such as C3d, which are activated by some TI-2 antigens, can bind to CR2 (CD21) 
receptors on B cells, and as shown by Fearon and colleagues, greatly enhance 
antibody responses by lowering the threshold for signaling through the Ig receptor. 
Even cytokines produced by the B cells themselves may play a role if the antigen 
stimulates their production. For example, TNF-a production by B cells has been shown 
by Boussiotis and colleagues to be involved in the B-cell proliferation stimulated by 
anti-Ig. B cells also have receptors (TACI, BCMA, and BAFF-R) for B-cell activating 
factor (BAFF) and a proliferation-inducing TNF family ligand expressed by APCs 
(APRIL), which facilitate B-cell expansion, maturation, and survival ( 110 ). Finally, IL-2 
activated NK cells have been shown by Snapper and Mond ( 109 ) to augment Ig 



secretion induced by TI-2 antigens via an unknown mechanism.

A second possibility is that the repetitive array of antigenic determinants on TI-2 
antigens engages the B-cell Ig receptor in a unique way which signals for activation 
instead of anergy or cell death ( 111 ). In the immune response to VSV, Bachmann and 
Zinkernagel showed that the early IgM neutralizing antibody to the glycoprotein (G) on 
the virus was elicited in a T-helper cell–independent manner. In contrast, immunization 
with VSV-G infected cells, which do not present an ordered lattice structure of the 
protein, led to an antibody response that was largely T-cell dependent. A search for 
cryptic second signals brought in by the viral particle failed to reveal any polyclonal 
B-cell stimulation, involvement of complement or TNF molecules, or activation of NK 
cells. Thus, it was concluded that the rigid paracrystalline structure of the virus particle 
with its determinant spacing of 5 to 10 nm, could activate rather than tolerize the B cell. 
Tolerance induction in this scenario is possibly mediated by the receptor blockade 
mechanisms mentioned earlier ( 95 ).

The third possibility (and the one most favored) is that the responding B cells represent 
a discrete subpopulation of cells ( 112 ). The response to some TI-2 antigens (e.g., Ficoll) 
has been localized by MacLennan and colleagues to the marginal zone (MZ) in the 
spleen, where the responding B cells are CD23 -, IgM bright, IgD dull, and express the 
complement receptors CD21/CD35 at high levels. A similar but separate subpopulation 
(B-1 cells) is located predominantly in the peritoneal cavity and often expresses CD5 + 
in addition to the other markers ( 29 ). These cells are absent in the CBA/N mouse (the 
Btk mutant), which fails to respond to TI-2 antigens. Also, these cells are largely 
responsible for the low-affinity IgM autoreactive antibodies in normal mice and humans 
(discussed earlier). The B-1 cells are resistant to tolerization by anti-Ig in vitro ( 106 ) and 
can migrate from the peritoneal cavity to Peyer’s patches in the mesenteric lymph 
nodes, where they undergo class switching to IgA and secrete into the lumen of the gut 
antibodies that react with cell walls of commensal bacteria ( 111 ).

The differentiation of B-1 cells in the bone marrow occurs only early in development ( 29 

) and seems to depend on the receipt of a strong signal through the BCR. In two of the 
Ig transgenic models described earlier ( 104 , 113 ), the presence of antigen in the 
developing environment prevented B-2 cell maturation, but allowed B-1 cell 
development and accumulation of the cells in the peritoneal cavity. In the anti-Sm 
transgenic model, transfer of a population of arrested transitional splenic B cells (CD23 
-,CD43 -,CD5 -) to irradiated nontransgenic littermates showed that the cells could 
differentiate to B-1 cells (CD43 +,CD5 +) with little or no division. Furthermore, the B-1 
cell differentiation could be augmented if the anti-Sm heavy-chain transgenic mouse 
was crossed onto a CD22 -/- background, which generally augments BCR signaling, and 
reduced if crossed onto a CD19 -/- background, which generally impairs BCR signaling. 
The B-1 differentiation was also diminished when the transgenic heavy chain was 
paired with a transgenic V ?8 light chain to produce a BCR of lower affinity. Finally, 
when the anti-Sm heavy-chain transgenic was transferred onto the autoimmune prone 
MRL/Mp-lpr/lpr background, the BCR no longer appeared in the peritoneal B-1 
population and the animals were no longer tolerant to the Sm antigen. These results 



suggest that signaling of developing B cells whose receptor affinities are below that 
required for editing or deletion, but above that required for anergy induction, can 
sometimes preserve the BCR by allowing the cell to differentiate down the B-1 pathway. 
Why the MRL/Mp-lpr/lpr mouse cannot carry out this process is currently not 
understood.

Clear evidence that B-1 cells are positively selected and expanded by self-antigens in 
vivo was demonstrated by Hardy and Hayakawa ( 29 ) with a BCR heavy-chain 
transgenic capable of recognizing a carbohydrate determinant on the Thy-1 molecule. 
B-1 cells expressing this heavy chain paired with a unique light chain were expanded in 
mice expressing Thy-1, but they were not found in Thy-1–deficient mice. The knockout 
also lacked anti–Thy-1 antibodies in the serum, suggesting that stimulation of B-1 cells 
by self-antigens could also cause them to differentiate into antibody-secreting cells. 
How then does the immune system prevent autoimmunity? That this can be a problem 
was shown by the anti-RBC transgenic mouse of Honjo and colleagues ( 113 ) whose 
BCR ends up expressed in B-1 cells. These mice develop various degrees of hemolytic 
anemia depending on how strongly their B cells are stimulated. Interestingly, the B-1 
cells can undergo an apoptotic cell death if large doses of RBC are injected into the 
peritoneal cavity. This B-1 tolerance mechanism is not universal, however, as 
thymocytes injected i.p. into the anti–Thy-1 transgenic did not induce apoptosis. The 
difference may relate to the nature of the BCR. The former was derived from a 
somatically mutated B-2 cell which following engineering ended up in the B-1 repertoire. 
In fact, only a few receptor-bearing cells escape the negative selection process that 
takes place in the bone marrow. The latter, by contrast, derived from a somatically 
unmutated B-1 BCR that naturally emerges. It is conceivable that the normal B-1 
repertoire has been selected during evolution to release IgM antibodies following 
self-antigen stimulation, which cross react with polysaccharide coats on bacteria and fix 
complement to facilitate bacterial elimination. The self-cells would be protected by 
complement inhibitors such as decay accelerating factor (DAF) on their surface. 
Consistent with this idea is the observation that peritoneal B-1 cells do not undergo 
somatic hypermutation. In this scenario then, the population does not have to be 
tolerized. Instead, the major medical problem appears to be oncogenic transformation 
in old age (chronic lymphocytic leukemia) following persistent expansion and mutation 
from self-antigen stimulation. This is something that may not have been selected 
against during evolution.

IMMUNOREGULATION

Immune Deviation (Th1 versus Th2 CD4 + Helpers)

The phenomenon of immune deviation was first described by Asherson and Stone ( 114 

). They injected guinea pigs with soluble or alum precipitated antigens two weeks prior 
to challenge with the same antigen in Freund’s complete adjuvant. The pretreatment 
prevented the usual DTH response measured as 24-hour skin reactions on rechallenge. 
In contrast, antibody production was normal, although the class of antibody was 
deviated from IgG2 toward IgG1. Parish and Liew ( 115 ) subsequently discovered a 
general reciprocal relationship between antibody production and DTH reactions as a 



function of antigen dose. When small doses of antigen were administered, the immune 
response was predominantly DTH. As the antigen dose was increased, an antibody 
response was observed, while the DTH response diminished. At very high doses of 
antigen, the antibody response also declined and in some cases the DTH response 
reemerged. With the introduction of T-cell cloning technology, Mosmann and Coffman ( 
116 ) discovered that fully differentiated mouse T-cell clones generally exhibit one of two 
discrete lymphokine production profiles. Th1 cells make IL-2, IFN-?, and TNF-ß, while 
Th2 cells make IL-4, IL-5, and IL-6. This cellular dichotomy provided a potential 
explanation for immune deviation because these two cell types can cross-regulate each 
other. Lymphokines produced by Th1 cells turned out to be primarily mediators for 
stimulating macrophage activation via induction of IFN-? and complement fixing IgG 2a 
antibodies, while those produced by Th2 cells were primarily mediators of helper T-cell 
function for B-cell IgG 1 and IgE antibody production. The cross-regulation is also 
mediated by these lymphokines. Thus, Gajewski and Fitch showed that IFN-? produced 
by Th1 cells inhibits the proliferation of Th2 cells and Morel and colleagues showed that 
this was by blocking the co-stimulation of IL-1. In a reciprocal manner, Mosmann and 
colleagues showed that IL-10 produced by Th2 cells inhibits the stimulation of Th1 cells 
by blocking monocytic APC function and by preventing production of IL-2.

The forces that operate to determine the dominance of Th1 versus Th2 cells in any 
given immune response are not fully understood. The dose of antigen is critical and the 
genetic constitution of the responding individual determines which particular doses are 
perceived as high and low. In the Leishmania major parasite model, BALB/c mice make 
predominantly a nonprotective Th2 response, whereas C3H and C57BL/6 mice make 
predominantly a protective Th1 response ( 117 ). If, however, as shown by Bretscher, the 
BALB/c mice are inoculated with a minute number of parasites (<30), they become 
protected against a normal challenge dose due to deviation toward an IFN-? response. 
The antigen specificity of the response is also a critical variable. A single 
immunodominant determinant of the Leishmania is recognized in the early response of 
the BALB/c mouse. Gleichenhaus and colleagues showed that if tolerance is induced to 
the protein containing this determinant, then the mouse mounts a protective Th1 
immune response. Another critical parameter is the cytokine milieu. Seder and Paul 
showed that high concentrations of IL-4 deviate the response towards Th2, while 
Murphy and O’Garra showed that high concentrations of IL-12 deviate the response 
towards Th1. Furthermore, the molecular form of the antigen is also influential, with 
Hayglass and colleagues showing that particulate antigens favor macrophage uptake 
and IL-12 production, which skews the response towards a Th1 phenotype. Finally, 
even T-cell independent parameters have been shown to participate. Kamala and 
Matzinger found that the dissemination of the parasite from the local lesion to the major 
systemic organs such as the liver occurs more rapidly in BALB/c Rag -/- mice than it 
does in C57BL/6 Rag -/- mice.

CD4 + T-Regulatory 1 Cells

T-regulatory 1 (Tr1) cells were first discovered by Roncarolo et al. ( 118 ) in SCID patients 
who had received HLA-mismatched hemopoietic stem cells and appeared to be 
tolerant. The cells were CD4 + and produced IL-10 on stimulation with host APC. They 



also made TGF-ß, IL-5, and IFN-?, but not much IL-2 or IL-4. They did not proliferate 
well when stimulated through their TCR and were described as anergic. This clonal 
anergy also entailed a division arrest state as the cells failed to proliferate even in the 
presence of IL-2. Most interestingly, the cells were found to suppress the activation of 
other naïve and memory CD4 + and CD8 + T cells by indirectly inhibiting APC function, 
by down-regulating both MHC class II molecules and co-stimulatory molecules, as well 
as by directly inhibiting T-cell cytokine production (IL-2, TNF-a, and IL-5). Much of this 
suppression was of a bystander nature, mediated by the cytokines IL-10 and TGF-ß 
released from the cells; however, in transwell experiments the suppression was only 
optimum if the two T cells were in contact, suggesting that there might also be 
cell-surface molecule(s) participating in the negative regulation. Thus, the cells have 
many properties in common with the CD4 +,CD25 + regulatory T cells described earlier.

Stimulation of Tr1 clones with antigen leads to the rapid production of IL-10, peaking at 
12 to 24 hours ( 118 ). Signaling through the calcium/calcineurin pathway seems to be 
intact and the cells up-regulate CD69 and CD40L normally. Surprisingly, signaling for 
phosphorylation of Erk and Raf-1 in the MAP kinase pathway was also reported to be 
normal leaving at this time no clear biochemical basis for the anergic phenotype. The 
cells express high levels of CTLA-4 that may contribute to the unresponsiveness, but 
the most prominent player is likely to be the IL-10, which is rapidly produced by the cell. 
In T-cell hybridomas, Becker and colleagues showed that IL-2 production inversely 
correlates with the level of IL-10 production, and Roncarolo et al. ( 118 ) showed that 
anti-IL-10 mAb will partially reverse the block in proliferation of stimulated Tr1 cells.

Tr1 cells negatively regulate many other cells in the immune system, including APCs, B 
cells, and T cells. In mouse models, they can suppress Th1-mediated colitis and EAE 
as well as Th2-mediated immediate hypersensitivity responses, the latter by blocking 
IgE production and Th2 cell priming. In humans, these cells have been observed in 
patients tolerant to kidney, liver, and bone marrow grafts, although a causal role in the 
tolerance process has not been established. In chronic infectious diseases caused by 
organisms such as the parasite L. major, the nematode Onchocerca volvulus, and the 
Lyme disease parasite Borrelia burgdorferi, the presence of Tr1 cells and their cytokine 
production (mostly IL-10) has been associated with persistence of the infection. 
Nonetheless, this can give rise to a state of concomitant immunity in which the host is 
resistant to rechallenge with the same parasite while still harboring the organism at a 
local site. This creates a state of equilibrium between host and parasite in which neither 
is completely destroyed by the other. In this regard, a number of pathogenic viruses 
(EBV, CMV, and pox) have also taken advantage of the negative regulation of Tr1 
cytokines such as IL-10 by evolutionarily capturing and modifying these genes for their 
own use in down-regulating host immune responses.

Oral and Nasal Tolerance

The route of antigen introduction is a critical variable in determining the outcome of an 
immune response. Intravenous administration generally favors induction of tolerance, 
whereas subcutaneous administration favors immunity. Intravenous injection might 
allow antigen presentation by co-stimulatory molecule-deficient naïve B cells in the 



spleen, whereas subcutaneous injection would favor uptake and presentation by 
Langerhans cells, which following activation are very effective at initiating immune 
responses in the draining lymph nodes.

Oral and nasal administration of antigen has also been shown to favor tolerance 
induction ( 119 , 120 ). From the earliest studies of Wells in 1911 ( 121 ), it was clear that the 
oral route of administration induces some form of immunoregulation. Orally immunized 
animals usually make an initial systemic antibody response that subsequently 
diminishes. The tolerance state is often associated with large amounts of IgA 
production in the gut. In other cases (e.g., for myelin basic protein), where the antigen is 
administered in a form (peptides) preferentially recognized by T cells rather than B cells, 
the immunoregulation has been reported to be mediated either by T cells that secrete 
transforming growth factor ß (TGF-ß) on antigen stimulation or by induction of clonal 
anergy and deletion. The mechanism observed depends on the antigen dose, with high 
doses inducing direct inactivation of the antigen-specific T cells and low doses eliciting 
TGF-ß–mediated immunoregulation. A role for ?/d T cells secreting IL-10 has also been 
suggested by Hanninen and Harrison. Nasal administration of soluble proteins or 
peptides prevents and reduces ongoing Th1 IFN-? responses by similar mechanisms.

The T cells in the gut, referred to as Th3 cells, are unusual in that they can make 
substantial amounts of TGF-ß following antigen stimulation ( 119 ). This cytokine acts as 
a critical switch factor for B cells, favoring the production of IgA ( 122 ). TGF-ß, however, 
is also an anti-inflammatory cytokine that blocks T-cell proliferation by inhibiting IL-2 
production and cell cycle progression, although at the same time it also enhances T-cell 
survival. TGF-ß–deficient mice, as well as mice harboring a dominant negative form of 
the receptor transgenically expressed in T cells, develop inflammatory bowel disease, 
suggesting that this cytokine, like IL-10, is critical for anti-inflammatory immune 
regulation. When activated Th3 cells leave the gut and migrate to other sites in the 
body—for example, the CNS in EAE—they can act as direct or indirect (bystander) 
suppressor cells if they recognize their peptide/MHC ligand at that site and release 
TGF-ß. The relationship between Th3 cells and Tr1 cells has not been clearly 
established. Both these cell types, along with the CD4 +CD25 + T cells, may represent a 
family of regulatory CD4 + T cells whose members have differentiated in different 
places and times to produce (to varying degrees) the same set of inhibitory cytokines 
(IL-10 and TGF-ß) and contact dependent T-cell interactions required to provide 
negative feedback regulation on T-cell immune responses.

CD8 + Suppressor T Cells

Studies on CD8 + suppressor T cells in immunoregulation and tolerance were a 
dominant theme in cellular immunology in the 1970s. Looking back at those systems 
now, it is possible to classify some of them as forms of immune deviation. For example, 
CD8 + T cells are particularly good at making IFN-?; thus they should be capable of 
functioning as potent suppressors of Th2 responses. Furthermore, recent experiments 
have demonstrated that Th2-like CD8 + T cells (Tc2) can be generated and these could 
function as suppressors in CD4 + Th1 DTH responses. Thus, regulatory cytokines could 



provide a sufficient explanation for many of the old experiments ( 123 ).

One exception to this idea is the human CD8 + suppressor T cells first described in the 
early 1980s by several research groups ( 124 ). These cells inhibited either alloantigen or 
soluble-protein antigen-proliferative and antibody responses in an antigen-specific 
manner. The cells were subsequently shown to lack expression of the CD28 
co-stimulatory molecule and to be separate from the cytotoxic subset of CD8 + T cells. 
Recently their mechanism of action was shown by Chang et al. ( 125 ) to be through the 
APC. The CD8 + T cell is first activated by recognizing peptide/MHC class I complexes 
on the APC. It then induces the expression of a pair of KIR-like inhibitory receptors, 
ILT3 and ILT4, on the APC surface, first described by Colonna et al. ( 126 ). Like 
inhibitory NK cell receptors, these monocyte and dendritic cell expressed molecules 
recognize HLA class I molecules on other cells, and when ligated and phosphorylated 
on the ITIM motif in their cytoplasmic tail, mobilize the SHP-1 tyrosine phosphatase to 
inhibit tyrosine phosphorylation and calcium mobilization in the APC. This prevents the 
activation of naïve CD4 + T cells that recognize peptide/MHC class II molecules on this 
APC by preventing the up-regulation of B7 co-stimulatory molecules normally induced 
by CD40 signaling through the NF?B pathway. Instead, the CD4 + T cells become 
anergic. This state appears to be clonal anergy as it could be overcome by the addition 
of IL-2. Finally, such CD8 + CD28 - suppressor T cells have been isolated from 
transplant patients who did not undergo acute rejection and these cells were shown in 
vitro to induce the up-regulation of ILT3/4 on MHC-matched APCs ( 125 ).

CD8 + Veto Cells

A mechanism for tolerizing naïve CD8 + precytotoxic T cells has been described by 
Miller ( 127 ), which involves negative immunoregulation by previously activated CD8 + 
cells (T cells or NK cells). In this model system, a population of precultured 
MHC-incompatible CD8 + T cells was recognized by unprimed allogeneic CD8 + T cells 
and the former inactivated the latter; hence, the name “veto cells.” These cells acted 
late in culture (after 20 hours), mediated their effects by cell–cell interaction (not 
secreted products), and did not compete for lysis of target cells in the CTL assay (as 
they could be eliminated prior to the assay with anti-MHC antibodies and complement 
without reversing the effect). The TCR specificity of the veto cell did not matter and 
engagement of its TCR was not required for its veto function. Instead, it was the 
recognition of cell-surface peptide/MHC class I antigens on the veto cell by the 
responding CD8 + T-cell that led to the latter’s inactivation. Evidence that the veto 
phenomenon can also operate in vivo has come largely from the experiments of Fink et 

al. ( 128 ). Injection of splenic CD8 + T cells into mice differing at MHC class I loci 
resulted in inhibition of a subsequent in vitro CTL response by the recipient’s T cells 
against donor class I molecules.

A molecular mechanism for vetoing has been described which involves signaling back 
through the MHC class I molecule following its interaction with CD8 on the veto cell ( 129 



). CD8 negative variants of clones otherwise capable of vetoing were found to lose their 
ability to veto. Furthermore, cell lines expressing the correct peptide/MHC complex, but 
which were not veto cells, became veto cells when transfected with a CD8 gene. Finally, 
a veto effect could be activated with peptide/MHC positive, CD8 negative cells by 
adding a monoclonal antibody against the a3 domain of the MHC class I molecule (the 
molecular region for CD8 binding). Conversely, a CD8 + veto cell could be prevented 
from killing by a monoclonal antibody against CD8, which blocked its interaction with the 
MHC molecule. These results suggest that the veto signal is initiated by the interaction 
of CD8 on the veto cell with the a3 domain of an MHC class I molecule on the target 
cell, but only when the latter cell simultaneously becomes activated through its TCR via 
recognition of a peptide/MHC molecule on the veto cell. The effect of this dual signaling 
by veto cells is to make the responding T cells susceptible to Fas/FasL-mediated 
apoptosis. The function of this mechanism in self-tolerance is not clear, but it may play 
a role in eliminating autoreactive CD8 + T cells specific for blast antigens expressed on 
activated CTLs. In a clinical setting, CD8 + veto cells raised against irrelevant third-party 
targets have been used by Reisner and colleagues to prevent graft rejection in 
allogeneic bone marrow transplantation using large doses of CD34 + stem cells under 
minimal conditioning regimens.

Antibody-Mediated Immunoregulation

Passive transfer of antibodies into a naïve animal often prevents the priming of that 
animal with a subsequent injection of antigen ( 130 ). High-affinity antibodies are more 
effective than low-affinity ones. Some of this effect is due to formation and clearance of 
antigen–antibody complexes. The antibodies can also prevent the formation of 
particular peptides needed for T-cell recognition. The antigen–antibody complexes are 
also likely to be responsible for the phenomenon known as original antigenic sin, in 
which memory B cells, generated during a prior exposure to a cross-reacting antigen, 
prevent or down-regulate the response to the unique new determinants on the antigen. 
Memory B cells seem to have an advantage for rapid activation and this produces 
antibodies that feedback to inhibit the priming of naïve B cells possessing receptors that 
are specific for unique determinants of the second immunogen. This feedback 
mechanism is most likely mediated through antigen–antibody complexes that interact 
with the Fc? RII B1 receptors on the naïve B cells and inhibit signal transduction 
through their IgM receptors by bringing phosphatases into the receptor complex ( 131 ).

Anti-Idiotypic B-Cell Regulation

In 1974, Jerne proposed that antibody production could be regulated by other 
antibodies that recognized unique idiotypic determinants in the V regions of the first 
antibody ( 132 ). He postulated that an increase in the production of the first antibody 
could negatively regulate the production of anti-idiotypic antibodies and vice versa. 
Because of the interconnected pathways in such a network, perturbation of one 
segment would be dampened by the presence of other segments and thus the original 
steady state would be buffered.

In recent years, studies have focused on the analysis of IgM hybridomas from 



nonimmunized neonatal mice or IgM antibodies derived from human-cord-blood 
EBV-transformed B cells. Interestingly, individual antibodies show the ability to react 
with several different self-ligands, many of which are intracellular proteins, such as 
cytoskeletal proteins. In both species their major source appears to be B1 and marginal 
zone B cells ( 133 ). The interesting aspect with regard to immunologic networks is that 
these antibodies also interact with other members of the set. Administration of such 
antibodies to neonatal mice perturbs the B-cell repertoire and affects the subsequent 
adult response to particular antigens ( 134 ). This effect is either positive or negative 
depending on the timing and the antibody. Whether the natural dominance of B cells 
expressing certain idiotypes is related to such network interactions, or is due to early 
exposure to commensural bacteria is still somewhat controversial. However, clonally 
dominant idiotypes emerge in germ-free animals and can be disrupted in their 
appearance by early antigen priming with heat-killed bacteria. Interestingly, these 
non–idiotype-positive antibodies elicited by the premature priming proved not to be 
protective for subsequent challenge with virulent bacteria, suggesting that the natural 
network derived antibodies could play a crucial role in host defense ( 134 ).

Anti-Idiotypic T-Cell Regulation

Standard T-cell activation involves recognition of antigenic peptides bound to MHC 
molecules. The generation of regulatory T cells that could suppress an immune 
response by recognizing the receptor on responding T cells requires the recognition of 
unique peptides derived from that TCR. Evidence that this might occur comes from 
studies of Vandenbark et al. ( 135 ) on experimental allergic encephalomyelitis. The CD4 
+ T-cell response is dominated by cells expressing Vß8 and Va2 and 4. Animals 
immunized with a synthetic peptide corresponding to the CDR2 region of the TCR Vß8 
chain were protected against the demyelineating disease. Not all TCR peptides are 
effective, presumably because of the failure to bind to that animal’s MHC molecules. 
The mechanism by which the regulatory process works is not totally clear, but CD4 + 
regulatory T cells have been shown to secrete IL-10 on stimulation and effect bystander 
suppression. Another possible mechanism is that CD8 + cytotoxic T cells are involved ( 
136 ). Sun and Wekerle have produced lines of CD8 + T cells from Lewis rats that can 
mediate resistance to disease induction in vivo. A comprehensive model integrating all 
these mechanisms has been proposed by Kumar and Sercarz ( 136 ). Clinical trials using 
this tolerance approach in multiple sclerosis patients have shown some ameliorating 
effects, but only in a subset of patients ( 135 ).

IMMUNE-PRIVILEGED SITES

Transplant surgeons have known for a long time that certain areas in the body are more 
favorable for grafting than others. In particular, the brain, the anterior chamber of the 
eye, and the testis seem to be privileged in their capacity to accept grafts readily ( 137 ). 
The idea thus emerged that antigens contained in these tissues could not be seen by 
the immune system because they were sequestered in some way, such as by the 
blood–brain barrier. Subsequent studies, however, showed that lymphocytes do migrate 
into these tissues. On the other hand, the nervous system does have a number of 



mechanisms for preventing the initiation of an immune response. The tissue has few if 
any dendritic cells. It also has no lymphatic drainage, which is normally required to bring 
antigen-bearing DCs to the lymph nodes for T-cell priming. Finally, neurons express few 
if any MHC molecules, and, even in the presence inflammatory cytokines, they only 
express low levels of MHC class I molecules.

Recent experiments have suggested an interesting mechanism by which a tissue may 
obtain privileged status even if exposed to activated T cells—namely, by expression of 
Fas ligand on its cells ( 138 ). The first nonlymphoid location where the presence of Fas 
Ligand was demonstrated by Belgrau and Duke was on the Sertoli cells of the testis. In 
a transplantation model, testis grafts from normal mice survived indefinitely under the 
kidney capsule of allogeneic recipients while similar grafts from mice carrying a 
mutation in the Fas ligand (gld) gene were rejected. In a tissue destruction model, 
Ferguson and colleagues showed that a viral infection of the anterior chamber of the 
eye of gld mice caused massive tissue damage, whereas the same infection in normal 
mice resulted in Fas/FasL–dependent killing of the inflammatory lymphoid cells. Fas 
ligand expression has been detected in corneal epithelial and endothelial cells.

Another mechanism that has been described to participate in the immune privilege of 
the eye is called anterior chamber-associated immune deviation (ACAID) ( 139 ). 
Injection of exogenous antigens into the anterior chamber results in a systemic 
impairment of the production of complement fixing antibodies and DTH to that antigen; 
that is, Th1 responses are blocked. The mechanism appears to be an effect of 
inhibitory cytokines such as TGF-ß secreted from the iris and ciliary body cells in the 
eye as well as neuropeptides such as a MSH and VIP released by corneal nerves. 
These molecules alter the presentation properties of the APCs in the eye. The APCs 
then migrate to the thymus where they induce NK T cells to make IL-10. The NK T cells 
then migrate to the spleen where, along with ?d T cells and B cells, they induce Qa-1 
class Ib-restricted CD8 + regulatory T cells. How these effector T cells suppress the 
CD4 + DTH response in an antigen-specific manner has not yet been elucidated.

THE FETAL–MATERNAL RELATIONSHIP

A number of examples exist in the reproduction of vertebrates, in which one organism 
successfully grafts itself onto another as a parabiont, completely circumventing rejection 
by the host’s immune system. Perhaps the most interesting example of this natural 
tolerance induction is in viviparous mammals, where the fetus successfully implants 
itself in the uterus ( 140 , 141 and 142 ). When any inbred mammalian strain A female is 
mated to a strain B male, the (A × B)F 1 fetus expresses histocompatibility antigens of 
the father to which the mother is not tolerant; yet the fetus is not rejected. This is also 
true for completely allogeneic fetuses that have been experimentally created by embryo 
transfer as shown by Heape and Mintz.

Witebski and Reich were the first to suggest that this protection from immune attack 
might exist because the placenta does not express histocompatibility antigens. 
Evidence to support this idea is very good in primates. Syncytiotrophoblasts of the 
human fetus do not express polymorphic MHC class I or class II molecules (with the 



exception of HLA-C). These cells are the closest in proximity to the maternal blood 
vessels in the villi of the placenta, and even when stimulated with IFN-?, they do not 
express HLA-A and HLA-B class I molecules. The remaining cells, cytotrophoblasts, 
express only the relatively nonpolymorphic class Ib MHC molecule, HLA-G. Recent 
experiments by Strominger and colleagues have suggested that the major function of 
this molecule is to provide a ligand for the inhibitory receptor(s) on maternal NK cells 
and CD8 + T cells, thus preventing them from killing the fetal cells. HLA-G is also 
expressed in thymic medullary epithelium, where it might ensure T-cell tolerance to this 
molecule. Finally, no cells expressing large amounts of class II molecules (dendritic 
cells) have been seen in the placenta. Possibly as a consequence of this limited MHC 
molecule expression, allogeneic fetuses do not prime for transplantation immunity as 
measured by subsequent skin grafting. One puzzling fact, however, is that rodent 
placental cells do express classical polymorphic MHC class I molecules, yet these 
animals routinely produce large litters. Hence other mechanisms must also play a role 
in fetal survival.

In the early experiments of Billingham and colleagues on multiparous rodents, 
allogeneic paternal skin grafts placed on mothers that had been mated several times to 
males of that allogeneic strain were rejected more slowly than the same grafts placed 
on mothers that had been mated to syngeneic males. More recently, an effect of the 
fetus on the mother’s immune system was demonstrated clearly in TCR transgenic 
female mice whose CD8 + T cells were specific for a paternal MHC class I molecule (K 
b) ( 143 ). During pregnancy these cells were reduced in numbers and appeared to have 
down-regulated their receptor levels. They were also functionally impaired as the 
mother failed to reject K b-bearing tumor grafts during this period. Following birth, the 
immune system returned to normal. Furthermore, these effects were antigen specific as 
they were not observed in syngeneic or non-K b allogeneic pregnancies. In another 
study by Vecchio and colleagues, CD8 + transgenic T cells specific for the male H-Y 
antigen were tolerized during pregnancy by mechanisms involving anergy and 
Fas-dependent deletion. In a similar manner, Langevin and colleagues showed that a 
B-cell receptor transgenic mouse specific for K k deleted about 80% of its idiotype + B 
cells starting at midpregnancy and then reverting to normal levels at birth. Thus, 
pregnancy transiently results in a state of specific tolerance to paternal antigens.

Several mechanisms have been proposed for this transient tolerant state ( 141 , 142 ). One 
is expression of Fas ligand in the placenta, which, similar to its action in other privileged 
sites, would kill activated T cells entering the tissue. In the human placenta, Fas ligand 
is expressed early on cytotrophoblasts as well as at term in syncytiotrophoblasts. In the 
gld mouse, which lacks a functional Fas ligand, fetal resorption sites are common and 
litter sizes are small. A second mechanism is the production of cytokines and hormones 
by the placenta that would inactivate the T cells or deviate these cells away from a 
cell-mediated immune response. Progesterone, which is present in high concentrations 
in the placenta, has been shown by Stites and colleagues to prolong allogeneic skin 
graft survival and by Livi and colleagues to favor the development of Th2 responses 
from antigen-specific T-cell lines and clones. IL-4, IL-5, and IL-10 have been detected in 
the placenta as has an immunosuppressive cytokine related to TGF-ß2. The latter is 
made by trophoblasts rather than immune cells, as is much of the IL-10 produced in the 



placenta. A study by Mosmann and colleagues of the effect of pregnancy on 
susceptibility to Leishmania infection in B6 mice, which normally resist the parasite with 
a vigorous Th1 response, showed an impaired clearance of the organism resulting from 
a general decrease in IFN-? production. Reciprocally, infection with Leishmania 
enhanced both spontaneous abortion and failed implantation rates, as well as 
decreasing the production of IL-4 and IL-10 in the placenta. In humans, spontaneous 
abortions are also associated with an increased capability of producing IL-2 and IFN-? 
and a decrease in IL-10 production. Finally, the excess fetal loss observed in the CBA 
and DBA/2 mouse-mating combination, which is mediated by activated NK cells and 
macrophages, is associated with decreased IL-4 and IL-10 production and can be 
reversed by administration of IL-10 or anti-IFN-? antibody ( 144 ). Thus, the cytokine 
milieu of the placenta appears to play a critical role in the maternal acceptance of the 
fetus, and may provide another example of where immune deviation contributes to 
tolerance.

Often after multiple pregnancies the mother makes an antibody response to the father’s 
histocompatibility antigens. Occasionally, the antibodies formed are harmful to the 
fetus, as in Rh incompatibility causing erythrocyte destruction, but for the most part the 
antibodies are not destructive. Several laboratories have demonstrated that many of 
these antibodies do not fix complement. When they do fix complement, cells in the 
placenta are equipped with molecules, such as DAF and membrane cofactor protein 
(MCP), which destroy or block the binding of complement. The importance of these 
protective mechanisms has been shown recently by Xu et al. ( 145 ) in a targeted 
mutation of a broadly distributed complement regulatory protein called Crry, a major 
complement inactivator in rodents. Homozygous knockout mice die in utero around 
embryonic day 10. The embryos at this time have C3 deposited in the placenta and the 
tissue is invaded with granulocytes. Crossing these mice to C3-deficient mice corrected 
the defect, demonstrating that the regulation of complement was an important variable 
in fetal survival.

Finally, the syncytiotrophoblasts synthesize the enzyme indoleamine 2,3-dioxygenase 
that breaks down the amino acid tryptophan. This enzyme has been shown to have 
negative effects on T-cell activation in vitro when produced by immunosuppressive 
human macrophages. Interestingly, a pharmacologic inhibitor of this enzyme 
administered by Mellor and colleagues ( 141 ) at the time of embryo implantation caused 
the loss of allogeneic fetuses in normal, but not Rag1-deficient mice. There was no 
effect on syngeneic litters. Conversely, feeding hamsters a high-tryptophan diet has 
been reported by Meier and Wilson to cause fetal loss. These observations suggest 
that tryptophan levels are important for regulating immunologic responses during 
pregnancy and show that in the absence of such placental regulatory mechanisms 
immune cells can respond to paternal antigens and reject the fetus.

SUMMARY

The immune system is often thought of as a protective device for responding to the 
dangers of pathogenic invaders and injury. However, one of the most serious threats to 
the organism is the immune system itself. Without the various phenomena referred to 
as tolerance, the system would surely self-destruct. Hence, the mechanisms required to 



guard against this possibility are numerous and not redundant ( Table 1). First, in the 
primary lymphoid organs, cells reactive to available endogenous antigens are clonally 
deleted by an apoptotic process. In addition, editing allows B cells to replace their 
receptors in order to avoid autoreactivity. As the cells mature they next encounter 
peripheral antigens. Some of these are brought to the primary lymphoid organs by the 
bloodstream. Others are expressed ectopically in the medulla of the thymus. Here the 
cells are tolerized by a deletional or anergic process. In addition, CD4 +CD25 + 
regulatory T cells are selected, which later can dampen immune responses against 
tissue-specific antigens. Maturing transitional B cells can also be tolerized by an anergic 
process or they may be shunted into the B1 cell–differentiation pathway. Once the 
lymphoid cells have matured, their activation to antigen is still constrained by the 
requirement for two types of signaling, one antigen specific and the other 
co-stimulatory. APCs are normally in a quiescent state and thus only present antigens 
in a tolerogenic fashion (signal 1 alone). The cells may respond to this stimulation and 
even divide, but the process is ultimately abortive and the cells either die or become 
anergic. B cells require T-cell help as their form of co-stimulation, and antigen 
encounter without it leads to anergy or death. Finally, even following a strong immune 
response, the system can regulate itself by negative feedback mechanisms, which 
include various cells making IL-10 and TGF-ß in response to antigen, cells killing 
effectors by recognizing idiotypic determinants or vetoing them, or by deviating the 
response towards a nonharmful state. B cells can be turned off by antibody signaling 
through Fc receptors. For B1 and marginal zone B cells, there exists regulation by an 
idiotypic network.

 
TABLE 1. Tolerance mechanisms
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T cells are crucial in the immune response because they can function as both effector 
cells in cell-mediated responses and as helper cells in both humoral and cell-mediated 
responses. Most biological systems are subject to complex regulatory controls, and the 



immune system is not an exception. In addition to T cells that up-regulate (help), other 
populations that down-regulate (suppress) the immune response must exist. Once a 
normal immune response is initiated by antigenic stimulation, mechanisms must be in 
place to control the magnitude of that response and to terminate it over time. 
Down-regulation should contribute to the homeostatic control of all immune responses 
serving to limit clonal expansion and effector cell activity in response to any antigenic 
stimulus. An active mechanism of T-cell suppression is also needed to control 
potentially pathogenic autoreactive T cells. The primary mechanism that leads to 
tolerance to self-antigens is thymic deletion of autoreactive T cells, but some 
autoreactive T cells may escape thymic deletion or recognize antigens that are 
expressed only extrathymically. T-cell anergy ( 1 ) and T-cell ignorance/indifference ( 2 ) 
have been proposed as the primary mechanisms used to control autoreactive T cells in 
the periphery, although these “passive” mechanisms for self-tolerance may not be 
sufficient to control potentially pathogenic T cells.

It was proposed in 1970 that a distinct subset of T cells is responsible for immune 
suppression ( 3 ). A suppressor T cell is functionally defined as a T cell that inhibits an 
immune response by influencing the activity of another cell type. Although a strong 
theoretical basis exists for T cell–mediated suppression, this area of immunological 
research has been plagued by controversy. Whereas the first two editions of this text 
extensively discussed T suppressor cells, they were only dealt with briefly in the third 
edition and barely mentioned in the fourth edition. Since publication of the fourth 
edition, there has been a resurgence of interest in the concept of T-cell suppression 
mediated by a distinct subset of T cells that are uniquely equipped to mediate 
suppressor activity.

HISTORICAL PERSPECTIVE

Suppressor T cells were first identified by Gershon and Kondo ( 3 , 4 ) during studies 
designed to understand the process of “high-zone” tolerance. Injection of supraoptimal 
doses of an antigen that included sheep red blood cells (SRBCs) resulted in specific 
tolerance or nonresponsiveness to subsequent challenge with that antigen. It was 
believed at that time that the antibody-producing B cell was rendered nonresponsive by 
exposure to the high concentration of antigen. To investigate whether B-cell tolerance 
was dependent on the presence of T cells, Gershon and Kondo injected high doses 
(2.5 × 10 10) of SRBCs into thymectomized, irradiated, bone marrow–reconstituted mice 
and then assayed the functional status of B cells from these mice by a secondary 
challenge with SRBCs in the presence of added thymocytes as a source of T-cell help. 
Surprisingly, nonresponsiveness as measured by deficient antibody production was 
induced in the B cells only of animals that had received thymocytes as well as bone 
marrow cells during the initial exposure to high dose antigen but not in mice that 
received bone marrow alone ( Fig. 1). This result fulfilled Gershon and Kondo’s 
prediction that, under certain conditions, antigen recognized by T cells can induce not 
only helper and effector cells but also cells that are able to suppress immune 
responses. Furthermore, when spleen cells from the tolerized animals were transferred 
into secondary recipients together with normal thymocytes and bone marrow cells, they 
were capable of suppressing the otherwise competent response of these animals to 
SRBCs. This suppression (or “infectious tolerance,” as it was originally termed) was 



antigen specific, inasmuch as the immune response to an unrelated antigen, horse red 
blood cells, was not inhibited ( 4 ). T cells were necessary for the induction of B-cell 
tolerance, and these T suppressor cells were assumed to be a distinct cell population 
with a fully differentiated gene program that allowed them to perform a very specialized 
function.

 
FIG. 1. First demonstration of suppressor T cells. BM, bone marrow reconstituted; IgG, 
immunoglobulin G; SRBC, sheep red blood cells; Tx, thymectomized. Adapted from 
Gershon and Kondo ( 3 ), with permission.

Other studies during the 1970s supported the existence of T cell–mediated 
suppression. Baker et al. ( 5 ) demonstrated that treatment of mice with antilymphocyte 
serum, which diminished immune responses to thymic-dependent antigens, 
paradoxically enhanced the immune response to thymic-independent antigens such as 
pneumococcal polysaccharide. A T suppressor cell was thought to be involved in this 
process. One potentially important function of T-cell suppression is the down-regulation 
of very vigorous or potentially harmful immune responses. Tada et al. ( 6 ) demonstrated 
that the immunoglobulin E (IgE) response of rats to immunization with dinitrophenylated 
(DNP)– Ascaris antigen peaked 1 week after antigen challenge. Thymectomy or 
sublethal irradiation resulted in a significantly enhanced peak IgE response, and high 
levels of IgE persisted for several weeks. These results suggested that a 
thymus-dependent mechanism might normally function to down-regulate the IgE 
response to DNP- Ascaris and to terminate that response over time. Suppression in this 
model was also transferable, because thymocytes from DNP- Ascaris–immunized rats 
suppressed the IgE responses of recipients that were irradiated at the time of their 
immunization with DNP- Ascaris. Again, the suppressor populations appeared to be 
antigen-specific, as only thymocytes from DNP- Ascaris–immunized rats inhibited the 
DNP-specific IgE responses after adoptive transfer ( 7 ).

Most of the early studies in these models demonstrated that the T cells mediating 
suppression were distinct from T cells mediating help because the former were CD8 +, 
whereas the latter were CD8 -. The finding that T suppressor effector cells were CD8 + 



distinguished them from helper cells but did not allow them to be distinguished from 
cytotoxic cells, which are also CD8 +. It remained possible that suppressor T cells were 
actually cytotoxic cells that killed the helper or effector T cells. A cell surface marker 
that seemed to identify a suppressor cell–specific antigen was discovered in 1976. It 
was found that an antiserum raised by immunizing the congenic strains B10.A(3R) with 
cells from B10.A(5R) mice or vice versa gave rise to an antiserum that seemed to react 
exclusively with suppressor cells ( 8 ). CD8 + suppressor cells were also shown to bind 
antigen in the absence of major histocompatibility complex (MHC) molecules. These 
experiments suggested that the suppressor effector cells differed from other T cells in 
that they were capable of binding antigen directly and did not recognize processed 
antigenic peptides in association with products of the MHC on the surface of 
antigen-presenting cells (APCs). Soon after the existence of T cell–mediated 
suppression was appreciated, some studies suggested that interactions among multiple 
distinct T-cell subpopulations might be involved. A CD4 + cell that appeared to induce 
CD8 + suppressor cells was described and was called the suppressor-inducer cell. 
Contrasuppressor T cells had no independent helper, suppressor, or cytotoxic activity 
on an immune response, but they enhanced immune responses by preventing the 
down-regulation mediated by suppressor cells.

Research in this area rapidly shifted from studies of the function of intact T cells to 
studies of their soluble products. One of the first demonstrations of such an 
antigen-specific suppressor factor was obtained by Tada and Okamura ( 9 ) in the model 
described previously in which sublethally irradiated rats immunized with DNP- Ascaris 
mounted an enhanced anti-DNP IgE response. When the thymus and spleen cells from 
these animals were sonicated, the lysate obtained was capable of suppressing an 
ongoing anti-DNP IgE response when injected into rats; the factor was antigen-specific. 
Tada and associates ( 9 ) later identified a keyhole limpet hemocyanin–specific 
suppressor factor in a mouse model. This second factor was not only antigen-specific 
but also MHC restricted. By the late 1970s, soluble factors from T suppressor cells had 
been described by several groups, and cloned T-cell hybridomas that produced such 
factors had been generated. T-cell suppression was regarded as being mediated by 
numerous soluble antigen-specific and -nonspecific factors that constituted a 
functionally unique network ( 10 , 11 and 12 ). The cascade involved antigen-specific, 
I-J–restricted CD4 + suppressor inducer (Ts1) cells, CD8 + anti–idiotype-specific (Ts2) 
cells, followed by CD8 + antigen-specific effector (Ts3) cells, whose suppressor function 
was not restricted by the MHC. Some of these cells were capable of binding directly to 
immobilized antigen in the absence of MHC molecules. Connectivity in this cellular 
cascade was mediated by a series of soluble T-suppressor factors (TsF): TsF1 was 
idiotypic, antigen-specific, and restricted by the immunoglobulin heavy chain variable 
(VH) region. TsF2 was anti-idiotypic and required delivery by a macrophage. TsF3 
acted totally nonspecifically. TsF1 and TsF2 required APCs, but TsF3 did not. Most of 
these factors were composed of two polypeptide chains, one of which was capable of 
binding native antigen and the other of which bore a determinant recognized by anti–I-J 
antibodies.

These elaborate, highly convoluted suppressor cell pathways and circuits fell out of 
favor in the mid-1980s for a number of important reasons. The existence of I-J was 



called into question by the finding that the region of the MHC complex to which I-J 
mapped did not contain a gene that could encode a unique I-J polypeptide ( 13 ). When 
the genes encoding the T cell receptor were isolated, they were completely unrelated to 
the genes encoding immunoglobulin heavy chains, thereby calling into question the 
existence of T-cell factors that expressed immunoglobulin VH region products. Many of 
the suppressor T-cell hybridomas that produced antigen-specific suppressor factors 
were found either to have unrearranged genes for the a or ß chains of the T-cell 
receptor (TCR) or to have deleted genes for TCR ß chain ( 14 ). No studies ever 
convincingly characterized at the molecular level any of suppressor T-cell factors. 
These studies, together with the inability to identify a marker specific for suppressor T 
cells and the inability to purify suppressor T cells, raised considerable doubts about the 
existence of a distinct functional lineage of suppressor T cells.

In most of the studies in the 1970s that led to the discovery of soluble suppressor 
factors, investigators measured T suppressor activity by assaying delayed-type 
hypersensitivity responses in vivo or used plaque-forming cell assays for antibody 
production in vitro. Two completely different approaches to the demonstration of the 
importance of regulatory or suppressor T cells in the prevention of organ-specific 
autoimmunity were also developed in the 1970s. In one, mice that were thymectomized 
on the third day of life (d3Tx) were shown to develop organ-specific autoimmune 
diseases ( Fig. 2). The specific disease that developed varied with the strain of mouse 
under study, and more than one organ could be involved in a given mouse. Most 
important, autoimmunity was not seen if the mouse was thymectomized on day 1 or day 
7 of life, and disease could be completely prevented if the d3Tx mouse received a 
thymus transplant between days 10 and 15 of life ( 15 ). These observations led to the 
hypothesis that autoreactive T cells were exported from the thymus during the first 3 
days of life and that, somewhat later in ontogeny, a population of suppressor cells that 
controlled the autoreactive T cells emigrated from the thymus. Removal of the thymus 
before the suppressor cells reached the periphery resulted in autoimmune disease. A 
number of other protocols ( Table 1) that induced a lymphopenic state also resulted in 
the development of organ-specific autoimmunity. It was believed that these procedures 
resulted in a selective depletion of suppressor T cells but left the autoreactive effector 
populations intact. Subsequent studies demonstrated that the effector cells in this 
model were CD4 + T cells. The suppressor T cells were also CD4 + cells, and the 
development of autoimmune disease could be prevented by reconstitution of the d3Tx 
animals with peripheral CD4 + T cells from normal adult mice ( 16 ).

 
TABLE 1. Lymphopenia results in organ-specific autoimmune disease



 
FIG. 2. Depletion of CD4 +CD25 + T cells results in organ-specific autoimmunity. d3Tx, 
thymectomized on the third day of life; SCID, severe combined immunodeficient. 
Adapted from Nishizuka and Sakakura ( 15 ) and Sakaguchi et al. ( 21 ), with permission.

A second approach to define the role of regulatory T cells in the control of autoimmunity 
was described by Penhale et al. in the 1970s ( 17 , 18 ). They devised a procedure to 
deplete regulatory T cells from adult animals while leaving the helper population 
responsible for autoantibody production intact. The disease model was autoimmune 
thyroiditis because circulating antibody to thyroglobulin was believed to play an 
important pathogenic role. Spontaneous thyroiditis and circulating immunoglobulin G 
(IgG) autoantibodies developed in 60% of rats after the selective depletion of T cells by 
adult thymectomy followed by irradiation. Thymectomy was performed in rats between 3 
and 5 weeks of age, and the rats were then given four to five repeated doses of 200 rad 
at 14-day intervals ( Fig. 3). No evidence of thyroiditis was seen in rats that received 
only local irradiation to the thyroid region, which indicates that irradiation itself did not 
induce pathological changes. The conclusion drawn from these studies was that in the 
normal animal, B cells that recognized thyroid antigens were prevented from 
differentiating into autoantibody producing cells by an active controlling T-cell 
mechanism. It was assumed that the suppressor T-cell population was mediating its 
functions by acting directly on the B cell and not by regulating other T cells. The active 
role of T cells in preventing the development of autoimmunity in this model was 
confirmed by reconstituting, shortly after the final dose of irradiation, the Tx-irradiated 
mice with lymphoid cells from normal donors. Penhale et al. ( 19 ) also demonstrated 
that autoimmune diabetes would develop after the Tx-irradiation protocol in a strain of 
rats that was normally not susceptible to this disease. Together, the d3Tx model in the 
mouse and the Tx-irradiation model in the rat demonstrated that normally autoreactive 



helper and suppressor cells may coexist and that certain autoimmune responses are 
held in check by the equilibrium favoring suppressor activity.

 
FIG. 3. Induction of organ-specific autoimmunity in rats by adult thymectomy (Tx) and 
irradiation. Adapted from Penhale et al. ( 17 ), with permission.

IDENTIFICATION OF REGULATORY/SUPPRESSOR T CELLS

An important extension of this hypothesis was that inhibition of autoreactive T cells by 
suppressor T cells was not a phenomenon unique to the neonate but that in the normal 
adult animal, autoreactive T cells are also under the constant control of the suppressor 
T cells. If the suppressor lineage was deleted, damaged, or compromised in the adult 
animal, autoimmune disease might develop. A number of studies suggested that the 
regulatory T cells in the normal adult animal might be identified by the expression of 
certain membrane antigens, such as high levels of CD5 ( 20 ); however, a major 
advance in the understanding of the role of regulatory T cells was the demonstration by 
Sakaguchi et al. ( 21 , 22 ) that a minor population of CD4 + T cells (10%) that 
coexpressed the CD25 antigen [the interleukin (IL)–2 receptor a chain] appeared to 
function as regulatory T cells in the normal adult. When CD25 + T cells were depleted 
from a population of normal adult CD4 + T cells and the remaining CD4 +CD25 - T cells 
transferred to an immunocompromised recipient such as a nu/nu mouse, the recipients 
developed a spectrum of autoimmune diseases that closely resembled those seen after 
d3Tx ( Fig. 2). Cotransfer of the CD25 + cells prevented the development of 
autoimmunity. Similarly, the induction of disease after d3Tx could also be prevented by 
reconstitution of the animals with CD4 +CD25 +, but not CD4 +CD25 -, normal adult T 



cells before day 14 of life ( 23 ). CD8 +CD25 - T cells alone were not capable of inducing 
autoimmunity and enhanced the induction of disease by CD4 +CD25 - T cells. These 
studies solidified the role of the CD4 +CD25 + T cells as a major subset of cells that 
plays a unique role in the regulation of the immune response. The autoimmune 
diseases induced by depletion of CD4 +CD25 + T cells are uniformly accompanied by 
the development of organ-specific autoantibodies, which suggests that this mode of 
loss of T-cell tolerance also results in the breakdown of B-cell tolerance as well. It is 
likely that the activated self-reactive T helper cells provide signals to self-reactive B 
cells, rescue them from apoptosis, and stimulate autoantibody production.

Powrie and Mason ( 24 ) were the first to identify cell surface markers that distinguished 
between regulatory and effector T cell populations in the rat. When athymic rats were 
reconstituted with small numbers of CD4 +CD45RC high T cells, they developed a 
severe wasting disease characterized by extensive mononuclear cell infiltration in the 
lungs, liver, thyroid, stomach, and pancreas 6 to 10 weeks later. No disease developed 
in rats that received unseparated CD4 + T cells or CD45RC low cells. It seemed likely 
from these studies that the CD45RC low subset controlled the capacity of the RC high 
subset to mediate the wasting disease. The suppressive effect of the RC low subset was 
directly demonstrated by Fowell and Mason ( 25 ) by using the thymectomy-irradiation 
model developed by Penhale. Transfer of RC low CD4 + T cells completely inhibited the 
development of diabetes and insulitis. RC low T cells from long-term Tx donors could 
protect as efficiently as cells from normal donors, which demonstrated that the 
regulatory T cell is long-lived in the periphery. Subsequently, CD45RB low subset in the 
mouse was shown to have regulatory properties similar to the CD4 +CD45RC low 
subset of the rat ( 26 ). Taken together, these studies in mouse and rat model systems 
demonstrated for the first time that two-well characterized cell surface antigens (CD25 
and CD45RC low/CD4 +CD45RB low) could be used to identify suppressor CD4 + T-cell 
subpopulations present in normal animals. More recent studies have shown that the 
majority of the suppressor activity of the CD4 +CD45RB low population is mediated by 
the CD25 + T cells within that population ( 27 ).

CD4 +CD25 + NATURALLY OCCURRING SUPPRESSOR T CELLS

CD4 +CD25 + T cells typically represent 5% to 8% of the total population of T cells in 
the normal mouse lymph node, or 10% to 15% of mouse CD4 + T cells ( Fig. 4). CD4 
+CD25 + T cells can also be found in the thymus, where they represent about 5% to 
10% of the mature CD4 +CD8 - population, or 0.5% of mouse thymocytes ( 21 , 28 ). A 
population with an identical phenotype has been identified in the rat, in human 
peripheral blood, and in the human thymus ( 29 , 30 , 31 , 32 , 33 , 34 , 35 and 36 ). In direct 
comparison with CD4 +CD25 - T cells, CD4 +CD25 + T cells express slightly higher 
levels of CD5, have a slightly higher proportion of CD62L low cells, and have a higher 
proportion of CD69 + cells. They express both intermediate and low levels of CD45RB 



and are completely absent from the CD45RB high population ( 37 ). All of the CD4 +CD25 
+ T cells express the TCR a/ß receptor and are NK-1.1 negative. The distribution of 
expression of a given TCR Va or Vß specificity is similar on CD4 +CD25 + and CD4 
+CD25 - T cells ( 28 ). One other unique property of CD25 + T cells in both mouse and 
human is that they are the only nonactivated T-cell population that expresses high 
levels of the cytotoxic T-lymphocyte–associated antigen 4 (CTLA-4) intracellularly ( 27 , 
38 , 39 ). The glucocorticoid-induced tumor necrosis factor (TNF)–like receptor (GITR) 
TNF receptor superfamily (TNFRSF) 18 has also been shown to be expressed on the 
majority of resting CD4 +CD25 + T cells and to be expressed at very low levels on CD4 
+CD25 - T cells ( 40 , 41 ). The GITR is up-regulated on CD4 +CD25 - T cells after 
TCR-mediated activation. Because the number of CD4 +CD25 + T cells is remarkably 
constant in normal animals in the absence of perturbation of the immune system, they 
are referred to as “naturally occurring” or “endogenous” T suppressor cells ( 42 ).

 
FIG. 4. Identification of CD4 +CD25 + T cells in normal mouse lymph node. Adapted 
from Thornton and Shevach ( 37 ), with permission.

In Vitro Studies

One of the major difficulties in the analysis of the mechanism of action of CD25 + T 
cells is that the in vivo studies of autoimmune disease require weeks to months to 

perform. An in vitro model system has been established for the analysis of CD25 + T 
cell function that allows rapid assays and offers some insights to the mechanism of 
action of CD25 + T cell function in vivo ( 37 , 43 , 44 and 45 ). This approach also allows a 
comparison of the requirements for activation (co-stimulation, antigen concentration) of 
CD25 + T cells in comparison with CD25 - T cells. Purified CD25 + T cells were 
completely unresponsive to high concentrations of IL-2 alone, to stimulation with 
plate-bound or soluble anti-CD3, or to the combination of anti-CD3 and anti-CD28. They 



could be induced to proliferate when stimulated with the combination of anti-CD3 and 
IL-2 but not when stimulated by endogenous IL-2 production with anti-CD28. The most 
striking property of the CD25 + T cells is their ability to suppress proliferative responses 
of both CD4 + and CD8 + CD25 - T cells ( Fig. 5). The CD25 + T cells must be activated 
through their TCR to suppress. No suppression was seen when CD25 + T cells were 
separated by semipermeable membrane from the CD25 - T cells. This finding 
demonstrates that cell contact between CD25 + and CD25 - T cells is required. 
Neutralization of the suppressor cytokines IL-4, IL-10, and transforming growth factor ß 
(TGF-ß) individually or in combination also had no effect on the CD25-mediated 
suppression. Similarly, CD25 + T cells from mice deficient in IL-4, IL-10, or TGF-ß were 
fully competent suppressors. Indo-1–loaded CD25 + T cells did not flux calcium in 
response to TCR stimulation ( 46 ), which suggests that they have a block in proximal 
signaling similar to that seen in T cells rendered anergic in vitro.

 
FIG. 5. CD4 +CD25 + T cells suppress the proliferative response of CD4 +CD25 - T 

cells. Graded numbers of CD4 +CD25 + T cells were mixed with 5 × 10 4 CD4 +CD25 - 
T cells, T-depleted spleen cells, and soluble anti-CD3. Proliferation was measured after 
72 hours. CPM, counts per minute. Adapted from Thornton and Shevach ( 37 ), with 
permission.

CD25 + T cells mediate suppression by inhibiting the induction of IL-2 messenger 
ribonucleic acid (mRNA) in the responder CD25 - T cells. Thus, the trivial explanation 
for their suppressive properties, that they bind IL-2 and function as IL-2 “sinks” ( 47 ), is 
completely ruled out because no IL-2 is produced in the cocultures. Suppression can be 



abrogated by the addition of IL-2, thereby circumventing the block. The addition of 
anti-CD28 also overcomes suppression, presumably by potently stimulating the 
production of endogenous IL-2 and overriding the suppressive effects of the CD25 + 
cells. CD25 + T cells do not directly mediate the death of the responders but induce a 
cell-cycle arrest at the G1-S phase of the cell cycle. Such a cell-cycle arrest is often 
followed by cell death, and it is difficult to recover significant numbers of viable cells 
when the suppressors and responders are cocultured for periods longer than 48 hours. 
Suppression of T-cell proliferation is the exclusive property of CD25 + T cells isolated 
from normal animals. The induction of CD25 expression by stimulating CD25 - T cells 
through the TCRs does not render the stimulated cells suppressive. In this regard, it is 
important to emphasize that expression of CD25 does not indicate that a cell is likely to 
have suppressive properties. Indeed, the highest percentage of CD4 +CD25 + T cells 
(30% to 40%) is seen in mice that have undergone d3Tx. When cells from these 
animals are tested in vitro, they fail to inhibit the proliferative responses of CD25 - T 

cells ( 37 ). This population of CD4 +CD25 + T cells probably represents autoreactive 
effector cells that express CD25 secondary to stimulation by autoantigens in the d3Tx 
host.

CD25 + T cells can be easily propagated in vitro for 3 to 14 days by stimulation initially 
with anti-CD3 and IL-2 and then expansion in IL-2 alone ( 45 ). It has also been possible 
to clone murine CD25 + T cells by repeated stimulation with anti-CD3 and IL-2 ( 41 ). 
After 7 to 14 days of activation and culture in IL-2, activated CD25 + T cells remain 
nonresponsive and cannot be induced to proliferate when restimulated through their 
TCRs in the absence of IL-2. The activated CD25 + T cells have more potent 
suppressor activity on a per-cell basis (threefold to fourfold) than freshly explanted 
CD25 + T cells. CD25 + T cells that appear to be antigen-specific can be identified in 
mice that express a transgenic TCR. In general, the percentage of CD25 + cells is 
reduced in TCR transgenic mice (3% to 5%, in comparison with 10% in normal 
animals). More important, the population of CD25 + T cells is barely detectable when 
the TCR transgenic mice are bred onto a recombination activation gene–deficient (RAG 
-/-) background. This result suggests that expression of an endogenous TCR a chain is 
required for generation of the CD25 + lineage ( 28 ). It is likely that antigen recognized by 
the endogenous a chain is the true physiological ligand of the CD25 + T cell that is 
responsible for their differentiation in the thymus (see later discussion). The expression 
of the transgenic TCR a chain is a convenient tool that allows activation of the CD25 + T 
cells with peptide/MHC ligand rather than with anti-CD3 ( 45 ). When T cells from TCR 
transgenic mice are activated with their peptide/MHC ligand and then expanded in vitro 
in IL-2, the activated suppressors are subsequently capable of suppressing the 
proliferative responses of fresh CD4 +CD25 - T cells from mice that express a different 
transgenic TCR. There is no MHC restriction in the interaction of the activated 
suppressors and the CD25 - responders. Therefore, the suppressor effector function of 
activated CD25 - T cells is completely nonspecific ( Table 2).



 
TABLE 2. The suppressor effector function of activated CD4 +CD25 + T cells is 
completely nonspecific 

CD25-mediated suppression is highly sensitive to antigenic stimulation. For example, 
when CD25 + and CD25 - T cells are prepared from the same TCR transgenic mouse 
and stimulated with a specific peptide, the antigen concentration necessary to stimulate 
the CD25 + T cells to suppress is 10- to 100-fold lower than that required for triggering 
the proliferation of the CD25 - T-cell population ( 43 ). The partially activated phenotype 
of CD25 + T-cell population, combined with their enhanced sensitivity to antigen 
stimulation, suggests that they are highly differentiated in their function and are ready to 
mediate their suppressive functions immediately upon encounter with their target 
antigens. Their capacity to rapidly suppress responses in vitro suggests that they have 
been continuously stimulated by self-antigens in the normal physiological state and 
continuously exert some degree of suppression in vivo.

CD25 + T cells suppress the proliferative responses of CD8 + T cells in a manner similar 
to that seen with CD4 +CD25 - responders ( 48 ). Marked suppression of the effector 
cytokine, interferon (IFN)–?, is also seen in the presence of CD25 + T cells. Whereas 
suppression of the proliferation of CD4 + responders by CD25 + T cells can be 
completely reversed by the addition of IL-2 or anti-CD28, the suppression of CD8 + T 
cell responses is not reversed by the addition of IL-2 or anti-CD28. The failure of IL-2 to 
abrogate suppression is secondary to a failure of full up-regulation of the expression of 
CD25 on the responder CD8 + T cells. CD4 +CD25 + T cells thereby prevent responses 
mediated by CD8 + T cells both by inhibiting their ability to produce IL-2 and by 
inhibiting their ability to respond to IL-2, thus disrupting CD4 + T cell help for CD8 + T 
cells.

Cellular Targets for Suppression

In general, murine CD25 + T cells failed to inhibit responses induced by plate-bound 
anti-CD3 but readily inhibited responses induced by soluble anti-CD3 ( 37 ). This finding 
raised the possibility that the cellular target of the CD25 + T cell was the APC rather 
than the responder T cell, because responses to plate-bound anti-CD3 are relatively 
APC-independent. It was originally proposed that the CD25 + T cells target APCs by 



inhibiting the induction of the expression of co-stimulatory molecules or perhaps by 
competition for co-stimulatory signals. In cocultures of CD4 +CD25 + T cells, CD4 
+CD25 - T cells, and T-depleted spleen cells as APCs, the induction of expression of 
CD80, CD86, CD54, and CD40 on the APC (primarily B cells) appeared to be normal. 
CD25 + T cells were also potent suppressors of T-cell proliferation when 
lipopolysaccharide (LPS)–activated APC were used, which suggests that they did not 
inhibit the expression of an unknown co-stimulatory molecule. Suppression was also 
observed when the LPS-activated APCs were fixed with paraformaldehyde. Last, 
suppression could not be overcome by adding an excess of LPS-activated APCs to the 
cocultures ( 45 ).

These studies strongly suggested that the APC was not the target of CD25-mediated 
suppression. To prove that the CD25 + T cells were capable of acting directly on the 
responder T-cell population, the effects of the CD25 + T cells on the responses of CD8 
+ T cells to activation by soluble MHC tetramers in a completely APC-independent cell 
culture system were studied. Both T-cell proliferation and IFN-? production were 
markedly inhibited by activated CD25 + T cells in the complete absence of APCs. This 
result is most consistent with the view that CD25 + T cells mediate suppression in vitro 
through a T-cell–T-cell interaction and that the APC is not directly required for delivery 
of the suppressive signal. Although similar conclusions were drawn in other studies in 
which CD25 + T cells were shown to suppress responses of either mouse ( 49 ) or 
human ( 33 ) CD25 - T cells induced by anti-CD3 coupled to beads in the absence of 
APCs, it is difficult to exclude the possibility that some of the suppressive effects of CD4 
+CD25 + T cells, particularly in vivo, might be mediated by the reduction of the 

stimulatory capacity of dendritic cells (DCs) or other types of APCs ( 50 ). CD25 + T cells 
may turn off DCs presenting certain autoantigens, making them tolerogenic and thereby 
preventing the induction of naïve autoreactive T cells.

Role of Transforming Growth Factor ß

Although the majority of studies with either human or murine CD25 + T cells in which 
suppression of T cell activation in vitro has been examined have failed to identify a 
soluble suppressor cytokine, it is very difficult to rule out the involvement of a cytokine 
that acts over short distances or a cell-bound cytokine. Nakamura et al. ( 51 ) raised the 
possibility that TGF-ß produced by CD25 + T cells and then bound to their cell surface 
by an as yet uncharacterized receptor might mediate suppression in a cell 
contact-dependent manner. In their studies, TGF-ß was detected on the surface of 
resting and activated CD25 + T cells, and suppression could be reversed by high 
concentrations of anti–TGF-ß monoclonal antibodies (mAbs). They postulated that 
latent (inactive) TGF-ß, bound to the cell surface of activated CD25 + T cells, is 
delivered directly to responder CD25 - T cells and is then locally converted to its active 
form. High concentrations of neutralizing antibody would be required to reverse 
suppression because of the need to penetrate the interface between the CD25 + and 
CD25 - T cells. In contrast to these studies, Piccirillo et al. ( 52 ) were unable to show a 



requirement for either the production of TGF-ß or responsiveness to TGF-ß in 
CD25-mediated suppression. CD25 - T cells from SMAD-3 -/- and from mice expressing 
a dominant negative form of the TGF-ß receptor, which are completely resistant to the 
immunosuppressive effects of TGF-ß, were readily suppressed by CD25 + T cells from 
wild-type mice ( Table 3). CD25 + T cells from TGF-ß -/- mice were as efficient as CD25 
+ T cells from wild-type mice in mediating suppression of wild-type CD25 - T cells. High 
concentrations of anti–TGF-ß did not reverse suppression, nor did anti–TGF-ß or a 
soluble form of the TGF-ß receptor inhibit suppression mediated by activated CD25 + T 
cells.

 
TABLE 3. CD4 +CD25 + suppressor function occurs independently of TGF-ß 

These studies strongly argue against a role for secreted or cell surface–associated 
TGF-ß as a major mediator of the in vitro suppressive functions of CD25 + T cells. 
These results should be contrasted with the effects of anti–TGF-ß in the reversal of 
CD25-mediated suppression in several in vivo models of organ-specific autoimmunity 
(see later discussion). An alternative possibility is that TGF-ß plays a role in the 
induction or enhancement of CD25 + suppressor activity or in the development of 
suppressive functions in CD25 - T cells ( 53 ). Indeed, one of the most puzzling features 
of suppression mediated by CD25 + T cells is that only low numbers of suppressors are 
needed to profoundly produce 80% to 90% inhibition of T-cell proliferative responses. 
Suppression can be readily observed at ratios of 1 activated suppressor to 16 to 32 
responders. One possibility is that the CD25 + T cells induce suppressor activity in the 
CD25 - responders as a form of infectious immunological tolerance. Indeed, it has been 
shown that human CD4 +CD25 + T cells induce CD4 +CD25 - T cells to become 
regulatory cells that are capable of suppressing by producing IL-10 ( 54 ) or TGF-ß ( 55 ) 
and thereby mediating suppression of naïve CD4 + T cells. It is possible that the 
reversal of suppression produced by anti–TGF-ß in some studies is mediated by 
neutralizing TGF-ß produced by these recruited suppressor T cells.

Role of Cytotoxic T-Lymphocyte–Associated Antigen 4



Considerable controversy exists with regard to the significance of the expression of 
CTLA-4 on CD4 +CD25 + T cells and its potential involvement in their suppressor 
function. Takahashi et al. ( 39 ) showed that the addition of the antigen-binding fragment 
(Fab) of anti-CTLA reverses suppression in cocultures of CD4 +CD25 + and CD4 
+CD25 - T cells. This finding, together with the observation of Read et al. ( 27 ) that 
treatment of mice with anti–CTLA-4 abrogates suppression of inflammatory bowel 
disease (IBD) mediated by CD25 + T cells, has been interpreted as indicating that a 
co-stimulatory signal mediated by interaction of CTLA-4 with its ligands, CD80/CD86, is 
required for activation of CD25 + T cells to mediate their suppressive effects. Reversal 
of suppression by anti–CTLA-4 or its Fab in vitro has not been seen in all studies ( 31 , 32

 , 33 , 34 , 35 , 36 and 37 ). In studies ( 49 ) in which CD25 + T cells suppress the activation of 
CD25 - T cells in the absence of APCs, the addition of anti–CTLA-4 or anti-CD80/CD86 
did not reverse suppression, which suggests that engagement of CTLA-4 is not required 
for suppressor function. Furthermore, CD25 + T cells from CTLA-4 -/- mice are as 
efficient as CD25 + T cells in mediating suppressor function in vitro. Both the in vitro 

and in vivo actions of anti–CTLA-4 may be mediated, in part, on activated CD25 - 
effector T cells by raising their threshold for suppression. It remains possible that the 
interaction of CLTA-4 with antibody, or even Fab, may modulate the expression of 
CTLA-4 on the cell surface or inhibit its recycling and thereby block the TCR-mediated 
signals required for induction of suppressor activity. Further studies are needed to 
resolve these complex issues.

Regulating the Regulator

Although the mechanism by which CD4 +CD25 + T cells mediate cell 
contact–dependent inhibition of T-cell activation remains unknown, one member of the 
TNFRSF, the GITR (TNFRSF18), has been shown to play an important role in 
regulation of T-cell suppressor activity. Deoxyribonucleic acid (DNA) microarray studies 
(see later discussion) revealed that the GITR was selectively expressed on resting CD4 
+CD25 + T cells. A polyclonal antiserum to the GITR was able to reverse suppression 
mediated by freshly isolated CD25 + T cells ( 40 ). Similarly, a mAb to the GITR was 
identified on the basis of its capacity to reverse suppression mediated by cloned CD4 
+CD25 + T cells ( Fig. 6) ( 41 ). Anti-GITR was only minimally effective in neutralization of 
suppression mediated by preactivated CD4 +CD25 + T cells. The GITR is expressed on 
two populations of cells (resting CD4 +CD25 + cells and activated CD4 +CD25 - cells) 
that do not manifest suppressor activity. It is therefore very unlikely that the GITR is the 
molecule responsible for mediating suppressor effector function. Surprisingly, culturing 
CD25 + T cells with the anti-GITR in the presence of IL-2, but in the absence of 
anti-CD3, resulted in a vigorous proliferative response. It appears that the anti-GITR is 
capable of directly inducing a signal in the CD25 + T cells that reverses their inability of 
respond to IL-2. The anti-GITR is thereby functioning as an agonist for the GITR, 
resulting in a signal that instructs the CD4 +CD25 + T cells not to mediate their 



suppressive functions. Very little is known about the GITR ligand (GITRL). One 
intriguing possibility is that engagement of the GITR by the GITRL during the course of 
a strong protective inflammatory response to an infectious agent may result in 
diminution of suppression.

 
FIG. 6. CD4 +CD25 + T cells were cultured with CD4 +CD25 - T cells in the presence of 
T-depleted spleen cells and soluble anti-CD3. Normal goat immunoglobulin G (IgG) or 
polyclonal goat–anti-mouse glucocorticoid-induced tumor necrosis factor–like receptor 
(GITR) were added as indicated proliferation was measured at 72 hours. Adapted from 
McHugh et al. ( 40 ), with permission.

Although the GITR/GITRL does not play the role of receptor/counterreceptor in 
CD25-mediated suppressor effector function, other known or unknown members of the 
TNFRSF/TNF family are logical candidates. It is also possible that an unknown ligand is 
induced on CD4 +CD25 + T cells by TCR stimulation that then interacts with a cell 
surface molecule constitutively expressed or induced on the cell surface of CD4 +CD25 
- T cells. Such a receptor for the suppressive signal might contain an immunoreceptor 
tyrosine-based inhibitory motif with resultant activation of a phosphatase that mediates 
suppression. Other molecular pathways for cell contact–mediated inhibition are also 
possible.

Thymic Origin of CD4 +CD25 + T Cells

The potential role of the thymus in the generation of regulatory T cells was first 
described in 1996 ( 56 ). In this study, nu/nu mice grafted with allogeneic fetal thymic 
epithelium devoid of hematopoietic precursors acquired donor-specific tolerance to 
heart and skin transplants but rejected third-party grafts and donor-specific 
hematopoietic cells. CD4 + T cells from these mice could transfer tolerance to naïve 

nu/nu mice. The relationship of these suppressor T cells to CD4 +CD25 + T cells is 



unknown. Most studies strongly support the view that the CD4 +CD25 + T cell 
population is produced in the thymus as a functionally mature, distinct T-cell 
subpopulation. CD4 +CD25 + T cells are not derived from peripheral CD4 +CD25 + cells 
that have recirculated from the periphery to the thymus, because CD4 +CD25 + T cells 
developed in vitro in organ cultures of the fetal thymus. CD4 +CD25 + T cells are also 
detected in the newborn thymus, whereas they are not detected in the peripheral 
lymphoid tissues until three days of age. CD4 +CD25 + thymocytes are nonresponsive 
and suppress T-cell activation in vitro in a manner similar to that of CD25 + T cells 

derived from the periphery ( 28 ). The capacity of CD25 + T cells to migrate from the 
thymus to the periphery was documented by injection of fluorescein isothiocyanate 
intrathymically. The percentages of CD4 +CD25 + T cells within migrants and resident T 
cells were identical, which suggests that CD25 + T cells in the periphery can originate in 
the thymus ( 57 ). Thymectomy at 4 to 5 weeks of age did not modify the number of 
CD25 + T cells in the periphery even when the mice were tested 19 months later.

It is widely accepted that conventional CD4 + and CD8 + T cells develop in the thymus 
by a process of positive and negative selection. Positive selection is mediated by 
interaction of developing T cells with MHC antigens on thymic cortical epithelium. 
Negative selection is mediated both by DCs and by thymic medullary epithelium. It is 
not known whether CD4 +CD25 + regulatory T cells are selected by a similar process. A 
number of studies have suggested that CD4 +CD25 + T cells undergo a unique 
developmental process during their generation in the thymus. When TCR transgenic 
mice bearing a TCR specific for a determinant (S1) derived from influenza 
hemagglutinin (HA) in association with IE d were crossed to mice expressing the HA 
transgene, the transgenic T cells were not deleted, and a large proportion of them 
expressed CD25 and functioned as regulatory T cells ( 58 ). Radioresistant elements of 
the thymus were shown to be both necessary and sufficient for the selection of CD25 + 
T cells in these doubly transgenic mice. Similar results were obtained when TCR 
transgenic mice bred on a RAG -/- background were mated to the HA transgenic mice, 
which clearly indicates that thymocytes that can express only a single transgenic TCR 
can undergo selection to become regulatory cells.

A second group of TCR transgenic mice that recognized a variant determinant of HA 
but recognized the S1 determinant with 100-fold less affinity was generated. When 
these mice were bred to the HA transgenic mouse (S1), their offspring did not have an 
increased frequency of CD25 + T cells. Thus, thymocytes with a low intrinsic affinity for 
the S1 peptide did not develop into CD25 + thymocytes in response to HA. These data 
are consistent with a model in which selection of CD25 + T cells that express a 
transgenic TCR depends on a high-affinity interaction of the TCR with its ligand. It could 
not be determined from these studies whether this selection process occurs on cortical 
or medullary epithelial cells. It is also not clear why only 50% rather than 100% of the 
exported thymocytes express CD25. If selection of this one TCR by a high-affinity 
interaction with its selecting MHC/peptide is representative of all the TCRs expressed 
by CD25 + T cells, all CD25 + T cells in the periphery might have the potential to be 



highly reactive to, and specific for, self-peptides that might be encountered in the 
periphery.

To determine whether CD4 +CD25 + T cells were generated on thymic cortical or 
medullary epithelial cells, Bensiger et al. ( 59 ) examined the selection of CD25 + T cells 
in C57BL/6 mice in which class II MHC (IA b) is expressed only on thymic cortical 
epithelium but not on medullary epithelium or bone marrow. Clonal deletion of CD4 + T 
cells cannot be documented in these mice, and CD4 + T cells respond to wild-type class 
II self-MHC (IA b, C57BL/6) on bone marrow–derived APCs. In these mice, CD4 + T 
cells in the thymus and the periphery expressed CD25. The CD25 + T cells were both 
anergic and suppressive in vitro and in vivo. These data strongly demonstrate that 
selection on class II MHC positive cortical epithelium is sufficient for the complete 
development of CD25 + T cells. Peripheral expression of class II MHC is not required 
for their maintenance in the periphery. CD25 + T cells from the transgenic mice, but not 
normal C57BL/6 mice, could inhibit the mixed lymphocyte reactivity (MLR) of the 
transgenic T cells against C57BL/6. Thus, the repertoire of the CD25 + cells from this 
strain of mice contains IA b reactive cells, whereas the repertoire of C57BL/6 mice does 
not. These data indicate that a subset of CD25 + T cells in wild-type C57BL/6 mice are 
negatively selected on hematopoietic APCs. Together, the results of these studies are 
most consistent with a model in which a high-affinity cognate interaction between 
developing T cells and self-peptides on thymic cortical epithelium leads to self-tolerance 
through the induction of CD4 +CD25 + T cells.

Caution should be exercised in the interpretation of these studies because only a 
limited number of transgenic models have been studied, and it is also difficult to 
conclude that the differentiation of CD4 +CD25 + T cells in normal mice strictly parallels 
what is seen in the TCR or nominal antigen transgenic mice. For example, Apostolou et 
al. ( 60 ) analyzed the process of regulatory T-cell differentiation in a model very similar 
to that used by others ( 58 ), except that the HA transgene was under the control of the 
Ig? promoter rather than the simian virus 40 promoter. In these mice, both TCR 
transgene–bearing CD25 + and CD25 - T cells exhibited regulatory T-cell function in 

vitro and in vivo. The relationship of the suppressor CD4 +CD25 - T cells in this study to 

the CD4 +CD25 + T cells found in normal mice remains to be determined. Studies in 
chimeric mice demonstrated that CD4 +CD25 + regulatory T cells were generated 
primarily on thymic epithelium, whereas the generation of CD4 +CD25 - regulatory T 
cells required that the HA be expressed on hematopoietic cells. It appears that multiple 
pathways exist for the generation of regulatory cells. Important factors that influence 
this process include the affinity of the TCR for the selecting self-peptide, the cell type 
that expresses this peptide/MHC complex, and the level of expression of the complex 
on the selecting cell.

If the process of selection of CD4 +CD25 + T cells is fundamentally different from that of 
CD4 +CD25 - T cells, it might be predicted that their repertoire might be biased toward 



recognition of self-MHC. Romagnoli et al. ( 61 ) analyzed the frequency of CD25 + T cells 
recognizing self- and non–self-MHC/peptide complexes expressed by professional 
APCs. The precursor frequency of CD4 +CD25 - T cells that are specific for allogeneic 
MHC was higher than that for self-MHC, whereas the specificity of regulatory CD4 
+CD25 + T cells was strongly biased toward self-MHC. Although this result is consistent 
with the critical role of CD4 +CD25 + T cells in the inhibition of autoimmunity, it is not 
consistent with results of more recent studies demonstrating the capacity of CD4 
+CD25 + T cells to potently suppress immune responses to foreign antigens such as 
complex infectious agents (see later discussion).

Other approaches ( 62 ) have suggested that the process of selection of CD4 +CD25 + T 
cells is precisely the same as that involved in positive/negative selection of CD4 +CD25 
- T cells. Studies comparing the differentiation of CD4 +CD25 + T cells in mice 
expressing a single or many different peptides coupled to class II MHC demonstrate 
that the proportion of CD25 + T cells in the CD4 +CD8 - T-cell pool remains constant 
and that their total number reflects the complexity of the class II MHC/peptide 
complexes. This result is not consistent with the hypothesis that the selection of CD4 
+CD25 + T cells requires a unique high-affinity interaction with MHC/peptide complexes 
but that CD4 +CD25 + T cells are selected in a manner similar to selection of CD4 
+CD25 - T cells. Further studies on the pathways involved in the differentiation of CD4 
+CD25 + T cells in the thymus are needed to resolve the differences observed in these 
studies.

Cytokine Requirements for the Generation and Maintenance of CD25 + T Cells

It was initially observed that CD4 +CD25 + T cells were absent from the periphery and 
from the CD4 +CD8 - thymocyte population of IL-2 -/- mice ( 57 ). Partial or more 
profound defects both in the number and function of CD4 +CD25 + T cells have been 
reported in mice deficient for CD28 ( 38 ), CD80/CD86, CD40 ( 63 ), CD40 ligand ( 64 ), 
CD122 (IL-2Rß) ( 65 ), and STAT5a ( 66 ). The one common factor that characterizes 
these mice is that the products of all the deficient genes have important roles in the 
production or responsiveness to IL-2. Treatment of mice with anti–IL-2 or with CTLA-4 
immunoglobulin to inhibit co-stimulatory signals also leads to a rapid decline in the 
number of CD4 +CD25 + T cells ( 38 ). Because CD25 + T cells do not produce IL-2, this 
deficiency may be secondary to the capacity of CD25 - T cells to produce IL-2 or to 
some intrinsic defect in the CD25 + T cells in their capacity to respond to IL-2. Many, but 
not all, of these strains develop an autoimmune syndrome associated with 
lymphoproliferation. Nonobese diabetic (NOD) mice have also been reported to have a 
defect in the numbers of CD25 + T cells, but these cells appear to function normally ( 38 

). Blockade of the TNF-related activation-induced cytokine 
(TRANCE)–receptor-activator of NF?B (RANK) pathway also has been shown to inhibit 
the generation or function, or both, of CD4 +CD25 + T cells in a model of autoimmune 



diabetes ( 67 ).

IL-2 could be required for the generation of CD4 +CD25 + T cells in the thymus, for their 
maintenance and survival in the periphery, or for both. One study ( 67 ) that suggests 
that IL-2 plays a nonredundant role in the differentiation of CD4 +CD25 + T cells in the 
thymus was performed in mice deficient for CD122. CD122 -/- mice rapidly develop a 
lethal autoimmune syndrome. Transgenic expression of CD122 exclusively in the 
thymus prevents the development of autoimmunity and prolongs the life span of these 
mice from 8 to 12 weeks to 12 to 16 months. CD4 +CD25 + T cells are barely detectable 
in the thymus and absent from the periphery of CD122 -/- mice. In contrast, CD122 -/- 
mice with thymic-only expression of CD122 had twofold higher numbers of CD4 +CD25 
+ T cells in the thymus and lymph nodes than did wild-type mice. The CD4 +CD25 + T 
cells from these mice were also fully capable of suppressing proliferative responses of 
T cells from wild-type mice. Because cells from the peripheral lymphoid tissues of these 
mice are completely unresponsive to IL-2, these results suggest that IL-2 may be 
required for the growth or survival of CD4 +CD25 + T cells only in the thymus but not in 
the periphery. These results are also in conflict with those of other studies that suggest 
that IL-2 is also required in the periphery for survival of CD4 +CD25 + T cells. It remains 
possible that other cytokines (e.g., IL-4) may in some circumstances be able to maintain 
CD4 +CD25 + T cells in the periphery or that a higher output of CD4 +CD25 + in the 
mice that express CD122 exclusively in the thymus may compensate for a lack of IL-2 
in the periphery.

Molecular Analysis of Gene Expression by CD4 +CD25 + T Cells

Both DNA microarray technology and serial analysis of gene expression (SAGE) 
technology have been used to compare patterns of gene expression between different 
cell types ( 40 , 46 , 68 ). These technologies have been applied to compare the patterns 
of gene expression in CD4 +CD25 - T cells with CD4 +CD25 + T cells and other cell 
types with regulatory functions. One major goal of this approach is to determine whether 
CD4 +CD25 + cells simply represent a population of previously activated T cells or 
whether they display a unique pattern of gene expression that is correlated with their 
functional properties. Most of the results are consistent with the latter possibility. Only 
29 genes are differentially expressed between the resting CD25 - and CD25 + T cells, 
whereas 77 are differentially expressed after activation. Nine of these genes are shared 
between the resting and activated state, which makes the total number of genes 
differentially expressed 97 ( Table 4). Four antigens—OX40, GITR, CD103, and 
CTLA-4—were readily detectable and exclusively expressed on the cell surface of 
resting CD4 +CD25 + T cells but not CD4 +CD25 - T cells. Several genes that encode 
cell surface antigens, including CTLA-4, Ly6, OX40, 4-1BB, CD103, and GITR, were 
differentially expressed in the CD25 + subpopulation. Members of the TNF–nerve 
growth factor receptor (NGFR) superfamily (OX40, 4-1BB) may play a role in cell 
survival. As discussed previously, the GITR plays an important functional role in the 
regulation of suppressor cell activity. CD103 is expressed on only a minor (˜30%) 



subpopulation of CD25 + T cells, and the level of expression was not modulated by 
T-cell activation. Both CD25 +CD103 + and CD25 +CD103 - T cells were capable of 
inhibiting the activation of CD25 - cells in vitro, but the CD103 + cells displayed 
enhanced potency.

 
TABLE 4. Genes selectively activated in CD4 +CD25 + T cells 

Several of the differentially expressed genes appear to be involved in maintenance of 
the anergic phenotype by the CD4 +CD25 + population. Three members of the 
suppressors of cytokine signaling (SOCS) family—CIS, SOCS-1/JAB, and 
SOCS-2—appeared to be more highly induced after activation of the CD25 + T cells. 
Because IL-2 is required for the survival/maintenance of the CD25 + population, the 
SOCS proteins may be induced in response to this cytokine or other cytokines needed 
for the homeostatic control of these cells. CIS, like SOCS-1, is induced by IL-2, IL-3, 
and erythropoietin and inhibits STAT5 activation in response to these cytokines. IFN-? 
is also a potent inducer of SOCS-1. Because large amounts of IFN-? may be produced 
during an immune response to an infectious agent, the capacity of the CD25 + T cells to 
preferentially up-regulate this inhibitor may diminish their suppressive function during 
protective immune responses and allow appropriate responses to foreign antigens. The 
increased levels of SOCS-2 suggest hyporesponsiveness to other factors, including 
insulin-like growth factor 1, growth hormone, IL-6, and leukemia inhibitory factor.

Because activated CD4 +CD25 + T cells, but not CD4 +CD25 - T cells, have suppressor 
effector function, approaches for the analysis of differential gene expression should 
also be useful for the identification of molecules (cell surface or secreted) that may be 
involved in the effector phase of suppression. Galectin-1 was highly expressed in the 
CD25 + subset, both in the resting state and after activation. This molecule has been 
shown to induce apoptosis and to inhibit TCR-induced IL-2 production and proliferation. 
T cells from mice deficient in N-acetylglucosaminyltransferase V (Mgat5), an enzyme 
involved in the N-glycosylation pathway that lack the glycans with affinity for galectin-1 

binding, were as readily suppressed as wild-type CD4 +CD25 + cells. This suggests that 
galectin-1 may not be critical for the suppressive function of the CD25 + population. 
Messenger RNA for the immunosuppressive cytokine IL-10, the inflammatory cytokine 
IL-17, enkephalin, and early T-cell activation antigen 1, a cytokine reported to regulate 



IL-12 and IL-10 expression in macrophages, were all elevated in activated CD4 +CD25 
+ T cells. With the exception of IL-10, which plays an important role in 
immunosuppression by CD4 +CD25 + T cells in vivo, the roles played by these secreted 

molecules in the function of CD25 + T cells remain to be defined. Although some of the 
data from the SAGE analysis ( 68 ) suggested that CD4 +CD25 + T cells may be related 
to the subpopulation of T cells that secrete Th2 cytokines, on balance, the studies on 
global gene expression indicate that CD4 +CD25 + T cells express a unique pattern of 
gene expression that contributes to their survival and anergic state. Continued studies 
of genes expressed by the CD25 + T cells will, it is hoped, yield more insights into the 
precise mechanism of their suppressor functions.

INDUCED REGULATORY T CELLS

Although CD4 +CD25 + T cells represent a population of naturally occurring suppressor 
T cells, a number of different in vivo and in vitro protocols that result in populations of 
both CD4 and CD8 suppressor T cells that have certain properties in common with CD4 
+CD25 + T cells have been described. In some but not all studies, the possibility that 
these cells originate or are derived from the CD4 +CD25 + T cells has been carefully 
ruled out by generating the suppressor population from highly purified CD4 +CD25 - T 
cells. It should be pointed out that CD25 cannot be used as a marker of these induced 
suppressor cells because many of the suppressor populations have been generated 
after exposure to antigen in vivo or after in vitro activation. This is a rapidly evolving 
area of investigation, and additional studies and specific cell surface markers are 
needed before the relationships between the various suppressor subpopulations can be 
clarified.

Oral Tolerance

One of the first approaches used for the induction of T regulatory cells was the 
administration of antigen via the oral route. Oral tolerance takes advantage of the 
normal physiological process that is needed to prevent systemic immune responses to 
ingested proteins. Oral administration of antigen at low doses induces populations of 
regulatory T cells that secrete suppressor cytokines, whereas higher antigen doses 
result in deletion or clonal anergy of autoreactive precursors. Pretreatment with orally 
administered antigen induced suppressor populations that suppressed disease in a 
number of different animal models of autoimmunity, including experimental allergic 
encephalomyelitis (EAE), collagen-induced arthritis, and uveitis ( 69 ). In the Lewis rat, 
the T cells induced by feeding myelin basic protein (MBP) were CD8 + and prevented 
disease by secreting TGF-ß. Bulk T cells from orally tolerized animals can suppress 
active immune responses to other antigens in the microenvironment, a phenomenon 
called antigen-driven bystander suppression. Suppression is mediated primarily by 
TGF-ß. A major advance in the understanding of the function of regulatory cells after 
oral tolerance was gained in the study by Chen et al. ( 70 ), who successfully isolated 
T-cell clones from the mesenteric lymph nodes of SJL mice that had been orally 
tolerized to MBP. These clones produced large amounts of TGF-ß and varying amounts 



of IL-4 and IL-10. Most important, upon adoptive transfer to normal recipients, they 
suppressed EAE induced with either MBP or proteolipid protein. Their in vivo 
suppressive activity could be neutralized with anti–TGF-ß.

The selective induction of regulatory T cells via the oral route is thought to be secondary 
to certain poorly characterized properties of the gut mucosal microenvironment, most 
likely the type of resident APCs ( 71 ). A well-developed mucosal immune system exists 
in both the gut and the respiratory tract, and certain immunological events occur when 
antigen contacts mucosal surfaces. T cells from the pulmonary compartment of mice 
administered antigen via the nasal route proliferated poorly when stimulated in vitro ( 72 

). Pulmonary DCs from treated animals had a decreased ability to activate CD4 + T cells 
in vitro, even though they appeared to express a mature phenotype. These pulmonary 
DCs could transfer tolerance to normal recipients in an IL-10–dependent manner. IL-10 
producing DCs induced T cells that produced IL-10 and IL-4, but not IFN-?. In contrast, 
DCs isolated from the mesenteric lymph nodes of animals that had been fed ovalbumin 
expressed increased amounts of TGF-ß and induced TGF-ß producing CD4 + T cells.

Although the oral administration of antigen represents a potentially easy way to induce 
regulatory T cells, progress in this area has been slow because it has been difficult to 
determine the concentration that is capable of inducing regulatory T cells but that does 
not induce deletion. It has also been very difficult to isolate the types of clones 
described previously in the EAE model in other systems. The therapeutic utility of orally 
administered antigens in autoimmunity has been demonstrated primarily in 
pretreatment protocols, and oral administration of antigen had been ineffective in 
treating animals once disease has been initiated. It is unlikely that oral tolerance will be 
a useful modality for the treatment of autoimmune disease in humans.

T Regulatory 1 Cells

One important lesson that can be derived from the experiments on oral tolerance is that 
the milieu in which T cells are primed is critically important in determining whether 
regulatory rather than effector T cells will be generated. Decreased expression of 
co-stimulatory molecules on APCs or the presence of suppressor cytokines such as 
IL-10 and TGF-ß may generate suppressor T cells rather than effector T cells. The 
production of these suppressor cytokines by regulatory T cells may lead to the 
generation or expansion of additional regulatory cells through a positive feedback loop ( 
Fig. 7).



 
FIG. 7. Multiple factors can induce the differentiation of interleukin-10 (IL-10)–producing 
T cells. DEX, dexamethasone; iDC, immature dendritic cells; IFN-a, interferon a; MMF, 
mycophenolate mofetil; TR1, T regulatory 1; VITD3, 1,25(OH) 2D 3.

One of the first studies demonstrating the potential importance of IL-10 in the 
generation of regulatory T cells was derived from an analysis ( 73 ) of patients with 
severe combined immunodeficiency (SCID) who received transplants of human 
leukocyte antigen (HLA)–mismatched hematopoietic stem cells. Complete 
immunological reconstitution was achieved in the absence of graft-versus-host disease 
(GVHD). CD4 + T-cell clones reactive with host MHC antigens from these patients 
produced IL-10, but not IL-2, after antigen-specific stimulation in vitro. Proliferation was 
enhanced in the presence of neutralizing anti–IL-10, which suggests that high levels of 
endogenous IL-10 suppressed these cells. Levels of IL-10 mRNA were enhanced in the 
peripheral blood mononuclear cells of the patients, not only in T cells but also in the 
non–T cell fraction, which indicates that host cells also contributed to the high levels of 
IL-10 in vivo. T-cell clones derived from these patients produced IL-10 spontaneously, 
without TCR stimulation. It therefore seemed likely that endogenous IL-10 production in 
the transplant recipients was responsible for maintaining tolerance in vivo. The IL-10 
may prevent the activation of host reactive T cells or suppress APC function and 
cytokine production by host APCs. The high IL-10 production in vivo may reflect a 
chronic activation of donor T cells and host monocytes.

IL-10 is a cytokine produced by numerous cell types, including activated T cells, mast 
cells, and macrophages, and acts primarily by inhibiting the maturation and function of 
APCs. The activation of CD4 + human T cells in the presence of IL-10 renders them 
nonresponsive or anergic ( 74 ). Activation of human CD8 + T cells with allogeneic APCs 
and IL-10 also results in reduced proliferation and cytotoxicity. T cells rendered anergic 
by the addition of exogenous IL-10 in an MLR become unable to respond to a repeat 
challenge with the same antigen. IL-10–induced anergy is strictly antigen specific 
because treated T cells retain normal proliferative and cytotoxic responses toward other 
protein antigens and third-party alloantigens. When murine T cells are stimulated in the 
presence of IL-10, T-cell proliferation is inhibited, but anergy is not induced. If TGF-ß is 
added to the cultures in addition to the IL-10, the responder population is rendered 
anergic ( 75 ). Such T cells are markedly impaired in inducing GVHD in class II 
MHC–disparate recipients. With human T cells, endogenous TGF-ß contributes to 
anergy induction by IL-10, and the addition of exogenous TGF-ß is not required.

Collectively, these studies suggested that IL-10 itself is a major factor for the induction 



of suppressive IL-10–producing T cells. Culture of murine or human CD4 + T cells with 
antigen or alloantigen in the presence of IL-10 results in the generation of 
IL-10–producing T-cell clones. Most of these T-cell clones produce high levels of IL-10 
and TGF-ß, moderate amounts of IFN-? and IL-5, but no IL-2 or IL-4. CD4 + T cells 
generated in this manner have been termed T regulatory 1 (Tr1) cells ( 76 ). Tr1 cells 
proliferate poorly after polyclonal TCR-mediated or antigen-specific activation and do 
not expand significantly under standard T-cell culture conditions. This low proliferative 
capacity results in part from autocrine production of IL-10, inasmuch as anti–IL-10 
mAbs partially restore proliferative responses. The intrinsic low proliferative capacity of 
Tr1 cells has been a major limitation and has hindered their detailed characterization. 
The ability to generate human Tr1 cells is enhanced by the addition of IFN-a ( 77 ). Tr1 
cells can be generated from human cord blood with IFN-a alone, because cord blood T 
cells have the intrinsic ability to produce IL-10. IFN-a and IL-10 act not as general 
antiproliferative agents but rather as factors that induce the differentiation of Tr1 cells 
and inhibit the growth of non-Tr1 cells in the culture. TGF-ß played no role in the 
induction of Tr1 cells in this model. A global suppression of all cytokine production was 
seen when TGF-ß was added to the cultures.

Both human and mouse Tr1 clones suppress immune responses in vitro. 

Antigen-induced proliferation of naïve CD4 + T cells was dramatically reduced after 
coculture with activated Tr1 clones that were separated from the responding cells by a 
trans-well insert. The capacity of either human or murine Tr1 clones to suppress CD4 + 
T cells proliferation was reversed by the addition of anti–TGF-ß and IL-10 mAbs ( 76 ). 
Human Tr1 cell clones also suppress the production of immunoglobulin by B cells, as 
well as the antigen-presenting capacity of monocytes and DCs. Most important, it was 
shown ( 76 ) that mouse Tr1 clones have regulatory effects in vivo and suppress 

Th1-mediated colitis induced by transfer of CD45RB hi cells into SCID mice (see later 
discussion). Suppression was seen only if the Tr1 clones were activated by 
antigen-specific stimulation through their TCRs. Because the function of Tr1 cells is 
mediated by IL-10 and TGF-ß, these studies imply that Tr1 clones can suppress active 
immune responses to unknown antigens in the microenvironment by an antigen-driven 
bystander suppression mechanism similar to the mechanism proposed for regulatory T 
cells in oral tolerance. Although IL-10 was originally described as a product of murine 
Th2 cells, Tr1 clones are also capable of regulating Th2 responses, including 
antigen-specific IgE production ( 78 ). Anti–IL-10 receptor antibodies reversed this 
inhibitory effect.

Pharmacological Induction of Regulatory T Cells

An alternative approach to the generation of T regulatory cells in vitro has involved 
pharmacological manipulation of the microenvironment during T-cell priming ( 79 ). The 
immunosuppressive drug 1,25(OH) 2D 3 (VitD 3) acts on APCs and activated T cells. 
VitD 3 inhibits antigen-induced T-cell proliferation, cytokine production, and the 
maturation of human DCs, leading to inhibition of the expression of CD40/CD80/CD86. 
It also appears to inhibit IL-12 production and prevents Th1 development but enhances 
IL-10 production by DCs. Similarly, the glucocorticoid, dexamethasone, inhibits key 



transcription factors involved in the regulation of a number of inflammatory cytokine 
genes. Glucocorticoids are among the most potent anti-inflammatory and 
immunosuppressive drugs available and are efficacious in the treatment of both Th1- 
and Th2-associated inflammatory diseases, including asthma and rheumatoid arthritis. 
VitD 3 and dexamethasone are known to inhibit transcription of nuclear factor of 
activated T cells (NF-AT), activator protein 1, and NF?B.

When naïve CD4 + T cells were stimulated through their TCRs in the presence of the 
combination of VitD 3 and dexamethasone, the primed T cells produced IL-10 but not 

IFN-?, IL-4, or IL-5 ( 79 ). The IL-10–producing cells developed independently of Th1 
(IL-12, IFN-?) and Th2 (IL-4) polarizing cytokines, and addition of these cytokines 
inhibited the development of the IL-10–producing cells. Although the induction of these 
regulatory cells could not be induced by IL-10, endogenous IL-10 production was 
required because addition of anti–IL-10 receptor antibodies substantially reduced the 
number of IL-10–producing T cells. One major difference between these regulatory T 
cells and those induced by culture in the presence of exogenous IL-10 is their lack of 
production of the effector cytokines IFN-? and IL-5. These cytokines have the potential 
to mediate inflammatory pathological processes. The development of the 
IL-10–producing T cells occurred under conditions in which the expression or activation, 
or both, of key transcription factors involved in Th1 (T-bet) and Th2 (GATA3) 
differentiation was minimal, which suggests that the IL-10 producers were completely 
unrelated to conventional Th1 or Th2 cells. Stimulation of CD4 +CD25 - T cells with VitD 
3 and dexamethasone also results in the generation IL-10–producing T cells, which 

indicates that these cells do not derive from CD25 + T cells. VitD 

3/dexamethasone-induced regulatory T cells are also capable of inhibiting the induction 
of Th1-mediated autoimmune disease in vivo. Marked suppression of the induction of 
EAE was seen when ovalbumin-specific regulatory T cells were transferred to normal 
recipients and then stimulated with ovalbumin intracranially but not intraperitoneally. 
Protection from EAE was dependent on recognition of the presence of the antigen by 
the regulatory cells and was abrogated if the mice were simultaneously treated with 
anti–IL-10 receptor mAbs.

Gregori et al. ( 80 ) combined the use of VitD 3 with a different immunosuppressive drug, 
mycophenolate mofetil (MMF), to induce transplantation tolerance. MMF inhibits T- and 
B-cell proliferation but also acts on DCs to inhibit IL-12 production and the expression of 
co-stimulatory molecules. VitD 3/MMF treatment of recipients induced donor-specific 

transplantation tolerance to transplantation of islet allografts. CD4 + T cells from tolerant 
mice transferred into naïve syngeneic recipients prevented rejection of donor-type islet 
grafts. Graft acceptance was associated with impaired development of Th1 cells and an 
increased percentage of T cells expressing CD25 + and CTLA-4 in the spleen and in 
the lymph nodes draining the transplantation. Transfer of these CD25 + T cells from 
tolerant animals protected 100% of syngeneic recipients from islet allograft rejection. It 
is not clear, however, whether these CD25 + T cells were derived from the naturally 
occurring population or from CD25 - T cells. The role of suppressor cytokine production 



by the induced regulatory T cells was not investigated in this model.

One common theme to emerge from the studies on the in vitro induction of T regulatory 
cells, by the addition of either IL-10 or pharmacological agents, is that both of these 
modalities are likely to inhibit the maturation and activation of DCs and to generate what 
has been termed tolerogenic DCs. Potent regulatory T cells have also been generated 

by culturing human CD4 + cord blood lymphocytes with allogeneic immature DCs 
(iDCs). Although stimulation with mature DCs resulted in expansion of alloreactive T 
cells of the Th1 phenotype, stimulation in the presence of iDCs resulted in the induction 
of poorly growing IL-10–producing T cells ( 81 ). These T cells suppressed the 
alloantigen-driven proliferation of syngeneic Th1 cells in cocultures in a cell 
contact–dependent manner. The suppressor effector function was nonspecific and was 
not mediated by IL-10 or TGF-ß, but suppression could be partially be overcome by 
addition of IL-2. The suppressor population generated by stimulation with iDCs in many 
respects resembles the naturally occurring CD25 + cells.

Regulatory Function of Anergic T-Cell Clones

One other mechanism that has been proposed for the induction of regulatory T cells 
during the course of a normal immune response is that antigen-specific effector T cells 
exposed to antigen in the absence of co-stimulation may be rendered anergic. Anergic 
T cells may be capable of mediating suppression by competing with responders for 
access to the cell surface of APCs, thereby depriving the effector cells of antigen, 
co-stimulatory signals, or paracrine stimulation by IL-2. Human T-cell clones rendered 
anergic by exposure to plate-bound anti-CD3 could suppress the proliferative responses 
of the same clone to antigen-bearing APCs ( 82 ). Suppression could be partially 
overcome by the addition of exogenous IL-2. Anergic T-cell clones could mediate 
“linked suppression” of the responses of T-cell clones specific for antigens unrelated to 
the one recognized by the anergic clone, if both antigens were displayed by the same 
APC. Similar results were seen by Chai et al. ( 83 ) with murine allospecific T-cell clones 
that were rendered unresponsive in vitro by stimulation with immobilized anti-CD3. 
These anergic clones manifested suppressor function in vivo, inasmuch as they were 
capable of delaying skin graft rejection upon adoptive transfer to naïve recipients.

Studies since 2000 have offered additional insight into the mechanisms by which 
anergic clones mediate their suppressive effects. When murine allospecific anergic T 
cells were cocultured with bone marrow–derived DCs, the capacity of these DCs to 
subsequently stimulate fresh responder T cells was markedly inhibited ( 84 ). After 48 
hours of culture, expression of class I MHC and CD80/CD86 was reduced. Inhibition 
required cell contact, and antibodies to IL-4, IL-10, TGF-ß, or Fas ligand had no effect 
on reversing the inhibition. Fully mature DCs were refractory to inhibition by the anergic 
clones. Similar studies with anergic human T-cell clones have shown that both 
immature and mature DCs were susceptible to suppressive signals ( 85 ). The 
suppressive effect on iDCs was mediated by down-regulation of their 
antigen-presenting capacity, whereas the effects on the mature DCs were mediated by 
apoptosis of the APCs, with subsequent deletion of the responder cells. The activation 
of the apoptotic pathway by anergic T cells is an antigen-specific phenomenon in which 



cognate recognition is required. Anergic T cells kill both APCs and responder T cells 
only when the three cell types come into contact. Apoptosis is mediated by Fas 
(CD95)/Fas ligand interactions. iDCs were resistant to apoptosis because they express 
high levels of Fas only at late stages of maturation. Similar results have been observed 
with anergic rat T-cell clones by Taams et al. ( 86 ). Exposure of APCs to anergic T-cell 
clones rendered them suppressive. The mechanism of inhibition of APC function was 
not determined in these studies, but down-regulation of MHC, co-stimulatory molecules, 
or cytolysis was not observed. Suppression was not reversed by increasing the total 
number of peptide-pulsed APCs or by increasing the ligand density.

These studies suggest that anergic T-cell clones exert their suppressive effects by 
modulating the stimulatory capacity of APCs either by preventing their maturation or by 
cytolysis. The inhibition of the maturation of DCs by anergic T-cell clones may result in 
the generation of tolerogenic APCs, which may in turn mediate infectious tolerance by 
generating more suppressor cells (possibly suppressor cytokine–producing cells) from 
naïve precursors. In vivo, presentation of antigen to primed effector cells by 
nonprofessional APCs that lack co-stimulatory molecules may occur after inflammation 
has subsided and may result in the induction of a cohort of anergic T cells with the 
potential to inhibit the antigen-presenting capacity of newly recruited DCs. It has yet to 
be shown that anergic T cells capable of mediating this pathway of suppression are 
actually generated in vivo during the course of a normal or pathogenic immune 
response.

Can CD4 +CD25 +–like T Cells Be Generated in the Periphery?

Although suppressor populations that mediate their effects by producing suppressor 
cytokines can be generated in vitro, it remains unclear whether conventional CD4 
+CD25 - T cells can be converted to a cell population that resembles naturally occurring 
CD4 +CD25 + T cells and that mediates suppression by the cell contact–dependent 
pathway ( 87 , 88 ). Thorstenson and Khoruts ( 87 ) administered either peptide antigen via 
the intravenous route or protein antigen via the oral route, two widely accepted methods 
for the induction of peripheral tolerance, to TCR transgenic mice bred onto the RAG 
background that lacked CD4 +CD25 + T cells. CD25 was transiently expressed by 
antigen-specific T cells when antigen was administered in adjuvant. In contrast, late 
expression of CD25 was seen only if the antigen was administered under tolerogenic 
conditions. These cells resembled endogenous CD25 + T cells in a number of ways. 
They were unable to produce IL-2, expressed high levels of CTLA-4, and suppressed 
IL-2 production and proliferation of responder cells of the same specificity. The capacity 
of these cells to produce suppressor cytokines was not analyzed. Mechanistic analysis 
of in vitro suppression was limited in this study, because very few cells expressed CD25 

at the later time points, and recovery of CD25 + T cells was low.

Apostolou et al. ( 60 ) transferred splenic CD4 +CD25 - T cells specific for HA from RAG 
-/- mice to sublethally irradiated recipients that expressed HA under control of the 
immunoglobulin promoter. Two weeks later, 5% of the injected T cells were CD25 +, 



whereas the other 95% of the cells were CD25 -. Both populations were anergic and 
were able to suppress the response of naïve T cells expressing the transgenic TCRs. 
The mechanism by which these induced regulatory T cells suppressed was not 
explored. Together, these studies suggest that certain conditions of antigen exposure in 
the periphery may lead to both suppressor cytokine–producing regulatory cells and T 
cells resembling thymus-derived CD4 +CD25 +. There is one critical unanswered 
question: What percentage of the CD25 + pool in normal animals is thymus derived and 
what percentage may have been generated in the periphery ( 89 )?

CONTROL OF AUTOIMMUNE DISEASE BY REGULATORY T CELLS

Autoimmune Gastritis

The role of regulatory T cells in the prevention of organ-specific autoimmune diseases 
has been studied in a number of different animals models. One of the best-studied 
models is autoimmune gastritis (AIG) that develops when BALB/c mice are subjected to 
d3Tx or when nu/nu mice bred on a BALB/c background are reconstituted with CD4 
+CD25 - T cells. A large body of evidence had implicated the major protein pump of the 
gastric parietal cell, the H,K-ATPase, as the target antigen for the CD4 + T cells that are 
responsible for inducing this disease ( 90 ). CD4 + T cells isolated from gastric lymph 
nodes demonstrated a vigorous proliferative response when stimulated in cultures with 
the purified ATPase ( 91 ). To evaluate whether CD25 + T cells could prevent disease 
induced by primed, fully differentiated effector cell populations, two 
H,K-ATPase–reactive T-cell lines were derived from d3Tx animals ( 23 ). Both of these 
lines were CD4 +, IA d restricted and recognized distinct peptides derived from the 
H,K-ATPase a-chain. One of the cell lines secreted Th1 cytokines and the other Th2, 
but both were equally pathogenic in inducing gastritis when transferred to 
immunocompromised recipients but not normal recipients. The gastric infiltrate seen 
after injection of Th2 cells was composed primarily of eosinophils and 
polymorphonuclear cells, whereas the infiltrate seen upon transfer of the Th1 clone was 
composed primarily of lymphocytes and monocytes. The capacity of both of these 
clones to transfer disease to nu/nu recipients could be inhibited by cotransfer of CD4 
+CD25 + T cells from normal BALB/c mice. Thus, CD4 +CD25 + T cells are able to 
inhibit not only the initiation of disease after d3Tx, but also the function of fully activated 
effector cells. To address the possible involvement of cytokines in suppression of AIG, 
CD25 + T cells from a number of different cytokine deficient (-/-) mice were utilized to 
prevent induction of disease either after d3Tx or in nu/nu recipients of CD25 - T cells. 

CD4 +CD25 + T cells from both IL-4 and IL-10 -/- mice were as efficient as CD4 +CD25 +

 T cells in preventing the induction of disease ( 92 , 93 ). Furthermore, the protective 
capacity of CD25 + T cells from normal mice was not reduced when the reconstituted 
mice were treated with an antibody to TGF-ß ( 52 ).

Inflammatory Bowel Disease



The differential expression of the CD45RB isoforms initially used to define effector and 
regulatory T cells in the rat was extended to the mouse. Transfer of CD4 +CD45RB high 
cells to SCID mouse recipients resulted in the development of a wasting disease and 
colitis 6 to 8 weeks after T-cell transfer. This disease was characterized pathologically 
by epithelial cell hyperplasia, goblet cell depletion, and transmural inflammation ( 94 ). 
There was a 20- to 30-fold accumulation of Th1 cells in the intestine in comparison to 
normal mice. Treatment of recipients with anti–IFN-?, anti–TNF-a, or anti–IL-12 
inhibited the induction of disease. Transfer of CD45RB low cells did not induce colitis, 
and cotransfer of RB high and RB low cells prevented the development of colitis. A ratio 
of 1:8 RB low to RB high was able to prevent disease. When CD45RB low cells were 
fractionated into CD25 + and CD25 - fractions, control of intestinal inflammation was 
mediated primarily by the CD25 + fraction ( 27 ). CD45RB low CD25 - did exert some 
suppressive function when transferred at high cell concentrations.

Treatment of recipients of CD45RB high cells with IL-10 inhibited the development of 
colitis ( Table 5). This treatment inhibited the accumulation of Th1 cells in the intestine 
but did not induce regulatory T cells, inasmuch as colitis developed when IL-10 
administration ceased. RB high T cells from mice that expressed IL-10 under the control 
of the IL-2 promoter failed to induce colitis and were also able to prevent disease when 
cotransferred with RB low cells. The administration of anti–IL-10R mAb abrogated the 
ability of regulatory T cells to inhibit colitis. Furthermore, CD45RB low cells from IL-10 -/- 
mice were unable to protect recipients from colitis when cotransferred with CD45RB high

 cells and induced colitis when transferred alone ( 95 ). The ability of regulatory T cells to 
inhibit colitis did not involve IL-4 but was dependent on TGF-ß, inasmuch as 
administration of anti–TGF-ß abrogated the protective effect of these cells ( 96 ). The 
cellular source of the TGF-ß is not yet known, although it has been assumed that it is 
produced by the CD4 +CD25 + T cells. It should be emphasized that CD25-mediated 
suppression of AIG is mediated by a cell contact–dependent mechanism of 
suppression, and IL-10 and TGF-ß are not involved, whereas CD25-mediated 
suppression of IBD is abrogated by anti–IL-10 or anti–TGF-ß or both. One reason for 
this difference is that the pathogeneses of AIG and IBD are quite distinct. Bacteria play 
a required role in IBD, whereas AIG can be induced by d3Tx in germ-free mice. It 
remains possible that suppression of IBD involves both the cell contact–dependent and 
the cytokine-mediated pathways of suppression. IL-10 and TGF-ß are necessary to first 
dampen the inflammatory response induced by intestinal bacteria. Once this response 
is reduced, cell contact–mediated suppression can become operative.



 
TABLE 5. Role of cytokines in the pathogenesis and treatment of inflammatory bowel 
disease

Mice with colitis have an accumulation of activated CD4 + T cells in the mesenteric 
lymph nodes and colon. This T-cell infiltrate is accompanied by an accumulation of DCs 
that, in the mesenteric lymph nodes but not the colon, express CD134 ligand (OX40 
ligand). Binding of CD134 ligand to CD134 on T cells provides a co-stimulatory signal 
for T-cell activation. Administration of anti–CD134 ligand prevented the development of 
colitis ( 97 ). Blockade of CD134–CD134 ligand interactions does not inhibit signals 
involved in the early activation of pathogenic T cells, but it may inhibit amplification of 
the response. DCs may pick up intestinal antigens in the colon and transport them to 
the mesenteric lymph node, where they activate T effector cells. In the absence of 
regulatory T cells, CD134 + DCs may magnify this response, leading to colitis. CD25 + T 
cells may inhibit the migration of DCs to the lymph node or inhibit macrophage 
activation in the colon.

Autoimmune Thyroiditis

In more recent studies using the adult thymectomy-irradiation model for the induction of 
autoimmune thyroiditis, Seddon and Mason ( 98 ) demonstrated that disease could be 
prevented by the injection of CD4 +CD45RC low peripheral T cells or by CD4 +CD8 - 
thymocytes. In fact, the thymocytes were 10 times more potent that the regulatory T 
cells derived from the periphery. Similar results were observed in the autoimmune 
diabetes model that develops after use of this protocol. Suppression of thyroiditis 
mediated by both cell populations could be reversed by treatment of the recipients with 
either anti–IL-4 or anti–TGF-ß. These studies strongly suggest that the mature CD4 
+CD8 - thymocyte population contains a high frequency of regulatory cells or regulatory 
cell precursors with the potential to differentiate in the periphery into regulatory cells that 
prevent organ-specific autoimmunity. One possibility is that IL-4 plays an important role 
in the growth or differentiation of regulatory T cells that produce TGF-ß, which then 
functions as the major effector suppressor cytokine for thyroiditis in this rat model.

Further analysis of cell surface marker expression on rat CD45RC low cells in the 
thymectomy-irradiation model for induction of diabetes demonstrated that depletion of 
CD25 + T cells from the CD4 +CD45RC low population resulted in loss of the ability of 
the remaining cells to protect thymectomized-irradiated recipients from diabetes ( 36 ). 



CD4 +CD25 + thymocytes were also shown to be protective. In addition, significant 
protective activity was present in the CD4 +CD45RC lowCD25 - population of peripheral 
T cells. The presence of protective CD25 - T cells could be seen only after removal of 
recent thymic emigrants. The origin of the CD25 - regulatory T cells in this memory T 
cell pool is not clear. Because there are few data to suggest that the thymus exports 
CD4 +CD25 - cells precommitted to a regulatory T-cell function, it is likely that the CD4 
+CD25 - T cells acquire their regulatory T-cell function in the periphery or are derived 
from CD25 + T cells. These cells may also have been generated by recruitment or 
infectious tolerance.

Insulin-Dependent Diabetes Mellitus

The NOD mouse represents the best experimental model for autoimmune diabetes. It is 
widely accepted that CD4 + regulatory T cells play a critical role in the regulation of 
disease in this animal model ( 99 ). The islets of Langerhans become rapidly infiltrated 
with immune cells several weeks before the onset of diabetes. Diabetes progression 
may relate to a subsequent failure in the maintenance of regulatory cell function. 
Because diabetes could be transferred from sick mice to normal syngeneic recipients 
only if the recipients were less than 5 weeks of age (female) or 3 weeks of age (male), it 
was assumed that regulatory T-cell function was deficient in young mice. 
Cyclophosphamide treatment, which may preferentially deplete regulatory T cells, 
accelerated the development of disease in young NOD mice. CD4 + T cells from 
nondiabetic NOD mice could prevent the transfer of diabetes from overtly diabetic mice 
into sublethally irradiated NOD recipients. The protective cell population was not 
present in the spleen until mice were 3 weeks of age and reached its highest activity at 
8 weeks of age; suppressor cells were present in the thymus of neonates, which may 
explain why thymectomy at weaning accelerated disease. Diabetes could also be 
efficiently transferred to nonirradiated adult NOD recipients, if they were Tx and 
depleted of CD4 + T cells. Depletion of T cells alone was not sufficient for disease 
transfer, which suggests that thymectomy was needed to limit emergence of newly 
generated CD4 + regulatory T cells from the thymus. Islet infiltrating T cells from young 
nondiabetic mice could transfer diabetes to NOD/SCID mice, but cotransfer of CD4 
+CD45RB low T cells from spleen from the same mice delayed the onset of disease. 
Some studies demonstrated that the regulatory T cells could also be separated from the 
effector T cells by differential expression of CD62 ligand.

Chatenoud et al. ( 100 ) examined whether CD4 +CD25 + T cells play a protective role in 
the NOD mouse. Young NOD/SCID recipients were injected intravenously with mixtures 
of splenocytes from diabetic NOD mice and CD25 + and CD25 - T cells from the 
spleens of prediabetic NOD mice. CD25 + T cells from young (6-week-old) prediabetic 
mice significantly protected against diabetes in this model. Protection could be reversed 
by treatment of the recipient mice with anti–TGF-ß but not with anti–IL-4 or anti–IL-10. 
Interestingly, anti–TGF-ß did not reverse protection mediated by CD25 + T cells derived 
from the thymus. CD4 +CD25 - T cells from young NOD mice could also exert some 



degree of protection in adoptive transfer studies.

Analysis of regulatory T-cell function in the NOD mouse is difficult because not all 
animals develop disease and because it takes a long time for disease to develop. 
Green et al. ( 67 ) developed a model of insulin-dependent diabetes mellitus (IDDM) in 
which a regulatable TNF gene is expressed in the pancreatic islets. When these mice 
were crossed with mice expressing CD80 in their islets and TNF is expressed for 25 
days from birth, diabetes is delayed. In contrast, if TNF expression is allowed to 
continue for 28 days, the regulatory mechanisms are overcome, and the animals rapidly 
develop diabetes. The autoreactive effector cells in this model are exclusively CD8 + T 
cells. CD4 +CD25 + T cells could be isolated from the islets and draining pancreatic 
node, but not from other nodes or the spleen, and they could suppress the development 
of disease in animals in which TNF was expressed for 28 days. These regulatory cells 
were extremely potent, and protection could be transferred with only 2 × 10 3 CD25 + T 
cells. This site-specific accumulation of regulatory cells may be the result of localized 
production of chemokines that specifically recruit CD25 + to the site of inflammation. 
Alternatively, the regulatory T cells in the draining node may be antigen-specific and 
generated in situ by stimulation by islet-derived antigens.

Antigenic Specificity of Regulatory T Cells in Autoimmunity

Very little progress has been made in the identification of the target antigen recognized 
by CD4 +CD25 + regulatory T cells. Most of the current data have been derived from 
organ-specific autoimmunity models and suggest that suppressor T cells recognize a 
target antigen derived from the organ that is under autoimmune attack. Spleen cells 
from normal adult male mice were much more effective suppressors of autoimmune 
orchitis induced after d3Tx than were spleen cells from female mice or from male mice 
that had undergone a neonatal orchiectomy ( 101 ). In contrast, spleen cells from male 
and female mice exerted equivalent potency in protecting against gastritis. Taguchi et 
al. ( 102 ) showed that the suppressor cell population that was capable of inhibiting the 
induction of prostatitis was organ specific, because cells from male but not female mice 
or from male mice orchiectomized at birth inhibited disease after d3Tx. The d3Tx mice 
orchiectomized at birth also never develop prostatitis. Prostatitis did develop after 
treatment with testosterone, which indicates that expression of the prostate antigen 
responsible for evoking autoimmunity could be induced by hormonal stimulation. Spleen 
cells from these mice could prevent prostatitis when injected into d3Tx mice. Activation 
of these regulatory T cell takes place in the periphery because suppressor cells could 
be isolated from adult Tx hormone-treated mice. Other studies in autoimmune 
prostatitis suggested that the differences were relative rather than absolute, inasmuch 
as protection could be achieved with 4 × 10 6 cells from normal male mice but only with 
4 × 10 7 spleen cells from female mice. Moreover, normal male cells, normal female 
cells, and spleen cells from female mice that were oophorectomized at birth were found 
to suppress d3Tx-induced oophoritis with comparable efficiency ( 103 ).

A number of studies have shown that when the developing immune system is 
prevented from gaining access to a tissue-specific antigen, tissue-specific tolerance 



fails to develop. For example, when fetal rat thyroid glands were destroyed by exposure 
to radioactive iodine and syngeneic thyroid tissue was then implanted into the athyroid 
rats as adults, autoimmune thyroiditis developed in the grafted tissue ( 104 ). The 
development of thyroiditis in such rats could be prevented by parabiosis to normal 
syngeneic partners. Parabiosis was protective only if instituted at the time of thyroid 
grafting but not 1 to 2 weeks after graft implantation. This approach was extended by 
Seddon and Mason ( 105 ) to demonstrate that peripheral CD45RC low T cells from rats 
rendered athyroid were unable to prevent thyroid-specific autoimmunity induced by the 
adult Tx-irradiation protocol. The loss of regulatory T cells was specific for the extirpated 
organ, inasmuch as T cells from the athyroid rats could prevent the development of 
diabetes. CD4 +CD8 - thymocytes from the same athyroid donors were effective at 
preventing thyroiditis. It appears that regulatory T cells were normally generated in the 
thymus in the absence of the target organ but that the target organ was needed for their 
survival or expansion, or both, in the periphery.

Important insights into determining the antigenic specificity of regulatory T cells have 
also been derived from studies of the requirements for induction of organ-specific 
autoreactive effector cells ( 106 ). When susceptible strains of mice are immunized with 
the ovary-specific antigen, pZP3, 100-fold more pZP3 in completed Freund’s adjuvant 
(CFA) was necessary to elicit the same pathogenic response in female mice as in male 
mice that had undergone grafting with an ovary. This differential responsiveness to 
stimulation by the autoantigen indicates that female mice have a certain level of 
tolerance to pZP3 that is dependent on the presence of physiologically expressed ZP3 
antigen. Neonatal oophorectomy converts the female response to that of a male. 
Oophorectomy between the ages of 1 and 6 weeks also leads to conversion of the 
female to a male responsiveness profile when the ovaries are removed for more than 7 
days, but not 3 days, before challenge with pZP3 in CFA. It remains to be determined 
whether tolerance in the female mice is mediated by suppressor T cells and whether 
continued expression of the endogenous antigen is required for the 
maintenance/survival of the suppressor T cells in the periphery.

Lymphocyte Homeostasis and Autoimmunity

Lymphocyte numbers in a normal adult animal remain stable throughout life. A 
homeostatic equilibrium exists between the numbers of newly produced cells, 
self-renewal of peripheral T cells, and the numbers of dying cells. The mechanism that 
controls the number of peripheral lymphocytes is unknown. The regulation of the 
numbers of naïve and memory CD4 + and CD8 + T cells is independently controlled. 
Most studies of the effects of regulatory T cells in vivo in the suppression of 
autoimmune disease involve the transfer of the effector populations to a T cell–deficient 
mouse ( 107 ). T-lymphocytes undergo a rapid, vigorous proliferative response when 
transferred to an immunodeficient recipient. The inhibitory effects of regulatory T cells in 
autoimmunity are presumably related to their ability to be specifically activated by 
autoantigens. An alternative possibility is that a major component of regulatory T-cell 
function is to nonspecifically inhibit lymphopenia-induced proliferation ( 108 ) and thereby 
prevent the development of autoimmune disease. CD4 +CD25 + T cells might be potent 
inhibitors of lymphopenia-induced proliferation, but any T-cell population with an 



activated effector/memory phenotype might also be capable of mediating inhibition. 
Although activated CD4 +CD25 +, but not activated CD4 +CD25 -, T cells are 
suppressive in vitro, but in vitro assays do not mimic the migration of cells into different 
organs or the interaction of lymphocytes with other cell types.

Surprisingly, both CD4 +CD25 - (including RB high cells) T cells and CD25 + T cells were 
capable of proliferating in a lymphopenic host, with proliferation beginning on days 3 to 
4 after transfer and reaching as many as eight divisions by days 21 to 28 after transfer. 
CD4 +CD25 + T cells did not inhibit this early phase of “homeostatic proliferation” of 
CD4 +CD25 - T cells ( 109 ). Although CD4 +CD25 + T cells have been shown to inhibit 
the accumulation of CD25 - T cells 2 to 6 months after transfer to a RAG -/- recipient by 
an IL-10–dependent mechanism, this result must be interpreted with caution ( 110 ). The 
fact that CD25 - T cells almost always induce some form of organ-specific autoimmune 
disease demonstrates that CD25 - T cells have undergone some form of 
autoantigen-specific proliferation in addition to the lymphopenia-induced proliferation. 
As described previously, CD4 +CD25 + T cells are highly efficient inhibitors of the 
induction of these autoimmune diseases. Transfer of CD25 + T cells to immunodeficient 
mice results in loss of expression of CD25 by a majority of the transferred cells ( 46 ). 
The significance of this finding is unknown, inasmuch as the recovered CD25 - T cells 
retain the ability to suppress T-cell activation in vitro.

CONTROL OF ALLOGRAFT REJECTION AND GRAFT-VERSUS-HOST 
DISEASE BY REGULATORY T CELLS

There is considerable evidence that regulatory/suppressor T cells exist in patients and 
animals with long-term surviving allografts ( 111 ). Analysis of the properties of these 
cells in vitro has been hampered because bulk populations of T cells from tolerant 
recipients proliferate normally when cultured in vitro with donor alloantigens and 
frequently secrete a proinflammatory Th1 pattern of cytokines. It appears that the 
regulatory T cells are masked by the presence of naïve T cells responding to 
alloantigens. In animal models, a number of protocols have been used to induce 
tolerance to allografts ( Fig. 8). Tolerance of cardiac allografts in mice can be induced 
by pretreatment with a donor-specific blood transfusion combined with depleting or 
nondepleting anti-CD4 antibody. It is likely that the protective effects of this protocol 
were mediated by the induction of CD4 + regulatory T cells, because complete 
depletion of CD4 + T cells fails to induce tolerance. Pretreated mice accepted cardiac 
grafts, and cells from these mice could transfer tolerance to naïve recipients. CD4 + T 
cells were responsible for both the induction and maintenance of tolerance.



 
FIG. 8. Induction of regulatory T cells for tolerance to alloantigens. Adapted from Hara 
et al. ( 112 ), with permission.

In studies of allograft rejection across a full H-2 difference, the differential expression of 
CD45RB has facilitated separation of nontolerant naïve T cells from the induced 
regulatory T cells ( 112 ). RB high cells from tolerant mice responded normally to 
challenge with alloantigen in vitro and were able to reject allogeneic skin grafts when 

transferred alone to T cell–deficient mice. In contrast, CD45RB low cells failed to mount 
a proliferative response, to secrete cytokines in response to alloantigen in vitro, and to 

induce allograft rejection in vivo. The addition of CD45RB low cells to an MLR with 

CD45RB high cells as responders resulted in inhibition of proliferation. CD45RB low T 
cells from long-term tolerant mice were able to suppress responses to alloantigen in 
vitro only when the donor alloantigens were presented by the indirect pathway of 
allorecognition by the APCs present in the culture. One explanation for this result is that 
it is potentially advantageous for the regulatory T cells to respond to alloantigens via the 
indirect pathway because regulatory T cells may require constant stimulation to 
maintain their function. Passenger leukocytes rapidly migrate out of the graft, and the 
graft tissues lack co-stimulatory molecules. Donor-derived allopeptides must be 
presented by recipient APCs for stimulation of the regulatory T cells in vivo and for the 
detection of functional activity of these cells in vitro. All of the suppressive activity of the 

CD45RB low cells was mediated by the CD4 +CD25 + T-cell subset contained in that 
pool. The suppressive capacity of the regulatory T cells in this model in vitro and in vivo 
was reversed by anti–IL-10 receptor, but not by anti–IL-4.

Regulatory T cells can also be isolated from mice that were pretreated with donor 
alloantigen in combination with depleting anti-CD4 but did not receive an allograft 
transplant ( 113 ). These cells are fully competent in prolongation of cardiac graft survival 
when transferred to naïve recipients. Regulatory T cells can be isolated 28 days after 
pretreatment, and regulation is antigen-specific. Both treatments are required, and 
CD25 + T cells from naïve donors do not prolong graft rejection. It is possible that the 
precursor frequency of alloantigen-specific regulatory CD25 + T cells from naïve 
animals is too low for suppression to be observed at the cell doses used and that the 
pretreatment regimen serves to increase their frequency. No major increase in the 
percentage of CD25 + cells is observed in the pretreated animals, and it remains to be 
proved that the CD25 + T cells isolated from the pretreated animals are derived from 
the naturally occurring CD25 + pool and not generated from CD25 - T cells. In either 
case, it is likely that the pretreatment protocol maximizes the conditions for activation of 
regulatory T cells.

In studies examining induction of tolerance to minor histocompatibility antigens on 



allografts in accordance with protocols similar to those described previously, both CD4 
+CD25 + and CD4 +CD25 - T cells from tolerant mice could mediate suppression, but 
suppression required 10 times more CD4 +CD25 - T cells ( 114 ). Both populations may 
have a significant role in maintaining transplantation tolerance, inasmuch as the number 
of CD25 - T cells is 10 times higher than CD25 + T cells in the tolerant mouse. It is 
possible that some of the CD25 + T cells have lost expression of CD25 during the 
tolerance induction protocol or that effector cell death in the CD25 - T-cell pool 
unmasked the presence of regulatory T cells. In contrast to the results with a major 
MHC difference, CD4 +CD25 + T cells from naïve mice could also prevent naïve T cells 
from rejecting skin grafts, although five times more cells were required than from 
tolerant donors. The enhanced potency of CD25 + T cells from tolerant mice may be 
secondary to expansion of an alloantigen-specific population. The capacity of T cells 
from tolerant donors or CD25 + T cells from normal mice to mediate their suppressive 
function could not be neutralized by anti–CTLA-4, by anti–IL-10, or by anti–IL-4.

When the generation of co-stimulatory signals are blocked in MLR cultures by the 
addition of anti–CD40 ligand or anti-CD80/CD86 ( 115 ), the surviving cells become 
specifically tolerant to class II MHC–bearing stimulator cells and have a greatly reduced 
capacity to induce GVHD in vivo (>30-fold). GVHD prevention was not mediated by 

skewing toward a Th2 phenotype. Both IL-4 -/- and IL-10 -/- T cells were susceptible to 
anergy induction. If CD4 +CD25 + T cells were depleted from the responder population, 
tolerance was not induced, and all the recipients of CD4 +CD25 - T cells died of GVHD 
18 days after transfer ( 116 ). The most likely explanation for these results is related to 
the differential requirements for co-stimulation of the CD25 + T cells in comparison with 
the CD25 - T cells. CD25 + T cells do not require co-stimulatory signals mediated by 
interactions of CD28/CLTA-4 with CD80/CD86 for induction of suppressor function, 
whereas activation of CD4 +CD25 - T cell effectors is likely to be strongly dependent on 
co-stimulation. A major consequence of CD25-mediated suppression is the induction of 
cell cycle arrest in the CD25 - responders. Because cell cycle arrest is normally followed 
by apoptotic cell death, it is highly likely that tolerance in this model is secondary to 
deletion of the CD4 +CD25 - GVHD effectors. The only cells remaining in the cultures 
were the CD4 +CD25 + suppressor cells.

The inability of T-cell populations containing large numbers of CD25 + T cells to 
mediate GVHD raised the strong possibility that CD25 + T cells might actually be 
capable of inhibiting CD25 - effectors in cotransfer studies. Freshly isolated CD25 + T 
cells only modestly inhibited GVHD when mixed with CD25 - T cells in equal numbers, 
whereas alloantigen-stimulated, cultured CD25 + T cells profoundly inhibited the 
capacity of CD25 - T cells to inhibit rapidly lethal GVHD ( 117 ). Surprisingly, the best 
protection was observed with the culture method (allogeneic splenocytes, low-dose 
IL-2, and TGF-ß) that resulted in the lowest rate of recovery. TGF-ß may therefore 
function as a growth or differentiation factor for CD25 + T cells, or it may render them 



more resistant to activation-induced cell death.

REGULATORY T CELLS AND TUMOR IMMUNITY

Studies by North and Bursuker ( 118 ) in the early 1980s demonstrated the role of 
suppressor T cells in the prevention of tumor immunity. In their studies, primed 
antitumor T cells were incapable of causing regression of a tumor when passively 
transferred into a normal host. If the tumor recipient was rendered T-cell deficient by 
thymectomy and lethal irradiation followed by bone marrow reconstitution combined 
with sublethal irradiation or treated with cyclophosphamide, the transferred cells could 
induce tumor regression. Cotransfer of T cells from tumor-bearing recipients prevented 
T cell–mediated tumor regression. T cells taken on day 6 after tumor implantation were 
capable of transferring protection to T cell–depleted recipients. By day 9 of tumor 
growth, the antitumor T cells were lost, and transfer of cells from the tumor-bearing 
animals suppressed antitumor immune effectors. Immediately after tumor implantation, 
mice developed concomitant immunity and would reject a challenge implant of cells of 
the same tumor given at another site; later in the course of tumor development, 
concomitant immunity decayed.

The suppressor T cells in the experiments of North and Bursuker were shown to be 
CD4 +CD8 - but were not characterized further ( 119 ). Their susceptibility to sublethal 
irradiation and cyclophosphamide is similar to that of CD4 +CD25 + T cells. Because 
most tumor antigens are normal self-antigens, it is likely that the mechanisms 
maintaining immunological tolerance to self-antigens may impede the generation of 
effective tumor immunity against autologous tumor cells. In many cases, successful 
immunotherapy of cancer often leads to the appearance of autoimmunity because of 
cross-reactions between antigens expressed on tumors and normal tissue antigens. 
Onizuki et al. ( 120 ) were the first to suggest that naturally occurring CD4 +CD25 + T 
cells played an important role in inhibiting tumor immunity. They first depleted CD4 
+CD25 + T cells by injecting a depleting anti-CD25 mAb and noted that this led to 
regression of a number of tumors that grew progressively in nondepleted mice. The 
depletion had to be performed no later than day 2 after injection of the tumor. 
Co-administration of anti-CD8 inhibited the tumor regression induced by anti-CD25 
depletion, which suggests that CD8 T cells were responsible for tumor regression.

Similar conclusions were drawn by Shimizu et al. ( 121 ) who transferred CD25-depleted 
or CD25-containing spleen cells to nu/nu recipients and then challenged them with 
normally nonimmunogenic tumors. In the recipients of CD25-depleted cells, tumors 
grew but regressed; in contrast, all recipients of spleen cells containing CD25 + T cells 
died from rapidly growing tumors. Long-lasting tumor immunity to repeat challenge 
could also be demonstrated in the recipients of the CD25-depleted spleen cells. 
Conventional MHC-restricted CD8 + T cells mediated tumor rejection in this model. In 

vitro studies also indicated the presence of nonspecific killing mediated by CD4 -CD8 - 
natural killer (NK) cells. These investigators hypothesized that the large amounts of IL-2 
produced by the CD25 - T cells was responsible for the generation of the CD4 -CD8 - 



NK-like cells.

Together, the studies on depletion of CD4 +CD25 + T cells and the transfer of CD4 
+CD25 - T cells strongly suggest that the effectiveness of a tumor vaccine would be 
greatly enhanced by removal of CD4 +CD25 + T-cell suppressor activity. Indeed, 
Sutmuller et al. ( 122 ) were able to demonstrate that antibody-mediated depletion of 
CD25 + T cells followed by vaccination with a granulocyte-macrophage 
colony-stimulating factor–transfected melanoma cell line resulted in enhanced tumor 
rejection. Tumor rejection was accompanied by skin depigmentation, which suggests 
that autoreactive immune responses are involved in this process. This group had 
previously shown that enhanced effectiveness of the tumor vaccine could also be 
induced by treatment of the mice with anti–CTLA-4. Because a number of studies have 
suggested that the anti–CTLA-4 targets CD4 +CD25 + T cells, it was important to 
determine whether the enhancement of antitumor immunity by anti–CTLA-4 resulted 
from inhibition of CD25-mediated suppression. Depletion of CD25 + T cells followed by 
anti–CTLA-4 treatment and vaccination resulted in the most potent antitumor response ( 
Table 6). Thus, CD25 depletion and anti–CTLA-4 treatment increase the 
immunogenicity of a tumor vaccine by distinct mechanisms involving nonredundant 
pathways. CTLA-4 blockade enhances the induction of antitumor effector cells by 
removing the normal inhibitory signals generated by CD80/CD86 interactions with 
CTLA-4.

 
TABLE 6. Depletion of CD4 +CD25 + T cells augments the immune response to a tumor 
vaccine 

Although these studies in well-characterized animals models demonstrate the role of 
CD4 +CD25 + T cells in inhibiting tumor rejection, it is often difficult to extrapolate from 
tumor immunity studies in rodents to humans. Woo et al. ( 123 ) showed that CD4 +CD25 
+ T cells exist in high proportions (˜33%) in the tumor-infiltrating lymphocytes of patients 
with non–small cell lung cancer. These T cells were capable of suppressing the 
proliferative responses of autologous, but not allogeneic, T cells to suboptimal 
stimulation with anti-CD3. It is not known whether these tumor infiltrating CD4 +CD25 + 
T cells arise from the naturally occurring CD4 +CD25 + population or are generated 



from CD4 +CD25 - T cells. Nevertheless, these findings suggest that one component of 
the immune response to tumors in humans is the generation of tumor-specific 
suppressor T cells.

REGULATORY T-CELL CONTROL OF IMMUNITY TO INFECTIOUS 
AGENTS

Most of the studies of regulatory T cells have focused on their role in the suppression of 
the immune response to autoantigens, tumor antigens, or alloantigens. One of the most 
important roles of regulatory T cells may, in fact, involve modulation of the immune 
response to infectious agents to prevent the lethal consequences of an overwhelming 
inflammatory response during the course of a productive immune response to an 
invading microorganism ( 124 ). Regulatory and effector T cells must maintain equilibrium 
between no immunity at all and immunopathology. This critical role of regulatory T cells 
is well illustrated by the immune response of mice to infection with Pneumocystis carinii.

 When SCID mice chronically infected with P. carinii are reconstituted with CD4 +CD25 -

 T cells, they develop a severe inflammatory response in their lungs that is ultimately 
fatal. Animals injected with CD25 + T cells alone did not become moribund and 
manifested only transient weight loss. Cotransfer of CD25 + T cells prevented the 
development of the P. carinii–driven fatal pulmonary inflammation induced by CD25 - T 

cells, but it also suppressed the elimination of P. carinii mediated by the CD25 - T cells. 

Protective CD25 + T cells are needed to inhibit the lethal immunopathological response 
mediated by the P. carinii–specific CD4 +CD25 - T cells, but they also inhibited 
complete clearing of the organism ( 125 ). P. carinii–associated immunopathology is 
often seen in lymphopenic animals and humans, and this may reflect a relative 
deficiency in regulatory T cells.

The role of CD4 +CD25 + T cells in the immune response to infection includes more 
than suppression of inflammation. CD4 +CD25 + T cells also maintain persistence of 
infection and promote chronicity. The persistence of pathogens after clinical cure is a 
hallmark of certain viral, bacterial, and parasitic infections. In clinical and experimental 
forms of leishmaniasis, small numbers of viable organisms persist within lymphoid 
tissue and within the site of former skin lesions after self-cure or successful 
chemotherapy. Because low numbers of parasites persisting in the dermis can be 
efficiently transmitted back to their vector sandflies, the expansion or recruitment, or 
both, of regulatory T cells to the site of Leishmania major infection might reflect a 
parasite adaptive strategy to maintain its transmission cycle in nature. Despite the 
absence of sterilizing immunity, these individuals maintain strong lifelong immunity to 
reinfection, a status similar to the concomitant immunity described in tumor models ( 126 

).

In healed C57BL/6 mice, CD4 +CD25 + regulatory T cells accumulate in sites of L. 
major infection in the skin ( Fig. 9) ( 127 ). These cells are exclusively derived from 

naturally occurring CD25 + T cells and not from activated CD25 - T cells. They suppress 



the expansion of and killing mediated by L. major–specific effector cells. Although IL-10 

produced by CD25 + T cells is essential to the establishment of persistent infection, 
early in the infectious process CD25 + T cells can promote parasite survival and growth 
in an IL-10–independent manner. Later in the course of infection, IL-10 is absolutely 
required for development of the chronic lesion, inasmuch as recipients of CD25 + T 
cells from IL-10 -/- mice ultimately healed and completely cleared the parasite from the 
site. IL-10 produced by regulatory T cells contributes directly to parasite persistence by 
modulating APC function, by inhibiting cytokine production by Th1 cells, or by rendering 
macrophages refractory to IFN-? that is needed for intracellular killing.

 
FIG. 9. CD4 +CD25 + T cells constitute approximately 50% of the CD4 + T cells in 
chronic Leishmania major infection. Adapted from Belkaid et al. ( 127 ), with permission.

Although one consequence of this regulation is parasite persistence and the potential 
for disease reactivation, parasite persistence itself is to the host a major benefit that is 
needed for lifelong immunity to reinfection. When repeat-challenge studies were 
performed in IL-10 -/- mice or in wild-type mice that were treated during the chronic 
stage of their primary infection with anti–IL-10 receptor—conditions that result in 
complete clearance of parasites from the skin and draining lymph node—reinfection at 
a site distant from the initial infection resulted in parasite loads that were comparable 
with those after primary infection in naïve mice. Because healed mice treated with 
control antibody maintained strong immunity to reinfection, the maintenance of a 
residual source of infection, secondary to IL-10 production by CD25 + T cells at the 
lesion site, is required for preservation of acquired immunity to L. major.



Although certain pathogen-derived molecules such as bacterial DNA containing CpG 
motifs are powerful inducers of the differentiation of Th1 effector cells, other 
pathogen-derived components might induce the differentiation of regulatory T cells. 
Although Th1 effector cells are induced during the course of infection with Bordetella 
pertussis and ultimately play a critical role in the clearance of bacteria from the 
respiratory tract ( 128 ), antigen-specific Th1 responses in the lung and local lymph 
nodes are severely suppressed during the acute phase of infection. B. pertussis has 
evolved a number of strategies to circumvent protective immune responses. One 
bacterial component, filamentous hemagglutinin (FHA), is capable of inhibiting 
LPS-driven IL-12 production by macrophages and DCs and of stimulating IL-10 
production. FHA may contribute to the suppressed Th1 responses during acute 
infection with B. pertussis by the induction of T cells with regulatory activity as a result 
of its interactions with cells of the innate immune system. Repeated stimulation of T 
cells from the lungs of mice acutely infected with B. pertussis resulted in the generation 
of Tr1 clones specific for FHA. Tr1 cells could be generated only from the lungs of 
infected animals and not from the spleen. These Tr1 cells secreted high levels of IL-10 
and inhibited protective immune responses against B. pertussis in vivo and in vitro. 
Suppression was substantially reversed by anti–IL-10 in vivo. The capacity to induce 
Tr1 cells is thereby exploited by a respiratory pathogen to evade protective immunity 
and suppress protective Th1 responses at local sites of infection.

MacDonald et al. ( 129 ) took advantage of a unique accident in which a cohort of women 
were infected 20 years earlier with a single batch of immunoglobulin contaminated with 
a single genotype of hepatitis C virus (HCV). Analysis of cytokine production by T cells 
specific for the HCV core protein identified antigen-specific regulatory T cells that 
secreted IL-10 in addition to IFN-? circulating Th1 cells; no IL-4–producing T cells were 
identified. IL-10 producing cells were detected in a higher proportion of patients with 
chronic infection than in those who had cleared the virus. One possibility for the 
selective induction of IL-10–producing regulatory T cells in HCV is that HCV infects the 
liver, and liver DCs secrete large amounts of IL-10, which in turn results in the 
generation of IL-10–producing regulatory T cells. Together with the studies on L. major 
and B. pertussis, these studies on HCV strongly support the general concept that many 
infectious agents have evolved mechanisms for selective activation of either naturally 
occurring CD25 + T cells or the generation of IL-10–producing Tr1 cells from CD25 - T 
cells. The ultimate result is perpetuation of the chronic infectious state with incomplete 
clearing of the infection. Depending on the extent of suppression of effector T cells in 
the host, the consequences of the chronic state may be protective immunity ( L. major) 
or continued pathogen-mediated organ destruction (HCV).

Friend virus infection in mice has been used as an experimental model to study 
retrovirus-induced immunosuppression and may offer insights into our understanding of 
immunosuppression associated with human immunodeficiency virus. Mice chronically 
infected with Friend virus are unable to reject both Friend virus–induced and unrelated 
immunogenic tumors. CD4 + but not CD8 + T cells from infected mice can transfer 
suppression to normal mice and can inhibit the generation of cytotoxic T-lymphocytes in 
culture ( 130 ). The suppressive activity of the CD4 + T cells was associated with a 



subpopulation that coexpressed the activation marker CD69. Suppression could be 
substantially reversed by the addition of anti–CTLA-4, but not anti–IL-10 receptor, to the 
cultures. The relationship of these virus-induced suppressor cells to either the naturally 
occurring CD4 +CD25 + T cells or Tr1 cells is unclear at present. It also is unknown 
whether the regulatory T cells in chronically infected mice are specific for any viral 
proteins. Nevertheless, it appears that an important component of the generalized 
immunosuppression seen in retroviral infections involves the induction of suppressor T 
cells.

OTHER TYPES OF REGULATORY/SUPPRESSOR T CELLS

CD8 + Suppressor T Cells

Most of the early studies on T suppressor cells in the mouse demonstrated that they 
were confined to the CD8 + subset. Although almost all of the more recent studies on 
suppressor/ regulatory T cells in mouse or human have focused on CD4 + T cells, a 
number of studies have suggested that potent CD8 + suppressor cells may also exist. 
Repeated stimulation of human T cells in the MLR resulted in a progressive decrease of 
the capacity of CD4 + T cells to proliferate when rechallenged with the APCs used for 
priming. The relative nonresponsiveness of the stimulated CD4 + T cells could be 
restored by depletion of CD8 +CD28 - but not CD8 +CD28 + T cells from these cultures. 
The stimulated CD8 +CD28 - T-cell population was devoid of cytotoxic activity for either 
CD4 + T cells or the APCs used for priming. When the CD8 +CD28 - T cells were added 
to mixtures of CD4 cells and APCs, they inhibited proliferation ( 131 ), but suppression 
was observed only when the stimulatory APCs shared at least one class I HLA allele 
with the original stimulator population. The regulatory effect of the CD8 + suppressors 
was not restricted either by class I or class II MHC antigens expressed by the responder 
CD4 + T cells. These CD8 +CD28 - suppressor cells were clonally diverse, required IL-2 
for proliferation, and proliferated in a manner similar to CD8 +CD28 + T cells. CD8 
+CD28 - suppressors can also be generated in vitro by priming peripheral blood 
mononuclear cells with nominal antigens such as MHC antigens or with soluble protein 
antigens.

Suppression mediated by CD8 +CD28 - T cells required cell–cell contact and was not 
reversed by antisuppressor cytokine antibodies. Co-incubation of the CD8 suppressors 
with CD4 responders had no effect, whereas co-incubation of the CD8 T cells with the 
APCs rendered the APCs unable to stimulate CD4 proliferation. Phenotypic analysis 
indicated that the CD8 suppressors blocked the up-regulation of co-stimulatory 
molecules such as CD80/CD86, CD54, and CD58 on the APCs ( 132 ). The mechanism 
by which the CD8 suppressors deactivate APC functions has been shown to involve 
up-regulation of the genes encoding immunoglobulin-like transcripts 3 and 4 (ILT3 and 
ILT4) ( 133 ). These inhibitory receptors are structurally and functionally related to killer 
cell inhibitory receptors (KIR). Both ILT3 and ILT4 have immunoreceptor tyrosine-based 
inhibitory motifs that mediate inhibition of cell activation by recruiting the tyrosine 



phosphatase SHP-1. The ligand for ILT3 is unknown, but ILT4 binds HLA-A, HLA-B, 
HLA-C, and HLA-G. A mAb to ILT3 or a combination of mAbs to ILT4 and class I HLA 
reversed suppression by 50%. In the presence of CD8 +CD28 - suppressor cells, APCs 
have a reduced ability to signal through CD40 and to transcribe NF?B-dependent 
co-stimulatory molecules. Thus far, the biological activity of these CD8 +CD28 - 
suppressor populations has been studied only in vitro in MLR cultures. Their potential 

roles in mediating immunosuppression in vivo and their relationship to CD4 + 
suppressor cells remain to be explored.

Regulatory CD8 + T cells have also been generated in vitro by stimulation with unique 

subpopulations of DCs ( 134 ). When naïve CD8 + T cells were stimulated in vitro with 

CD40 ligand–activated monocyte-derived DCs (DC1), the primed CD8 + T cells 
proliferated when restimulated with allogeneic targets, secreted large amounts of IFN-?, 
and had potent cytotoxic activity. In contrast, when naïve CD8 + T cells were stimulated 
with CD40 ligand–activated plasmacytoid DCs (DC2), the primed CD8 + T cells 
proliferated poorly, displayed weak cytotoxic activity, and secreted primarily IL-10. 
DC2-primed CD8 + T cells inhibited the ability of naïve CD8 + T cells to proliferate to 
allogeneic monocytes, iDCs, or mature DCs. They could not inhibit the response of 
DC1-primed CD8 + T cells. Both the generation of CD8 + suppressor cells and their 
suppressor function could be markedly inhibited by anti–IL-10 but not by anti–TGF-ß. 
DC2-induced CD8 + suppressor cells inhibit bystander responses of naïve CD8 + T cells 
if they are restimulated by their target alloantigen. The relationship of these CD8 + 
suppressor cells to the CD8 +CD28 - suppressor cells is not clear. The former can be 
isolated after only 6 days of culture, whereas the latter are seen only after multiple 
rounds of stimulation. CD8 +CD28 - suppressor cells may represent an end stage of 
cytotoxic T-lymphocyte differentiation. DC2-induced CD8 + suppressor cells have many 
similarities to CD4 + Tr1 cells, including their poor responsiveness, their requirement for 
IL-10 for generation, and their use of IL-10 as the major mediator of their suppressive 
function.

Dhodapkar et al. ( 135 ) measured the ability of iDC to modulate the immune response in 
vivo in humans. Injection of iDCs pulsed with influenza matrix peptide resulted in an 

expansion of antigen-specific tetramer binding CD8 + T cells. These CD8 cells were 
capable of proliferating when stimulated with antigen in vitro but were defective in IFN-? 
secretion and lacked cytotoxic function. These findings indicate that iDCs can dampen 
preexisting antigen-specific effector function in humans. The potential suppressive 
function of the CD8 + T cells that responded to the iDCs was not studied. The 
relationship of these CD8 + T cells to those induced in vitro with DC2 is unknown. 
These studies raise the possibility that antigen-pulsed iDCs might be used to inhibit 
antigen-specific T cell function in autoimmunity and organ transplantation.

Double Negative Suppressor T Cells



CD4 -CD8 - double negative (DN) T cells have also been shown to have 
immunoregulatory activity both in vivo and in vitro. These DN populations were derived 
after administration of donor antigens to induce tolerance of allografts and are 
presumably derived from precursors present in normal peripheral lymphoid populations 
( 136 ). DN suppressors generated in this way kill alloreactive CD4 + and CD8 + T 
responders that express functional Fas by a mechanism involving Fas–Fas ligand 
interactions. These activated DN cells were able to kill only syngeneic targets activated 
by the same alloantigenic stimulus. DN T cells also accumulate in lymphoproliferative 
(lpr) mice that develop autoimmune disease and have a mutation in the gene 
responsible for encoding Fas ( 137 ). DN T cells from B6/lpr mice can kill syngeneic CD8 
+ and CD4 + T cells from wild-type B6 mice through Fas–Fas ligand interactions both in 
vivo and in vitro. These DN T cells may accumulate in lpr mice because they are unable 
to undergo Fas-mediated apoptosis. In contrast to the DN suppressors generated in 
vivo by treatment with donor alloantigen, alloactivated DN suppressors from lpr mice 
were able to kill syngeneic T cells that were activated by either the same or a different 
alloantigen. They appear to display nonspecific suppressor effector function similar to 
that described for activated CD4 +CD25 + T cells. The bystander killing may be 
secondary to their overexpression of Fas ligand. This discrepancy between in vivo 
activated and in vitro activated DN cells remains to be resolved.

Natural Killer T Cells

NK T cells are a unique subset of T cells that primarily express an invariant TCR 
(Va14-Ja281 in the mouse and Va24 in humans). NK T cells are deficient in NOD mice, 
and enhancement of their numbers by transgenic expression of Va14-Ja281 can 
prevent IDDM in NOD mice ( 138 ). Deficiencies in the numbers of NK T cells have also 
been observed in humans with IDDM. Activation of NK T cells with their ligand, 
a-GalCer, results in inhibition of the development of IDDM ( 139 ). Prevention of disease 
correlated with the ability of a-GalCer to stimulate IL-4 production, elevate serum IgE, 
and promote the generation of islet antigen-specific Th2 cells. It has been proposed 
that the elevated production of IL-4, but not IFN-?, after activation of NK T cells with 
a-GalCer facilitates the polarization of the anti–islet T cell responses to a protective Th2 
type rather than a pathogenic Th1 type. Because a-GalCer has also been shown to 
inhibit the development of EAE by activation of NK T cells ( 140 ), it may prove to be 
useful as a therapeutic agent for treatment of multiple Th1-mediated autoimmune 
diseases.

CD4 +CD25 - Immunoregulatory T Cells

The potential involvement of CD4 +CD25 - T cells with suppressor activity in IBD, IDDM, 
allograft rejection, and thyroiditis has been discussed. The most convincing evidence 
for the existence of immunoregulatory T cells with this phenotype was seen in studies of 
the CD4 + T cells that prevent spontaneous EAE. Mice expressing a transgenic TCR 
specific for MBP do not develop EAE spontaneously, whereas 100% of MBP-specific 



TCR transgenic mice bred on a RAG -/- background develop EAE by the third month of 
life. Reconstitution of these TCR transgenic RAG -/- mice with a small number (˜2 × 10 
5) of splenic or thymic CD4 + T cells from normal mice confers complete protection from 
EAE ( 141 ). Depletion of CD4 +CD25 + T cells from the cell population used in these 
reconstitution studies did not diminish their protective capacity. The regulatory 
mechanisms that operate in these mice do not involve deletion of the MBP-specific 
effector cells, because severe EAE can be induced in the mice by immunization with 
MBP in adjuvant; MBP-specific T cells from these mice can also transfer disease to 
RAG -/- recipients. CD4 + T cells expressing TCR aß chains were crucial for protection; 
CD8 + T cells, NK T cells, and ?d T cells played no role ( Table 7). CD4 + T cells from a 
mouse that expressed a TCR specific for ovalbumin on a RAG -/- background were 
unable to protect against EAE. Thus, the presence of a second TCR is not sufficient to 
generate regulatory T cells. CD4 + T cells from mice deficient in terminal 
deoxynucleotide transferase, which express a fetal type repertoire lacking N 
nucleotides, effectively protected against EAE. T cells that expressed a single TCR a 
chain, obtained from MBP-specific TCR a chain–only mice, protected when crossed to 
the MBP-specific TCR transgenic mice on an a chain -/- background. Regulatory CD4 
+CD25 - T cells can be generated from a T-cell population expressing a single TCR a 
chain, if TCR ß chain diversity is maintained ( 142 ). The mechanisms by which CD4 
+CD25 - T cells inhibit the development of spontaneous EAE in this TCR transgenic 
model have not yet been elucidated, although some evidence for a role for IL-10 has 
been obtained ( 142 ). As noted previously, the relationship of these CD4 +CD25 - T cells 
to the CD4 +CD25 + T-cell population is obscure, but it remains possible that CD4 
+CD25 - T cells are derived from CD4 +CD25 + T cells. Some evidence for a protective 
role of CD4 +CD25 + T cells in EAE has been obtained ( 143 ).

 
TABLE 7. Regulatory T cells expressing endogenous TCRs protect against EAE

THERAPEUTIC MANIPULATION OF REGULATORY T-CELL FUNCTION

In this chapter, a number of distinct regulatory T-cell populations have been described, 
and their potential role in the regulation of the immune response in animal models of 



disease has been reviewed. A large body of data supports the existence of CD4 +CD25 
+ suppressor T cells in humans ( 29 , 30 , 31 , 32 , 33 , 34 , 35 and 36 ), and the in vitro 

characterization of human CD4 +CD25 + T cells suggests that they are identical to their 
murine counterpart. Tr1 cells have been readily induced in cultures of human T cells, 
and a number of studies have supported the existence of cell populations with Tr1-like 
properties in humans ( 73 , 144 , 145 ). It is therefore appropriate to consider approaches to 
the modulation of regulatory T-cell function in humans as an adjunct to therapy of 
various diseases. The major question that must be addressed is whether more or less 
suppressor activity should be generated.

Therapeutic Down-regulation of Suppressor T-Cell Function

Because tumor antigens are most often autoantigens, the down-regulation of 
suppressor T cell function should result in enhanced immune responses to tumor cell 
vaccines. As previously stated, depletion of CD4 +CD25 + T cells alone or combined 
with anti–CTLA-4 administration to enhance effector T cell function has resulted in 
potent antitumor immune responses in a mouse model. The only humanized anti-CD25 
mAb approved for human use is nondepleting, and it blocks the binding of IL-2 to CD25 
( 146 ). It has proved efficacious in the treatment of autoimmune diseases such as uveitis 
and in preventing acute allograft rejection by blocking the utilization of IL-2 by effector T 
cells. The Fc fragment of this mAb could be modified so as to generate a depleting 
antibody. CD25 depletion could also be used in conjunction with poorly immunogenic 
vaccines as therapy for infectious agents such as human immunodeficiency virus, 
mycobacteria, or parasites. Although complete depletion of CD25 + T cells may 
facilitate a vigorous immune response to an infectious agent that ultimately results in 
complete sterilization, the studies of the role of CD4 +CD25 + T cells in infection by L. 
major also demonstrate a beneficial effect of regulatory T cells that is related to the 
persistence of a low level of chronic infection needed for long-lasting protective 
immunity. CD4 +CD25 + T cells also play an important role in the modulation of the 
acute inflammatory response that is an integral part of the response to an infectious 
agent. In the absence of immunoregulatory T cells, the consequences of this exuberant 
response can be deleterious.

Studies in relatively young mice have indicated that depletion of CD4 +CD25 + T cells is 
not permanent ( 109 ). Depending on the reagent, protocol, and age of the treated 
mouse, new CD4 +CD25 + T cells begin to emigrate from the thymus and repopulate 
peripheral lymphoid tissues 2 to 4 weeks after cessation of therapy. No information is 
available on the output of CD4 +CD25 + T cells from the thymus during adult life in mice 
or humans. Because the thymic output of the entire CD4 + T-cell population decreases 
to low levels in humans older than 20, antibody-mediated depletion of CD25 + T cells 
may be permanent in adult humans. It is possible only to speculate on negative effects 
of permanent depletion of CD25 + T cells, but even in the mouse, depletion of CD4 
+CD25 + T cells does not usually result in the rapid development of autoimmune 
diseases. The autoreactive effector T cells need additional signals to become activated 



( 109 ).

If future studies successfully define the cell surface molecules on CD4 +CD25 + T cells 
that deliver the suppressive signal to the CD4 +CD25 - responder cell, then an antibody 
to this molecule might be the ideal reagent for transiently inhibiting suppressor cell 
activity, facilitating immune responses to weak antigens. This interaction could also be 
targeted by small molecules. An alternative approach to the down-modulation of 
suppressor T cell function might be to target the GITR–GITR ligand interaction as 
means of inhibiting the function of CD4 +CD25 + T cells. The simplest approach would 
be to inhibit suppressor function in vivo with an agonistic anti-GITR antibody. Shimizu et 
al. ( 41 ) were able to induce AIG by repeated treatment of young BALB/c mice with a 
mAb to the GITR. A soluble GITR ligand–Fc fragment reagent might also have similar 
agonistic properties.

Therapeutic Approaches to Enhancement of Regulatory T-Cell Function

One common theme that has been discussed in this chapter is that the function or 
numbers of many types of regulatory T cells can be enhanced by antigenic stimulation 
under tolerogenic conditions: that is, with APCs that express low levels of 
co-stimulatory/adhesion molecules. Indeed, some of the therapeutic effects of blocking 
co-stimulation with anti-CD80/CD86 or CTLA-4 immunoglobulin may be secondary to 
the enhancement of regulatory T cell function. One of the roles of the suppressor 
cytokines IL-10 and TGF-ß may be to down-regulate co-stimulation and thereby 
facilitate the activation of regulatory T cells. The production of these suppressor 
cytokines by regulatory T cells themselves may function in a positive feedback loop to 
generate more regulatory T cells.

Enhancement of either the numbers or the function of regulatory T cells represents a 
goal for the treatment of autoimmune and allergic diseases as well as for inhibition of 
allograft rejection. Either CD4 +CD25 + T cells or Tr1 T cells might be expanded to 
generate sufficient numbers of cells for infusion back into patients. It has proved to be 
exceedingly difficult to grow either of these cells types in tissue culture. Although some 
modest growth is seen by stimulation with anti-CD3 in the presence of IL-2, other 
cytokines in combination with IL-2 might result in greater yields. IL-15 has been shown 
to enhance the growth of Tr1 cells ( 77 ). Ultimately, further studies of the molecular 
basis of their nonresponsiveness should yield important information that might facilitate 
their growth. For example, inhibition of the function of members of the SOCS family 
may be needed to achieve this goal. Because the GITR–GITR ligand interaction inhibits 
suppressor function, blocking this interaction with anti–GITR ligand might also enhance 
the activity of CD4 +CD25 + T cells. If CD4 +CD25 + T cells recognize organ-specific 
antigens, and if these antigens can be identified, it may be possible to generate lines or 
clones of antigen-specific suppressor T cells in vitro that could be used therapeutically. 
These cells would home to the target organ and be activated by their target autoantigen 
but would mediate bystander suppression, because their effector function would be 
nonspecific.
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The most important source of stimulation of the entire immune system is the external 
environment, which comprises indigenous mucosal microbiota, potential pathogenic 
microorganisms, abundant food antigens, and allergens, all of which are encountered 
mainly at the vast surface areas of mucosal membranes. This enormous and highly 
variable antigenic load has resulted in a strategic distribution of cells involved in the 



uptake, processing, and presentation of antigens; production of antibodies; and 
cell-mediated defenses at the front line of attack: Mucosal tissues and associated 
secretory glands. Quantitative data concerning the distribution of phagocytic cells, T 
and B lymphocytes, and antibody-producing cells illustrate the point: Mucosal tissues, 
particularly those of the intestinal tract, contain more macrophages, plasma cells, and T 
cells than any other lymphoid tissue of the entire immune system.

Notwithstanding the global importance of systemically acquired infections such as 
malaria and neonatal tetanus, the great majority of infectious diseases worldwide, 
including approximately 80% to 90% of human immunodeficiency virus (HIV) infections, 
either directly afflicts or is acquired through mucosal surfaces of the gastrointestinal 
(GI), respiratory, and genital tracts. Consequently, innate and adoptive immune 
mechanisms operational at mucosal surfaces are of considerable importance to the 
protection and survival of an animal in a hostile environment. The induction of 
preventive and protective immune responses to mucosal infectious agents and to inert 
food antigens and environmental allergens that would limit their absorption is usually 
the most emphasized functional aspect of the mucosal immune system. However, 
revived interest in the induction of systemic unresponsiveness to antigens applied first 
by the mucosal route, so-called oral or nasal (mucosal) tolerance, has directed the 
attention of immunologists working in the field of autoimmunity, transplantation, and 
hypersensitivity to the exploitation of this fundamental principle. Although limited in its 
clinical success, the phenomenon of mucosal tolerance is an essential feature and a 
critical functional component that efficiently prevents and suppresses otherwise 
unavoidable overstimulation of the entire immune system by the most common 
environmental antigens primarily of food and indigenous bacterial origins. The 
enhancement of protective mucosal responses to infectious agents that is sought by 
vaccinologists and the desired suppression of systemic immune responses to 
autoantigens and transplantation antigens may seem paradoxical. However, such 
outcomes are not mutually exclusive because of the hierarchy in the quality of immune 
responses induced by mucosal immunization: Mucosal immunity manifested by the 
appearance of secretory antibodies and systemic tolerance evaluated by diminished 
cell-mediated responses may be induced concomitantly. Therefore, the fundamental 
objectives of the mucosal immune system—(a) containment of the vast onslaught of 
environmental antigens without compromised integrity of mucosal barriers and (b) 
prevention of overstimulation of the systemic compartment—are achieved by concerted 
interactions of lymphoid and nonlymphoid cells, particularly epithelial cells, and their 
respective products as a mucosal internet of communication. Thus, an orchestrated 
mucosal immune system consisting of innate immunity, including an array of pattern 
recognition receptors and antimicrobial products as well as secretory immunoglobulin A 
(S-IgA) antibodies and mucosal cytotoxic T cells (CTLs), adds additional layers of host 
defense.

MUCOSAL BARRIER

Epithelial Cells

The epithelium of the mucosal-associated lymphoid tissues of the lung, gut, 
genitourinary tract, and probably other areas have been clearly shown to play an active 



role in both innate and adaptive types of mucosal immunity ( 1 ). Because of the physical 
proximity of the epithelial cell to the external milieu and, therefore, the primary site of 
initial antigen exposure, the epithelial cell may be a central cell type in both defining the 
antigens with which the mucosal immune system is confronted and regulating the 
ultimate responses to these antigenic exposures. These immunological functions of the 
epithelium can be considered partly in the context of epithelial barrier function, which, in 
turn, captures the concept that the epithelial barrier is more than just a physical entity: It 
is a highly integrated immunological process that emanates from the epithelial cell per 
se and the epithelial cell in collaboration with subjacent cellular elements of the 
mucosal-associated lymphoid tissues and probably microbial components in the lumen. 
Together, these interactions between the commensal microbiota of the intestine, 
epithelium, and subjacent parenchymal cells (fibroblasts and mesenchymal cells and 
their connective tissue substances) and hematopoietic cells [macrophages, dendritic 
cells (DCs), polymorphonuclear leukocytes, and lymphocytes] function together to 
defend against invasion from pathogenic microorganisms.

Innate Functions of Epithelium The innate immune functions of the epithelium include 
those that are intrinsic to the epithelial cell itself and those extrinsic factors that function 
outside but are derived from the epithelial cell to provide local barrier function ( Fig. 1). 
The intrinsic factors associated with the epithelium involved in barrier functions are 
those that directly contribute to creating a barrier to reduce the promiscuous uptake of 
antigens from the lumen. Antigens can cross the epithelial barrier by three potential 
mechanisms: cellular (uptake, processing, presentation of luminal antigens), 
transcellular (transcytotic delivery of macromolecules), and paracellular (delivery of 
antigens from the lumen to the subjacent lamina propria between adjacent epithelial 
cells) ( 1 ). Prevention of paracellular transport is through cell–cell interactions at the 
juncture between adjacent epithelial cells that is mediated by physical structures 
associated with the epithelium, including the tight junctions and the subjacent 
desmosomes and adherence junctions ( 2 ). The tight junctions are composed of a 
number of interacting cellular proteins, which include claudin, occludin, ZO-1, ZO-2, and 
cingulin, among others. Under normal circumstances, the tight junctions exclude 
antigens more than 6 to 12 Å (>500 to 900 Da) in molecular diameter and are regulated 
by humoral factors associated with the immune system, growth factors, 
pharmacological agents, and bacterial toxins ( 3 ). As such, intrinsic barrier function as 
contributed by paracellular pathways, represents an immunologically regulated process. 
For example, cytokines such as transforming growth factor ß (TGF-ß), interleukin 
(IL)–10, and IL-15, increase paracellular resistance whereas proinflammatory cytokines 
such as interferon (IFN)–?, IL-6, and tumor necrosis factor (TNF)–a diminish resistance. 
This has significant implications for understanding the pathogenesis of mucosal 
infection and inflammation, such as inflammatory bowel disease (IBD) and the 
possibility that the cytokine abnormalities defined in IBD model systems may have as 
their final common pathway effects on epithelial barrier function. Growth factors such as 
epidermal growth factor, fibroblast growth factor, hepatocyte growth factor, and 
intestinal trefoil factor peptides also regulate paracellular resistance through influencing 
the ability of epithelial cells to proliferate and repair physical defects in the barrier ( 4 , 5 ). 
In certain instances, these factors are derived from local immune cells and, in their 
absence, increase the susceptibility to infectious diseases and IBD ( 6 ). 



 
FIG. 1. Innate and antibody-mediated mucosal host defense mechanisms. Shown are 
soluble antimicrobial proteins lactoperoxidase, lactoferrin, and lysozyme, and the 
peptide defensins. Human neutrophil peptide (HNP) and Paneth cells in crypt regions 
produce a-defensins, whereas epithelial cells secrete ß-defensins.

The extrinsic barrier functions of the epithelium associated with innate immunity are 
those that arise from the ability of the epithelium to secrete a variety of factors into the 
lumen that are associated with resistance to invasion by pathogenic microorganisms. 
These secreted factors are either constitutively expressed or induced through the 
interaction of microbial factors with pattern recognition receptors, including the Toll-like 
receptor (TLR) family on the epithelium. However, because the epithelium exhibits 
immaturity in the absence of the normal commensal microbiota ( 7 ), it may be that all 
secreted factors from the epithelium associated with this type of innate immunity are 
induced through the interaction between components of the commensal microbiota and 
the epithelium. For example, lactobacilli species or activation of CD1d on epithelium is 
known to cause the secretion of IL-10 by epithelium, which is involved in paracrine 
regulation of barrier function ( 8 , 9 ). The epithelium also secretes the glycoproteins 
associated with the formation of intestinal mucus, complement components (including 
C3, C4, and factor B), a variety of antimicrobial peptides (including a-defensins and 
ß-defensins), lysozyme, secretory phospholipase-A 2, lactoferrin, lactoperoxidase, and 

mucin, among others ( 10 , 11 , 12 , 13 and 14 ) ( Fig. 1). The a-defensins secreted by 
intestinal epithelium are often called cryptdins to capture the fact that they are secreted 
primarily by a specialized type of epithelial cell, Paneth cells, within the intestinal crypt ( 
15 ). The cryptdins, which exhibit significant homology to the defensins secreted by 
polymorphonuclear leukocytes, also exhibit potent and broad antimicrobicidal activity 
against a variety of pathogenic bacteria, including Salmonella typhimurium and Listeria 
monocytogenes. Similarly, the human ß-defensins 1 and 2, which also exhibit broad 
antimicrobial activity, are either constitutively expressed [human ß-defensin 1 (hBD1)] 
or inducible by inflammatory cytokines such as IL-1 [human ß-defensin 2 (hBD2)] ( 12 ). 
In addition, the epithelium is known to secrete peptide hormones with immunological 
function such as thyroid-stimulating hormone (TSH), which is important in regulation of 
conventional CD8aß + T cells within the epithelium; nitrous oxide, through expression of 
constitutive and inducible nitric oxide synthetase; and a variety of prostaglandins, 
including prostaglandins E 2, D 2, F 2a, and 6-keto-prostaglandin F 1a ( 1 ). Epithelial 
cells also directly contribute to barrier function through the secretion of a large number 
of chemokines and cytokines. Through the secretion of these soluble mediators, barrier 
function is enhanced by recruitment of other cell types: those that have potent 



antimicrobial activity (e.g., polymorphonuclear leukocytes) and those involved in 
adaptive immunity (e.g., macrophages, DCs, and T-lymphocytes) ( 16 , 17 and 18 ). Thus, 
epithelial cells are considered a first line of defense, allowing for immediate responses 
and subsequent integration of downstream immunological events. The secretion of 
these factors is likely to be mediated initially in large part by interaction between 
components of microbes and pattern recognition receptors on the cell surface of the 
epithelium, which stimulate intracellular signals that initiate transcription of genes 
associated with the inflammatory cascade ( 19 ). Most prominent among these pattern 
recognition receptors that regulate innate immune responses of the epithelium is an 
array of TLRs. The TLRs have been appreciated to be expressed by epithelial cells and 
bind to microbial components such as bacterial lipopolysaccharide (LPS) of 
gram-negative bacteria (TLR-4), bacterial flagellin (TLR-5), microbial CpG motifs of 
deoxyribonucleic acid (DNA) (TLR-9), and lipoteichoic acids from gram-positive bacteria 
(TLR-3) ( 20 ). In the case of TLR-4, LPS recognition is coupled to CD14 binding of LPS, 
wherein LPS bound to CD14 interacts with a TL-4/MD-2 protein heterodimer. In the 
absence of CD14 expression by epithelial cells, CD14 might be provided by 
components within the lumen that contain, under certain circumstances (such as is the 
case in breast milk), soluble CD14 ( 21 ). The TLRs initiate intracellular signals that 
derive in a sequential manner from activation of myeloid differentiation marker 8 
(MyD8), IL-1 receptor–associated kinase (IRAK), and TNF receptor–associated factor 6 
(TRAF6), which culminate in nuclear translocation of activated NF?B. NF?B regulates 
both epithelial cell cycle and production of soluble mediators from the epithelium ( 22 ). 
As a result, epithelial cells are able to secrete a large number of chemokines in a 
temporally regulated manner, including IL-8, epithelial neutrophil activating peptide 78, 
growth-related oncogene a, macrophage inflammatory protein 1a, and monocyte 
chemoattractant protein, among others ( 16 , 17 ). Although, in general, it appears that 
production of these chemokines results largely from interactions between the epithelium 
and pathogenic microorganisms such as species of Salmonella, Yersinia, and Shigella, 
certain so-called commensal microbiota are probably able to do the same and, in 
addition, down-regulate the production of chemokines through regulation of NF?B 
pathways: for example, those induced by pathogenic microorganisms ( 23 ). In view of 
the enormous complexity of the microbial ecosystem, the final synthesis of these 
signals stimulated by ligation of pattern recognition receptors is likely to be complex but, 
presumably, ultimately integrated into providing a finely regulated first line of barrier 
function ( 7 ). 
Cytokines and Cytokine Receptors Epithelial cells are able to secrete a large number 
of inflammatory and regulatory cytokines both constitutively and inducibly. Through the 
use of epithelial cell lines, it has been shown that the epithelium can constitutively 
express proinflammatory cytokines such as IL-1a, IL-1ß, IL-15, TNF-a, and IL-6 and 
anti-inflammatory and barrier-promoting cytokines such as TGF-ß and IL-10, all of 
which may be further enhanced by interaction with pathogenic microorganisms and their 
toxic factors ( 24 ). The production of these cytokines by the epithelium probably plays 
an important role in promoting intestinal inflammation (e.g., IL-1 and TNF-a), regulating 
the activation and expansion of mucosal T cells within the epithelium (e.g., 
prostaglandin E, TSH, stem cell factor, IL-5, IL-7, and IL-15), regulating local B-cell 
production of immunoglobulins (e.g., TGF-ß, IL-6, and IL-10), and, finally, regulating 
barrier function, per se (IL-10, IL-15, and TGF-ß) ( 25 , 26 ). With regard to barrier 
function, epithelial cells also express a large number of cytokine receptors ( 27 ). 



Intestinal epithelial cell (IEC) lines and freshly isolated IECs express messenger 
ribonucleic acid (mRNA) for the common IL-2 receptor ? chain and specific a chains of 
the receptors for IL-2, IL-4, IL-7, IL-9, and IL-15. Epithelial cells also express receptors 
for TNF and IFN-?, which not only regulate the expression of a wide variety of other 
immunologically important molecules, such as the polymeric immunoglobulin receptor 
(pIgR), but also tend to diminish epithelial barrier function. The expression of these 
cytokines and cytokine receptors thus further emphasizes the integration of the 
epithelium into the network of cellular interactions associated with the 
mucosa-associated lymphoid tissue. In this regard, bacterial infection can influence the 
interactions of IL-7/IL-7 receptor and IL-15/IL-15 receptor. 
Transcellular Transport Functions of Epithelium Another aspect of epithelial barrier 
function that represents a link between the epithelium and the adaptive components of 
the mucosa-associated lymphoid tissue is the ability of epithelium to transport 
macromolecules, especially immunoglobulins, transcellularly in a process termed 
transcytosis, which reflects the polarized nature of the epithelium. Two receptors for 
immunoglobulins have been shown to have such properties. The pIgR, whose itinerary 
is now well defined, transports polymeric immunoglobulins A and M (IgA and IgM) in a 
basal-to-apical direction with unloading of its cargo [S-IgA, polymeric IgA (pIgA), and 
IgM] in association with an extracellular proteolytic fragment of the pIgR receptor 
[secretory component (SC)] ( 28 ). This pathway not only is able to deliver large 
quantities of secretory immunoglobulins onto the mucosal surfaces but also is able to 
exclude antigens that have entered the secretory pathway either apically or basally (see 
later discussion). This type of defense, which takes advantage of a component of the 
adaptive immune response, is likely to be important in resistance against pathogenic 
viral infections. In a related but distinct manner, the epithelium also expresses the 
neonatal crystallized fragment (Fc) receptor for immunoglobulin G (FcRn). There is 
evidence that this molecule is expressed by adult human epithelium and macrophages 
of the intestine and, probably, other surfaces and is not strictly limited to neonatal life, 
as predicted by earlier studies in rodents wherein the FcRn was responsible for the 
passive acquisition of immunoglobulin G (IgG) neonatally ( 29 , 30 ). In the context of 
expression postnatally in adult humans, FcRn may therefore be in a position to provide 
luminal immunosurveillance against pathogenic exposure. FcRn binds IgG, its cargo, in 
a pH-dependent process (at a pH of 6, binding is on; at a pH of 7.4, binding is off) 
because of critical histine residues in the Fc-region of the IgG molecule. In contrast to 
the itinerary mediated by pIgR-associated transport, the transcytosis pathway 
associated with FcRn is bidirectional: both apical to basal and basal to apical ( 31 ). In 
addition, the FcRn does not require proteolytic cleavage, and this allows for reiterative 
rounds of transport. It is predicted, therefore, that the FcRn is at least in part 
responsible for the steady-state distribution of IgG on either side of an epithelial barrier, 
in view of the unlikely possibility that paracellular transport of this macromolecule results 
from the molecular exclusion of the tight junctions. 
Adaptive Immune Functions of Epithelium The epithelium is also likely to play an 
important role in adaptive immunity. The epithelium expresses a significant number of 
molecules in the cell surface that are associated with antigen presentation, leukocyte 
adhesion, and co-stimulation ( Table 1) ( 32 , 33 , 34 , 35 , 36 , 37 , 38 , 39 , 40 , 41 , 42 and 43 ). 
Moreover, the intestinal epithelium and probably all epithelial cells associated with the 
mucosa-associated lymphoid tissue have residing at their basal surface distinct 
populations of intraepithelial lymphocytes (IELs), which are largely T cells, and of DCs ( 



44 , 45 ). In view of the CD8 + T-cell receptor (TCR) aß + phenotype of most of these 
IELs, class I major histocompatibility complex (MHC)–related molecules are particularly 
likely to be especially important in these compartments, which raises a significant 
possibility that they have a major role in adaptive processes, in association with the 
epithelium, involving immunosurveillance of epithelial cell alterations and regulation of 
epithelial cell health. Under normal circumstances, the epithelium does not express 
classic co-stimulatory molecules such as CD80 and CD86, but it may do so, at least in 
the case of CD86, in the context of intestinal inflammation ( 46 ). On the other hand, the 
intestinal epithelium expresses a number of potential co-stimulatory molecules that, in 
certain circumstances, are functional. For example, lymphocyte function–associated 
antigen 3 (LFA-3), or CD58, is constitutively expressed on epithelial cells in vivo and in 
vitro, is up-regulated in response to inflammation, and may provide crucial 
co-stimulatory signals to mucosal T cells through its ligand, CD2, which is constitutively 
expressed on mucosal T cells ( 32 , 47 ). In general, mucosal T cells have down-regulated 
TCR/CD3 complex-mediated signaling but preserve signaling through CD58-CD2 
pathways ( 33 ). The epithelial molecule E-cadherin, which is expressed in association 
with the tight junctions on the lateral surface of the epithelial cell, binds to the mucosal 
integrin, a Eß 7, and provides important co-stimulatory signals to intestinal IEL, which 

are largely a Eß 7 + ( 34 ). Interestingly, mucosal T cells are also largely CD28 -, 

especially the CD8 + cells within the epithelium ( 44 ). This raises the possibility that 
other molecules that are expressed on activated IELs, such as carcinoembryonic 
antigen–related cell adhesion molecule 1 (CEACAM1) (CD66a or biliary glycoprotein), 
may provide, through homophilic interactions with CEACAM1 on the epithelium, crucial 
positive and negative co-stimulatory signals ( 48 ). 

 
TABLE 1. Molecules associated with adaptive immunity on epithelium

Significant evidence also exists in support of a role for IECs in direct presentation of 
antigens, probably nonclassically in the absence of typical co-stimulatory molecules as 
described previously. Studies in in vitro model systems and in transgenic animal 
systems have provided evidence for class I, class II, and nonclassical class I 
MHC–restricted presentation to mucosal T cells. Expression of ovalbumin as a 
transgene under control of an IEC-specific promoter, for example, has allowed for the 
direct in vivo demonstration that IECs can present antigens to CD8 + transgenic T cells 
expressing TCRs restricted to MHC class I ( 49 ). Similarly, direct evidence has been 
provided on both freshly isolated IECs from rodent intestine and transfected epithelial 



cell lines to present a soluble antigen in a class II MHC–restricted manner ( 35 ). Such 
presentation by class II MHC exhibits polarity with primarily apical uptake of antigen and 
basal presentation under normal noninflammatory conditions and with both basal 
uptake and basal presentation in inflammatory conditions, such as in the context of 
IFN-? or up-regulation of the class II MHC machinery through expression of the class II 
MHC transactivator (CIITA) ( 36 , 50 ). This suggests that class II MHC–restricted 
presentation by epithelium may reveal novel epitopes during pathological conditions. 
Finally, nonclassical class I MHC–restricted presentation has been described in 
epithelium. IECs express CD1d constitutively, which is in turn regulated by IFN-?, as are 
the classical class I and II MHC molecules ( 51 ). CD1d on intestinal epithelium can 
present model glycolipid antigens such as a-galactosylceramide to model natural killer 
(NK) T-cell clones; presentation is predominantly basal, which is consistent with the 
localization of CD1d-restricted T cells to this site ( 52 ). Low numbers of CD1d-restricted 
NK T cells have been defined in the epithelium with CD1d tetramers ( 52 ). Expression of 
other nonclassical class I MHC molecules on epithelium has, on the other hand, been 
directly linked to novel forms of co-stimulation. For example, expression of human 
leukocyte antigen (HLA)–E on the epithelium is associated with ligation of killer 
inhibitory-related receptors (CD94/NKG2) on activated mucosal T cells in human ( 53 ), 
and expression of the thymus leukemia antigen on rodent epithelium has been linked to 
ligation of CD8aa expressed on a subset of IELs that deliver a growth-promoting signal 
to these cells ( 54 ). In all cases in which antigen presentation has been described in the 
epithelium, it may be suggested that, in view of the predominant memory phenotype of 
mucosal T cells associated with the epithelium, the major role of these pathways is to 
either promote or regulate the activity of effector responses for the purposes of regional 
immunoregulation and surveillance for the benefit of both maintaining and 
repairing/restituting the barrier, including removal of epithelial cells altered as a 
consequence of infection, toxic exposures, or neoplastic transformation. 

Mucosal Microbiota

Mucosal surfaces of the oral cavity, GI tract, genital tract, upper respiratory tract, and 
conjunctiva are populated by a large number of bacteria of more than 200 species with 
a characteristic distribution ( 55 ). The mucosal microbiota comprise approximately 10 14 
microorganisms, present mostly in the large intestine. In view of the relative numbers of 
host’s eukaryotic cells and prokaryotic microorganisms, it is estimated that the mucosal 
microbiota outnumbers mammalian host cells by a factor of 10. Mutually beneficial 
coexistence of the mucosal microbiota with the effective mucosal immune system is 
one of the most interesting problems of mucosal immunology. Although the innate and 
specific immune factors present in mucosal secretions and tissues may limit the 
adherence of bacteria to mucosal epithelial cells and prevent penetration of such 
bacteria into the mucosal tissues with subsequent systemic dissemination, mucosal 
microbiota continue to survive with remarkable tenacity in the presence of an immune 
response manifested by corresponding antibodies ( 56 ). As a matter of fact, oral, 
intestinal, and probably other mucosal bacteria are coated in vivo with antibodies, 
particularly of the IgA isotype, that may prevent their adherence to the epithelial 
receptors but do not significantly interfere with their elimination and metabolism ( 57 ). 
Furthermore, it has been speculated that the long-lasting exposure of the mucosal 



immune system to such enormous numbers of bacteria may have resulted in 
diminished responsiveness to at least some microbial antigens ( 58 ).

The presence of mucosal microbiota has a profound influence on the evolution and 
functionality of the immune system. As evidenced by a large number of studies 
performed on gnotobiotic (germ-free) animals, the development of both mucosal and 
systemic lymphoid tissues and of the ensuing ability to respond to environmental 
antigens is, to a large extent, dependent on the previous exposure to mucosal 
microbiota ( 59 ). Specifically, in comparison to the lymphoid tissues of conventionally 
reared animals, those of germ-free animals are hypotrophic, lack well-developed 
germinal centers, display minute numbers of mucosal plasma cells, and respond poorly 
to mitogens and polyclonal stimulants. Upon colonization with even a few representative 
species of mucosal microbiota, a prompt development of lymphoid tissues and 
restoration of responsiveness to a plethora of antigens and other stimuli ensue. Of 
importance is that the development and responsiveness of both humoral and 
cell-mediated compartments of the immune system are profoundly affected by the 
mucosal microbiota, as documented by the presence and numbers of B cells and 
ultimately antibody-forming cells in mucosal and nonmucosal tissues, the levels of 
mucosal and plasma antibodies, and T cells of various phenotypes in the IEL and 
lamina propria compartments of mucosal tissues and in the systemic secondary 
lymphoid tissues. In addition to immunologically effective microbial cell components 
(e.g., bacterial LPS), products generated as a result of fermentation by mucosal 
bacteria, such as butyric acid, are important sources of energy and carbon for IEC, 
which thus further stressing the immunological and physiological interdependence of 
the host on the mucosal microbiota ( 55 ).

Quantitative and Qualitative Aspects of Mucosal Microbiota Quantitative data 
concerning the distribution of indigenous microbiota among mucosal surfaces of the 
oral cavity, conjunctiva, and upper respiratory, genital, and GI tracts indicate that of 
approximately 10 14 bacteria, 99.9% are present in the large intestine ( 55 ). In this 
locale, bacteria are found free in the lumen and in feces, bound to the desquamated 
epithelial cells, entrapped in the mucus layer, and deep in intestinal crypts. Despite the 
inherent difficulties with representative sampling, culture conditions, identification of 
cultured bacteria, and obvious host variables (e.g., hormonal status, diet, use of 
antibiotics), hundreds of species in 40 to 50 bacterial genera have been described and 
identified. These studies revealed that gram-negative and gram-positive, spore- and 
non–spore-forming, and aerobic and strictly anaerobic bacteria are present and 
characteristically distributed in specific mucosal compartments. Although it is beyond 
the scope of this chapter to provide detailed information concerning specific species 
distribution of indigenous microbiota in individual mucosal compartments ( 55 , 59 ), a 
brief summary of colonic microbiota illustrates the most important points. Intestinal 
microbiota are acquired shortly after birth, and their composition is greatly influenced by 
the route of delivery (vaginal vs. cesarean section), by the environment, and, most 
profoundly, by the diet (breast-feeding vs. bottled formula and addition of solid food). 
Colonic microbiota changes from the dominant Bifidobacterium at the initial stage to 
other species, particularly Bacteroides and anaerobic cocci with a significant presence 
of coliforms, streptococci, and clostridia. Quantitative representation of bacteria in feces 
from adults indicates the dominance of bacteria of the genera Bacteroides, Clostridium, 



Eubacterium, Lactobacillus, Streptococcus,  and Bifidobacterium; Escherichia coli 
constitutes only a minor contribution (˜1%) of the colonic microbiota. Although humans 
have not been extensively studied, experiments performed in animals of various 
species (e.g., mice and pigs) colonized with well-defined microbiota indicate that the 
composition and succession of colonization with bacteria of various species have a 
profound influence on the maturation and responsiveness of the entire immune system 
to other mucosally or systemically administered antigens ( 59 ). 

MUCOSAL ANTIBODIES

Distribution of Immunoglobulin Isotypes

Although immunoglobulin of all isotypes have been detected in human external 
secretions, their levels and relative proportions are markedly different from those 
measured in serum ( Table 2). The dominance of antibodies of the IgA isotype is a 
characteristic feature of all secretions (except those from the female and male genital 
tracts and urine), including tears, saliva, colostrum, milk, and nasal and intestinal fluids. 
However, the levels of IgA and of immunoglobulins of other isotypes in individual 
secretions vary markedly ( Table 2), partly as a reflection of the techniques used for 
their measurement, collection procedures, and humoral influences; this variation is 
especially pronounced in secretions of the female genital tract ( 60 ). Overall, the total 
immunoglobulin levels per milliliter of any external secretions are lower than those 
measured in serum. The dominance of IgA in secretions of normal individuals, that of 
IgM in secretions of some IgA-deficient patients, and that of IgG in the milk of several 
species (e.g., pigs, cows, horses) are the combined results of local tissues and glands, 
and selective, receptor-mediated transport (see later discussion).

 
TABLE 2. Levels of immunoglobulins in human external secretions (µg/ml)

Structure of Secretory Immunoglobulin A

In comparison with its serum counterpart, IgA in external secretions (S-IgA) displays 
unique structural features with regard to its molecular form, component chain 
composition, and IgA subclass distribution ( 61 ). In humans, almost all serum IgA is 
present in a monomeric (m) form (sedimentation constant 7S) and contains two heavy 



(a) and two light (? and ?) chains; approximately 85% belongs to the IgA1 subclass, and 
approximately 15% to the IgA2 subclass. Only a small but variable fraction (1% to 10%) 
of serum IgA is found in a polymeric form and contains an additional polypeptide—the 
joining (J) chain. In contrast, approximately 90% of S-IgA occurs in a polymeric form 
(dimers and tetramers with sedimentation constants 11S and 15.5S, respectively), is 
associated with the J chain and SC acquired during the transepithelial transport (see 
later discussion), and, depending on individual secretions, contains an increased 
proportion of IgA2 subclass. The structure of a typical dimeric IgA molecule are shown 
in Fig. 2. Two mIgA molecules are mutually linked by disulfide bridges through their Fc 
regions; the J chain is bound to the penultimate Cys residues of a chains. Although SC 
interacts noncovalently with the Fc regions of both monomers, it is attached by disulfide 
bridges to only one of them, and there are no covalent bonds formed between the J 
chain and SC.

 
FIG. 2. Molecular dimensions, proteolytic fragments, and domain structure of the 
human dimeric secretory immunoglobulin A1 molecule.

a Chains Mammalian a chains with molecular mass of approximately 50 kDa contain 
one variable and three constant region domains. There are high numbers of Cys 
residues involved in the formation of intrachain and interchain disulfide bridges with 
another a chain, light and J chains, and SC. In addition, a chains can form complexes 
with a number of plasma and secretory proteins, including albumin, amylase, lactoferrin, 
glycosyltransferases, and proteolytic enzymes. An unusual hinge region is present in 
the middle of the a chain of IgA1, between Ca1 and Ca2 domains ( 61 , 62 ). This 
13–amino acid–long region is reminiscent of mucin (high content of Pro, Ser, and Thr 
residues) and carries three to five O-linked oligosaccharide side chains ( Fig. 2). 
Although IgA is quite resistant to common proteolytic enzymes, the hinge region 
contains peptide bonds susceptible to the cleavage by highly substrate-specific IgA1 
proteases of bacterial origin (e.g., Streptococcus pneumoniae, Neisseria meningitides, 

Neisseria gonorrhoeae, Haemophilus influenzae,) ( 63 ). Comparative structural and 
genetic studies of IgA molecules from many species indicate that molecules of the IgA2 
subclass represent phylogenetically older forms and that the IgA1 subclass arose in 
hominoid primates by insertion of a gene segment encoding the hinge region ( 64 ). The 
Fca region and particularly its C terminal display a high degree of sequence homology 
to the µ chain of IgM, including the characteristic C terminal “tail” (an approximately 
18–amino acid extension over the C terminals of ?, d, and e chains of corresponding 



immunoglobulin isotypes) involved in the polymerization and ability of a and µ chains to 
bind the J chain. Both IgA1 and IgA2 contain 6% to 8% of glycans associated in the 
form of approximately two to five N-linked side chains within the Fc region; the hinge 
region of IgA1 also contains O-linked glycans ( 61 , 64 ). 
J Chain The J chain is a characteristic polypeptide chain present in pIgA and IgM ( 61 , 
65 ). It has a molecular mass of 15 kDa, has a single N-linked glycan chain, and displays 
an immunoglobulin domain folding pattern. Of eight Cys residues, six are involved in 
three intrachain disulfide bridges, and two participate in linkages to the penultimate Cys 
residues of a and µ chains. A very high degree of homology exists in the primary 
structures and antigenic cross-reactivities of mammalian and avian J chains, which 
indicates that the basic properties have remained conserved through evolution ( 61 ). 
The incorporation of the J chain into pIgA and IgM is essential for the ability of these 
immunoglobulins to bind SC ( 66 ). 
Secretory Component The SC is the extracellular part of pIgR that remains associated 
with pIgA or IgM after epithelial transcytosis (see later discussion). It is a heavily 
glycosylated (˜22%) polypeptide with a molecular mass of approximately 70 kDa that 
displays an immunoglobulin domain–like structure ( 67 ). Each of the five domains 
contain an intrachain disulfide bridge, and additional disulfides are present in domains 1 
and 5; labile disulfide bonds in the latter domain participate in the covalent binding of 
SC to a single monomer of pIgA. 
Assembly of Secretory Immunoglobulin A Plasma cells in mucosal tissues and 
glands assemble pIgA intracellularly from monomeric IgA (mIgA) and the J chain as a 
last step before its externalization ( 61 ). Although the incorporation of the J chain is not 
absolutely required for polymerization ( 68 ), the ability of pIgA and IgM to interact with 
pIgR expressed on epithelial cells or SC depends on the presence of the J chain, as 
demonstrated in vivo in J chain knockout mice ( 69 ) and in vitro by binding experiments ( 
65 , 70 ). J chain–containing pIgA or IgM produced by plasma cells in mucosal tissues 
and glands is recognized by pIgR expressed on basolateral surfaces of adjacent 
epithelial cells, and the pIgA or IgM–pIgR complexes are transcytosed and released at 
the apical surface (see later discussion). Consequently, the resultant molecules of 
S-IgA or secretory IgM (S-IgM) are products of two cell types: plasma cells producing 
polymeric immunoglobulin with the J chain and epithelial cells that contribute SC to the 
assembled molecules. Limited studies of IgG and immunoglobulins D and E (IgD, and 
IgE), which occur in small quantities in human external secretions, suggest that these 
immunoglobulins are structurally identical to their serum counterparts. 

Function

Large amounts of immunoglobulin are delivered onto the mucosal surfaces as the result 
of receptor-mediated transepithelial transport and passive transudation of 
plasma-derived immunoglobulin. Depending on the species and type of secretions, IgA, 
IgM, and IgG are present in variable proportions ( Table 3). Immunoglobulin of all of 
these isotypes provide, by different mechanisms, protection against pathogenic 
microorganisms, interact with commensal microbiota, and interfere with the absorption 
of undigested food antigens from the large surface area of the digestive tract ( 71 ).



 
TABLE 3. Functions/biological properties of IgA

The dominant S-IgA has several important functional advantages that render antibodies 
of this isotype and molecular form particularly suitable for functioning in the mucosal 
environment. Dimeric and tetrameric S-IgA and pentameric S-IgM display 4 to 10 
antigen-binding sites. Although of lower affinity than for example IgG antibodies of the 
same specificity, this multi-valency of polymeric immunoglobulin enhances their 
effectiveness over monomeric immunoglobulins by at least one order of magnitude. The 
presence of such low-affinity IgA antibodies that are also “polyreactive” and thus are 
capable of binding a variety of bacterial antigens and autoantigens has been 
demonstrated in human external secretions ( 72 ). Furthermore, the intrinsic resistance 
of IgA to proteolysis, enhanced by association with SC ( 73 ), is of functional advantage 
in secretions, particularly of the GI tract rich in proteolytic enzymes. Finally, because of 
the inability to activate complement and thus generate C3 and C5 fragments, IgA 
displays strong anti-inflammatory properties mediated by antibodies of other isotypes ( 
74 ). This fact is of special importance in the GI tract, in which the external milieu rich in 
microbial and food antigens and the internal milieu are separated by only a single layer 
of epithelial cells.

As demonstrated in a number of studies, mucosal immunoglobulins inhibit the 
absorption of soluble and particulate antigens from mucosal surfaces by forming large 
immune complexes ( 71 ). Furthermore, endogenous commensal microorganisms are 
coated in vivo with corresponding antibodies that, in turn, prevent their adherence to 
epithelial receptors ( 56 , 57 ). The local protective effect of antibodies of IgA and IgG 
isotypes in the intestinal tract was most dramatically demonstrated in the newborn, 
colostrum-fed, and milk-deprived piglet model: animals given orally purified milk or 



serum immunoglobulins (after the closure of intestinal barrier so that these 
immunoglobulins are not absorbed) were fully protected against infection with E. coli 
that proved to be fatal in controls deprived of immunoglobulins ( 75 ). In addition, a direct 
protective effect of monoclonal IgA antibodies with specificity to relevant viral and 
bacterial antigens has been demonstrated in a murine model ( 71 , 76 , 77 ). Such 
antibodies have been applied directly onto a mucosal surface by instillation into the 
respiratory or GI tract before or together with an infectious inoculum. In another 
approach, preformed antigen-specific pIgA or hybridoma cells producing such 
antibodies were injected systemically into mice. In this species, circulating pIgA is 
effectively transported by the hepatobiliary route into the bile and ultimately into the gut 
lumen. Such animals were subsequently resistant to a challenge with corresponding 
pathogens, including Sendai virus, influenza, respiratory syncytial virus, rotavirus, 
reovirus, S. pneumoniae, S. typhimurium, or Vibrio cholerae. In this regard, mucosal 
antibodies and especially IgA may function by two independent mechanisms. Specific 
antibodies interact with corresponding antigens through the antigen-binding site. In 
addition, glycans that are abundant on S-IgA can aggregate bacteria on the basis of the 
interaction of bacterial glycan-binding lectins with glycan side chains present on IgA 
molecules ( 71 , 71a). Consequently, such IgA-coated bacteria are prevented from 
adhering to epithelial cells expressing analogous mannose-rich glycans on their luminal 
surfaces without the need for antigen-specific antibodies.

Biologically active antigens such as viruses, enzymes, and toxins can be effectively 
neutralized by mucosal antibodies. This neutralization activity that is operational in a 
fluid phase may also extend to the intracellular compartment. Using epithelial cell lines 
that on one hand express pIgR and thus internalize pIgA and on the other hand can be 
infected with viruses, several investigators demonstrated that virus-specific pIgA also 
exhibit their in vitro neutralization activity intracellularly ( 71 , 78 ). Apparently, the 
transcytotic route of pIgA intercepts the pathways involved in virus assembly, which 
results in intracellular neutralization. Furthermore, elimination of immune complexes 
composed of noninfectious antigens, absorbed by epithelial cells and corresponding 
internalized pIgA antibodies, has been demonstrated in vitro. However, in vivo 
functionality and efficiency of this intracellular pathway of antigen disposal needs to be 
validated, as discussed elsewhere ( 71 ). Small circulating immune complexes containing 
soluble antigens and pIgA can be eliminated from the circulation into the bile by binding 
to hepatocytes that in some species (e.g., rats, mice, and rabbits) express pIgR ( 71 ). It 
appears that this mechanism of disposal of immune complexes is restricted primarily to 
species whose plasma IgA is dominated by pIgA, which in humans represents normally 
only a minor component ( 64 ). However, it is possible that immune complexes 
containing locally produced pIgA and absorbed antigens that may be formed within 
mucosal tissues are eliminated by this mechanism ( Fig. 3).



 
FIG. 3. Functions of immunoglobulin A (IgA) in external secretions and mucosal tissues. 
A: Secretory IgA can interact with luminal antigens and prevent their absorption or 
adherence to epithelial cells. B: Intracellular neutralization of biologically active antigens 
(e.g., viruses) that escape luminal exclusion or neutralization. C: Exclusion of 
antigen-IgA complexes formed within lamina propria by the polymeric immunoglobulin 
receptor–mediated mechanism.

The noninflammatory nature of IgA is probably of considerable importance for the 
maintenance of the structural and functional integrity of mucosal tissues ( 71 , 79 ). The 
concept that IgA antibodies are anti-inflammatory is exemplified by studies in which 
intact, native, and fully glycosylated human IgA antibodies failed to activate complement 
when complexed with antigens; actually in competition experiments, IgA effectively 
inhibited complement activation by IgM and IgG antibodies ( 71 ). Close examination of 
the frequently cited ability to activate complement reveals that this may result largely 
from artificial aggregation and conformational alterations caused by purification 
procedures and binding to hydrophobic surfaces in complement activation assays and 
aberrances in glycosylation frequently seen in IgA proteins ( 71 ). Indeed, specific IgA 
antibodies with modified glycan moieties have been shown to activate the alternative 
and lectin pathways of complement activation ( 71 , 71b).

Although phagocytic cells, including monocytes/macrophages and polymorphonuclear 
neutrophils and eosinophils, express receptors for the Fc region of IgA ( 80 ), the ability 
of IgA alone to effectively promote phagocytosis of bacteria remains controversial and 
depends on the experimental system used in such studies ( 71 ). However, the binding of 
IgA and IgA-containing immune complexes to such receptors may provide transducing 
signals for cell activation and proliferation, oxidative metabolism, and prompt 
degranulation of eosinophils ( 81 , 82 ) with local inflammatory consequences and 
extensive tissue damage.

The function of mucosal S-IgA also depends on the subclass distribution of specific 
antibodies ( 61 , 71 , 83 ). Naturally occurring and immunization-induced antibodies to 
protein and glycoprotein antigens are present predominantly in the IgA1 subclass, 
whereas antibodies to polysaccharide antigens, LPS, and lipoteichoic acid are mainly of 
the IgA2 subclass. Because of its unique hinge region, IgA1 is susceptible to the 
cleavage by bacterial IgA1 proteases that are considered one of the virulence factors 
produced by S. pneumoniae, H. influenzae, N. gonorrhoeae, N. meningitides,  and other 
microorganisms ( 63 ). In vitro studies indicate that bacteria coated with antigen-binding 
fragment a (Faba) are refractory to IgM- and IgG-mediated and complement-dependent 
killing action caused by the blocking. The antibacterial activity of IgA may be further 



potentiated by cooperation with innate factors of immunity, including the peroxidase 
system, mucin, lactoferrin, and lysozyme ( 71 ).

Although S-IgA is the dominant isotype in most external secretion, the protective effects 
of antibodies of IgM and IgG isotypes are evident from many studies. In external 
secretions of some IgA-deficient individuals, S-IgM and IgG may functionally 
compensate for missing S-IgA ( 84 ). Furthermore, systemic immunization, particularly 
with conjugated polysaccharide-protein vaccines, induces vigorous and long-lasting IgG 
immune responses that protect children from infections with upper respiratory tract 
pathogens that cause otitis media and meningitis ( H. influenzae, N. meningitides) ( 85 ). 
In animal species (e.g., horses, cows, pigs) in which prenatal transplacental active 
transport of IgG is not operational, consumption of milk rich in IgG is of lifesaving 
importance ( 86 ). Antibodies of this isotype are absorbed during the first 7 to 14 days of 
life from the gut into the circulation, presumably by the action of FcRn (see previous 
discussion). However, specific antibodies remaining in the gut are also protective, as 
convincingly demonstrated by passive immunization and bacterial challenge 
experiments.

Origin and Transport of Mucosal Immunoglobulins

Measurement of combined synthesis of immunoglobulin of all isotypes indicates that in 
a 70-kg individual, approximately 8 g are produced every day ( 61 , 87 ). With regard to 
individual isotypes, humans produce approximately 5 g of IgA, approximately 2.5 g of 
IgG, approximately 0.6 g of IgM, and trace amounts of IgD and IgE per day. 
Approximately one half is internally catabolized mainly in the liver, and the second half 
is actively and passively transported into external secretions ( 61 , 87 , 88 ). It is estimated 
that approximately 50% to 70% of total IgA is selectively transported into external 
secretions ( 87 ); daily, more than 3 g of IgA is deposited on a large surface area of 
mucosal membranes. Studies that addressed the tissue origin of S-IgA convincingly 
demonstrated that approximately 99% is produced locally in mucosal tissues and 
glands ( 89 , 90 and 91 ). Intravenously injected pIgA appeared in minute quantities in 
saliva and intestinal fluid, and less than 1% of monoclonal IgA appeared in saliva of 
patients with multiple myeloma, whose plasma contained high levels of pIgA with the J 
chain. Parallel distribution of IgA1- and IgA2-producing cells in mucosal and 
nonmucosal tissues and of IgA1 and IgA2 in serum and various external secretions 
provided additional evidence for the local origin of S-IgA ( 88 ). These findings, combined 
with the marked differences in antigen specificities of serum and mucosal IgA 
antibodies induced by infection or mucosal and systemic immunizations, therefore 
provide strong evidence of a relative independence of the systemic and S-IgA 
compartments ( 61 , 87 ).

Structural and Cellular Interactions in an Effective Immunoglobulin A Transport 
Detailed analyses of S-IgA structure and in vitro studies of molecular interactions have 
clearly indicated that a typical S-IgA molecule comprises two or four molecules of mIgA 
and one molecule each of the J chain and SC ( 61 ). As indicated previously, the 
incorporation of the J chain into intracellularly assembled pIgA is an essential 



requirement for its ability to interact with pIgR on epithelial cells and SC in a solution ( 66

 ). In the absence of crystallographic data, the arrangement of component chains in the 
Fc region of S-IgA remains largely speculative. Nevertheless, it appears that the 
incorporation of the J chain in pIgA and IgM results in the generation of a pIgR- and 
SC-binding site on the a chain domains and perhaps also the J chain. The receptor 
(pIgR) specific for the J chain–containing pIgA and IgM is expressed in humans on the 
basolateral surfaces of epithelial cells of the GI tract and endocervix and the acinar and 
ductal epithelia of the small and large secretory glands (e.g., lacrimal, mammary, and 
major and minor salivary glands) ( 66 , 67 ). In some species (rats, mice, and rabbits) 
pIgR is also expressed on hepatocytes ( 64 , 67 ). Structurally, pIgR comprises an 
extracellular region (called in its cleaved segment–SC) composed of five 
immunoglobulin domain–like structures with approximately 560 amino acids, a 
23–amino acid membrane-spanning region, and a cytoplasmic region with 
approximately 103 amino acids; the molecular mass of pIgR with attached glycans is 
approximately 110 to 120 kDa. The similarity of the general structural features of pIgR 
from a number of mammalian species indicates that this receptor and its ability to 
interact with pIg are conserved in phylogeny ( 64 , 67 ). The pIgA-binding site is present in 
the first, N-terminal domain of pIgR that interacts with Ca domains ( 67 ). The pIgA–pIgR 
complex is internalized, transcytosed, and finally released at the apical end of the 
epithelial cells; the entire process takes approximately 30 minutes ( Fig. 4). Signals for 
basolateral targeting of pIgR, its endocytosis, and its transcytosis are encoded in the 
cytoplasmic region of pIgR, as revealed by deletion mutants. In the final steps, pIgR is 
proteolytically cleaved, thus releasing pIgA–SC complex; the intracellular and 
transmembrane regions are endocytosed and degraded or released from the apex. Of 
importance is that the intracellular sorting and trafficking of pIgR is not dependent on 
the presence of the ligand—pIgA or IgM: pIgR by itself is processed by the same 
pathway, and a proteolytically released extracellular region of pIgR appears in external 
secretions as free SC. 

 
FIG. 4. Transcellular transport of polymeric immunoglobulin A (pIgA) by the polymeric 



immunoglobulin receptor (pIgR)–mediated mechanism and regulation of pIgR 
expression. Subepithelial plasma cells produce J chain–associated pIgA that interacts 
with the epithelial pIgR, and the pIgA-pIgR complex is transcytosed through the 
epithelial cells and released, after the proteolytic cleavage of pIgR, as secretory IgA 
(S-IgA).

Regulation of Polymeric Immunoglobulin Receptor Expression Unlike several other 
receptors, pIgR is not recycling; instead, it remains permanently associated with the 
ligand as bound SC ( 28 , 67 ). Therefore, the transport of pIgA and IgM is directly 
dependent on the availability of pIgR on epithelial cell (or hepatocyte) membrane. A 
number of substances of local and distant origin influence the pIgR expression ( Fig. 4). 
Cytokines produced locally in mucosal tissues and glands up-regulate, in an additive or 
synergistic pattern, the expression of pIgR on established epithelial cell lines, usually of 
intestinal or endometrial origin ( 28 , 67 , 88 ). The best-defined up-regulatory system 
involves the synergistic effect exhibited by IFN-? and IL-4, two cytokines that in other 
effector systems usually display antagonistic actions ( 67 ). Other cytokines such as 
TNF-a, IL-1a, IL-1ß, and TGF-ß (in rat epithelia) also up-regulate pIgR expression ( 67 ). 
Epithelial cells from the female genital tract and mammary gland express pIgR as a 
consequence of stimulation with hormones, particularly with estrogens, prolactin, and 
androgens ( 92 , 93 ). In addition, pIgR expression may be influenced by the incubation of 
epithelial cells with certain glycans (galactose), vitamin A, and microbial products ( 67 ). 
Transepithelial and transhepatocytic transport of free pIgA is essential for the protection 
of enormous surface areas of mucosal membranes (see previous discussion). In 
addition, such transport is not restricted to free pIgA; low-molecular-weight immune 
complexes composed of protein, glycoprotein, and polysaccharide antigens and 
corresponding pIgA antibodies can be cleared from the circulation by pIgR expressed 
on hepatocytes of some species, and immune complexes found within mucosal tissues 
can probably be eliminated by an analogous mechanism (see previous discussion). 
Other Immunoglobulin A Receptors The Fc region of IgA can interact with other 
receptors expressed on structurally and functionally diverse cell populations, including 
monocytes, macrophages, mesangial cells, polymorphonuclear leukocytes, eosinophils, 
epithelial cells, hepatocytes, B- and T-lymphocytes, and plasma cells ( 67 , 80 , 88 , 94 ). 
Some of these receptors have been structurally defined, and specific reagents are now 
available for their detection. The best-characterized receptor expressed on monocytes, 
neutrophils, and eosinophils recognizes Fca regions of both IgA1 and IgA2 with a 
certain degree of preference for pIgA, probably because of the presence of multiple 
binding site on pIgA. This Fca receptor, designated FcaRI (CD89) and detectable by 
monoclonal antibodies, occurs in several isoforms and is heavily glycosylated ( 67 , 94 , 95

 and 96 ). Most studies since 1990 ( 97 ) have indicated that CD89 is also present in 
minute quantities in the circulation in complexes with high-molecular-mass IgA. Detailed 
molecular properties of such complexes revealed that FcaRI and IgA are covalently 
linked, but the high-molecular-mass IgA complexes lack J chain; the authors speculated 
that the soluble FcaRI is linked to the binding site occupied in pIgA by J chain ( 97 ). 
FcaRI isolated from cells display the molecular mass of 50 to 70 kDa. This variability 
results from the different degrees of glycosylation; removal of the six N-linked and 
O-linked glycans produces molecules with masses of 32 and 36 kDa. The protein core 
comprises two immunoglobulin-like domains, a 19–amino acid transmembrane 
segment, and 41–amino acid cytoplasmic tail. Binding studies indicate that the site of 



interactions include the first extracellular domain of FcaRI and the boundary between 
Ca2 and Ca3 domains of IgA heavy chains ( 98 ). Cross-linking of FcaRI on cell surfaces 
triggers phagocytosis, generation of superoxide, and release of inflammatory mediators 
from neutrophils, eosinophils, monocytes, and macrophages. A novel receptor specific 
for the Fc regions of IgA and IgM has been described and designated as Fca/µR ( 99 ). 
This receptor is expressed on murine cells of B-lymphocyte lineage and macrophages. 
A human homolog of this receptor has been identified on the basis of sequence 
homology, but its precise cell and tissue distribution remains to be determined. 
Structurally, Fca/µR is a transmembrane glycoprotein composed of a single 
immunoglobulin-like domain. Although its function in vivo has not been determined, 
initial experiments indicate that Fca/µR mediates endocytosis of IgM-coated microbes. 
Studies ( 100 ) have demonstrated that COS cells transfected with complementary DNA 
for Fca/µR are capable of binding both human IgA and IgM but not IgG. Furthermore, 
the expression of Fca/µR appears to be up-regulated by IL-1. Previously reported 
transferrin receptor (CD71) is surprisingly effective in also binding IgA1 molecules, 
especially in their monomeric form ( 101 ). Because the binding of IgA1 is inhibitable by 
transferrin, it appears that this novel receptor binds two structurally highly dissimilar 
ligands: transferrin and IgA1. The receptor is expressed on human colonic carcinoma 
epithelial line HT-29, monomyelocytic cell line U937 cell, a B-lymphocyte cell line 
(DAUDI), and mesangial cells in kidneys of patients with IgA nephropathy. Structural 
studies indicate that under nonreducing conditions, CD71 displays a molecular mass of 
180 kDa and is composed of two homologous 90-kDa chains. Although the function of 
this receptor remains to be determined, its expression on IECs may be involved in the 
appearance of mIgA in gut secretions. The asialoglycoprotein receptor that is 
expressed abundantly on hepatocytes ( 102 ) is responsible for binding, internalization, 
and degradation of IgA and many other glycoproteins with terminal Gal and GalNAc 
residues that are recognized in the presence of Ca 2+ ( 103 , 104 ). In addition to the free 
IgA1 and IgA2 molecules, the asialoglycoprotein receptor binds and internalizes 
immune complexes containing these two isotypes. Additional incompletely 
characterized receptors for IgA have been described on epithelial and mesangial cells ( 
105 , 106 ). 

INDUCTIVE AND EFFECTOR SITES OF THE MUCOSAL IMMUNE 
SYSTEM

Organization of the Mucosal Immune System

The mammalian host has evolved organized secondary lymphoid tissues in the upper 
respiratory and GI tract regions that facilitate antigen uptake, processing, and 
presentation for induction of mucosal immune responses. Collectively, these tissues are 
termed inductive sites. Although the gut-associated lymphoepithelial tissues (GALT), 
such as Peyer’s patches (PP), the appendix, and smaller lymphoid aggregates called 
solitary lymph nodes appear to be major inductive sites in all of the most common 
experimental mammalian systems, the degree of bronchus-associated lymphoepithelial 
tissue (BALT) developed at airway branches for defense against intranasal/inhaled 
antigens differs considerably among species. In rabbits, rats, and guinea pigs, such 
BALT development is significant, whereas in humans and mice, it is negligible ( 107 ) 



unless chronic inflammation occurs ( 108 ). Instead, the major inductive tissues for 
intranasal/inhaled antigens in humans, primates, mice, and rats appear to be the 
palatine tonsils and adenoids (nasopharyngeal tonsils), which together form a physical 
barrier of lymphoid tissues termed the Waldeyer’s ring, now more frequently referred to 
as a nasopharyngeal-associated lymphoepithelial tissue (NALT) ( 109 ). To summarize, 
then, NALT and GALT in humans and mice and possibly primates and NALT, BALT 
and GALT in other experimental mammalian systems comprise a mucosa-associated 
lymphoepithelial tissue (MALT) network ( 110 , 111 ) whose integration is only partly 
understood.

There are two major features that distinguish MALT from the other systemic lymphoid 
tissues. First, the epithelium that separates the tissue from the lumen contains a 
specialized cell type now called an M cell that is closely associated with lymphoid cells. 
This epithelial cell network is termed the follicle-associated epithelial (FAE) cell. 
Second, MALT contains organized regions that include a subepithelial area (dome), 
B-cell zones with germinal centers containing IgA-committed B cells [surface IgA + (sIgA 
+) B cells], and adjacent T-cell regions with antigen-presenting cells (APCs) and high 
endothelial venules (HEVs). Naïve, recirculating B- and T-lymphocytes enter MALT 
through HEVs. Antigen-activated and memory B- and T-cell populations then emigrate 
from the inductive environment via lymphatic drainage, circulate through the 
bloodstream, and home to mucosal effector sites ( Fig. 5). These effector sites include 
more diffuse tissues in which antigen-specific T- and B-lymphocytes ultimately reside 
and perform their respective functions [i.e., cell-mediated immune (CMI), CTL, and 
regulatory functions or antibody synthesis, respectively] to protect mucosal surfaces.

 
FIG. 5. The Peyer’s patches or gut-associated lymphoepithelial tissues (GALT) consist 
of a follicle-associated epithelium with M cells and subepithelial dome (SED) region. 
Immature myeloid dendritic cells (DCs) are present in the SED, whereas mature 
lymphoid DCs characterize the T-cell areas. B cells in germinal centers are undergoing 
frequent switches to immunoglobulin A (IgA). Approximately two thirds of GALT T cells 
are CD4 + precursors of T helper cells, whereas approximately one third are precursors 
of CD8 + CTLs.



Inductive Sites

Mucosal inductive sites of the GI tract include PP, the appendix, and solitary lymph 
nodules, which collectively constitute the GALT ( 110 ), whereas the tonsils and 
adenoids, or NALT, probably serve as the mucosal inductive sites for the upper 
respiratory tract, the nasal/oral cavity, and the genitourinary tract ( 109 ). The most 
extensively studied mucosal inductive tissues are the PP of the murine GI tract, 
although several groups have also characterized NALT, albeit to a lesser extent than 
GALT, and salient characteristics of both are presented.

Gut-Associated Lymphoepithelial Tissue The initial steps involved in murine PP 
development have been studied in some detail in mice. A cluster of vascular cell 
adhesion molecule 1 + (VCAM-1 +)/intracellular adhesion molecule 1 + (ICAM-1 +) cells 
develops in the upper small intestine beginning at embryonic days 15 to 16, followed by 
the presence of cells expressing the IL-7 receptor (IL-7Ra +) at day 17.5 ( 112 ), which 
appear to be the anlage of the patch. Mice defective in IL-7Ra gene expression fail to 
form mature GALT ( 112 ). It now appears that IL-7–IL-7Ra triggering results in 
up-regulation of lymphotoxin (LT) a1ß2 membrane expression by lymphoid cells, 
including those in developing PPs ( 113 , 114 , 115 and 116 ). Furthermore, mice that lack 
LTa or LTß or that have been treated in utero with a fusion protein of LTß 
receptor–immunoglobulin fail to develop PPs or systemic lymph nodes. In addition, 
lymphoplasia ( ala/ala) mice, with a mutation in the NF?B-inducing kinase ( 117 ), which 
appears to act downstream of LTa1ß2–LTß receptor signaling, also fail to develop PPs 
( 117 ). There is evidence that a lymphoid progenitor cell from the fetal liver expresses 
a4ß7 and migrates to the PP anlage, where they ultimately develop into T, NK, 
dendritic, and LT-lineage cells ( 118 ). PPs develop during prenatal life in humans, as 
well as in sheep, pigs, dogs, and horses ( 119 ). Murine PPs contain a dome, underlying 
follicles (B-cell zones with germinal centers), and parafollicular regions enriched with T 
cells ( Fig. 5). Originally, the specialized epithelial cell covering MALT was called an 
FAE cell because it characterized the organized lymphoid tissues in the GI tract ( 120 ). 
However, the M cell was later named for its unique topical structure 
(microfold/membraneous) ( 121 ), and the entire epithelium covering MALT is now 
commonly described as an FAE type ( 122 , 123 ). The surface of the dome region is 
covered by the specialized FAE, 10% to 20% of which is composed of M cells that 
exhibit thin extensions around lymphoid cells ( 120 , 121 , 122 and 123 ). These extensions, 
which almost surround B- and T-lymphocytes and occasional macrophages (MØs), form 
an apparent pocket ( 122 ). The M cells, which have short microvilli, small cytoplasmic 
vesicles, and few lysosomes, are adept at uptake and transport of luminal antigens, 
including proteins and particulates such as viruses, bacteria, small parasites, and 
microspheres ( 123 ). Investigators in this field disagree on whether M cells are able to 
process and present antigen. Some believe that antigen uptake by M cells and 
transcellular passage results in delivery of intact antigen into the underlying lymphoid 
tissue ( 123 ). Others, however, contend that findings such as M-cell expression of class 
II MHC molecules and acidic endosomal-lysosomal compartments suggest that M cells 



may also be involved in antigen processing and presentation ( 124 ). It is possible that 
the nature of endocytosed antigen influences M-cell activation and their potential to 
express class II MHC molecules. In an important and elegant in vitro study, human 
Caco-2 cells, which are more immature enterocytes, differentiated into M-like cells when 
treated with mouse PP T and B cells or with a human B-cell line (Raji) ( 125 ). Mice that 
lack B cells (termed µMT) were also shown to exhibit fewer M cells and less 
well-developed FAE cells and PPs than did normal mice ( 126 ). These findings suggest 
that lymphocytes and especially B cells possess signaling molecules that induce M-cell 
differentiation. In addition to serving as a means of transport for luminal antigens, the M 
cells also provide an entry way for pathogens. Invasive strains of S. typhimurium initiate 
murine infection by invading the M cells of the PPs ( 127 ). Although M cells are able to 
transport luminal antigen, noninvasive strains of S. typhimurium cannot penetrate M 
cells and thus are avirulent. Reoviruses also initiate infection of the mouse through the 
M cell ( 128 ), an ability that has been associated with the reovirus sigma protein ( 129 ). 
As discussed in more detail later, NALT also has a lymphoepithelium with M cells, and 
Mycobacterium tuberculosis uses this cell type for entry into the host, with subsequent 
uptake in draining lymph nodes ( 130 ). Identification of bacterial and viral virulence 
factors associated with invasion or infection of M cells may provide tools to construct 
more efficient attenuated bacterial or viral vectors (see later discussion) or to target 
mucosal vaccines to the inductive environment of MALT. Furthermore, it is possible that 
M cells are also involved in the induction of mucosally induced tolerance (e.g., oral 
tolerance). The underlying dome region of the PP consists of sparse plasma cells, as 
well as B- and T-lymphocytes ( 111 ), and this suggests that immediate antigen 
presentation may occur in the dome area after antigen uptake. It is also possible that T- 
and B-cell interactions in the dome area provide necessary protection for the PP. The 
presence of MØs ( 131 ), including the tingible body type, suggests that significant 
apoptosis occurs, but this has not yet been proved. An immunohistological study has 
called into question whether dome MØs are indeed a major cell type ( 45 , 132 ). This 
important study has described a major APC population in the dome with characteristics 
of DCs ( 132 ). Interestingly, the dome DCs were N418 + (anti-CD11c) and could be 
differentiated from more classical DCs present in the interfollicular area (T cell zone), 
which demonstrates that two DC subsets occur in key antigen sampling areas of the PP 
( 132 ). This study also suggested that fewer numbers of B220 + B cells occur in the 
dome area of mouse GALT. Studies of the lymphocyte populations associated with 
human M-cell pockets, the area where luminal antigen may first be recognized by T- 
and B-lymphocytes, have also provided evidence for a characteristic T-cell distribution. 
For example, M-cell pockets in human PPs contain approximately equal numbers of 
CD3 + T-lymphocytes and CD19 +/CD20 + B-lymphocytes with fewer CD68 + MØs ( 122 ). 
Of the T cells in this location, approximately 75% exhibited a T helper (Th) cell 
phenotype. Distinct follicles (B-cell zones) are located beneath the dome area of PPs 
and contain germinal centers in which significant B-cell division is seen. These germinal 
centers, which contain the majority of sIgA + B cells ( 133 , 134 , 135 and 136 ), are 
considered to be sites at which frequent B-cell switches to IgA and affinity maturation 
occur. However, in contrast to immune lymph nodes and the spleen in the systemic 
compartment, plasma cell development does not occur at the germinal centers. All 
major T-cell subsets are found in the T cell–dependent areas adjacent to follicles ( 
Table 4). The parafollicular T cells are mature, and more than 97% of these T cells use 



the aß heterodimer form of the TCR. Approximately two thirds of PP aß TCR + T cells 
are CD4 + and CD8 - and exhibit properties of Th cells, including support for IgA 
responses ( 137 ). Approximately one third of the aß T cells in GALT are CD4 - and CD8 
+; this cell subset contains precursors of CTLs ( 138 , 139 ), whereas other CD8 + T cell 
subsets appear to contribute to mucosally induced tolerance (see later discussion). 

 
TABLE 4. Major mouse lymphocyte subpopulations associated with the mucosal 
immune system

Nasal-Associated Lymphoepithelial Tissue Although the mouse has been the major 
model used to study PPs, the human tonsils are the most accessible secondary 
lymphoid tissue for study of NALT, and a great deal is therefore known about the 
component cells ( 140 ). Although the palatine and nasopharyngeal tonsils (adenoids) are 
largely covered by a squamous epithelium and are often not appreciated as mucosal 
tissues, the palatine tonsils usually contain 10 to 20 crypts that increase their surface 
area. The deeper regions of these crypts contain M cells that may take up encountered 
antigens ( 140 ). The tonsils contain all major classes of APCs, including DCs and 
Langerhans cells, MØs, class II + B cells, and antigen-retaining follicular DCs in B-cell 
germinal centers. Tonsillar APCs are capable of inducing T-cell proliferative and 
cytokine responses after in vitro restimulation with appropriate vaccines such as tetanus 
and diphtheria toxoid and purified protein derivative (PPD) of Mycobacterium. 
Approximately half of tonsillar cells are B-lymphocytes and are present mainly in 
follicles-containing germinal centers ( 140 ). Most human tonsillar B cells are actually 
surface IgG-positive (sIgG +); however, significant numbers of surface IgM-positive 
(sIgM +) and sIgA + B cells are also present. Furthermore, in situ staining of B-cell 
blasts/plasma cells indicate a predominance of IgG blasts in germinal centers and of 
plasma cells in the parafollicular area. The overall percentage of IgG + cells to IgA + 
cells was 65:30 ( 140 ). The human palatine tonsil also contains a distinct subepithelial 
B-cell population that differs from both germinal center and follicular mantle B cells ( 140 

). This subset may represent the homolog of the extrafollicular B cells of the splenic 
marginal zone ( 140 ). It is not accurate to suggest that the tonsils are only a mucosal IgA 
inductive site, because of the presence of B cells committed to other isotypes, 
especially for IgG subclasses. Approximately 40% of tonsillar cells are T cells, and more 
than 98% express the aß TCR. Furthermore, somewhat higher CD4-to-CD8 ratios are 
found in tonsils (3:1) in comparison with peripheral blood or murine GALT. In summary, 
the tonsils clearly exhibit not only features of mucosal inductive sites but also 



characteristics of effector sites with high numbers of plasma cells. The role of the tonsils 
in host mucosal immunity after intranasal immunization is not yet fully established. In 
order to understand the precise contribution of NALT to the induction of IgA responses 
to inhaled antigens, studies in both mice and rats have established a NALT-like 
structure ( 109 , 141 , 142 and 143 ). The NALT consists of bilateral strips of nonencapsulated 
lymphoid tissue underlying the epithelium on the ventral aspect of the posterior nasal 
tract and exhibits a bell-like shape in cross sections ( 141 , 142 and 143 ). Although dense 
aggregates of lymphocytes have been observed in the NALT of normal mice, germinal 
centers are absent but could be induced by nasal application of antigen ( 136 ). Thus, 
uncommitted B cells (sIgM +) have been found in high proportions (80% to 85%), 
whereas low numbers of sIgA + and sIgG + B cells (3% to 4% and 0% to 1%, 
respectively) have been noted in mononuclear cells isolated from NALT ( 142 , 143 ). In 
contrast to GALT, in which a high frequency (10% to 15%) of sIgA + B cells occur, 
NALT was found to contain fewer IgA + B cells. Despite this, nasal immunization 
induces much higher numbers of IgA + than IgG + NALT B cells in the memory 
compartment, which shows the propensity of NALT for mucosal S-IgA antibody 
responses ( 144 ). Characterization of isolated NALT mononuclear cells revealed that 
approximately 30% to 40% of these cells are CD3 + T cells with a CD4/CD8 ratio of 
approximately 3.0 ( 143 ). The majority of NALT CD3 + T cells coexpress CD45RB, which 
is suggestive of naïve, resting T cells. Because transcriptional single-cell analysis 
revealed the expression of mRNA for both Th1 and Th2 cytokines, the majority of CD4 
+ T cells are considered Th0 types ( 143 ). Furthermore, stimulation through the 
TCR-CD3 complex resulted in differentiation of both Th1- and Th2-type cells. These 
results support the notion that NALT exhibits characteristics of mucosal inductive sites. 
Other Potential Mucosal Inductive Sites in Humans The follicular structures 
analogous to PPs found in the large intestine and especially in the rectum, known as 
rectal-associated lymphoepithelial tissue (RALT) ( 145 , 146 ), also show potential as an 
IgA-inductive site and as a source of IgA plasma cell precursors. As described in detail 
later in the section on mucosal immune responses, intrarectal immunization results in 
the induction of immune responses at both local and remote effector sites. Although 
local immune responses can be induced at mucosal sites devoid of organized 
lymphoepithelial tissues, analogous to PP, their magnitude is usually low. Thus, 
application or injection of antigens with or without appropriate adjuvants in the 
conjunctival sac, buccal mucosa, urinary bladder, vagina, lactating mammary gland, 
and salivary glands induces IgA and IgG immune responses at the site of immunization 
( 147 , 148 ). 

Effector Sites

After initial exposure to antigen in MALT, mucosal lymphocytes leave the inductive site 
and home to mucosal effector tissues (see later discussion). This pathway, which 
results in immunity at several mucous membrane sites, is referred to as the common 
mucosal immune system ( Fig. 4). Effector sites for mucosal immune responses include 
the lymphoid cells in the lamina propria regions of the GI, upper respiratory, and 
reproductive tracts, as well as secretory glandular tissues such as mammary, salivary, 



and lacrimal glands ( 110 , 111 , 147 ). In addition, most evidence suggests that the 
lymphocytes that reside in the epithelium (i.e., IELs) also serve as effector cells; 
however, it has been difficult to precisely define IEL functions ( 149 ) (see later 
discussion). Antigen-specific mucosal effector cells include IgA-producing plasma cells 
and B- and T-lymphocytes. IgA is the primary immunoglobulin involved in protecting 
mucosal surfaces and is locally produced in effector tissues ( 111 ). Again, the presence 
of antigen-specific S-IgA antibodies at mucosal surfaces other than the inductive site 
where antigen uptake initially occurred provides further evidence for the existence of the 
common mucosal immune system. Thus, it suggests that immunization of either NALT 
or GALT could induce mucosal immune responses in all mucosal effector tissues.

Effector mechanisms employed to protect mucosal surfaces include CTLs, as well as 
effector CD4 + Th cells for CMI (Th1) and for humoral S-IgA antibody (Th2) responses ( 
71 , 149 , 150 ). Indeed, both CTL and S-IgA responses have been associated with 
protection against infection at mucosal surfaces, and both may be important for 
resistance to or, more important, prevention of mucosal infection with viruses, including 
HIV ( 148 ). Although little information regarding protective CD4 + Th1-CMI responses is 
available, mucosal CMI appears to be important in tolerance and in control of infections 
by intracellular pathogens.

However, effector sites, which must serve as a barrier against numerous environmental 
foreign antigens and mucosal pathogens with which the inductive sites need not 
contend, offer mechanisms of protection significantly different from those at the 
inductive sites. The high concentration of IgA plasma cells [estimated at more than 10 
10 IgA plasma cells per meter of human small intestine ( 151 , 152 )] has traditionally been 
viewed as the most distinctive trait of the immunity offered at these effector sites. As 
discussed later, the murine GI lamina propria has an almost equal distribution of 
peritoneal B1 B cell–derived IgA plasma cells. Furthermore, the lamina propria of the 
gut also contains more than 50% IgA plasma cells that are B2 GALT B cell derived (see 
later discussion). However, as important, if not more so, are the large numbers of B- 
and T-lymphocytes (e.g., lamina propria lymphocytes), more than 60 % of which are T 
cells ( 153 , 154 ).

When presented with an environmental antigen, epithelial cells endocytose it and, in 
some cases, themselves express class II MHC molecules, processing antigens with 
subsequent association of immunogenic peptides with class II MHC ( 155 ). It has also 
been shown that Langerhans-like cells occur on the luminal side of the intestine at 
epithelial junctions between epithelial cells that could also provide accessory functions ( 
156 ). When confronted with microorganisms and even with soluble proteins that can 
transverse the tight junctions between epithelial cells, the APCs at the effector sites 
may process them and thereby induce B- and T-cell responses. Some investigators 
have suggested that MHC class II + sIgA + B cells may bind antigen through endocytic 
pathways and process and present peptides to CD4 + Th cells. Macrophages in lamina 
propria regions could also function in this manner for more complex antigens. Freshly 
isolated mouse intestinal lamina propria CD4 + T cells contain high numbers of 
IL-5–secreting Th2-type cells, in addition to IFN-?–secreting Th1-type cells, which 



suggests that the effector regions of the mucosal immune system are somewhat biased 
toward a Th2 phenotype ( 157 ). Furthermore, findings obtained by a single-cell 
reverse-transcription polymerase chain reaction analysis of CD4 + T cells from murine 
nasal passages revealed a high frequency of CD4 + T cells expressing Th2 
cytokine–specific mRNA ( 143 ). In summary, mucosal effector tissues contain all the 
necessary cellular components, including epithelial cells, Th1-/Th2-type CD4 + T cells, 
CTLs, and IgA-producing cells, for a multilayer barrier against the numerous 
environmental foreign antigens and mucosal pathogens.

B-Cell Compartment

Quantitative studies of the distribution of T- and B-lymphocytes in the systemic pool 
versus mucosal tissues indicate that the majority of such cells is present in the latter 
compartment ( 151 , 152 , 158 , 159 ). This difference is particularly pronounced in the case of 
plasma cells: Mucosal tissues contain approximately two to three times more plasma 
cells than do the spleen, bone marrow, and lymph nodes ( 152 ). Furthermore, in this cell 
population, there are significant qualitative differences with regard to the distribution of 
immunoglobulin isotypes between systemic and mucosal tissues: There is a 
characteristic dominance of IgG-producing cells in the systemic compartment, and 
IgA-producing cells predominate in the mucosal compartment. In humans, 
immunoglobulins produced in the systemic pool remain mostly in the circulation and 
intestinal fluid and are catabolized in the liver ( 88 ); only relatively small quantities enter 
the external secretions ( 89 , 90 and 91 ). Immunoglobulins synthesized in mucosal tissues 
are selectively transported into external secretions, and only approximately 10% or less 
appears in the circulation. This typical distribution of particular IgA is less accentuated 
in other species such as mice, rats, and rabbits, in which IgA produced in mucosal 
tissues, especially in the gut, enters the circulation in large amounts and is selectively 
transported by a receptor-mediated mechanism through hepatocytes into the bile and 
then into the gut lumen ( 64 ). Thus, in this and other species, plasma IgA reinforces 
intestinal immunity.

Phenotypes of B-cell lineage are different in the inductive sites (i.e., PPs) and effector 
sites (i.e., intestinal lamina propria and secretory glands). Specifically, the former 
tissues contain large numbers of CD19 + B cells but only a few differentiated CD38 + 
cells. The CD19 + cell population comprises surface IgD + (sIgD +) (50%), sIgA + (30%), 
and sIgG + (14%) B-lymphocytes ( 152 ). In contrast, lamina propria B cells are 
represented mostly by large cells and express CD38 with the predominance of surface 
and cytoplasmic IgA ( 152 ). Although the precise determinations of lymphocytes of B- 
and T-cell lineages are technically difficult, mainly because of the heterogeneity of B 
cells that are present at various differentiation stages, it appears that cells of both 
lineages are present in approximately equal proportions in the intestinal tissues.

Distribution of Immunoglobulin Isotypes in Effector Sites Extensive studies of the 
distribution of immunoglobulin-producing cells in various mucosal tissues and glands by 
the immunofluorescence technique and enzyme-linked immunospot (ELISPOT) 
convincingly demonstrated a remarkable preponderance of IgA cells ( 151 , 152 ) in all 



such tissues. The only exception is the uterine cervix, in which the numbers of 
IgG-producing cells are equal or slightly exceed those of IgA-producing cells ( 160 ). 
However, there are tissue-specific differences in the proportions of IgA +, IgG +, IgM +, 
and IgD + plasma cells ( Fig. 6). For example, nasal mucosa contains, on average, 69% 
IgA + cells, 17% IgG + cells, 6% IgD + cells, and 6% IgM + cells, whereas in the large 
intestine, 90% of cells are positive for IgA, 6% for IgM, and 4% for IgG ( 151 , 152 ). 
Moreover, cells producing IgA1 or IgA2 also display a characteristic tissue distribution ( 
83 , 151 , 152 , 161 ). Systemic lymphoid tissues (e.g., spleen, tonsils, lymph nodes, and 
bone marrow) and most of the mucosal tissues (nasal, gastric, and small intestinal 
mucosa and, to a lesser degree, glandular tissues) contain more IgA1- than 
IgA2-producing cells, whereas in the large intestine and the female genital tract tissues, 
IgA2-producing cells are more frequent than IgA1 cells. Although direct experimental 
evidence is not available, it has been speculated that this tissue-specific distribution of 
IgA1- or IgA2-producing cells is related to the differences in the origin of IgA1 and IgA2 
precursors and perhaps to their distinct homing patterns ( 151 , 152 ). Alternatively, 
antigen-driven clonal expansion in various mucosal tissues may also be involved. For 
example, most of the naturally occurring S-IgA antibodies to bacterial endotoxin are 
associated with the IgA2 isotype ( 83 ). Thus, it is likely that endotoxin abundantly 
present in germ-negative bacteria in the large intestine induce clonal expansion of 
IgA2-producing cells in this locale. 

 
FIG. 6. Comparative distribution and B cells in systemic and mucosal compartments. A: 
Quantitative distribution and immunoglobulin isotypes. B: Distribution of 
immunoglobulin A (IgA) subclasses. C: Distribution and properties of IgA produced in 
the systemic and mucosal compartments.

Distribution of Polymeric or Monomeric Immunoglobulin A–Producing Cells 
Analyses of molecular forms of IgA in supernatant of cells and tissue explants obtained 
from systemic and mucosal compartments, tissue perfusates, and 



immunohistochemical studies of such tissue demonstrated that separate populations of 
pIgA- and mIgA-secreting cells display a characteristic tissue distribution ( 61 , 151 , 152 ) ( 
Fig. 6). Typically, almost all IgA-producing cells in the normal bone marrow produce 
mIgA ( 61 ). The admixture of peripheral blood in the bone marrow specimens grossly 
influences the results because peripheral blood lymphocytes secrete, especially after 
stimulation, predominantly pIgA and little mIgA ( 162 ). Supernatants collected from in 
vitro cultured human lymph nodes and spleen contained both forms, usually with the 
preponderance of mIgA ( 61 ). In contrast, such supernatants or perfusates of mucosal 
tissues, especially the gut, contained pIgA as the dominant form. Examinations of sera 
and mucosal secretions, culture supernatants, and cell lysates and 
immunohistochemical studies of systemic and mucosal lymphoid tissues indicated that 
pIgA contains the J chain as a typical component and that J chain–containing pIgA is 
capable of binding to pIgR and its extracellular region, SC ( 61 , 151 , 152 ). Consequently, 
the presence of an intracellular J chain and the ability to bind SC have been taken as 
markers for pIgA- or IgM-producing cells ( 151 ). According to these criteria, almost all 
IgA plasma cells from mucosal tissues produced pIgA; in contrast, cells from the normal 
bone marrow produced mIgA ( 63 ). However, human lymphoblastoid cell lines, in vitro 
mitogen-stimulated peripheral blood lymphocytes, bone marrow plasma cells from 
patients with multiple myeloma and B-cell leukemias, and cells from mucosal tissues 
produce the J chain irrespective of the immunoglobulin isotype ( 162 , 163 , 164 and 165 ). 
Thus, mucosal IgG- or IgD-producing cells are also J chain–positive ( 151 , 152 ). 
Furthermore, IgA and IgM may be produced in polymeric forms in the absence of the J 
chain ( 68 , 69 ). Obviously, the production of the J chain is regulated independently of the 
concomitant immunoglobulin production. Although the SC binding is indicative of the 
intracellular presence of J chain–containing pIgA or IgM, it does not necessarily prove 
that all intracellular IgA or IgM is polymeric. Comparative studies of culture supernatants 
and cell lysates of human lymphoblastoid cell lines, mitogen-stimulated peripheral blood 
cells, and cells from mucosal tissue and of murine cell lines clearly document that mIgA 
is the predominant intracellular form of IgA even in cells that secrete pIgA ( 163 ). In 
summary, plasma cells in mucosal tissues differ from their systemic counterparts in a 
high level of expression of the J chain irrespective of the immunoglobulin isotype, 
dominant production of pIgA, and increased relative production of IgA2 in some tissues 
(large intestine and the uterine cervix). These structural differences in the properties of 
IgA may be related to the origin of cells (mucosal inductive sites as sources of IgA cells 
in effector sites), local regulatory mechanisms (e.g., arrays of cytokines produced by 
mucosal T cells and epithelial cells), expression of selective mucosal homing receptors 
on circulating B cells, and types of antigens present in the mucosal environment that 
may clonally expand specific antibody-secreting cells. 

T-Cell Compartment and Regulation of Mucosal Immune System

The development of mucosal immunity, inflammation, or tolerance to protein-based 
vaccines, viral and bacterial pathogens, allergens, and autoantigens requires T cells, 
including CD4 + Th1/Th2 cell subsets, CD8 + CTLs, and T-cell subsets for induction of 
mucosal tolerance ( 158 ). Furthermore, these immune responses are also regulated by 
other cell subsets, termed T regulatory (Treg) cells. Of course, B-cell commitment (µ?a 



switching) and B–T interactions that result in the induction of plasma cells producing 
pIgA are of central importance to mucosal immunity. Cytokines produced by CD4 + and 
CD8 + T-cell subsets, by classical APCs (e.g., DCs, MØs, and B cells), and by 
nonclassical APCs (e.g., epithelial cells) contribute to all aspects of normal mucosal 
immunity, tolerance, and inflammation in the immune response.

Regulatory T Cells and Cytokines in the Mucosal Immune System Treg cells that 

normally exhibit either a CD4 + or CD8 + phenotype, can be classified as (a) naïve, or 
those which have not yet encountered antigen; (b) activated (effector); and (c) memory, 
whereby both effector and memory T cells have engaged in the immune response ( 143 , 
150 , 158 ). CD8 + T cells are also classified in the same three subsets and are discussed 
later. The mucosal migration patterns of these three subsets, along with the homing of 
B-lymphocytes, form the cellular basis of the common mucosal immune system. Naïve 
CD4 + precursors of Th cells (pTh) normally recognize foreign peptide in association 
with class II MHC on APCs and express an aß TCR +, CD3 +CD4 +CD8 - phenotype. 
On the other hand, precursor CTLs (pCTLs) express aß TCRs, which usually recognize 
foreign peptide in the context of class I MHC on target cells and normally exhibit a CD3 
+CD4 -CD8 + phenotype. Thus, encounter with foreign antigen (peptides) results in 
development of effector T cells that either are Th1 cells for cell-mediated responses 
and Th2 cells for antibody responses or lyse infected target cells (CTLs). Thus, the 
MALT can be considered as significant reservoirs of pTh cells and pCTLs so that 
encounter with bacterial or viral pathogens can result in the induction of effector CD4 + 
Th cell responses and CD8 + CTL responses. 
Mucosal CD4 + T Helper Cells 

Th1 and Th2 Subsets As CD4 + Th cells mature in response to foreign antigens, they 
assume unique characteristics such as production of distinct cytokine arrays. The pTh 
cells first produce IL-2 in response to stimuli and develop into T cells that produce 
multiple cytokines (including both IFN-? and IL-4), a stage often termed Th0 ( 166 , 167 ). 
The environment and cytokine milieu greatly influences the further differentiation of 
these Th0 cells ( Fig. 7). For example, stimulation by certain pathogens such as 
intracellular bacteria leads to the differentiation of CD4 + Th1 cells that produce IFN-?, 
IL-2, and TNFs. These cells often develop after production of IL-12 by DCs or MØs ( 168 

, 169 ) activated through the ingestion of intracellular pathogens ( Fig. 7). There is 
compelling evidence that secreted IL-12 induces NK cells to produce IFN-? ( 170 ), 
which, together with IL-12, up-regulates IL-12 receptor expression on differentiating 
Th1-type cells ( Fig. 7). Furthermore, murine Th1-type responses are associated with 
development of CMI, as manifested by delayed-type hypersensitivity (DTH) and by 
B-cell antibody responses with characteristic patterns. For example, IFN-? induces 
µ??2a switches ( 171 ) and production of complement-fixing IgG2a antibodies. 



 
FIG. 7. T helper (Th) cell subset development. The cellular and cytokine environment 
induces Th0 cells to develop into either Th1 or Th2 cell subsets. Antigen-presenting 
cells (APCs) produce interleukin (IL)–12 in response to bacterial/viral infections and, 
together with interferon-? (IFN-?) produced by natural killer (NK) cells, induce mature 
Th1 cell formation. These Th1 cells express distinct chemokine receptors and, through 
IFN-? synthesis, activate occasional macrophages (MØs) and induce opsonizing 
immunoglobulin-G2a (IgG2a) antibodies. Mast cells and NK1.1 cells respond to 
enterotoxins/allergens with IL-4 production, which induces Th0?Th2 switching with 
subsequent production of IL-4, IL-5, IL-6, IL-9, IL-10, and IL-13, which help regulate 
mucosal secretory IgA and serum antibody responses.

On the other hand, exogenous antigen in mucosal environments can trigger CD4 + 
NK1.1 + T cells ( 172 ) and other precursor cells that produce IL-4 for initiation of 
Th2-type responses. CD4 + Th2-type cells also produce IL-4 for expansion of this 
subset, as well as IL-5, IL-6, IL-9, IL-10, and IL-13 ( 173 , 174 ) ( Fig. 7). This Th2 cell 
array may include production of IL-4 with other Th2 cytokines; however, individual 
cytokines are regulated through different signal transduction pathways so that not all 
Th1 or Th2 cells produce the entire array of cytokines. The production of IL-4 by Th2 
cells is supportive of B-cell switches from sIgM expression to IgG1 and to IgE 
(discussed later) ( 175 , 176 and 177 ). Furthermore, the Th2 cell subset is considered to be 
the major helper phenotype for supporting the IgA antibody isotype in addition to IgG1, 
IgG2b and IgE responses in the murine system ( 150 ). 
Mucosal Helper T Cell Clones Clones of antigen-specific PP Th cells were shown to 

support proliferation and differentiation of sIgA + B cells into IgA-producing plasma cells 
( 178 ). These Th-cell clones were derived from PPs of mice fed sheep red blood cells 
(SRBCs), and SRBC-specific Th-cell clones were categorized on the basis of the 
antibody response induced. The first category supported IgM, IgG1, and high IgA 
anti-SRBC antibody responses, and although these studies preceded discovery of Th1 
and Th2 subsets, these clones would, in retrospect, have roperties of Th2-type cells. A 
second group of clones that supported only IgA anti-SRBC antibody responses ( 178 ) 
may be considered level 2 Th2-type cells. In this regard, it was suggested that CD4 + 
Th cells preferentially producing IgA-enhancing cytokines (e.g., IL-6 and IL-10) were 
induced in a Th1-type dominant environment after oral immunization with recombinant 
S. typhimurium ( 179 ). This subset of Th2 cells was termed level 2 Th2-type cells, in 

contrast to level 1 CD4 + T cells, which produced a full array of Th2 cytokines (IL-4, 
IL-5, IL-6, IL-10, and IL-13). Furthermore, several studies have shown that both PPs 
and effector site CD4 + T cells produce IL-5, IL-6, and IFN-? ( 157 ), and this cytokine 
array may also support induction of sIgA + B cells to differentiate into IgA-secreting 



plasma cells (see later discussion). 
Mucosal Regulatory T Cells It is now accepted that subpopulations of T cells that are 

CD3 + aß TCR + and CD4 + can regulate other T cell–mediated mucosal immune 
responses. All of the T cell subsets described as follows remain incompletely 
characterized in terms of antigen specificity, their pathway of development in the 
thymus, and their mode of regulation in vivo. The T regulatory (Tr) cells appear to 
control mucosal immunity, tolerance, and inflammation to a higher degree than 
comparable Tr cell types in peripheral lymphoid tissues. The areas in which their 
existence and function are best described are regulation of µ?a switching, oral 
tolerance induction, and normal control of intestinal homeostasis and prevention of IBD 
development. Unfortunately, the Tr cells that may mediate these functions have 
somewhat different regulatory characteristics and have been given separate 
designations [Th3 cells, and T regulatory 1 (Tr1) cells]. 
Helper Th3 Cells As discussed later, cloned T “switch” (Tsw) cells induced sIgM + B 
cells to commit to sIgA expression (see later discussion). Since that early description, it 
has become clear that TGF-ß1 is the major cytokine for µ?a switching (see later 
discussion). Interestingly, the finding of CD4 + T-cell clones generated after induction of 
oral tolerance to myelin basic protein (MBP) clearly led to the description of a new 
phenotype of Tr cell. Clones of CD4 + T cells were MBP specific, and of 48 clones 
assessed, 42 produced the active form of TGF-ß1. Six clones produced high levels of 
TGF-ß1 with essentially no IL-4 or IL-10 ( 180 ). On the other hand, five clones produced 
high IL-4 and IL-10, which, of course, is typical of Th2-type cells. The authors 
suggested the existence of a TGF-ß1–producing Tr cell involved in control of mucosal 
immune responses and named it Th3 ( 180 ). This type of Tr cell is referred to in other 
sections of this chapter and book. 
Tr1 Cells In general, Tr cells do not proliferate well in vitro; this characteristic is 
reminiscent of anergic T cells. In fact, cloned anergic T cells can suppress immune 
responses in vivo, and this appears to be in part caused by effects on APCs ( 181 , 182 ). 
Thus, anergic T cells down-regulate DC expression of CD80 and CD86 in a 
contact-specific manner ( 181 ). Furthermore, anergic T cells have been shown to 
produce IL-10, which is a major characteristic of some CD4 + CD25 + Tr cells ( 183 , 184 ) 
(see later discussion). Thus, it appears that anergic T cells, through production of IL-10 
(and perhaps through other mechanisms), become Treg cells that suppress immune 
responses to other antigens ( 184 ), a process sometimes termed infectious tolerance or 
bystander suppression.  Despite their poor proliferative responses to antigen, it has 
been possible to induce populations of T-cell clones after incubation with IL-10 and 
alloantigen in humans ( 185 ) or to ovalbumin peptide in DO11.10 mice ( 186 ). The T-cell 
clones obtained had similar properties, including secretion of high levels of IL-10, some 
production TGF-ß1, no IL-4 synthesis, and poor proliferative responses. Cells with 
these characteristics are now termed Tr1 cells ( 186 , 188 ). Thus far, Tr1 and Th3 cells 
have in common the production of TGF-ß1 (Th3) or TGF-ß1 plus IL-10 (Tr1) with 
suppressive-type properties. 
CD4 +CD25 + Tr Cells Several groups have focused on naturally occurring “T 
suppressor” cells, using various models of organ-specific autoimmune or infectious 
diseases. In general, the suppressive activity is found in a rather large subset of CD3, 
aßTCR + CD4 +CD25 + T cells ( 189 ). The study of this CD4 +CD25 + Tr cell subset in 



vivo usually requires cell isolation and manipulation, followed by adoptive transfer into 
nude mice, mice with severe immunodeficiency disease (SCID), or mice with no 
recombination activating gene (RAG -/-) ( 187 ). The CD4 +CD25 + Tr cell subset can 
inhibit the development of experimental autoimmune encephalomyelitis (EAE) in 
MBP-transgenic mice ( 190 , 191 ) in a manner analogous to prevention of EAE by oral 
tolerance to MBP, and it is likely that Tr cells mediate some forms of oral tolerance (see 
later discussion). Likewise, CD4 +CD25 + Tr cells, when cotransferred with pathogenic 
CD45RB hi T cells that induce murine colitis ( 187 , 192 ), can prevent disease 
development ( 187 ). More details of mechanisms involved in Tr cell regulation of IBD are 
presented later. What is emerging from these studies is the finding that Th3, Tr1, and 
CD4 +CD25 + Tr cells may originate through a common lineage that includes anergy, 
TGF-ß1 and IL-10 production, and prevention of autoimmune diseases. 
T Cells and Cytokines for Immunoglobulin A Isotype Switching B-cell isotype 
switching and gene rearrangements are discussed elsewhere in this book. In this 
section, we focused on the role of T cells and specific cytokines that are involved in 
switches to IgA. CD4 + T cells and cytokines are essential for the generation of 
IgA-producing cells. For example, depletion of CD4 + T cell subsets in vivo with 
monoclonal antibodies (mAbs) or by knockout of the CD4 co-receptor gene markedly 
affects mucosal immune responses ( 193 , 194 ). Loss of CD4 + T cells is associated with 
diminished numbers of IgA plasma cells ( 193 ) and with deficient Th cell–regulated IgA 
responses ( 194 ). It is known that cytokines exert profound influences on B-cell switching 
from sIgM and sIgD expression to downstream isotypes, including IgG subclasses, IgE, 
and IgA. For B-cell terminal differentiation, IL-5 and especially IL-6, possibly in 
combination with other cytokines, appear essential for the continued presence of 
plasma cells undergoing high-rate secretion of IgA antibodies ( 195 ). Although many 
investigators presume that isotype switching to IgA (i.e., µ?a) occurs in mucosal 
inductive sites such as GALT and that terminal differentiation into plasma cells 
producing IgA is a major event in effector sites, only indirect evidence is at hand to 
support these assumptions. In this regard, most studies of µ?a switching have been 
performed with nonmucosal lymphoid cells, such as splenic B cells, whereas in vitro 
studies of B-cell differentiation to IgA synthesis normally employ PP B cells (a mucosal 
inductive site) to support the idea that this also occurs in effector mucosal sites such as 
lamina propria and exocrine glands. Moreover, cytokine knockout mice have been 
studied to determine the relevance of particular cytokines for mucosal immunity, an 
approach discussed later. This dogma of µ?a switching occurring only in mucosal 
inductive sites is challenged by several findings. The activation-induced cytidine 
deaminase (AID) gene, initially discovered in germinal center B cells, has been cloned 
from B lymphoma cells stimulated with CD40 ligand, IL-4, and TGF-ß that were 
undergoing µ?a switches ( 196 ). Overexpression of AID in µ + B lymphoma cells resulted 
in spontaneous class switching from IgM to IgA in the complete absence of TGF-ß or 
other cytokines ( 197 ). Mice defective in the AID gene (AID -/-) and humans with AID 
deficiency exhibit a hyper-IgM syndrome with no evidence of downstream switching ( 196

 , 197 ). However, more recent studies revealed that AID -/- mice have a subset of B220 + 
surface IgA + B cells in lamina propria (an effector site), and the presence of circles of 
“looped out” DNA suggests that µ?a switching had just occurred in this site ( 198 ). Along 



these lines, it was also revealed that B cell–deficient µMT mice also exhibit lamina 
propria IgA + plasma cells, which suggests that switches to IgA can occur even during 
pre–B cell development ( 199 ). These intriguing studies have used mouse models in 
which class switching in germinal centers is absent. Thus, µ?a B cell switches may 
occur throughout the mucosal immune system and in the complete absence of germinal 
centers. 
T Cells for µ?a Switching There is clear evidence that clones of T cells from murine 

GALT, when mixed with noncommitted sIgM + B cells, induce isotype switching to B 
cells expressing sIgA ( 200 ). The initial studies with murine Tsw cells used T-cell clones 
derived by mitogen stimulation and IL-2–supported outgrowth, and when Tsw cells were 
added to sIgM +, sIgA - B-cell cultures resulted in marked increases in sIgA + cells ( 200 

). PP Tsw cells did not induce IgA synthesis, even when incubated with sIgA + B 
cell–enriched cultures; however, addition of B-cell growth and differentiation factors 
readily induced IgA secretion ( 200 ). Additional experiments showed that Tsw cells were 
autoreactive and suggested that continued uptake of gut luminal antigens in PPs 
resulted in a unique microenvironment for T–B cell interactions and subsequent IgA 
responses ( 200 ). This result suggests that cognate interactions between Tsw and B 
cells are required for induction of the IgA class switch. It is tempting to suggest that the 
Tsw cell is analogous to Th3 cells that produce high levels of TGF-ß, perhaps in 
germinal centers of mucosal inductive sites. Other studies have revealed that T–B cell 
interactions support B-cell switches and have postulated a major role for the CD40 
receptor on germinal center B cells with CD40 ligand on activated T cells ( 201 , 202 and 
203 ). In the presence of antigen, the B cells may alter the affinity and functions of the 
antibody receptor through somatic mutation of variable region genes, with cytokines 
such as IL-4 (for IgG1 and IgE) and TGF-ß (for IgA) directing heavy chain (isotype) 
switching. Furthermore, the environment of the B cell may play a role in switching ( 136 ). 
Germane to this discussion are studies with an effective APC, the DC, which resides in 
the dome region and T-cell zones of PPs and influences switching to IgA. For example, 
coculture of activated T cells and DC from PPs with purified sIgM +, sIgA - B cells 
resulted in the synthesis of large amounts of IgA, whereas DCs and T cells isolated 
from the spleen were less effective ( 204 ). Additional studies showed that the DC–T cell 
mixture from PPs also induced isotype switching to IgA in a pre–B cell line, whereas 
DC–T cell mixtures from the spleen had no effect. Although these studies purported to 
show that the DC was the major cell type promoting B-cell switches to IgA, it remains 
possible that the PP DC–T cell mixtures harbored contaminating B cells that produced 
IgA, and more definitive proof that the DC is directly involved in B-cell switches to IgA is 
thus required. Evidence for Tsw cells in human IgA responses was presented in an 
earlier study with malignant T cells from a patient RAC (TRAC cells) who suffered from 
a mycosis fungoides/Sézary-like syndrome. The TRAC cells induced tonsillar sIgM + B 
cells to switch and secrete IgG and IgA ( 205 ). Furthermore, TRAC cells, when added to 
B-cell cultures obtained from patients with hyper-IgM immunodeficiency, induced eight 
of nine cultures to secrete IgG and three of nine to produce IgA ( 205 ). T-cell clones 
have also been obtained from the human appendix, and these clones and their derived 
culture supernatants exhibited preferential help for IgA synthesis ( 206 ). There was also 
direct evidence that CD3 +CD4 +CD8 - T cell clones induced µ?a B-cell switches and 
terminal differentiation of sIgA + B cells into IgA-producing plasma cells ( 150 ). 



Cytokines that Induce Switches to Immunoglobulin A Isotype switching involves the 
recombination between tandem repetitive DNA sequences [switch (S) regions] located 
5' of the respective heavy chain (CH) genes (see Chapter 5). Switching is an 
irreversible DNA deletional event in which recombination between upstream and 
downstream S regions forms a DNA circle containing the deleted intervening CH genes. 
Isotype switching can also be induced by cytokines in combination with activation 
signals provided by mitogens such as LPS or through the more physiological T-cell 
CD40 ligand and B-cell CD40 interactions discussed previously. The two best studied 
switch cytokines are IL-4, which induces switching to IgG1 and IgE in cultures of 
LPS-stimulated mouse splenic B cells ( 171 , 175 ), and TGF-ß, which induces µ?a 
switches, discussed in detail later. Several tangible events, including demethylation of 5' 
flanking region DNA, deoxyribonuclease hypersensitivity, and transcription of 
unrearranged CH genes, precede cytokine-induced switching. The germline transcripts 
correspond to the immunoglobulin isotype to which the B cell will switch, in which IL-4 
will induce C?1 and Ce germline transcripts before the expression of either IgG1 or IgE 
in LPS-stimulated splenic B cells. IFN-? has also been shown to induce germline C?2a 
transcription and isotype switching to IgG2a in murine splenic B-cell cultures ( 171 ). The 
germline transcription initiates 5' of the targeted CH gene upstream of so-called I-region 
exons, which contain stop codons, in all translational reading frames; thus, the resulting 
transcripts are “sterile.” I-region exons have been identified for all isotypes and 
subclasses; in general, their deletion—for example, in I-region exon–knockout 
mice—results in impaired switching to that isotype or subclass ( 207 , 208 and 209 ). An 
apparent exception has been observed for IgA switching, in which replacement of the Ia 
exon with an irrelevant human gene construct in the gene transcriptional orientation did 
not impair B-cell switching to IgA ( 210 ). These studies rule out a direct role for the 
I-region exon in controlling switch recombination. However, transcription of the Ca locus 
was found to be constitutive in the Ia-targeted mice, in contrast to other I-region 
knockout mice ( 207 , 208 and 209 ). It seems likely that cytokine-induced transcription of 
the germline transcripts themselves direct cytokine-regulated isotype switching. The 
most definitive studies to date suggest that TGF-ß is the major cytokine for B-cell 
switching to IgA ( 211 , 212 , 213 , 214 , 215 , 216 and 217 ). The first studies showed that 
addition of TGF-ß to LPS-triggered murine splenic B-cell cultures resulted in switching 
to IgA, and IgA synthesis was markedly enhanced by IL-2 ( 213 ) or IL-5 ( 217 ). The effect 
of TGF-ß was on sIgM +, sIgA - B cells and was not caused by selective induction of 
terminal B-cell differentiation. It was shown that TGF-ß induced sterile Ca germline 
transcripts ( 211 , 213 ), an event that clearly precedes actual switching to IgA. 
Interestingly, Ia-deficient mice apparently lose their requirement for TGF-ß–induced 
switching, presumably because the Ca locus is constitutively activated and LPS alone is 
sufficient for induction of µ?a B-cell switches ( 210 ). Subsequent studies showed that 
TGF-ß induced human B cells to switch to either IgA1 or IgA2, an event clearly shown 
to be preceded by formation of Ca1 and Ca2 germline transcripts ( 214 , 215 ). It can be 
presumed that TGF-ß induces µ?a switches in normal physiological circumstances, 
inasmuch as sIgM +, sIgD + B cells triggered through CD40 were induced to switch to 
IgA by TGF-ß and to secrete IgA in the presence of IL-10 ( 218 , 219 ). It should be 
emphasized that almost all studies to date with TGF-ß–induced switches have been 
done in B-cell cultures stimulated with mitogens or through co-receptor signaling ( 211 , 
212 , 213 , 214 , 215 and 216 , 219 ). These studies reveal that only 2% to 5% of B cells actually 



switch to IgA, which makes it difficult to explain the high rate of switching that normally 
occurs in PP germinal centers (> 60%). This point was addressed in a system in which 
B cells were triggered with anti-CD40 and anti-dextran, both of which mimic T 
cell–dependent and T cell–independent stimuli, respectively. It was shown that TGF-ß, 
together with IL-4 and IL-5, induced sIgA + B-cell populations of up to 15% to 20% ( 220 

). Although deletion of the TGF-ß gene would be predicted to lead to a negative 
influence on the IgA immune system, the TGF-ß gene knockout mice, unfortunately, die 
from a generalized lymphoproliferative disease 3 to 5 weeks after birth, which makes it 
difficult to use this model to investigate the role of TGF-ß in IgA regulation in vivo. 

Nevertheless, TGF-ß -/- mice exhibit low levels of IgA plasma cells in effector sites and 
low levels of S-IgA in external secretions ( 221 ), which provides evidence that TGF-ß1 is 
also important for µ?a switching in vivo. In one study, conditional mutagenesis 
(Cre/loxP) was used to knock out the TGF-ß receptor in B cells ( 222 ). Affected mice 
exhibited expanded peritoneal B-1 cells and B-cell hyperplasia in PPs and a complete 
absence of serum IgA ( 222 ). 
Regulation of Mucosal Immunity by Helper T Cell Subsets As discussed previously, 

there is clear evidence that CD4 + Th cells and derived clones from mucosal inductive 
sites can support the IgA response ( 150 , 218 ). However, it still remains to be shown that 
immune responses to mucosally presented antigens belong to distinct classes of Th1- 
and Th2-type responses. Nevertheless, it is clear that Th1 and Th2 cells are sensitive to 
cross-regulation by the opposite cell type. For example, IFN-? produced by Th1 cells 
inhibits proliferation of Th2 cells, is responsible for an isotype switch from IgM to IgG2a 
( 171 ), and inhibits isotype switching induced by IL-4 ( 223 ). Th2 cells regulate the effects 
of Th1 cells by secreting IL-10, which inhibits cytokine secretion by Th1 cells (e.g., 
inhibition of IFN-? secretion), in turn decreasing IFN-?–mediated inhibition of Th2 cells. 
Therefore, it is important to determine the antigen-specific cytokine secretion profile, as 
well as the antigen-specific IgG subclasses and IgE and IgA responses, to fully 
characterize immune responses induced by mucosal antigens. In addition to division of 
effector T cells into Th1- and Th2-types on the basis of cytokine expression profiles, it is 
also clear that both CD4 + effector and memory T cells can be defined by their 
adhesion and chemokine receptor expression ( 224 , 225 ). These molecules direct T-cell 
subsets into their functional environments in vivo. This was illustrated by a study using 
the DO11.10 ovalbumin (OVA) transgenic mouse, in which OVA peptide–specific T 
cells are recognized by the mAb KJ1-26. An aliquot of KJ1-26 + T cells was transferred 
to naïve BALB/c mice and then immunized with OVA and cholera toxin (CT) as 
adjuvant. Both B-cell help-type Th cells and those involved in inflammation were 
subsequently analyzed ( 226 ). As expected, CT induced anti-OVA antibodies of IgG1 
subclass, which indicate Th2-type help. Of importance, the immune JK1-26 CD4 + T 
cells were separable into distinct subsets on the basis of expression of adhesion 
molecules. Thus, one subset expressed an adhesion-chemokine receptor pattern 
consistent with inflammation, and a second subset a pattern associated with entry into 
B-cell follicles. The inflammatory T-cell phenotype exhibited poor B-cell help; however, 
these T cells produced higher levels of IFN-?, which was consistent with their ability to 
mediate DTH responses in skin ( 226 ). Although this model has not yet been used for 
evaluation of mucosal DTH (CMI) or B-cell help-type responses, it is clear that nasal 
antigen plus CT induces CD4 + T cells for high IFN-? production and others providing 



help for IgE responses ( 227 ). Earlier studies have shown that oral immunization with a 
combined vaccine containing protein antigens (e.g., tetanus toxoid) together with the 
mucosal adjuvant CT resulted in protein-specific CD4 + T cells in GALT and the spleen 
that preferentially produce IL-4 and IL-5 but not IFN-? or IL-2 ( 228 ). This immunization 
protocol also induces serum IgG responses characterized by high IgG1 titers with low or 
undetectable IgG2a antibodies and increased antigen-specific IgE responses ( 228 ). 
Co-administration of other antigens such as OVA or hen egg white lysozyme (HEL) with 
CT according to the same mucosal immunization schedule produced similar findings. It 
therefore appears that oral immunization with soluble proteins with CT as adjuvant 
results in the induction of Th2-type responses. Other investigators have also found that 
oral immunization of C3H/He, SWR/J, and DBA/1 mice with two doses of 200 to 1000 
µg of the soluble protein HEL and 5 to 10 µg of CT separated by 3 weeks induces 
antigen-specific IgG (predominantly IgG1), IgA, and IgE responses ( 229 ). In addition, 
systemic challenge of orally immunized mice with HEL led to a fatal anaphylactic 
reaction caused by the high levels of antigen-specific IgE ( 229 ). Oral immunization of 
C57BL/6 mice with keyhole limpet hemocyanin (KLH), CT (0.5 µg), and B subunit of CT 
(CT-B) (10 µg) on three occasions at 10-day intervals resulted in both PP and lamina 
propria lymphocyte populations that produced low levels of IL-2 and IFN-? and higher 
levels of IL-4 and IL-5. The results from this study support the conclusion that oral 
immunization with soluble protein antigen and CT as an adjuvant induces Th2-type 
immune responses. In addition to CT, heat-labile toxin (LT) from enterotoxigenic E. coli 
is an effective immunogen and adjuvant for the induction and regulation of 
antigen-specific IgA responses ( 230 , 231 ). Oral immunization with LT resulted in the 
induction of antigen-specific serum IgG and mucosal IgA responses ( 232 ), and 
assessment of LT-specific IgG subclass responses revealed high levels of IgG1, IgG2a, 
and IgG2b, which contrasted with IgG subclass responses induced by CT (e.g., 
dominant IgG1 without IgG2a). Furthermore, lower IgE responses were observed after 
oral immunization with LT than with CT ( 232 ). With regard to the profile of isotype and 
subclass of antigen-specific responses induced by orally administered LT or CT, both 
bacterial enterotoxins supported mucosal IgA responses, although LT and CT behaved 
differently for the induction of serum IgG subclass and IgE responses. Large amounts 
of IFN-? and IL-5 but little IL-4 were detected in LT-specific CD4 + T cells from PPs and 
spleen cells of mucosally immunized mice. In marked contrast to CT, LT induced both 
Th1- and Th2-type responses. The production of IFN-? by mucosally induced 
LT-specific Th1-type cells may lead to the induction of level 2 Th2-type cells, in which 
the IgA-enhancing cytokine IL-5 is produced without IL-4. In this regard, LT could be 
used as a mucosal adjuvant for induction of both Th1- and Th2-type responses after 
mucosal immunization, whereas CT could be considered as a selective Th2 inducer in 
the murine system. These findings suggest that the outcome of Th1- or Th2-type 
responses or both can be manipulated after mucosal immunization through the use of 
enterotoxins such as CT and LT. 
Cytokine Regulation of Immunoglobulin A Production Earlier studies revealed that 
addition of culture supernatants from DC–T cell clusters, T-cell clones, or T-cell 
hybridomas to cultures of PPs or splenic B cells resulted in enhanced secretion of IgA ( 
233 ). One factor responsible for this activity was subsequently shown to be IL-5 ( 217 , 234 , 
235 , 236 , 237 and 238 ). Removal of sIgA + B cells from PP B-cell cultures abrogated IgA 
synthesis, demonstrating that this cytokine affected postswitch IgA-committed B cells ( 



237 ). No in vitro stimulus was required for PP B cells, and IL-4 did not further enhance 
the effect of IL-5 ( 233 ). If splenic B cells were used, these cells required stimulation with 
LPS before increased IgA secretion occurred. With LPS-stimulated splenic B cells, the 
IgA-enhancing effect of IL-5 could be further increased by addition of IL-2 or IL-4. 
Together, these results suggest that IL-5 induces sIgA + B cells that are in cell cycle 
(blasts) to differentiate into IgA-producing cells. Interestingly, another B-cell population, 
the peritoneal cavity B-1 cells, has been shown to contain precursors of lamina propria 
IgA plasma cells ( 239 ). This population also contains cells that can be induced by IL-5 
to secrete IgA ( 195 ). Human IL-5 is thought to act mainly as an eosinophil differentiation 
factor and thus may have little effect on B-cell isotype switching and differentiation. It 
has been reported, however, that human B cells, when stimulated with the bacterium 
Moraxella (Branhamella) catarrhalis, could be induced by IL-5 to secrete IgA and also to 
possibly undergo isotype switching to IgA ( 150 , 158 , 175 , 176 and 177 ). This effect could 
not be demonstrated with other more conventional B-cell mitogens; that finding 
demonstrates the importance of the primary in vitro activation signal for B-cell switching. 
IL-6, when added to PP B cells in the absence of any in vitro stimulus, causes a marked 
increase in IgA secretion with little effect on either IgM or IgG synthesis ( 195 ). In these 
studies, IL-6 induced twofold to threefold more IgA secretion than did IL-5 ( 195 ). The 
removal of sIgA + B cells abolished the effect of IL-6, which demonstrates that, like IL-5, 
this cytokine also acted on postswitch B cells. In mice in which the IL-6 gene had been 
inactivated [IL-6 gene knockouts (IL-6 -/-)], the numbers of IgA + B cells in the lamina 
propria were markedly reduced, and antibody responses after mucosal challenge with 
OVA or vaccinia virus were greatly diminished. Although the findings from these studies 
demonstrate the in vivo importance of IL-6 for mucosal IgA responses ( 240 ), other 

studies have shown that IL-6 -/- mice exhibit normal lamina propria distributions of IgA 
plasma cells and respond to oral protein when CT is used as mucosal adjuvant ( 241 ). 
The discrepancy in these results is difficult to explain; however, it is possible that 
compensatory pathways may become activated in IL-6 -/- mice for support of IgA 
responses. Of relevance to this discussion was the finding that human appendix sIgA + 
B cells express IL-6 receptors, whereas other B cell subsets present do not. 
Furthermore, appendix B cells were induced by IL-6 to secrete both IgA1 and IgA2 in 
the absence of any in vitro activation ( 242 ). This effect was also shown in IgA-committed 
B cells, again demonstrating the importance of IL-6 for inducing the terminal 
differentiation of sIgA + B cells into IgA plasma cells. An additional Th2 cytokine, IL-10, 
has also been shown to play an important role in the induction of IgA synthesis in 
humans ( 218 , 243 , 244 ). Stimulation of human B cells with anti-CD40 and 
Staphylococcus aureus  Cowan (SAC) resulted in B-cell differentiation for IgM and IgG 

synthesis in patients with IgA deficiency. The addition of IL-10 to the anti-CD40 -- and 
SAC-stimulated B cell cultures induced IgA production ( 243 ). Cultured B cells from 
common variable immunodeficiency patients also produce IgA, in addition to IgM and 
IgG, in the presence of anti-CD40 and IL-10 ( 244 ). Furthermore, naïve sIgD + B cells 
could be induced to produce IgA after coculture with IL-10 in the presence of TGF-ß 
and anti-CD40 ( 218 ). Together, these findings demonstrate that Th2 cytokines such as 
IL-5, IL-6, and IL-10 all play major roles in the induction of IgA responses. Because IL-2 
produced by pTh or Th1-type cells has been shown to enhance IgA synthesis in 



LPS-stimulated B-cell cultures, it would be too simplistic to conclude that Th2-type cells 
and their derived cytokines are the only cytokines important in the generation of IgA 
responses ( 218 ). IL-2 also synergistically augmented IgA synthesis in B-cell cultures in 
the presence of LPS and TGF-ß ( 213 ). Although IFN-? is not directly involved in the 
enhancement of IgA B-cell responses, this cytokine has been shown to enhance the 
expression of pIgR, an essential molecule for the transport of S-IgA ( 67 ). B cells 
activated through surface immunoglobulin in the presence of IFN-? became potent 
APCs for T cells ( 245 ). In addition, IFN-? enhances the expression of B7-2, which may 
be a key co-stimulatory molecule for the induction of Th2-type cells ( 246 ). In summary, 
an optimal relationship between Th1- and Th2-derived cytokines is essential for the 
induction, regulation, and maintenance of appropriate IgA responses in 
mucosa-associated tissues. 

Mucosal Cytotoxic T Cells

In the mucosal setting, natural infection of the epithelium by enteric (e.g., rotavirus or 
reovirus) or respiratory [e.g., influenza, or respiratory syncytial virus (RSV)] viral 
pathogens leads to endogenous viral peptide processing that induces pCTLs to become 
effector (activated) and memory CTLs. Most virus-specific CTLs are CD8 + aß TCR +, 
and recognition of viral peptides is associated with class I MHC presentation by infected 
cells ( 139 , 247 ). In this regard, high numbers of CD8 + T cells reside in the mucosal 
epithelium as a subpopulation of IELs ( 248 , 249 ). These CD8 + IELs are thought to 
represent an important cytotoxic effector population that can eliminate virus-infected 
epithelial cells. When freshly isolated IELs were examined with a redirected cytotoxicity 
assay, these T-lymphocytes were found to constitutively possess lytic activity ( 250 , 251 

and 252 ).

Significant progress is being made in areas related to the roles of APCs for induction of 
pCTLs and for mechanisms of perforin-mediated ( 252 , 253 ) or Fas–Fas 
ligand–associated killing of target cells ( 254 ). Remaining issues include the importance 
of class II MHC–restricted CD4 + Th1-type (and Th2-type) cells for regulation of pCTL 
differentiation into effector and memory CTLs ( 247 ). This section briefly reviews the 
significant progress in the area of mucosal CTL induction and regulation as they pertain 
to viral infections. It should be noted that the same processes occur during host 
responses to intracellular bacteria and to tumor-associated antigens, and in certain 
mucosal parasite infestations. Although this focus is on CD8 + CTLs, cell-mediated and 
antibody-mediated cytotoxicity and NK cell activity are major responses associated with 
IELs ( 139 ).

An obvious question is how a CTL immune response is initiated, because mucosal 
inductive sites, which harbor pCTLs, are separate from effector sites, such as infected 
epithelial cells in which activated CD8 + CTLs function. A partial answer is that the M 
cell has specific receptors for mucosal viruses, best exemplified by reovirus. As 
described earlier, the reovirus sigma protein ( 123 ) enters the M cell in both NALT and 
GALT ( 128 , 255 ). It is likely, although less well documented, that other enteric viruses, 



such as rotavirus, and respiratory pathogens, such as influenza and RSV, also enter 
the mucosal inductive pathway through M cells ( 123 , 129 ). Furthermore, it is now 
established that administration of virus into the GI tract results in the induction of 
increased pCTL frequencies in PPs ( 138 , 256 ). For example, reoviruses localize to T-cell 
regions and are clearly associated both with increased CD8 + pCTLs and with memory 
B-cell responses ( 139 ). Oral administration of vaccinia virus to rats results in the 
induction of virus-specific CTLs in PPs and mesenteric lymph nodes ( 257 ). These 
findings suggest that, after enteric infection or immunization, antigen-stimulated CTLs 
are disseminated from PPs into mesenteric lymph nodes via the lymphatic drainage ( 258

 ). Furthermore, virus-specific CTLs are also generated in mucosa-associated tissues by 
oral immunization with reovirus and rotavirus ( 138 , 256 ). A high frequency of 
virus-specific CTLs was seen in PPs as early as 6 days after oral immunization. 
Moreover, virus-specific CTLs were also found among lamina propria lymphocytes, 
IELs, and spleen cells of mice mucosally immunized with reovirus or rotavirus ( 138 , 256 , 
258 ). Although mucosal effector tissues such as intestinal epithelium contain high 
numbers of ?d T cells in addition to aß T cells, virus-specific CTLs in IELs were 
associated with the latter T-cell subset ( 139 ). These studies suggest that oral 
immunization with live virus can induce antigen-specific CTLs in both mucosal inductive 
and effector tissues and in systemic lymphoid tissues.

The pCTLs induced by reovirus in GALT have been shown in kinetic studies to migrate 
to the systemic compartment ( 259 , 260 ). Such homing occurs to specialized effector 
compartments including the epithelium of the small intestine. Thus, reovirus-specific 
CD8 + CTLs are present among IELs and are associated with the aß T-cell population ( 
260 ). There also is clear that oral delivery of rotavirus induces increased pCTLs in 
GALT, which are then disseminated throughout the murine lymphoid system within 3 
weeks ( 256 ). Furthermore, effector CTLs were shown to protect against gastritis in the 
suckling mouse model ( 261 ). In a series of elegant studies whose purpose was to 
define the host determinants of rotavirus immunity, it was shown that CD8 + T cells 
mediated clearance of rotavirus infection of SCID mice ( 262 ). The murine system has 
been invaluable for discerning the pathways used by mucosal viruses and the 
importance of effector CTLs in immunity to infection. It should be kept in mind that CTLs 
do not function alone, and mucosal antibody responses are also of central importance 
in immunity. Indeed, both S-IgA antibodies and CD8 + CTLs are of central importance 
in rotavirus immunity ( 263 ).

Detailed studies of immune responses after intranasal infection with influenza virus 
have also revealed that both humoral and cellular pathways are involved in virus 
clearance ( 264 , 265 , 266 and 267 ). In this model, use of CD4–co-receptor knockouts or 
depletion of this subset did not affect induction of pCTLs or significantly alter the 
clearance of infection ( 264 , 265 , 266 and 267 ). It has been shown in mice that the lack of 
CD8 + T cells (ß 2-microglobulin knockout mice) or treatment with anti-CD8 mAbs did 
not alter clearance of influenza. These results support the presence of multiple 
pathways for immunity and suggest that CD4 + Th-cell pathways are important for 
mucosal antibody responses and CD8 + CTLs for respiratory tract immunity ( 265 , 266 



and 267 ).

Several studies have also established that effector CTLs protect mice from RSV 
infection. In one, the RSV F determinant, a 22-kDa glycoprotein, was shown to induce 
protective CTLs ( 268 , 269 ). In a separate line of investigation, the murine RSV model 
was used to determine the relative importance of CD4 + T cells, including Th1 and Th2 
subsets, which resulted in inflammation versus immunity. These ongoing studies clearly 
suggest that CD4 + IFN-?–producing Th1 cells and CD8 + T cells are associated with 
recovery, whereas CD4 + Th2-type pathways are not ( 45 , 270 ). Interestingly, priming 
with inactivated RSV or F glycoprotein induced CD4 + Th2 cells, whereas live RSV 
elicited the Th1-type pathway. In view of mucosal vaccine development for virus 
infections, these findings suggest that the outcome of Th1-type (including induction of 
CTLs) and Th2-type immune responses could be regulated by the nature and form of 
viral antigen used for immunization.

Intraepithelial Lymphocytes

The major interface between internal organs and outside environments is the columnar 
IEC layer in the GI tract. In addition to epithelial cells, the columnar epithelium includes 
a population of lymphocytes commonly termed intraepithelial lymphocytes ( 44 , 159 , 248 , 
249 ). As their name implies, IELs reside between the basolateral surfaces of epithelial 
cells. It has been estimated that one IEL can be found for every six epithelial cells ( 149 ), 
which indicates that large numbers of lymphocytes are situated in the intestinal mucosal 
tissues. These lymphocytes are continuously exposed to antigens ingested via the 
epithelial layer. It is logical to assume that IELs are important lymphoid cells that 
participate in the induction and regulation of the mucosal immune response. Indeed, on 
the basis of new information, it is now well accepted that IELs play key roles in the 
induction and regulation of intestinal and mucosal immunity.

Origin and Development of Intraepithelial Lymphocytes In general, the majority of 
human and murine IELs are classified as T cells because they express the CD3 
molecule in association with two forms of TCRs: ?d and aß ( 44 , 159 , 248 ). With regard to 
the expression of CD4 and CD8 by intraepithelial T cells, it has been shown that 
approximately 80% of these cells belong to the CD8 subset; however, a substantial 
number of IELs can be grouped as CD4-bearing cells, including CD4 +CD8 - and CD4 
+CD8 + subsets ( 44 , 159 , 271 , 272 and 273 ). The occurrence of large numbers of CD8 + T 
cells among IELs is distinct from the case of T cells residing in other lymphoid tissues. 
In addition, it is now generally agreed that approximately equal numbers of TCR?d + 
(?d) and TCRaß + (aß) T cells develop in IELs of young adult mice ( Fig. 8) ( 44 , 159 , 273 , 
274 and 275 ). 



 
FIG. 8. Unique features of intraepithelial lymphocytes.

The CD8 molecules expressed on IELs consist of either aß heterodimeric or aa 
homodimeric chains. CD8aß + IELs express Thy-1 and bear aß TCR. In contrast, 
CD8aa + IELs contain both TCR?d and TCRaß fractions, and the majority lack Thy-1 ( 
276 ). Previous studies have shown that CD4 -CD8aa + IELs, but not CD4 +CD8 - or CD4 
-CD8aß + IELs, also develop in nude mice ( 276 ). Furthermore, CD4 -CD8aa + can 
differentiate in thymectomized, lethally irradiated mice reconstituted with T 
cell–depleted bone marrow from normal mice. These findings indicate that CD4 -CD8aa 
+ IELs develop via a thymus-independent pathway, whereas CD4 +CD8 - and CD4 
-CD8aß + T-cell subsets develop in the thymus ( Fig. 8). In the case of ?d IELs, a 
number of studies using athymic nude mouse bone marrow or fetal liver–reconstituted 
irradiation chimeras have demonstrated that significant numbers of intraepithelial ?d T 
cells develop extrathymically ( 277 , 278 and 279 ). Furthermore, it has been shown that, 
before T-cell colonization of the mouse fetal thymus, rearrangements of the V?5 gene, 
the predominant V? region utilized by IELs, can be detected in the developing gut and 
liver ( 280 ). In addition, RAG1 is expressed by the subset of CD3 - IELs ( 276 , 281 , 282 ). 
Together, these results indicate that TCR?-specific gene rearrangement can occur 
extrathymically ( Fig. 8). Studies have offered one explanation for the origin of 
extrathymic IELs. Clusters of lymphocytes that express c-kit, IL-7 receptor, Thy-1, and 
LFA-1 were found to be located in crypt lamina propria (cryptopatches) of the murine 
small and large intestine, with a phenotype of CD3 -, TCRaß -, TCR?d -, sIgM-, and 
B220 - ( 383 ). When c-kit + but lineage marker–negative cells were isolated from these 
cryptopatches and adoptively transferred to SCID mice, they gave rise to intraepithelial 
?d and aß T cells in the intestinal epithelium ( 284 ), which indicates that the cryptopatch 
is a major source of mucosal IELs in the intestinal epithelium. In addition, this patch is 
an important nest for the development of extrathymic T cells associated with IELs. 
Selection and Usage of T-Cell Receptors by Intraepithelial T-Lymphocytes The 

influence of MHC antigens on TCR?d usage in CD8 + IELs has been examined with the 
use of a panreactive and Vd4 region–specific mAb, which showed that positive or 
negative selection of CD8 + ?d IELs can occur extrathymically ( 278 ). Interestingly, the 
selection of Vd4 + intraepithelial T cells occurs in a class II MHC–dependent manner, 
although these cells express the CD8 molecule ( 278 ). In this regard, it has been shown 
that the selection of peripheral CD8 + aß T cells by minor lymphocyte-stimulating (Mls) 



viral superantigens requires class II MHC expression ( 285 ). Interestingly, however, ß 

2-microglobulin–deficient mice possess a normal number of CD8 +aa intraepithelial ?d 

T cells, whereas CD8 + aß IELs are essentially absent ( 286 ), which suggests that class I 
MHC expression is not involved in the generation of ?d IELs. However, these findings 
do not preclude the possibility that this subset of IELs responds to antigens associated 
with class I MHC molecules. As described, intraepithelial CD8aa + aß T cells are 
thought to develop extrathymically. Thus, certain Vß regions (e.g., Vß6, Vß8.1, and 
Vß11) that are not expressed in peripheral T cells of DBA/2 mice (Mls a, IE +) are 
expressed in their IELs ( 159 ). Furthermore, the forbidden V regions (e.g., Vß3, Vß6, and 
Vß7) are expressed by CD8aa but not CD8aß IELs ( 159 ), which suggests that CD8aa + 
intraepithelial aß T cells develop extrathymically. However, thymus grafting experiments 
on neonatally thymectomized mice with immature-phenotype aß IELs have revealed 
that CD8aa + aß IELs can be thymus derived ( 159 ). It has also been shown that 
forbidden V-region expression is not strictly confined to the CD8aa + subset. 
Comparison of TCRaß V-region usage by CD4 +CD8aa + and CD4 -CD8aa + 
intraepithelial T-cell subsets in Mls-disparate, MHC-identical mouse strains revealed 
that in cases in which forbidden V regions are expressed by CD4 -CD8aa + IELs, the 
same TCRs are deleted from CD4 +CD8aa + IELs ( 159 ). These results suggest that 
lack of the ß chain of the CD8 molecule is not solely responsible for forbidden V-region 
expression. 
Mucosal Intranet Formed by Intestinal Epithelial Cells and Intraepithelial 
Lymphocytes IECs are in constant contact with luminal flora and often become the 
target of microbial attachment and replication, leading to the establishment of infection. 
In view of the presence of immune and inflammatory cells within the epithelium and 
their obvious changes during infection or inflammation, it is worthwhile to consider the 
role of IECs in orchestrating these responses. Because IELs are adjacent to IECs, it is 
natural to assume that cell-to-cell communication, dynamically regulated by specific 
cytokines and corresponding receptor signaling, may occur between intraepithelial T 
cells and IECs during immunological reactions and changes at the epithelium. Because 
certain IEL subsets (e.g., TCR?d + and TCRaß + CD8aa +) have been shown to 
develop extrathymically, several investigators have proposed the involvement of 
epithelial cells in the differentiation of IELs ( 159 , 287 ). For example, it is known that IECs 
constitutively express class II MHC molecules ( 44 , 159 ) and that IEC lines are capable 
of processing and presenting antigen to T cells ( 287 ). It has also been shown that class 
I MHC–like molecules such as CD1d and thymus leukemia antigen are predominantly 
expressed by IECs ( 288 , 289 ). Thymus leukemia antigen is also expressed on the cell 
surface of ?d and aß IELs ( 289 ). These results suggest that these molecules may play 
important roles in the regulation of intestinal immune responses. In support of this 
hypothesis, an aß IEL T-cell line established from human jejunum has been shown to 
exhibit CD1-specific cytotoxicity ( 290 ). However, a CD1-specific response of ?d IELs 
has not been reported. IECs have been shown to produce a number of cytokines (see 
previous discussion). Although there are many potential cytokine–effector cell 
interactions, one of the best described responses that deserves some emphasis 
involves IELs and IL-7. To this end, it was shown that murine IECs express 
IL-7–specific mRNA ( 291 ), and human IECs are also capable of producing this cytokine 



( 24 ). IL-7 supports the growth and development of intraepithelial ?d T cells, and a 
subset of ?d T cells isolated from murine epithelium expressed both IL-2– and 
IL-7–specific receptors (IL-2 and IL-7 receptors) ( 291 ). When the ?d T cells were 
incubated with an optimal concentration of IL-2 or IL-7, significant proliferative 
responses were noted ( 291 ). Other studies have also shown that mice that lack the 
common cytokine receptor ? chain (? c), a functional subunit of both IL-2 and IL-7 

receptors ( 292 ), manifest complete loss of ?d T cells ( 293 , 294 and 295 ). These results 
indicate that IL-7 secreted by IEC is essential for the activation and growth of 
intraepithelial ?d T cells. In addition to the IL-7 and corresponding receptor signaling 
cascade, stem cell factor and c-kit interactions have been shown to play important roles 
in the growth of intraepithelial T cells. Thus, although normal levels of IELs were 
detected in c-kit (W/Wv) or stem cell factor (SI/SId) mutant mice, the number of ?d IELs 
decreased beginning at 6 to 8 weeks of age ( 296 ), which indicates the importance of 
stem cell factor–c-kit interactions for IELs. Other studies have shown the effect of IL-15 
on the proliferation and maintenance of intraepithelial ?d T cells. IECs and ?d IELs 
constitutively express high levels of IL-15 and IL-15 receptor a, respectively. 
Furthermore, ?d IELs proliferate in response to IL-15 more vigorously than do aß IELs ( 
297 , 298 ). Moreover, IL-15 receptor a gene–disrupted (IL-15Ra -/-) mice are deficient in 
?d IELs ( 299 ). Together, these results indicate that the mucosal intrernet between 
epithelial cells and ?d T cells via cytokine–cytokine receptor interactions could be an 
important communication link for the development of IELs. With regard to the role of 
IELs in IEC development, it has been shown that ?d but not aß T cells obtained from 
intestinal epithelium produce keratinocyte growth factor and promote the growth of 
epithelial cells ( 300 ). Furthermore, TCR?d -/- mice have been shown to exhibit reduced 
epithelial cell turnover and down-regulated expression of class II MHC molecules ( 301 ). 
These studies provide evidence that intraepithelial ?d T cells regulate the generation 
and differentiation of IECs. 
Production of Helper T 1 and 2 Cells and Inflammatory Cytokines by 
Intraepithelial Lymphocytes Analysis of cytokine expression by IELs has shown that 
both small and large intestinal IELs equally express mRNA for IL-1, IFN-?, and TNF-a, 
whereas large intestinal IELs tend to produce higher levels of IL-2, IL-4, and IL-10 in 
comparison with small intestinal subsets ( 302 ). Both aß and ?d IEL T cells synthesize 
an array of cytokines that includes IL-2, IL-3, IL-6, IFN-?, TNF-a, and TGF-ß ( 303 ). It 
has also been shown that freshly isolated CD4 +CD8 - IEL T cells contain Th2-type 
cells, including high numbers of IL-5–secreting cells and cells secreting IL-4 and IL-6, 
whereas CD4 +CD8 + T cells include IL-5– and IL-6–producing cells, which do not 
secrete IL-4 ( 304 ). In addition to Th2-type cytokine-producing T cells, both CD4 + T-cell 
subsets contain IFN-?–secreting Th1-type cells, but neither subset synthesizes IL-2. 
Stimulation of CD4 +CD8 - and CD4 +CD8 + IELs with anti-CD3 mAb resulted in 
production of IL-2 in addition to IFN-?, IL-5, and IL-6, and this treatment stimulated CD4 
+CD8 + IELs to produce IL-4 ( 304 ). Other studies have shown that freshly isolated and 
activated TCR?d + IEL T cells express high levels of mRNA specific for lymphotactin, a 
chemokine important for CD8 + T-cell chemotaxis ( 305 ). Furthermore, human IELs have 
been shown to exhibit chemotactic activity in response to IL-8 and to chemokine 
regulated upon activation, normal T-cell expressed, presumably secreted (RANTES), 



whereas only a few lamina propria lymphocytes migrated toward IL-8, and none 
responded to RANTES ( 306 ). These results suggest that intraepithelial T cells actively 
produce cytokines and chemokines to provide specific immunological functions in the 
mucosal compartment ( Fig. 8). 
Role of Intraepithelial Lymphocytes in Mucosal Defense Because mucosal surfaces 
are portals of entry of numerous pathogens, it is logical to consider that IELs represent 
an important first line of defense against external environmental challenge. Several 
studies have shown that freshly isolated murine and human CD8 + IEL T cells are 
cytotoxic in the redirected lysis assay ( 159 , 306 ). In this assay, cells undergo reaction 
with an anti-TCR mAb and are then incubated with radiolabeled target cells, which 
allows polyclonally activated cells that exhibit cytotoxicity to be detected. Because 
splenic and lymph node CD8 + T cells are not cytotoxic unless they have been 
previously activated ( 306 ), it is assumed that IELs are activated in situ as a result of the 
constant stimulation by environmental antigens. As discussed previously, freshly 
isolated IELs do spontaneously produce cytokines. Furthermore, cytotoxic activity is 
significantly reduced in IELs obtained from germ-free mice ( 306 ). These results support 
the notion that the presence of bacterial antigen is important for the induction of 
cytotoxic activity of IELs. However, other researchers have reported that this activity is 
also observable for IELs of germ-free mice ( 250 ). Therefore, it appears that cytotoxic 
activity of murine ?d IELs was strain dependent and that the mucosal microbiota were 
not required to induce cytotoxic activity of ?d (but not aß) IELs ( 306 ). Thus, stimulation 
by bacterial antigens may not be required for cytolytic activity of ?d IELs. Another 
important aspect of the immune response at mucosal surfaces is the production of 
S-IgA antibodies. IELs produce a wide array of cytokines, including Th2-type cytokines 
such as IL-4, IL-5, and IL-6. Furthermore, a helper function of IELs has been proposed 
for support of IgA synthesis ( 271 , 304 ). Thus, IELs may be actively involved in the 
induction and regulation of S-IgA antibody responses at mucosal surfaces. It was 
shown that the number of IgA-producing cells in mucosa-associated tissues, such as 
the intestinal lamina propria of TCR?d -/- mice, was significantly lower than that 
observed in control (TCR?d +/+) mice of the same genetic background ( 306 ). In contrast, 
identical numbers of IgM- and IgG-producing cells were found in systemic 
compartments of TCR?d -/- and TCR?d +/+ mice. Furthermore, when TCR?d -/- mice 
were orally immunized with tetanus toxoid (TT) plus CT as mucosal adjuvant, 
significantly lower IgA anti-TT antibody responses were induced in PPs and the lamina 
propria than in identically treated TCR?d +/+ mice ( 306 ). In addition, TT-specific serum 
IgA antibody titers were reduced in these TCR?d -/- mice, which indicates that ?d T cells 
are involved in the induction and regulation of antigen-specific IgA antibody responses 
in both mucosal and systemic compartments ( 306 ). 

Mucosal Cell Trafficking and Homing

Several early studies demonstrated that lymphocytes circulated from blood to lymph 
nodes and that thoracic duct lymphocytes were retained primarily in the intestine. These 
findings have been reviewed ( 110 , 111 , 224 , 307 , 308 and 309 ).



A direct route for B-cell migration between PPs and the GI lamina propria was revealed 
by the finding that rabbit GALT B cells repopulated the gut with IgA plasma cells ( 307 ). 
Furthermore, the mesenteric lymph nodes of orally immunized animals were found to 
contain antigen-specific precursors of IgA plasma cells that repopulated the lamina 
propria of the gut and of mammary, lacrimal, and salivary glands ( 308 ). Studies of the 
origin, migration, and homing of lymphoid cells from mucosal inductive to effector sites 
were of basic importance for parallel attempts to induce specific immune responses. 
Consequently, specific antibodies in glandular secretions could be induced in human 
and animal experiments by oral or bronchial immunizations ( 309 , 310 and 311 ). These 
studies served as the basis for demonstrating the existence of a “common” mucosal 
immune system. This concept requires refinement because more recent studies have 
shown that migration of cells into and from NALT adheres to different rules than does 
cell migration into and from GALT and the GI tract.

Lymphocyte Homing in the Gastrointestinal Tract Lymphocytes enter mucosal or 
systemic lymphoid tissues from the blood through specialized HEVs, which consist of 
cuboidal endothelial cells ( Fig. 9). In GALT, HEV are present in the interfollicular zones 
rich in T cells ( 224 , 312 ). The endothelial venules in effector sites such as the lamina 
propria of the GI tract are less pronounced and tend to occur near villus crypt regions. 
Mucosal addressin cell adhesion molecule 1 (MAdCAM-1) is the most important 
addressin expressed by PP HEV or lamina propria endothelial venules (LPVs). 
Likewise, peripheral lymph node addressin (PNAd) and VCAM-1 are the principal 
addressins expressed by peripheral lymph node and skin HEVs, respectively. 

 
FIG. 9. Lymphocyte homing in the gastrointestinal tract. A: High endothelial venules 
(HEVs) in T-cell areas of gut-associated lymphoepithelial tissues (GALT) express 
ligands such as mucosal addressin cell adhesion molecule 1 (MAdCAM-1), intracellular 
adhesion molecule 1 (ICAM-1), and chemokine receptor 7 (CCR7). Naïve T- and 
B-lymphocytes express L-selectin and a4ß7, and lymphocyte function–associated 



antigen 1 (LFA-1) participate in rolling, binding-activation, arrest, and diapedesis into 
the HEV. Cells leaving GALT express a4ß7 +++ and LFA-1 +++. B: B- and T-lymphocyte 
receptors for ligands involved in homing into mucosal effector sites of the 
gastrointestinal tract. Essentially all T and B cells exhibit a memory phenotype with high 
expression of a4ß7 and LFA-1. The memory cells enter effector sites via the lamina 
propria endothelial venules (LPVs).

The major homing receptors expressed by lymphocytes are the integrins, a large class 
of molecules characterized by a heterodimeric structure of a and ß chains. In general, 
the type of homing receptor is determined by the integrin expressed with the a4 chain; 
the ß1 integrin characterizes the homing receptor for the skin, and the ß7 integrin 
characterizes that for the gut. Thus, the pairing of a4 with ß7 represents the major 
integrin molecule responsible for lymphocyte binding to MAdCAM-1 expressed on HEVs 
in PP and GI tract LPVs ( Fig. 9) ( 224 , 312 ). In addition to a4ß7 integrin, the C-type lectin 
family of selectins that includes L-, E-, and P-selectins also serve as homing receptors. 
L-selectin has a high affinity for carbohydrate-containing PNAd, and this 
lectin-addressin is of central importance in peripheral lymph node homing of B and T 
cells. Despite this homing pair, L-selectin can also bind to carbohydrate-rich MAdCAM-1 
and is an important initial receptor for homing into GALT HEVs. Interestingly, L-selectin 
is expressed on all naïve lymphocytes; however, memory T and B cells can be 
separated into a4ß7 hi, L-selectin +, and L-selectin - subsets. It is now clear that 
chemokines are directly involved in lymphocyte homing and that different 
chemokine-receptor pairs control migration into different lymphoid tissues. For example, 
loss of secondary lymphoid tissue chemokine results in lack of naïve T cell or DC 
migration into the spleen or PPs. Furthermore, the chemokine receptor CCR4, which 
responds to the thymus activation–regulated chemokine and macrophage-derived 
chemokine, mediates arrest of skin-homing T cells but does not affect a4ß7 hi T-cell 
migration in the GI tract. On the other hand, human memory T-cell migration into the 
lamina propria of the GI tract is mediated by the thymus-expressed chemokine (TECK); 
more specifically, gut-homing a4ß7 hi T cells express a TECK receptor, the CCR9 ( 313 ). 
Both human aEß7 + and a4ß7 hi CD8 T cells express CCR9, which suggests that 
TECK-CCR9 is also involved in lymphocyte homing and arrest of IELs in the GI tract 
epithelium ( Fig. 9). PP and GALT contain both naïve and memory T- and B-cell 
subsets, whereas the lamina propria consists of memory T and B cells and terminally 
differentiated plasma cells ( Table 4 and Fig. 9). Naïve B and T cells destined for GALT 
express L-selectin, moderate levels of a4ß7 (a4ß7 +), and LFA-1. Memory lymphocytes 
destined for the lamina propria express higher levels of a4ß7 (a4ß7 hi) and lack 
L-selectin. Initial rolling is dependent on a4ß7 interaction with MAdCAM-1 expressed on 
LPV. Activation-dependent binding and extravasation also require LFA-1–ICAM binding. 
Furthermore, it is clear that aEß7 mediates binding to E-cadherin and that CCR9 
expression may result in activation-dependent entry into the epithelial cell compartment 
( Fig. 9). Cryosections of human tissues revealed naïve T and B cells in HEV that 
expressed both L-selectin and a4ß7, whereas memory T and B cells in efferent 
lymphatic vessels expressed a4ß7 but not L-selectin ( 314 ). The majority of cells in 
mesenteric lymph nodes, including B-cell blasts, was of memory phenotype, expressed 
a4ß7, and was L-selectin lo. Of importance was that immunoglobulin-containing B-cell 
blasts expressed high levels of a4ß7. The separation of naïve and memory T and B 



cells for entry into GALT HEVs or LPVs has important implications in vaccine 
development. There is strong evidence that peripheral blood mononuclear cells that are 
assumed to home to systemic lymphoid tissues are also destined for mucosal effector 
sites in the GI tract. For example, an oral cholera vaccine elicited transient IgA 
antibody-forming cells (AFCs) in blood and subsequent IgA anti-cholera toxin AFCs in 
duodenal tissues ( 315 ). In other studies, more than 80% of AFCs from parenterally 
immunized subjects but only 40% from subjects orally immunized with a live Ty21A 
vaccine were L-selectin + ( 316 ). In a separate study, most peripheral blood AFCs 
induced after parenteral immunization were L-selectin +, whereas those induced after 
oral and rectal immunization were predominantly a4ß7 + IgA AFCs but also included 
some IgG AFCs ( 317 , 318 ). It is now well established that epithelial cells in the GI tract 
roduce TECK, and this molecule selectively chemoattracts committed IgA B cells to 
lamina propria regions ( 319 , 320 ). Interestingly, AFCs expressed both L-selectin and 
a4ß7 homing receptors after nasal immunization. These results indeed suggest that 
enteric immunization of GALT triggers a4ß7 + memory B cells, which then migrate into 
the bloodstream. Antigen-specific a4ß7 + human T cells also appear to be induced in 
GALT, inasmuch as oral immunization with KLH followed by systemic boosting yielded 
peripheral blood mononuclear cells with KLH-specific, a4ß7 + T cells ( 321 ). 
Lymphocyte Homing in Nasal-Associated Lymphoepithelial Tissue and 
Lung-Associated Tissues Unlike PP HEVs, which are found in T-cell zones, murine 
NALT HEVs are found in B-cell zones and express PNAd either alone or associated 
with MAdCAM-1 ( 322 ). Furthermore, anti-L-selectin but not anti-MAdCAM-1 antibodies 
blocked the binding of naïve lymphocytes to NALT HEVs, which suggests predominant 
roles for L-selectin and PNAd in the binding of naïve lymphocytes to these HEVs. Early 
induction of VCAM-1, E-selectin, and P-selectin in the pulmonary vasculature was 
reported during pulmonary immune responses with an initially increased expression of 
P-selectin ligand by peripheral blood CD4 + and CD8 + T cells ( 323 ). The number of 
cells expressing P-selectin ligand then declined in the blood as they accumulated in the 
bronchoalveolar lavage fluid. The very late antigen (VLA) 4 could be an important 
adhesion molecule involved in the migration of activated T cells into the lung, because 
migration of VLA-4 + cells into bronchoalveolar fluid is impaired after treatment with 
anti-a4 antibodies. Other investigators have shown that antigen-specific L-selectin low 
CTL effectors rapidly accumulate in the lung after adoptive transfer to naïve mice with 
reduced pulmonary viral titers early during infection. An interesting approach used to 
address the homing of human cells in the NALT was the analysis of tissue-specific 
adhesion molecules after systemic, enteric, or nasal immunization ( 320 ). This study 
showed that, after systemic immunization, most effector B cells expressed L-selectin 
and only few cells expressed a4ß7, whereas after enteric (oral or rectal) immunization, 
the opposite held true. Interestingly, effector B cells induced by nasal immunization 
displayed a more promiscuous pattern of adhesion molecules: A large majority of these 
cells expressed both L-selectin and a4ß7 ( 322 ). The existence of a common mucosal 
immune system has become almost a matter of dogma, and so the homing pattern that 
has been elucidated in the GI tract after immunization of GALT has been taken as a 
model for all mucosal immune sites. However, the more recent studies summarized 
previously suggest instead that the specific set of homing receptors and ligand 
addressins expressed in the GI tract are absent in NALT or associated lymph nodes. 



The failure of human tonsillar cells to demonstrate selective a4ß7 expression and the 
lack of MAdCAM-1 expression on tonsil or adenoid HEVs make it likely that gut-homing 
does not extend to human NALT and associated lymph nodes. It is likely that memory T 
and B cells from the gut may enter NALT for additional priming and reprogramming of 
homing receptors. Likewise, memory T and B cells induced in NALT may traffic to lung 
and genitourinary tract tissues, as well as to the GI tract. Thus, the rules for the homing 
of naïve T- and B-cell precursors into NALT as well as the homing program imprinted 
upon memory and effector lymphocytes, which supports their selective entry into the 
upper respiratory and genitourinary tracts, must be more clearly defined. 

MUCOSAL IMMUNE RESPONSES

Mucosa-associated lymphoid tissues are the principal sites of continuous stimulation of 
the entire immune system with diverse environmental antigens of microbial and food 
origin. As a consequence of these constant exposures to environmental antigens, a 
broad spectrum of immune responses, including humoral and cellular immunity in both 
mucosal and systemic compartments, is induced ( 147 , 148 ). In addition to such 
responses mediated by mucosal and plasma antibodies and effector T cells, antigen 
ingestion profoundly influences systemic immunity. A state of systemic 
unresponsiveness called mucosal tolerance may also develop in parallel, depending on 
the dose, frequency, type of antigen and delivery system, site of application, and 
species and age of the individual ( 324 , 325 ). As described later, mucosal tolerance is 
mediated by special subsets of Treg cells and their respective products. Mucosal 
surfaces are also the most frequent portals of entry of common viral, bacterial, fungal, 
and parasitic agents that cause both local and systemic infectious diseases. Therefore, 
numerous studies have been conducted to harness the enormous potential of the 
mucosal immune system to induce protective responses at the site of entry of infectious 
agents ( 147 , 148 , 326 ). However, because of the difficulties with dosing of relevant 
antigens, their limited absorption and proteolytic degradation, unique antigen delivery 
systems have been explored to avoid such problems ( 326 ). Although so far limited in 
their spectrum and frequency of use, mucosally administered vaccines are gaining in 
acceptance, particularly thanks to the remarkable advances in technologies applicable 
to the effective mucosal delivery of bacterial and viral proteins, glycoproteins, and DNA 
in combination with mucosal adjuvants. The route of infection or immunization, as well 
as the nature of antigen and the antigen-delivery system, greatly influences the 
magnitude and quality of the ensuing immune response. In general, the presence of 
mucosal inductive sites in a given locale, such as intestinal PPs, results in the 
stimulation of local and generalized mucosal immune responses, manifested by the 
parallel appearance of antibodies, predominantly of the IgA isotypes, at remote mucosal 
effector sites as a result of the dissemination of cells through the common mucosal 
immune system ( 147 , 148 ). In contrast, infection or immunization at sites devoid of the 
inductive lymphoepithelial structures (e.g., the conjunctiva and the female genital tract), 
the immune responses remain localized to the exposure site and are limited in their 
magnitude ( 147 ).

Intestinal Infections and Immunizations



The earlier appearance of specific antibodies in intestinal secretions rather than in 
plasma of individuals infected with intestinal pathogens (e.g., Salmonella or Shigella 
organisms) was noted in pioneering studies of Besredka ( 327 ). Stimulation of local and 
generalized mucosal immune responses can be achieved by ingestion of antigens or 
their introduction by the rectal route. The former route exploits the inductive potential of 
lymphoepithelial tissues distributed in the small intestine, whereas the latter route 
stimulates primarily cells accumulated in structures termed rectal tonsils ( 145 , 146 ). 
Interestingly, the rectal route appears to also be effective, at least in some experiments, 
in inducing humoral responses in the female genital tract secretions ( 328 ). A 
comparative study ( 318 ) of the immune responses to S. typhi Ty21a live attenuated 
vaccine given in the same dose orally or rectally demonstrated that administration via 
both routes resulted in the appearance of antibody-secreting cells in peripheral blood; 
the immune responses were similar with regard to the kinetics of appearance, the 
numbers of cells and their immunoglobulin isotypes, and the expression of the mucosal 
homing receptor a4ß7. Oral immunization elicited more pronounced responses in saliva 
and vaginal secretions, whereas rectal immunization was more effective in inducing 
specific antibodies in nasal and rectal secretions.

Extensive studies of oral immunization of humans and animals with killed bacteria and 
their products or with inactivated viruses clearly demonstrated that the 
antibody-secreting cells are easily detectable, for 1 week, in peripheral blood 
approximately 5 days after immunization, and specific antibodies become detectable 2 
to 3 weeks later in parallel in tears, saliva, milk, and intestinal and genital tract 
secretions. However, the magnitude of responses in individual secretions may be 
substantially different; in some studies, serum antibodies were absent ( 147 , 148 , 324 , 325 

). Qualitatively and quantitatively different responses have been observed in studies 
using live viruses (e.g., polio virus) and bacteria or adjuvants that may accentuate both 
mucosal and systemic responses and alter the antibody isotypes ( 147 , 326 ). Because of 
the availability of not only various external secretions but also, most important, cells 
from all systemic and mucosal tissues that are furthermore amenable to detailed 
phenotypic and functional analyses, studies performed in animal models, particularly 
mice, have provided a much more comprehensive picture concerning the regulation of 
humoral and cellular immune responses ( 148 , 324 ).

The nature of the delivery system of antigen and the route of immunization influence 
the nature of Th cell subsets induced and markedly affect the outcome of systemic and 
mucosal immunity ( 325 , 326 , 329 ). For example, use of native CT or nontoxic mutants of 
CT with vaccines given orally or nasally tend to induce CD4 + Th2-type cells with 
characteristic serum IgG1, IgG2b, IgE, and IgA and mucosal S-IgA responses ( 228 ). 
Both PPs and lamina propria lymphocytes, when restimulated with TT or KLH, 
produced significant quantities of IL-4 and IL-5, with minimal levels of IFN-? and IL-2. 
Thus, several studies now support the notion that oral immunization with soluble 
proteins and CT as an adjuvant induce Th2-type responses that provide help for 
characteristic serum IgG1 and IgE and for mucosal S-IgA antibodies. On the other 
hand, oral immunization with recombinant bacteria (e.g., Salmonella)–expressing 

proteins tend to induce not only CD4 + Th1-type cells and CMI but also characteristic 



CD4 + Th2 cells. These CD4 + Th2 cells produce cytokines such as IL-5, IL-6, and 
IL-10, which appear to support mucosal S-IgA responses ( 179 ).

Attenuated avirulent Salmonella strains have received considerable attention as 
mucosal vaccine delivery vectors for recombinant proteins associated with virulence ( 
326 , 330 , 331 ). After oral administration, Salmonella organisms replicate directly in the 
mucosa-associated tissues (e.g., PPs) and thereafter disseminate via the GALT to 
systemic sites (e.g., spleen). This characteristic dissemination pattern of growth in both 
mucosal and systemic sites allows Salmonella organisms to induce broad-based 
immune responses, including cell-mediated and serum IgG and mucosal S-IgA antibody 
responses. Although a large number of genes from bacteria, viruses, parasites, and 
mammalian species have been expressed in attenuated Salmonella organisms, few 
studies have fully characterized both T- and B-cell responses to the expressed protein 
antigen. In particular, the balance between antigen-specific CD4 +, Th1, and Th2 cells 
and their subsequent influence on subclass-specific IgG and mucosal IgA responses 
has received little attention in these systems. Such clarity is paramount to the 
development of delivery protocols that will provide the appropriate immune response to 
a given pathogen.

Nasal and Upper Respiratory Tract Immunization

Immune responses induced by infections or immunization through the nasal mucosa 
and oropharyngeal lymphoid tissues (Waldeyer’s ring) have been evaluated with 
particular emphasis on local respiratory tract pathogens such as influenza, 
parainfluenza, and RSV ( 332 ). Individuals naturally infected or locally immunized with 
attenuated viruses responded by formation of S-IgA and IgG antibodies in nasal 
secretions and also in saliva ( 332 , 333 , 334 and 335 ). In addition, virus-specific antibodies 
are also detectable in sera of infected and immunized individuals. In general, intranasal 
immunization, in contrast to intestinal administration, induces prominent systemic 
responses manifested by the presence of antibody-secreting cells in peripheral blood 
with mucosal and systemic homing receptors ( 320 ) and by serum antibody responses. 
Examination of other external secretions of nasally immunized humans and animals 
revealed another significant feature: the female genital tract secretions contained high 
levels of antimicrobial antibodies of IgA and IgG isotypes, which in some experiments 
were higher than those induced by local, oral, rectal, or systemic immunizations ( 328 ). 
Thus, it appears that the nasal exposure to antigens is the route of choice for the 
induction of female genital tract responses. Because levels of neither IgG nor IgA 
antibodies present in vaginal washes were correlated with serum antibody response, it 
is assumed that antibodies of both isotypes are produced locally by numerous IgG and 
IgA plasma cells dispersed mainly in the uterine cervix.

Several studies indicate that soluble vaccine components with mucosal adjuvants such 
as CT (as well as protein–CT-B conjugates) and use of attenuated vectors further 
enhance the magnitude of immune responses induced by nasal immunization. A series 
of extensive experiments using the influenza virus model demonstrated that nasal 
immunization with influenza virus vaccine provides more effective protective immunity 



than does oral immunization ( 326 ). Nasal immunization with trivalent vaccines in the 
presence of CT-B containing a trace amount of A subunit provided cross-protection 
against a broad range of viruses ( 326 ). It was also shown that nasal immunization with 
influenza virus vaccine with LT-B (containing a trace amount of LT) induces 
antigen-specific immune responses in humans ( 326 ). These findings shown that an 
appropriate nasal vaccine with mucosal adjuvants can provide effective immunity 
against infection.

Several studies performed in animals can be used to illustrate principles associated 
with nasal immunization. In one study, nasal administration of inactivated RSV with CT 
resulted in nasal IgA and serum IgG anti-RSV responses ( 336 ). Analysis of IgG 
subclasses suggests that both IgG1 and IgG2a are induced. Interestingly, infection with 
RSV and subsequent Th1-type responses are characterized by a favorable outcome, 
whereas Th2-type responses are associated with significant disease ( 336 ). Nasal 
immunization with the C fragment of TT and with CT as adjuvant resulted in serum 
antibody responses characterized by comparable IgG1, IgG2a, and IgG2b anti-fragment 
C titers, which suggests that the use of CT as an adjuvant with fragment C induces a 
response characterized by both Th1- and Th2-type responses ( 337 ). However, when 
fragment C is administered nasally with pertussis toxin (PT) or a mutated form of PT 
known as PT-9K/129G as mucosal adjuvants, anti-fragment C IgG1 predominates, 
which suggests that an immune response biased toward the Th2 type has been 
induced. Direct comparisons between CT and PT or PT-9K/129 in this study are difficult 
because the use of CT is associated with much more potent anti–fragment C IgG 
responses.

Functional analogy between NALT and GALT is further manifested by the participation 
of both sites in the induction of mucosal tolerance. Soluble antigens administered 
nasally with or without suitable mucosal adjuvants result in systemic unresponsiveness ( 
324 , 338 ). For example, in animal models of allergic encephalomyelitis, collagen-induced 
arthritis and diabetes, relevant antigens linked to CT-B and applied nasally before 
systemic immunization (which in the absence of mucosal immunization results in the 
development of respective autoimmune reaction) inhibited the development of disease ( 
339 ). In comparison with antigen ingestion, nasal immunization has several important 
advantages. Because of the limited degradation by proteolytic enzymes abundant in the 
GI fluid, lower doses of antigens are required for nasal immunization to achieve the 
same results (induction of humoral responses or tolerance or both). Furthermore, 
because of the relative paucity of competing antigens in the nasal cavity in contrast to 
the plethora of food and microbial antigens in the gut, concomitantly used mucosal 
adjuvants enhance immunization with a much greater selectivity of responses to desired 
antigens without stimulating responses to bystander antigens.

It has been suggested that the tonsils may also serve as a source for precursors of IgA 
plasma cells found in the upper respiratory tract, the salivary glands, and perhaps the 
lactating mammary glands ( 140 ). Indeed, the immune response to the oral poliovirus 
vaccine in tonsillectomized children, whose secretions display reduced S-IgA levels, is 
inferior to that induced in children with intact tonsils ( 340 ). However, direct unilateral 
injection CT-B and TT into human tonsils resulted in the induction of dominantly local 



IgG response in the injected tonsil ( 341 ). Although anti–CT-B– and anti-TT–producing 
cells were detected in peripheral blood, the immune responses were not disseminated 
to remote mucosal effector sites.

Immune Responses in the Genital Tract

As described previously, the mucosal immune systems of the female and male genital 
tracts display several features distinct from other mucosal sites, such as the absence of 
lymphoepithelial structures analogous to intestinal PPs and dominance of 
IgG-producing cells in tissues and IgG in cervical mucus, vaginal washes, and semen ( 
328 ). Furthermore, an inability or reduced ability to respond to allogeneic (in females) 
and autologous (in males) spermatozoa is of critical importance in the preservation of 
species.

Studies of immune responses to agents infecting the genital tract are hampered by 
problems associated with the acquisition of adequate samples, contamination with 
plasma, and technical difficulties with measurement of strictly mucosal antibodies. 
However, a common finding is beginning to emerge: Immune responses induced by 
genital tract infections and local immunization without adjuvants (e.g., CT or CT-B) are 
weak at best ( 328 ). For example, local infections with N. gonorrhoeae, Chlamydia 
trachomatis, human papilloma virus, and HIV-1 in genitally exposed but uninfected 
women are unimpressive or even absent, whether measured in terms of IgA and IgG 
antibodies in local secretions and serum, and cell-mediated responses ( 328 , 342 , 343 , 344 

, 345 and 346 ). Obviously, repeated genital tract infections with N. gonorrhoeae do not 
confer desired immunity.

Numerous experiments concerning local induction of antibody responses in the female 
genital tract secretions of experimental animals yielded varying results, dependent on 
the species, type, site, frequency of antigen application, and use of adjuvants ( 328 ). 
Although repeated administration of antigens with adjuvants or infection with live viruses 
generated local immune responses ( 343 , 344 , 347 , 348 and 349 ), antibodies were absent or 
present in low levels in secretions of remote glands, probably because of the lack of 
organized inductive sites, equivalent to PPs, in the genital tract. However, systemic 
immunization followed by local mucosal booster or targeted immunization in the vicinity 
of local lymph nodes enhanced genital tract responses ( 348 ).

Remarkably, intranasal immunization performed in several animal species (mice, rats, 
rabbits, and rhesus macaques) and in humans, particularly with the use of adjuvants, 
proved to be effective in the induction of humoral responses in the female genital tract ( 
328 , 343 , 350 , 351 , 352 and 353 ). Furthermore, sequential combination of several 
immunization routes (systemic, oral, rectal, vaginal, tracheal, or nasal) generated better 
results than repeated immunization at a single site ( 328 ). Oral or rectal immunizations of 
women without subsequent boosting by another mucosal route (including vaginal) or 
use of adjuvants has not been particularly effective in stimulating vigorous humoral 
responses ( 328 , 344 ).



Other Immunization Sites

Local application of antigens to the surface of the eye may induce antibody responses 
in all major isotypes, usually with dominance of IgA ( 147 , 354 ). However, the drainage of 
the conjunctival sac through the nasolacrimal duct may lead to the stimulation through 
NALT and perhaps GALT. Indeed nasal, oral, and even rectal immunizations may 
induce specific IgA and IgG antibodies in tears ( 318 ). Results of immunization studies to 
induce ocular immunity in humans and many animal species have been 
comprehensively reviewed ( 354 ).

Injection of antigens dispersed in various adjuvants into salivary and lactating mammary 
glands stimulates local humoral responses, often dominated by IgG rather than IgA, 
restricted to the immunized gland ( 147 ). Because of the commonly encountered local 
inflammatory response caused mostly by the adjuvants, the normal function of such a 
gland may be compromised. Retrograde immunization of mammary glands through 
teats of lactating cows with killed bacteria has been performed on experimental basis in 
veterinary medicine to prevent mastitis ( 147 ).

Mucosal Adjuvants and Antigen-Delivery Systems

Because of the proteolytic degradation of antigens and effective innate factors 
operational at mucosal surfaces, only minute quantities of antigens are taken up to 
generate immune responses. To circumvent these limitations, a number of strategies 
have been considered to enhance mucosal and systemic, humoral and cellular 
responses or to induce systemic unresponsiveness and mucosal tolerance ( 324 , 325 and 
326 ). Some of the promising approaches are briefly described as follows.

Bacterial Enterotoxins and their Nontoxic Derivatives Two bacterial enterotoxins 
(CT and LT) are now recognized as very effective mucosal adjuvants for the induction 
of both mucosal and systemic immunity to co-administered protein antigens. CT 
consists of two structurally and functionally separate A and B subunits ( 355 ). CT-B 
consists of five identical 11.6-kDa peptides that bind to GM1 gangliosides ( Fig. 10). 
The binding of CT-B to GM1 gangliosides on epithelia allows the A subunit to reach the 
cytosol of target cells, where it binds to nicotinamide adenosyl dinucleotide phosphate 
and catalyzes the adenosine diphosphate (ADP) ribosylation of G protein sa. The latter 
guanosine triphosphate–binding protein activates adenyl cyclase with subsequent 
elevation of cyclic adenosine monophosphate in epithelial cells, followed by secretion of 
water and chloride ions into the intestinal lumen. LT from E. coli is closely related to CT, 
and the amino acid sequences of the two are 80% homologous ( 355 ). Although both CT 
and LT bind GM1 gangliosides, LT also exhibits an affinity for GM2 and asialo-GM1 ( 230

 , 355 ). In order to circumvent toxicity linked to these enterotoxins, two strategies—(a) 
generation of mutant CT and mutant LT molecules devoid of their toxic activity ( 43 , 356 , 
357 , 358 and 359 ), and (b) replacement of the toxic A subunit with an antigen ( 360 )—have 
been developed. The first approach involves the introduction of single–amino acid 
substitutions in the active site (i.e., the site responsible for the ADP-ribosylation activity) 



of the A subunit of CT or LT or in the protease sensitive loop of LT. 

 
FIG. 10. Typical structure of cholera toxin (CT) of Vibrio cholerae or heat-labile toxin I 
(LT) of Escherichia coli. The positions indicate single amino acid substitutions of the 
mutants.

Mutants of CT constructed by substitution of serine by phenylalanine at position 61 
(CT-S61F) and glutamate by lysine at position 112 (CT-E112K) in the 
ADP-ribosyltransferase activity center of the CT gene from V. cholerae 01 strain GP14 
display no ADP-ribosyltransferase activity or enterotoxicity ( 356 ) ( Fig. 10). The levels of 
antigen-specific serum IgG and S-IgA antibodies induced by the mutants are 
comparable with levels of those induced by wild-type CT and significantly higher than 
levels of those induced by recombinant CT-B ( 356 , 357 ). Furthermore, the mutant 
CT-E112K, like mutant CT, induces Th2-type responses through a preferential inhibition 
of Th1-type CD4 + T cells. Mutations in other sites of the CT molecule were reported to 
induce nontoxic derivatives, but the adjuvant activity was also affected. Mutant LT 
molecules, whether possessing a residual ADP-ribosyltransferase activity (e.g., LT-72R) 
or totally devoid of it (e.g., LT-7K and LT-6K3), can function as mucosal adjuvants when 
intranasally administered to mice together with unrelated antigens ( 358 ). However, 
discrepant results were reported when two nontoxic LT mutants were tested for their 
adjuvanticity after oral immunization of mice. Thus, although mutant LT-E112K (bearing 
a substitution in the active site of the A subunit) was unable to amplify the response to 
KLH when both were given orally to C57BL/6 mice, the mutant with a substitution in the 
protease-sensitive region, LT-R192G, retained the ability to act as a mucosal adjuvant ( 
359 ). Whether the type of the substitution played a role in the reported discrepancies 
remains to be elucidated. Because LT induces a mixed CD4 + Th1-type response (i.e., 
IFN-?) and Th2-type response (i.e., IL-4, IL-5, IL-6 and IL-10) ( 232 ), the use of mutants 
of LT when both Th1- and Th2- type responses are desired might be envisioned. 
Another novel strategy that exploits the binding potential of CT and CT-B to 
gangliosides on mucosal cells involves the genetic construction of recombinant chimeric 
proteins. Toxic subunit A of CT consists of two segments, A1 (carrier of toxicity) and A2, 
which interacts with B subunit. Genetic replacement of A1 segment with DNA encoding 
for desired antigen (e.g., antigen I/II of Streptococcus mutans results in the assembly of 
molecule composed of CTB/A2-antigen ( 360 ). When given intragastrically and 



especially intranasally, potent humoral immune responses were generated in mice. 
Microbial Immunostimulatory DNA sequences Plasmid DNA for gene vaccination 
can be functionally divided into two distinct units: a transcription unit and an 
adjuvant/mitogen unit [reviewed by Krieg ( 361 )]. The latter unit contains 
immunostimulatory sequences consisting of short palindromic nucleotides around a 
CpG dinucleotide core, such as 5-purine-purine-CG-pyrimidine-pyrimidine-3'. The 
adjuvant effect of these sequences is mediated by bacterial (but not by eukaryotic) DNA 
because of its high frequency of CpG motifs and the absence of cytosine methylation. It 
is now clear that CpG motifs can induce B-cell proliferation and immunoglobulin 
synthesis, in addition to cytokine secretions (i.e., IL-6, IFN-a, IFN-ß, IFN-?, IL-12 and 
IL-18) by a variety of immune cells ( 361 ). Because CpG motifs create a cytokine 
microenvironment favoring Th1-type responses, they can be used as adjuvants to 
stimulate antigen-specific Th1-type responses or to redirect harmful allergic or 
Th2-dominated autoimmune responses. Indeed, co-injection of bacterial DNA or CpG 
motifs with a DNA vaccine or with a protein antigen promotes Th1-type responses even 
in mice with a preexisting Th2-type of immunity ( 361 ). It has also been reported that 
CpG motifs can enhance systemic and mucosal immune responses when given nasally 
to mice ( 361 ). 
Mucosal Cytokines, Chemokines, and Innate Factors as Adjuvants Mucosal 
delivery of cytokine allowed the use of these molecules, which interact primarily with 
their corresponding receptors without the important adverse effects often associated 
with the large and repeated parenteral cytokine doses generally required for the 
effective targeting of tissues and organs. After nasal delivery of IL-12, significant serum 
IL-12 levels, equivalent to approximately one tenth of those attained by parenteral 
injection, were achieved ( 362 ). Subsequent serum IFN-? levels were tenfold lower in 
mice nasally treated with IL-12, which confirmed the biological activity of nasally 
administered IL-12. A nasal vaccine of TT given with either IL-6 or IL-12 induced serum 
TT–specific IgG antibody responses that protected mice against lethal challenge with 
TT, which suggests that both IL-6 and IL-12 can enhance protective systemic immunity 
to mucosal vaccines ( 362 ). Furthermore, nasal administration of TT with IL-12 as 
adjuvant induced high titers of S-IgA antibody responses in the GI tract, vaginal 
washes, and saliva. A number of studies have addressed whether innate molecules 
secreted in the epithelium could provide signals to bridge the innate and adaptive 
mucosal immune systems. To prove this concept, protein antigens were given with IL-1 
( 363 ), a-defensins (i.e., human neutrophil peptides) ( 364 ), or lymphotactin ( 365 ). Nasal 
administration of protein antigens with these innate molecules enhanced systemic 
immune responses to co-administered antigens ( 363 , 364 and 365 ). However, although 
both IL-1 and lymphotactin enhanced mucosal S-IgA antibody responses, the 
a-defensins failed to do so ( 363 , 364 and 365 ). These studies show that inflammatory 
cytokines and molecules of the innate immune system can be effectively administered 
by mucosal routes to regulate both systemic and mucosal immune responses. 
Antigen-Delivery Systems 
Transgenic Plants Novel molecular methods have allowed the production of subunit 
vaccines in transgenic plants ( 366 ). Plants can be engineered to synthesize and 
assemble one or more antigens that retain both T- and B-cell epitopes ( 366 ). Feeding of 
transgenic potato tubers was shown to induce systemic and mucosal immune 
responses in mice ( 366 ) and in humans ( 366 ). In order to circumvent potential 



denaturation of antigen during cooking, recombinant plants such as tomatoes, lettuce, 
and bananas have been developed. 
Inert Microparticles M cells present on the surfaces of mucosal inductive sites can 
take up soluble and, even more efficiently, particulate materials from mucosal surfaces ( 
120 , 121 , 123 , 367 ). Consequently, strategies have been proposed and tested to exploit 
this potential in delivery of particles containing microbial antigens to stimulate mucosal 
and systemic immune responses ( 326 , 368 ). These particulate mucosal antigen-delivery 
systems include inert hydroxyapatite granules, biodegradable polymers of various 
compositions, cochleates, multiple emulsions, liposomes, and immunostimulating 
complexes. Although detailed descriptions of individual approaches and technologies 
involved in the production and testing of immunogenicity with different vaccines in 
various species can be found elsewhere ( 326 , 368 ), a brief summary of advantages and 
disadvantages may be of relevance. Advantages are as follows: Antigens incorporated 
in some of these particles are usually well protected from proteolytic degradation by 
mucosal enzymes and acids; particles by themselves are nonimmunogenic; variation in 
their chemical compositions allow generation of particles with fast and slow degradation 
to stimulate long-lasting responses; several different antigens can be incorporated into 
a single preparation; other substances such as cytokines can be co-incorporated with 
antigens to show ensuing immune responses to a desired outcome; and some 
particulate vaccines can be stored at ambient temperatures and thus avoid refrigeration 
( 326 , 368 , 369 ). These obviously attractive features are, however, counterbalanced by 
serious disadvantages. Specifically, the disappointingly low uptake from mucosal 
surfaces (<1%), the low rate of incorporation, the use of organic solvents that may 
denature antigens, and unexpectedly high species-dependent variabilities in 
immunogenicity represent serious problems. The last point is of particular concern. For 
example, biodegradable microspheres that generated promising results when used in 
mice were either poorly immunogenic or nonimmunogenic when tested in humans ( 326 , 
368 , 370 ). Further technological improvements to enhance the uptake from mucosal 
surfaces are being pursued to exploit the potential of this attractive antigen-delivery 
system for human vaccinology. 
Live Microbial Vectors Recombinant bacterial and viral vectors containing genes from 
unrelated microbial species that encode important virulence factors and antigens have 
been explored in many experimental vaccines ( 330 , 371 ). The selection of a suitable 
vector usually involves consideration of its ability to selectively colonize specific 
mucosal locales to generate immune responses at desired sites. The generalization of 
the ensuing immune response through the common mucosal immune system and its 
specific compartments has been exploited in the context of the ability of individual 
vectors to colonize or infect specific inductive sites. Vectors that have been tested 
include (a) various species of attenuated bacteria, such as Salmonella and Shigella 
organisms, E. coli, Lactobacillus organisms, Mycobacteria organisms (bacille 
Calmette-Guérin), Streptococcus organisms, and Vibrio organisms, and (b) viruses, 
such as poliovirus, adenovirus, vesicular stomatitis, vaccinia virus and canarypox, 
Venezuelan equine encephalitis virus, rhinovirus, mengovirus, and influenza viruses ( 
371 , 372 , 373 , 374 and 375 ). When expressed in viral vectors, relevant antigens are 
produced in host cells and therefore are likely to assume protein folding and 
glycosylation patterns analogous to the infection-induced antigens; this, however, may 
not be the case with antigens produced by bacteria. Unfortunately, live vectors 
themselves are antigenic, and the dominant immune response to the vector therefore 



diminishes the effectiveness of repeated immunization with the same vector. Promising 
results generated by mucosal immunization with recombinant vaccinia virus expressing 
other antigens ( 376 , 377 ) and performed in a murine model await evaluations in humans. 
Furthermore, the level of expression of the desired antigen in some vectors may be very 
low and nonetheless induce a substantial immune response. Because of a potential 
overattenuation of some vectors (e.g., salmonellae), their ability to colonize for an 
extended time is substantially limited because of the effective competition with 
endogenous microbiota. Thus, with most live microbial vectors, a critical balance among 
attenuation, ability to colonize, prevention of elimination by the immune response to the 
vector, and adequate expression and production of antigens with relevant properties 
(e.g., folding and glycosylation) and immunogenicity is often difficult to achieve. 

MUCOSAL TOLERANCE

Basic Concepts

In addition to the beneficial induction of antigen-specific S-IgA and serum IgG antibody 
responses after mucosal vaccination, the mucosal route of antigen delivery can also 
induce systemic unresponsiveness, also called oral or mucosal tolerance ( 324 , 325 , 338 , 
378 ). Thus, mucosal antigen delivery can either up-regulate or down-regulate systemic 
immune responses. As discussed previously, for the purpose of mucosal vaccine 
development against infectious diseases, the goal is induction of both mucosal and 
systemic immunity, in order to provide two layers of protection. In contrast, inhibition of 
antigen-specific immune responses in systemic compartments by mucosal antigen 
delivery is important for the prevention of overstimulation of responses and frequently 
encountered and hypersensitivity responses to food proteins and allergens ( 338 ). 
Furthermore, this system could potentially be applied to the prevention and treatment of 
autoimmune diseases by feeding relevant antigens ( 338 ).

Oral administration of a single high dose or repeated oral delivery of low doses of 
proteins have been shown to induce systemic unresponsiveness, presumably in the 
presence of mucosal IgA antibody responses ( 324 , 325 , 378 ). More recent studies have 
shown that the nasal administration of proteins also induces systemic 
unresponsiveness ( 379 , 380 , 381 , 382 , 383 and 384 ) and has led to the more general term 
mucosal tolerance to include nasal or oral antigen induction of unresponsiveness.

Mechanisms for Mucosal Tolerance

In the late 1970s and early 1980s, mucosal immunologists had already made attempts 
to investigate the possible mechanisms of oral tolerance at a time when the immune 
system was not characterized at the cellular and molecular levels. Although several 
possible mechanisms (e.g., B-cell tolerance, anti-idiotypic antibody, intestinal 
antigen-processing events for tolerogen and APCs) have been shown to be involved in 
the induction of oral tolerance ( 338 ), the most compelling evidence to date suggests 
that T cells are the major cell type involved in the induction of mucosally induced 
tolerance ( Fig. 11). In earlier work, it was shown that systemic unresponsiveness was 



induced by adoptive transfer of T cells from rats orally fed bovine serum albumin. 
Subsequently, a large number of studies [reviewed by Mowat and Weiner ( 338 )] 
demonstrated that oral immunization with protein antigen induces CD4 + Th cells in 
mucosa-associated tissues that support IgA responses, whereas suppressor T cells 
were induced in systemic compartments such as splenic tissue that down-regulate 
antigen-specific IgM, IgG, and IgE responses ( 338 ). For example, oral feeding of OVA 
to mice led to the generation of Th cells supporting IgA responses and suppressor T 
cells for IgG and IgE responses in GALT ( 338 ). Furthermore, the former T cells for IgA 
responses remained in PPs, whereas the suppressor T cells migrated into the systemic 
compartment (e.g., the spleen). These observations were considered logical 
explanations for cellular mechanisms of oral tolerance whereby PP-derived CD4 + Th 
cells supported IgA responses, whereas splenic T suppressor cells induced systemic 
unresponsiveness. These explanations must be reevaluated, because it has been 
shown that administration of a large dose of OVA to mice followed by attempts to orally 
immunize with OVA plus CT resulted in unresponsiveness in both mucosal and 
peripheral immune compartments ( 385 ).

 
FIG. 11. Current concepts on the mechanisms regulating mucosal tolerance. Low, 
frequent doses of soluble proteins elicit active or bystander suppression that appears to 
be mediated by regulatory T cells. On the other hand, a large bolus of protein induces 
anergy, a process requiring dendritic cells and CD40–CD40 ligand interactions.

Most investigators now agree that mucosal tolerance is mediated by T cells that are 
involved in the generation of active suppression or of clonal anergy or deletion or both ( 
338 ). For example, high doses of antigen given via the oral route induced clonal deletion 
or anergy ( 386 , 387 ), characterized by the absence of T-cell proliferation and diminished 
IL-2 production, and by IL-2 receptor expression. Frequently administered low doses of 
antigen, however, induced active suppression by CD4 + or CD8 + T cells that secreted 
cytokines such as TGF-ß, IL-4, and IL-10 ( 338 ). It is interesting to note that the latter 
scenario involves cytokines that are also known to up-regulate IgA production (see 
previous discussion) and is thus compatible with the observation that mucosal immune 
responses and systemic tolerance may develop concomitantly ( 389 , 390 ). Because 
tolerance can be, in some experiments, transferred by serum from tolerized animals, it 
is possible that humoral antibodies (perhaps IgG and IgA, perhaps anti-idiotype 



antibody, perhaps immune complexes), circulating undegraded antigens, or tolerogenic 
antigen fragments and cytokines may act synergistically to confer T-cell 
unresponsiveness ( 338 ). Because oral tolerance is specific for the antigen initially 
ingested or inhaled and thus does not influence the development of systemic immune 
responses against other antigens, its manipulation has become an increasingly 
attractive strategy for preventing and possibly treating illnesses associated with or 
resulting from the development of untoward immunological reactions against specific 
antigens encountered or expressed (autoantigens) in nonmucosal tissues ( 324 , 338 ).

Role of Peyer’s Patches in Oral Tolerance The precise site of antigen uptake in the 
GI tract during oral tolerance induction has not been firmly established. At least three 
possibilities could be proposed, and no two are mutually exclusive ( 391 ). First, antigen 
may be pinocytosed into the epithelial cells themselves, and interactions with IELs may 
influence oral tolerance (see later discussion). Second, antigen may selectively enter 
the GALT via M cells (see previous discussion) and lead to APC–T cell interactions that 
down-regulate T- and B-cell responses. Finally, oral antigen may not perturb the GI tract 
immune system at all but simply enter and cross the epithelium in a paracellular manner 
and reach the bloodstream, in which tolerance would be induced. Some investigators 
have suggested that organized lymphoid tissue in the GI tract is not required for oral 
tolerance to OVA, inasmuch as B cell–defective mice, which contain poorly developed 
PPs, were fully tolerized at the level of T cells ( 392 ). Although those investigators 
claimed that GALT was absent, others have shown that some remnants of PPs are 
seen in µMT mice ( 126 ). Still others have shown that direct injection of antigen into PPs 
induced oral tolerance ( 393 ). The availability of mice without PPs has allowed 
reinvestigation of the notion that GALT may be involved in oral tolerance. In one study, 
it was shown that mice that lacked GALT but retained mesenteric lymph nodes could be 
orally tolerized to OVA ( 394 ). Other studies, however, showed that mice that lack PPs 
but retain mesenteric lymph nodes were resistant to oral tolerance to protein ( 395 ); 
however, these mice showed normal mucosal S-IgA antibody responses to oral protein 
given with CT as adjuvant ( 396 ). Although it cannot yet be concluded whether GALT is a 
strict requirement for oral tolerance to proteins, it is plausible to suggest that the nature 
of the antigen itself may influence the site of entry into the host. 
CD4 + T Cells in Mucosal Tolerance The aß T cells appear to be the major players in 
down-regulation of systemic immune responses to orally administered antigens ( Fig. 
11). It is generally agreed that the status of oral tolerance can be explained by (a) clonal 
anergy, (b) clonal deletion of T cells, or (c) active suppression by Treg cells through the 
secretion of inhibitory cytokines ( 338 ). Low doses of oral antigen tend to favor the third 
form of inhibition, whereas higher doses of feeding induce clonal anergy of 
immunocompetent T cells ( 338 ). These two forms of oral tolerance are not mutually 
exclusive and may occur simultaneously after oral administration of antigens. 
T-Cell Anergy Anergy is defined as a state of T-cell unresponsiveness characterized by 
the lack of both proliferation and IL-2 synthesis and by diminished IL-2 receptor 
expression ( 338 ), a condition reversed by preculturing T cells with IL-2 ( 338 ). Oral 
tolerance to a large dose of OVA induced anergy in OVA-specific T cells ( 386 ). 
Furthermore, oral MBP diminished IL-2 and IFN-? synthesis ( 386 ). These findings 
suggest that Th1-type T cells may be susceptible to the induction of anergy after oral 
feeding. To support this, it has been shown that Th1-type cells appear to be more 



sensitive to the induction of tolerance in vitro than are Th2-type cells; in vivo evidence 
has demonstrated that Th1 cells are likely to be anergized in oral tolerance ( 338 ). This 
may be an oversimplification, because it has been shown that oral tolerance can be 
induced in mice defective in Th1 cells (STAT4 -/-) or Th2 cells (STAT6 -/-) ( 338 , 397 ). 
Furthermore, in order to identify which lymphocyte compartment (e.g., CD4 + vs. CD8 + 
T cells) preferentially mediates the induction of oral tolerance, cell transfer experiments 
were performed with SCID and nu/nu mice ( 338 ). Adoptive transfer of splenic 
lymphocytes from mice orally tolerized to bovine a-casein resulted in the induction of 
tolerance in these immunocompromised mice. It was shown that oral tolerance was 
induced by anergized CD4 + T cells but not CD8 + T cells. Together, these findings 
show that a form of oral tolerance can be achieved by the induction of anergic CD4 + T 
cells in the systemic compartment. 
An Imbalanced Helper T 1/2 Cell–Cytokine Network The induction of oral tolerance 
can also be explained by dysregulation of homeostasis between Th1- and Th2-type 
cells. For example, preferential activation of Th2 cells may lead to down-regulation of 
Th1-CMI responses by Th2 cytokines such as IL-4 and IL-10 ( 338 ). In addition, Th1 type 
cells are much more sensitive to anergy induction after oral administration of protein 
antigens. These findings suggest that oral tolerance is associated with selective 
down-regulation of Th1 cells by Th2 cells through their respective cytokines in the 
systemic immune compartment. This possibility is consistent with the fact that oral 
tolerance has more profound effects on Th1-regulated CMI responses than on 
Th2-mediated antibody responses. However, studies have shown that high doses of 
OVA inhibited production of both Th1 (IL-2 and IFN-?) and Th2 (IL-4, IL-5, and IL-10) 
cytokines and resulted in the reduction of IFN-?– and IL-4–dependent antigen-specific 
IgG2a and IgG1 antibody responses, respectively ( 338 ). These findings indicate that 
both subsets of Th cells are involved in the induction of oral tolerance and that both are 
down-regulated. Oral OVA induced brisk IFN-? production with inhibition of the 
IgG-enhancing cytokine IL-4 by Th2 cells, leading to reduced B-cell responses, whereas 
no oral tolerance was seen in IFN-? knockout mice ( 338 ). Furthermore, repeated oral 
administration of high doses of OVA to OVA-specific TCR transgenic mice resulted in 
an IFN-?–dominated immune responses in the PPs ( 338 ). Together, these findings 
indicate that the immunological consequences of systemic B-cell tolerance induced by a 
high dose of oral antigen could result from IFN-?–mediated immune regulation, with 
significant suppression of Th2-type cells. 
Regulatory T Cells in Oral Tolerance In a hapten-induced model of colitis, it was 
shown that trinitrobenzene sulphonic acid (TNBS) coupled to mouse colonic (self-) 
proteins, when given orally, led to oral tolerance to hapten and a failure to induce 
TNBS-colitis ( 338 ). Interestingly, both PP and lamina propria CD4 + T cells, when 
stimulated through the TCR, produced high levels of TGF-ß, IL-4, and IL-10, which 
suggests that Th3 cells and possibly Tr1 cells regulate this type of tolerance. Direct 
evidence for intestinal tolerance to luminal bacteria in humans was provided by the 
finding that lamina propria CD4 + T cells responded poorly to E. coli proteins, a 
condition reversed by anti–IL-10 or anti–TGF-ß mAb treatment ( 398 ). The best direct 
evidence for induction of CD4 +CD25 + Tr cells by oral antigen was provided by an 
adoptive transfer model of DO11.10 TCR OVA transgenic T cells. Transfer followed by 
either intravenous or oral OVA led to an increase in OVA-specific CD4 +CD25 + T cells ( 



399 ). It should be emphasized that this latter study used 25 mg of OVA in drinking water 
over an 18-hour period, which suggests a relatively high oral dose of antigen-induced Tr 
cells. 
Role of Intraepithelial Lymphocytes in Mucosal Tolerance Because mucosal ?d T 
cells have been shown to be part of the network for the induction and regulation of IgA 
responses, it was important to examine whether these cells could also participate in 
mucosal tolerance. When intraepithelial ?d T cells from mice orally tolerized with 
SRBCs were isolated and adoptively transferred to syngeneic mice with oral tolerance, 
the abrogation of antigen-specific systemic unresponsiveness was noted ( 271 , 338 ). 
Thus, these studies provided the first evidence that mucosal ?d T cells are part of the 
essential Treg-cell network for the induction and maintenance of antigen-specific IgA 
immune response in the presence of systemic unresponsiveness induced by prolonged 
oral administration of protein antigens ( 271 ). Interestingly, it has been shown that both 
anti-TCR?d mAb-treated wild-type and TCR?d -/- mice fail to show systemic 
unresponsiveness after oral administration of antigens ( 400 ). Another study 
demonstrated that when either TCRd -/- or TCRd +/+ mice were immunized orally with a 
high dose of OVA before parenteral challenge, systemic IgG and IgE antibody 
responses were markedly reduced in both types of mice ( 401 ). Reduced T-cell 
proliferative responses and DTH were seen in both TCRd -/- and TCRd +/+ mice given 
high doses of OVA. In contrast, whereas oral tolerance associated with increased levels 
of IL-10 synthesis was induced by low-dose OVA in TCRd +/+ mice, TCRd -/- mice were 
not tolerized and failed to produce IL-10 ( 401 ). These findings indicate that ?d T cells 
play an important role in IL-10–mediated, low-dose oral tolerance induction but are not 
essential participants in the induction of systemic tolerance to orally introduced antigens 
given in large doses. It has been suggested that oral tolerance induced by repeated 
administration of small doses of antigens is mediated by T cells involved in the 
generation of active suppression, whereas systemic unresponsiveness induced by large 
doses of antigen is caused by clonal anergy or clonal deletion ( 338 ). Thus, it is likely 
that ?d T cells play regulatory roles for the induction of active suppression, but they are 
not involved in the induction of clonal anergy or deletion. Nevertheless, additional 
studies are required to establish whether ?d T cells elicit active suppression in 
mucosally induced tolerance. The ?d T cells have also been shown to be involved in the 
regulation of IgE responses ( 338 , 402 ). For example, ?d T cells from the spleens of 
nasally tolerized mice have been shown to suppress antigen-specific IgE responses. It 
has also been reported that IgE antibodies are significantly reduced in TCRd -/- mice 
exposed to aerosolized antigens after systemic challenge ( 402 ). Together, these 
findings suggest that mucosal ?d T cells are involved in the regulation of IgA and IgE 
antibody responses and function as a part of the Treg-cell network in several different 
phases of mucosal tolerance. 
Nasal Tolerance The initial dogma that mucosal tolerance requires intestinal 
processing of the antigen was challenged by the observation that systemic 
unresponsiveness could be achieved by administration of the antigen via the nasal or 
aerosol routes ( 338 ). These routes were found to necessitate lower doses of antigens 
than did oral administration, a discrepancy that can be explained by the dilution effect 
and by the potential degradation of the antigen in the GI tract. The precise mechanism 
behind nasally induced tolerance is not yet known. It is possible that nasally 
administered antigens are processed in the mucosal inductive sites of the NALT, in 



which they generate regulatory Th2 and Th3 cells similar to those seen in PPs of the GI 
tract. In this regard, nasal passages were shown to be sites rich in Th2-type cells ( 403 ) 
and thus could favor the development of regulatory Th2 and Th3 cells for the induction 
of systemic unresponsiveness. 
Oral Tolerance in Humans Increasing attention is being paid to oral tolerance and the 
role it could play in the prevention or treatment of autoimmune diseases, including 
multiple sclerosis, rheumatoid arthritis, uveitis, type I diabetes, and contact 
hypersensitivity ( 338 ). Indeed, humans immunized with the neoantigen KLH by either 
the oral ( 404 ) or nasal ( 338 , 384 ) route developed systemic unresponsiveness, evaluated 
by DTH and T-cell proliferative responses. However, B-cell responses were primed in 
both systemic and mucosal sites. In more recent studies, humans naturally ingesting 
the dietary antigens bovine gamma globulin, OVA and soybean protein developed a 
T-cell tolerance characterized by anergy ( 405 ). Antigen-specific Th3 cells secreting 
TGF-ß have been observed in the blood of patients with multiple sclerosis orally treated 
with a bovine myelin preparation ( 406 ), which demonstrates that oral administration of 
autoantigen can induce antigen-specific TGF-ß–secreting cells in a human autoimmune 
disease. Pilot clinical trials of oral tolerance have been conducted in patients with 
autoimmune diseases, and promising clinical benefits have been reported ( 338 ). 
Despite encouraging initial results regarding oral delivery of autoantigens for the 
treatment of human autoimmune diseases, a follow-up study did not demonstrate 
statistically significant beneficial effects. Furthermore, oral feeding of autoantigen in 
mice resulted in the generation of antigen-specific CD8 + CTL responses that could 
lead to the aggravation of autoimmune disease ( 407 ). Thus, it must also be 
remembered that oral administration of autoantigen may induce undesirable CD8 + 
CTLs that may worsen the disease instead of preventing the development of 
autoimmunity. However, one study provided new evidence that a temporary blockade of 
CD40 and CD40 ligand interactions can avoid the generation of unwanted CD8 + CTLs 
during the induction of oral tolerance ( 408 ). A description of extensive experiments and 
clinical studies based on the exploitation of principles of mucosal tolerance in the 
prevention and treatment of T and B cell–mediated hypersensitivity diseases (e.g., 
contact dermatitis and inhalation allergies), other autoimmune diseases (e.g., 
uveoretinitis, glomerulonephritis, and diabetes), and prolonged survival of allografts is 
beyond the scope of this review. However, these efforts have not yet reached fruition. 
Thus, the experience of most investigators is that once a systemic immune response 
has been induced, it is difficult to achieve a reversal through mucosal tolerance. 

MUCOSAL IMMUNOPATHOLOGY

Immunoglobulin A Deficiency

Incidence and Immunological Features Deficiency of IgA is the most common 
primary immunodeficiency disease in humans ( 84 , 409 ). Serological data indicate that in 
Western Europe and the United States, 1 in 400 to 700 individuals are affected; in 
Japan, the disease is far less frequent (1 in approximately 18,000). Deficiency of IgA 
frequently escapes detection, because a large percentage of afflicted individuals have 
no clinical symptoms. In an absolute majority of cases, both serum IgA1 and IgA2 are 



either deficient or present in low levels (<50 mg/100 mL). Although rare, selective 
deficiencies of IgA1 or IgA2 subclasses, caused by the deletion of Ca1 or Ca2 genes, 
have been described ( 84 , 410 , 411 ). A few cases of selective deficiencies of serum IgA 
with fairly intact S-IgA component have been observed ( 412 ). An important 
immunological finding concerns the presence of anti-IgA antibodies in sera of patients 
with total IgA deficiency ( 84 ). When these antibodies are present in the IgE and IgG 
isotypes, a transfusion of normal, IgA-containing blood or plasma to a patient with 
anti-IgA antibody may result in anaphylactic shock ( 84 ). A relative absence of clinical 
symptoms in IgA-deficient individuals is usually explained by alternative compensatory 
mechanisms. In a large proportion of individuals, S-IgM is present in external secretions 
that functionally substitute for the deficient S-IgA ( 84 , 151 , 409 , 413 ). This is because J 
chain–containing pIgM is transported by the same pIgR-mediated pathway as pIgA and 
mucosal tissues, and secretory glands contain large numbers of IgM-producing plasma 
cells adjacent to pIgR-expressing epithelial cells ( 151 , 413 ). Furthermore, IgA-deficient 
patients may have increased levels of IgG in sera and secretions and higher numbers 
of IgG-producing cells in mucosal tissues than do normal individuals ( 151 , 413 ). In 
IgA-deficient patients with clinical symptoms, additional immunological defects, such as 
concomitant deficiency of IgG subclasses, particularly IgG2 or IgG4, have been 
observed ( 409 , 411 ). Peripheral blood of IgA-deficient individuals contains a low number 
of sIgA + B cells and mucosal tissues, and glands display lower numbers of 
IgA-producing plasma cells ( 151 , 409 ). In vitro stimulation of peripheral blood 
lymphocytes with pokeweed mitogen reveals a defect in differentiation of cells toward 
IgA in some but not all patients ( 84 ). A defect in switching of B cells to IgA-producing 
cells is a common feature ( 84 ). 
Molecular Basis IgA deficiency is a heterogeneous disease with regard to the clinical 
symptoms and range of deficiency. Consequently, several mechanisms are likely to be 
involved in its development. A true deletion of genes encoding for the constant regions 
of a1 or a2 or both chains is extremely rare and accounts for selective IgA1 or IgA2 
subclass deficiencies ( 84 , 410 , 411 ). Instead, it is obvious that regulatory defects in 
maturation of B-lymphocytes into IgA-secreting cells are main causes of this frequent 
disorder ( 84 ). Because the pokeweed mitogen–induced in vitro differentiation of 
peripheral blood lymphocytes into IgA-producing cells can be selectively suppressed by 
anti-IgA and by anti-IgA1 or anti-IgA2 reagents ( 414 ), it has been speculated that the 
development of IgA cells in the fetus can be suppressed before birth by transplacentally 
acquired IgG and anti-IgA antibodies present in plasma of IgA-deficient mothers ( 84 , 409 

). Reduced numbers of sIgA + cells present in peripheral blood of IgA-deficient patients 
suggests a defect in switching from sIgM + to sIgA + cells ( 84 ). Furthermore, an arrest 
in terminal differentiation into IgA-secreting plasma cells is an important feature of B 
cells from IgA-deficient patients. Many mechanisms may be involved in this defect, 
including the inability of T cells to produce cytokines required for differentiation of B 
cells, environmental factors, congenital viral infections, certain drugs, and genetic 
factors ( 84 , 409 ). Studies of families with members afflicted by IgA deficiency suggest 
the existence of a disease susceptibility candidate locus, designated IGAD1, which 
appears to be restricted to class II or, even more likely, class III MHC regions as its 
most probable location ( 415 ). A number of genes in these regions are implicated in 
lymphocyte activation. 



Functional Abnormalities It is well recognized that most IgA-deficient individuals are 
asymptomatic. However, it appears that, in comparison with normal individuals, patients 
with IgA deficiency have higher incidences of recurrent infections (particularly of the 
upper respiratory tract), allergic diseases, autoimmune disorders, and malignancies 
(particularly intestinal adenocarcinomas) ( 84 , 409 ). Absence or low levels of S-IgA 
antibodies to microbial and food antigens may result in higher rates of absorption of 
such antigens from mucosal surfaces (see previous discussion of the function of 
mucosal antibodies), induction of higher levels of corresponding antibodies in plasma, 
and formation of circulating immune complexes. Although S-IgM may replace S-IgA in 
IgA-deficient patients, it appears that S-IgM does not fully substitute for the 
IgA-associated functions ( 416 ). This situation may be ascribed partly to the 
anti-inflammatory nature of IgA, manifested by its inability to activate complement with 
potential inflammatory consequences (see previous discussion). In contrast, both IgM 
and IgG are potent complement activators, and it has been demonstrated that the 
formation of immune complexes composed of protein antigens and IgM or IgG within 
mucosal tissues leads to local damage and increased absorption of by-standard 
antigens ( 417 ). Diminished functional substitution of S-IgA with S-IgM is also apparent 
in frequency of viral and bacterial infections and in responses to vaccines ( 84 , 409 ). 

Human Immunodeficiency Virus Type 1 Infection and the Mucosal Immune 
System

Mucosal tissues of the genital and intestinal tracts are the most important portals of 
entry of HIV ( 418 ). Epidemiological studies indicate that, worldwide, approximately 80% 
to 90% of HIV infections are acquired by mucosal routes through heterosexual and 
homosexual intercourse and by the vertical transmission route in utero, during the 
delivery, or by breast-feeding ( 418 ). Furthermore, application of simian 
immunodeficiency virus (SIV) on the surfaces of the vagina, penile urethra, or 
nasopharyngeal lymphoid tissues resulted in SIV infection in rhesus monkeys ( 419 ).

Several mucosal cell types may be involved in the initial uptake of HIV and SIV ( 418 , 419 

and 420 ). In animal models, specialized epithelial M cells found in the intestinal PPs, in 
analogous lymphoepithelial structures of the rectum, and in tonsils are capable of 
internalization of HIV/SIV and presumably of passing the virus to adjacent infectible 
cells, including T cells, macrophages, and DCs ( 418 , 419 and 420 ). Human intestinal and 
oral epithelial cell lines and primary IECs internalize HIV and are infectible in vitro 
because of the expression of HIV receptors/co-receptors (CD4, galactosyl-ceramide, 
and the CC-chemokines, mainly CCR5 and perhaps CXCR4) on their surfaces ( 418 , 419 

and 420 ). However, direct in vivo evidence for the presence of HIV in enterocytes is not 
available. In rhesus macaques intravaginally exposed to cell-free SIV, dendritic 
(Langerhans) cells dispersed in the stratified squamous vaginal epithelium were the first 
cells that were infected ( 419 , 421 ). Studies indicate that SIV and HIV primarily target and 
destroy mucosal CD4 + cells, perhaps because of the selective expression of 
chemokine receptors ( 421 ). Isolated mucosal macrophages are less permissive of HIV 
infection than are phenotypically distinct blood monocytes, probably because of the 



reduced expression of HIV co-receptors ( 422 ).

Mucosal Immune Responses HIV type 1 (HIV-1)–specific antibodies become 
detectable in sera shortly after the infection. In all seropositive individuals, these 
antibodies are of the IgG isotype; IgA antibodies are present less frequently and at 
much lower levels ( 423 , 424 ). Extensive studies of external secretions, including tears, 
saliva, nasal, intestinal and vaginal washes, semen, cervical mucus, milk, fecal extracts, 
and urine, yielded often controversial results with regard to the presence and isotypes 
of HIV-1–specific antibodies ( 345 , 346 , 424 , 425 and 426 ). Differences in the collection 
procedures, processing of samples, dilutions of some secretions by washing fluids ( 60 ), 
and methods used for antibody detection may account for some of these discrepancies. 
Surprisingly, HIV-1–specific antibodies of the IgG isotype are dominant in all secretions, 
despite the overwhelming levels of total IgA and the route of infection (systemic or 
mucosal) ( 423 , 424 , 425 , 426 , 427 and 428 ). For example, in human milk, intestinal fluid, and 
saliva, in which IgA represents approximately 98% to 99% and IgG only approximately 
1% of total immunoglobulins, HIV-1–specific antibodies are present mainly in the IgG 
isotype. In external secretions of individuals with IgA HIV-1 antibodies, there is a 
pronounced restriction to the IgA1 subclass ( 429 ). Absence or presence of levels of 
HIV-1–specific IgA antibodies in external secretions does not result from the defect in 
the production of total IgA or unresponsiveness to viral antigens: IgA antibodies to, for 
example, influenza virus are readily detectable in secretions of HIV-1–infected 
individuals ( 424 ). Mechanisms involved in this diminished responsiveness to HIV-1 but 
not the influenza virus in the S-IgA isotype have not been clarified. The site of original 
infection and the presence of effective mucosal inductive sites in the upper respiratory 
tract (but not in the genital tract) may play a role. Initial reports ( 425 , 426 ) of the selective 
occurrence of HIV-1–specific antibodies in secretions of HIV-1–exposed but 
seronegative individuals have not been confirmed in other studies ( 345 , 346 ). Studies 
concerning the presence of cytotoxic lymphocytes in mucosal tissues of HIV-infected 
individuals are rather limited ( 418 ), mainly because of the unavailability of tissues to 
perform extensive analyses. The progressive decline of immune functions in long-term 
HIV-1–infected and untreated individuals also compromises the mucosal immune 
system ( 418 ). An increased incidence of infections with mucosal opportunistic 
pathogens, including viruses, bacteria, fungi, and protozoa, and an increased incidence 
of mucosal neoplasms have been observed ( 418 ). 

Inflammatory Bowel Disease

(IBD represents a chronic, relapsing-and-remitting inflammatory condition of the GI tract 
that is manifested as one of two usually distinct but significantly overlapping clinical 
entities: ulcerative colitis and Crohn’s disease, which predominantly affect the colon 
superficially or transmurally with the formation of granulomas, respectively. Increasing 
evidence suggests that IBD is a dysregulated mucosal immune response to 
components of the normal commensal luminal microbiota in a genetically susceptible 
host that is further modified by a variety of environmental factors (e.g., medication and 
tobacco use). As such, IBD represents a complex interaction among genetic 
susceptibility, environmental triggers, and mucosal immune dysregulation ( 430 , 431 ). 
The genetic basis for IBD in humans is supported by the facts that 10% to 30% percent 



of patients have a positive family history; there is an association between IBD and 
several genetic disorders (e.g., Turner’s syndrome); the concordance rate for 
development of IBD among monozygotic twins is high, especially in Crohn’s disease; 
and, finally, genome-wide searches for susceptibility genes utilizing microsatellite 
markers spanning the human genome have confirmed disease linkages on 
chromosomes 16 (IBD1), 12 (IBD2), 6 (IBD3), and 14 (IBD4) ( 432 ). The association with 
linkage on chromosome 16 (IBD1) has been defined as the NOD2 gene ( 433 , 434 ). 
NOD2 is related to the CED4/APAF1 superfamily of apoptosis regulators and to a class 
of plant resistance genes with expression restricted to monocytes. NOD2 contains 
caspase recruitment domains, a nucleotide-binding domain, and a leucine-rich region 
(LPS binding domain). The leucine-rich region of NOD2 regulates the NF?B-activating 
activity of NOD2 and, as a result, is considered an intracellular bacterial sensor. 
Mutations within the leucine-rich region of the NOD2 gene have been directly related to 
patients with Crohn’s disease. Individuals who are homozygous for these particular 
substitutions, which create a truncated NOD2 gene product, exhibit a markedly 
increased risk for the development of Crohn’s disease. This initial description of a 
genetic association between IBD and an intracellular bacterial sensor strongly 
emphasizes the importance of genetic regulation of mucosal immune responses to 
commensal organisms within the lumen and, moreover, the importance of innate 
immune responses in disease pathogenesis and mucosal immunoregulation.

Most of the understanding of IBD pathogenesis, however, is in clarification of the 
relationship between the mucosal immune system and its environmental triggers that 
initiate and drive the dysregulated response. The majority of these insights have come 
through a variety of animal models of IBD ( 430 , 431 ) ( Table 5). The animal models of 
IBD include those that occur spontaneously and those that are induced by 
administration of exogenous agents, gene targeting through knockout or transgenic 
approaches, or transfer of cells into immunodeficient animals ( 432 , 433 , 434 , 435 , 436 , 437 , 
438 , 439 , 440 , 441 , 442 , 443 , 444 , 445 , 446 , 447 , 448 , 449 , 450 and 451 ). These models have 
demonstrated that in IBD there appears to be a response to specific components of the 
commensal luminal microbiota that is distilled into a final common pathway of 
inflammation that is represented by an excess of either Th1 cytokines (e.g., CD45RB hi 
transfer model, IL-10 deficiency) or Th2 cytokines (e.g., TCR-a deficiency, oxazolone 
hypersensitivity). This results in transmural (Th1 cytokine excess) and superficial (Th2 
cytokine excess) inflammation which may mirror human Crohn’s disease and ulcerative 
colitis, respectively. The data supporting this include the fact that the incidence of IBD in 
the animal models is reduced when bacterial colonization is eliminated through 
germ-free conditions or reduced, such as through antibiotic administration. However, 
not all bacteria are equal in this regard ( 452 ). For example, some groups of organisms 
are known to trigger colitis in genetically susceptible animal strains, such as the ability 
of Bacteroides vulgatus to stimulate colitis in HLA-B27 transgenic rats ( 453 ). On the 
other hand, some groups of organisms are able to prevent colitis, such as Lactobacillus 
species, which are considered probiotics and are known to prevent colitis in genetically 
susceptible hosts such as IL-10 knockout mice ( 454 ). Moreover, in accordance with the 
polygenic nature of IBD as observed in humans, the responses to bacteria are 
genetically determined in such a way that even in a genetically susceptible mouse 
model, genetic strain differences are known to modify the final clinicopathological 



presentation of the disease ( 455 ). Not only do responses to specific organisms vary, but 
the bacterial constituents that appear to be responsible for initiating or driving the 
disease, or both, also appear to be restricted. Colitis in mouse models appears to be 
triggered by a subset of protein antigens that largely activate effector T cells, as 
manifested by the evidence of private and, to a lesser extent, public TCR motifs in 
bacterially driven disease models such as the CD45RB hi transfer model in SCID mice, 
which is consistent with observations in humans ( 456 , 457 ). Together, these findings 
indicate that, to the host that is genetically susceptible for the development of IBD, the 
normal commensal bacterial microbiota are inappropriately perceived by the mucosal 
immune system as if they were a pathogen ( 458 ). In other words, there appears to be a 
loss of immune tolerance to the autologous microbiota. In accordance with this, lamina 
propria mononuclear cells isolated from inflamed IBD intestine from both mouse and 
human exhibit responsiveness to autologous intestinal microbiota that is inhibited by 
blocking antigen presentation. Lamina propria mononuclear cells from noninflamed IBD 
intestine, IBD intestine in remission, and control intestine exhibit responsiveness only to 
heterologous intestinal microbiota ( 459 ). Interestingly, the response in the involved IBD 
intestine is associated with T-cell activation and production of Th1 (IFN-?), Th2 (IL-4), 
and Treg cytokines (IL-10, TGF-ß) ( 459 ). This is consistent with the concept that the 
final common pathway of excessive Th1 or Th2 cytokine production that underlies the 
pathogenesis of IBD is achieved either by excessive Th1 or Th2 effector T cells or by 
ineffective counterbalance of effector T cells by regulatory subsets of cells that secrete 
anti-inflammatory cytokines such as IL-10 and TGF-ß ( 430 , 431 ). This has placed 
significant emphasis on defining the regulatory subsets of cells involved in blocking 
disease pathogenesis and has allowed for drawing significant similarities between and 
insights from mechanisms previously related to the study of oral tolerance. Indeed, oral 
tolerance has shown to be effective in the prevention of IBD through production of 
these regulatory cytokines in animal models ( 460 , 461 ). In this regard, cell types that can 
secrete these regulatory cytokines have been linked to ameliorating the pathogenesis of 
this disease. These include Th3 cells, which produce TGF-ß; Tr1 cells, which produce 
IL-10; CD4 + CD25 + T cells, which secrete IL-10 and TGF-ß; and regulatory B cells, 
which express CD1d and secrete IL-10 ( 189 ). It is thus the balance of T effector cells 
and regulatory cells—which are mostly T cells, within the GALT and probably originate 
in GALT (including PPs and cecal patches) through sampling of microbes and their 
components—that leads to the generation of a particular immunological tone in a 
genetically susceptible host that is ultimately released into a pathogenic phenotype by a 
variety of potential triggers.

 



TABLE 5. Animal models of inflammatory bowel disease

The animal models have also revealed that, in addition to perturbations of T-cell 
regulation and imbalanced cytokine production, mucosal barrier function and repair are 
important in the generation of IBD. Such an importance of barrier function in regulating 
antigen uptake in an appropriate manner had already been suggested by studies in 
humans before more definitive studies in mouse models. The mouse models have 
clearly shown that alterations of tight junction function through generation of a dominant 
negative N-cadherin transgenic animal model ( 462 ), alterations in the mucus and 
glycocalyx function through disruption of intestinal trefoil factor ( 6 ), or abrogation of 
enterocytes’ ability to regulate the extrusion of luminal toxins through disruption of the 
mdr1a gene product ( 463 ) are all barrier dysfunctions that are channeled into a final 
pathological phenotype that is manifested as IBD. In addition, animals that lack ?d T 
cells and thus are unable to generate keratinocyte growth factor exhibit increased 
susceptibility to the injury associated with TNBS administration ( 464 ). In the cases in 
which they have been examined, the enteric microbiota are important in driving or 
modifying the final disease process. These studies also suggest that a major initiating 
factor in the development of IBD may be leakiness of the mucosal barrier, which leads 
to a dysregulated immune response, resulting in up-regulation of inflammatory 
cytokines and membrane receptors, which, in turn, leads to endothelial activation, 
cellular recruitment and amplification, and, finally, the production of inflammatory 
mediators with reactive oxygen metabolites and metalloproteinases.

The central importance of luminal microbial-derived antigens as interpreted by the 
interactions between T cells and APCs has led to a dissection of the molecular events 
associated with promotion of Th1- and Th2-mediated inflammation. In addition to the 
important role played by cognate interactions, co-stimulatory events that up-regulate 
IL-12 and IL-18 production by macrophages are extremely important. Participants in 
these events include molecules such as CD40 ( 465 ), OX40 ligand ( 466 ), and CEACAM1 
( 467 , 468 ) and their counterligands on T cells. These interactions lead to the production 
of Th1-associated cytokines by CD4 + T cells (TNF and IFN-?) and inflammatory 
cytokines by the macrophage/DC through feedback regulation by T cell–derived IFN-?, 
resulting in the production of TNF, IL-1-ß, IL-8, and IL-6 by the macrophage/DC. TNF 
appears to be a particularly important proinflammatory cytokine in the Th1-associated 
colitis in animal models and in human IBD through its interactions with the TNF receptor 
that lead to activation of NF?B through phosphorylation of I?Ba, an intracellular inhibitor 
of NF?B ( 469 ). NF?B elements are present on a wide variety of genes that are 
associated with promoting inflammation. Targeting TNF, IL-12, and their downstream 
events such as NF?B is therefore a major important avenue of anti-inflammation 
treatment in these diseases. Interestingly, IL-10 and standard therapies such as 
corticosteroids and 5-aminosalicylic acid block NF?B activation either through inducing 
the concentration of intracellular I?Ba inhibitor or through diminishing its degradation, 
respectively ( 470 ). Less is known about the APC–T cell interactions involved in the 
development of Th2-mediated colitis. However, studies have suggested an important 
potential role for Epstein-Barr virus–induced gene 3, an IL-12 p40 homolog, that is 
known to be up-regulated in human ulcerative colitis and that, in its absence in animal 



models, may prevent the development of Th2-mediated colonic inflammation ( 471 ). 
Regulatory cytokines, on the other hand, function in the down-regulation of T-cell 
(TGF-ß) activation ( 472 ) and macrophage (IL-10) activation ( 473 ).

Mucosal Allergies

The majority of allergic immunological diseases is of mucosal origin and in their clinical 
manifestations. The diseases tend to affect mainly the upper respiratory tract and lungs 
and the GI tract or to manifest as atopic dermatitis. Allergic diseases are now rampant 
in Western countries, and their incidence appears to be increasing. There is a general 
belief that this increase is due to “cleanliness” in the environment, so that exposure to 
allergens more often results in hypersensitivity and not classical immunity to infections 
such as tuberculosis, measles, or hepatitis A. The term atopy is used to describe a 
complex trait resulting in immune responses to “environmental” antigens in genetically 
susceptibility subjects ( 474 , 475 ). Asthma is the most common of the severe atopic 
diseases, which also include allergic rhinitis and atopic dermatitis. On the other hand, 
hypersensitivity in the GI tract emanates from ingestion of large amounts of food 
antigens, including cow’s milk proteins ( 476 , 477 ). It occurs most frequently during the 
first year of life, and the syndrome that develops is termed allergic gastroenteropathy  
(AGE).

Asthma The three hallmarks of asthma include (a) variable airflow obstruction, (b) 
airway hyperresponsiveness, and (c) airway inflammation. Airway inflammation includes 
a cell infiltrate into the airway wall of mast cells, eosinophils, and T and B cells ( 474 ). 
The sharp increase in asthma incidence since 1980 (more than 155 million cases in 
developed countries, 15 million in the United States alone) ( 478 ), with increased cost in 
treatment (more than $6 billion per year in the United States alone), has led to 
significant progress toward understanding the asthma syndrome ( 478 ). It is generally 
agreed that development of an IgE-mediated antibody response to common inhaled 
allergens is a major factor; however, genetic factors, discussed later, contribute to the 
atopy ( 474 ). In this scenario, termed extrinsic asthma, susceptible individuals (usually 
children) are repeatedly exposed to low antigen levels and develop specific IgE 
anti-allergen antibodies ( 474 , 479 ). Subsequent exposure to the allergen results in a 
two-tiered response. Within minutes, mucosal edema develops with airway narrowing 
and extensive mucosal mast cell degranulation ( 474 ). This early-phase response usually 
resolves within 1 hour. A late-phase response (beginning 3 to 6 hours later) may also 
develop. This latter response is characterized by infiltrations of neutrophils, eosinophils, 
and lymphocytes into the lung parenchyma and airway epithelium ( 474 ). Thus, mast 
cells may mediate the early-phase response to allergen, and eosinophils and mast cells 
may mediate the late-phase response. Eosinophils persist in the presence of IL-5 and 
granulocyte-macrophage colony-stimulating factor and in injury of airways and 
contribute to persistent airway inflammation. Not surprisingly, CD4 + T cells are of 
central importance in development of asthma. It is well established that higher CD4 + 
T-cell counts are seen in bronchoalveolar lavage, with decreases in blood CD4 + T-cell 
numbers ( 474 ). A general state of T-cell activation exists with expression of IL-2R 
(CD25), HLA-DR, and VLA-1 ( 474 ). In asthmatic patients, CD4 + T cells produce IL-4, 



IL-5, IL-13, and granulocyte-macrophage colony-stimulating factor ( 474 , 480 , 481 ), and 
the success of steroid treatment is correlated with increases in T cell-derived IFN-? in 
bronchoalveolar lavage samples from patients ( 474 , 480 , 481 ). In addition, a direct 
correlation exists among activated CD4 + T cells, activated eosinophils, high exhalation, 
and more severe disease ( 474 ). As discussed in more detail later, there is evidence that 
CD4 + T cells producing Th1-type cytokines may set the stage for development of 
Th2-cell regulated IgE antibody responses. Despite intensive investigation, the precise 
reason why asthmatic patients develop these CD4 + Th2-type profiles is not yet known. 
One possibility is that specific allergens may predispose them to the development of 
CD4 + Th cells through enzymatic reactions. One such allergen is a 25-kDa cysteine 
protease produced by the house dust mite Dermatophagoides pteronyssinus,  termed 
Der p 1. Dust mites are common in Western culture, and Der p l is thought to penetrate 
into and through the respiratory epithelium. This cysteine protease cleaves CD25 
expressed by activated T cells, resulting in decreased proliferation and IFN-? synthesis 
( 474 ). There is some evidence that Der p l cleaves CD23 (FceRII) on B cells, a 
low-affinity IgE receptor ordinarily functioning to inhibit IgE response ( 474 , 482 ). Other 
potential polarizing elements may involve unique APC–T cell interactions for Th2-type 
responses. Asthmatic patients have increased numbers of DCs in bronchoalveolar 
lavage samples, and circulating monocytes are more potent accessory cells than are 
normal monocytes, which tend to be poor APCs ( 474 ). This fails to explain a disposition 
to Th2-type responses, however. Perhaps a more plausible explanation is provided by 
genetic analysis. Asthma susceptibility is linked to multiple gene regions on 
chromosomes 5, 6 11, 14, and 12 ( 483 , 484 and 485 ). Chromosome 5 region q23–35 has 
the most candidate genes, including the IL-4 cytokine cluster, IL-9, and IL-12 p40 ( 483 , 
484 , 486 , 487 ). The large size of the 5q region, which includes the genes for IL-4, IL-5, 
and IL-13, has made it difficult to study this coding region in toto. One study has 
provided a novel way to assess the asthmatic susceptibility genes by using BALB/c 
mice made congenic through backcrossing a small chromosomal region homologous to 
human chromosome 5q ( 488 ). This led to identification of a locus termed Tapr (T cell 
and airway phenotype regulator) that differed from the IL-4 gene cluster and from IL-12 
p40. Through positional cloning, these investigators isolated a gene family encoding 
T-cell membrane proteins (TIMs), which co-segregated with Tapr ( 488 ). A human 
homolog of TIM-1 is the receptor for hepatitis A virus and could help explain the inverse 
relationship that exists between hepatitis A virus infection and failure to develop 
asthma. It should be emphasized that this highly significant finding still does not provide 
an explanation for the fact that lack of virus infection in genetically susceptible hosts 
leads to Th2-type allergic responses. However, genetic approaches like this one will 
clearly lead to identification, isolation, cloning, and diagnostic use of genes that regulate 
airway hyperresponsiveness in asthma. This picture of asthma may be too simplistic, 
inasmuch as murine models also support a CD4 + Th1-type response in allergic 
inflammation. Use of adoptive transfer of OVA-specific, Th1- or Th2-polarized cells into 
an adoptive host challenged nasally with OVA leads to major accumulations of Th1-type 
cells early in airway responses ( 489 , 490 ). It appears that Th1-type cells actually 
potentiate the inflammatory response that later develops into a CD4 + Th2 type, with 
IL-4–induced IgE and IL-5–elicited eosinophilia ( 491 ). 
Gastrointestinal Allergy During the first year of life, up to 6% to 8% of all infants can 



develop IgE antibody–mediated allergy to food ( 477 ), and 30% to 40% (or more) of 
these infants exhibit allergic responses to cow’s milk ( 477 ). Affected infants most 
commonly show symptoms in both the GI and respiratory tracts, as well as rashes. 
Sensitization in 1- to 2-year-old children is traced to cow’s milk- or soybean-based 
proteins used in their formula diet ( 477 ). Nevertheless, AGE is caused by maternal 
dietary proteins transferred to infants during breast-feeding ( 477 , 492 ). AGE from food 
proteins generally belongs to two categories: (a) disorders due to acute reactions [GI 
tract responses, urticaria, and asthma (see previous discussion)] or atopy associated 
with IgE antibodies and (b) disorders caused by T-cell responses, primarily in the GI 
tract, in the absence of IgE antibodies ( 493 ). These two forms can be further subdivided 
into enterocolitis syndrome, proctocolitis, enteropathy, and one form of allergic 
eosinophilic enteropathy ( 494 ). The diagnosis of IgE-mediated AGE has improved, and 
one reason has been the use of a double-blind placebo–food ingestion test ( 495 ). In this 
test, infant histories are taken and used to tailor-design the food challenge. Skin testing 
is also commonly used. These methods have helped clarify the types of food most likely 
to induce AGE and the types of reactions to them that will occur. However, dietary 
alternatives for infants suffering from, for example, cow’s milk AGE are somewhat 
limited. This has led to the development of pediatric amino acid–based formulas ( 494 ). 
Progress in determining the pathogenesis of AGE has been made as a result of the 
development of several mouse models that mimic, at least in part, the symptoms of 
AGE. In one model, an OVA-specific, eosinophil-based allergy was induced in mice ( 496

 ). Mice were given OVA with alum by the intraperitoneal route and then orally 
challenged with a large dose of OVA in enteric-coated beads ( 36 ). A CD4 + Th2-type of 
response occurred with eosinophilia; however, this was ablated in the absence of the 
chemokine eotaxin. In another model ( 497 ), prior sensitization of C3H/HeJ mice with 
cow’s milk allergen given orally with CT as adjuvant, which promotes Th2-type 
responses, induced a mast cell type of degranulation and anaphylaxis without marked 
eosinophil involvement. Finally, one of the authors’ laboratories has developed a model 
in which BALB/c mice given OVA and complete Freund’s adjuvant parenterally, followed 
by oral OVA, three times per week developed CD4 + Th2-type cells in the colon with 
diarrhea. This eosinophil-based reaction was abrogated by anti–IL-4 mAb treatment, 
and disease failed to occur in STAT6-knockout mice ( 498 ). Despite these advances, 
there remain large gaps in the full understanding of AGE and therefore in effective 
treatment of this important mucosal disorder. 
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INTRODUCTION

The traditional view of immune regulation has focused almost exclusively on molecular 
and cellular factors within the immune system as prime regulators of immune function 
and disease. However, a growing body of evidence indicates that many extraimmune 
factors including hormones, neuropeptides, and neurotransmitters derived from the 
nervous and endocrine systems, play an important physiologic role in modulating 
immune function at all levels. This extraimmune system modulation in turn plays a 
critical role in determining susceptibility and resistance to, as well as course, severity, 
and expression of a wide range of diseases mediated by the immune system, including 
inflammatory, autoimmune, allergic, and infectious diseases. Conversely, immune 
factors regulate the nervous system at molecular, cellular, organ, and system levels and 
thus play an important role in normal neuronal development, neuronal cell death and 
survival, and neuronal activity. Consequently, immune factors play an important role in 
the pathogenesis of neurodegenerative diseases, in neuroregeneration after trauma 
and in many brain functions, including mood, memory consolidation, and cognition. An 
in-depth understanding of the molecular, cellular, and system levels of these neural 
immune interactions therefore not only sheds light on normal physiologic responses and 
development, but also on pathogenesis of a wide variety of disease processes and 
provides new avenues for treatment of disease. This chapter will outline the many levels 
at which these two defense systems communicate, including molecular, cellular, organ, 
and system levels, the diseases that result when these regulatory connections are 
disrupted and potential new avenues for treatment derived from such understanding. 
Although the chapter will discuss both immune regulation of the nervous system and 



nervous system regulation of the immune system, it will focus in large part on the latter 
direction of this two-way regulatory communication ( Fig. 1).

 
FIG. 1. Two-way communication between the immune and nervous systems. The 
immune system and the central nervous system (CNS) communicate with and regulate 
each other. Cytokines made in the periphery signal the CNS by several routes, 
including passage across the blood–brain barrier and via the vagus nerve. Peripheral 
cytokines affect many aspects of CNS function, including activation of the 
neuroendocrine stress response, or hypothalamic-pituitary-adrenal (HPA) axis. When 
activated, the hypothalamus releases corticotropin-releasing hormone (CRH) and 
arginine vasopressin (AVP) that together stimulate the pituitary gland to release 
adrenocorticotrophin (ACTH). This in turn stimulates the adrenal cortex to release 
glucocorticoids. These hormones suppress immunity at a molecular, cellular, and organ 
level. Other routes by which the CNS regulates immunity are through the sympathetic 
nervous system (SNS) and peripheral nervous system. Stress both activates the HPA 
axis to release these immunosuppressive hormones and also activates the SNS. The 
HPA axis and SNS communicate through brain stem routes that involve noradrenergic 
nuclei, including the locus ceruleus, C1, C2, A1, and A2. Cytokines are also expressed 
within the CNS and in this compartment play a role in neuronal cell death and survival.

EFFECTS OF IMMUNE FACTORS ON CNS

The effects of immune factors on the central nervous system (CNS) can be considered 
in two compartments: ( 1 ) effects on nervous tissues of immune cells and molecules 
expressed within the nervous system; and ( 2 ) effects on CNS function of immune 
molecules produced outside the CNS. In the first case, immune factors act more like 
growth factors and affect neuronal cell death and survival. In the second case, immune 



factors act more like hormones, that is, molecules produced at a site distal to the organ 
whose function they affect. The next two sections outline these two very different effects 
of immune factors on the nervous system, the physiologic processes that they affect, 
and the diseases they impact, as well as new strategies for therapies that can be 
derived from understanding these modes of immune regulation of the nervous system.

Effects of Immune Factors Expressed within CNS

Cytokines are expressed during development and in resting physiologic conditions 
within the CNS in resident cells. Although mainly present in glia, astrocytes, and 
microglia, certain cytokines, including IL-6 ( 1 ) and IFN-? ( 2 ), have been shown to be 
expressed in neurons, the latter under activated conditions. In pathologic conditions, 
increased quantities of cytokines are produced by resident glial cells or by invading cells 
of the peripheral immune system, including macrophages and lymphocytes ( 3 , 4 and 5 ) 
that traffic through the CNS. In addition to cytokine expression, CNS cells also express 
receptors for many cytokines (reviewed in Benveniste [ 5 ] and Sternberg [ 6 ]).

In general, cytokines expressed within the CNS play an important role in neuronal cell 
death and survival. Depending on the time of exposure to activated lymphocytes or 
macrophages in relation to nerve trauma, or the particular cytokine expressed, immune 
elements may either contribute to neuronal cell death or protect against it. Thus, a 
thorough understanding of the mechanisms and time course of cytokine and immune 
cell effects on neuronal cell death and survival are important for understanding the 
pathogenesis of diseases as disparate as neuroAIDS ( 7 , 8 ), toxoplasmosis, stroke ( 9 ), 
nerve trauma ( 10 , 11 and 12 ), and neurodegenerative diseases ( 13 ) in which cytokines 
mediate the final common pathway of neuronal death. In these conditions, immune 
manipulations, including the use of cytokine-receptor antagonists such as the 
endogenous interleukin-1 receptor antagonist (IL-1RA), nonsteroidal anti-inflammatory 
agents or carefully timed treatment with specific activated T cells, are being tested 
successfully in animal models and for potential treatment of human disease.

The pattern of cytokines produced in the CNS in pathologic conditions during infection 
or inflammation depends on the precise nature of the antigenic, proinflammatory, or 
infectious stimulus, as well as the cell source that is primarily activated. Cytokines 
produced by infiltrating lymphocytes or macrophages that traffic through the CNS from 
the periphery are a mechanism of exposure particularly relevant to infectious diseases 
of the brain, including neuroAIDS and toxoplasmosis (reviewed in Griffin [ 3 ], Persidsky 
et al. [ 4 ], and Kaul [ 7 ]). The resultant cytokine-induced neurodegeneration is 
responsible for the dementia seen in such conditions. Neuronal cell death after 
ischemic injury is also caused in part by the neurotoxic effects of IL-1. IL-1RA has thus 
been successfully used in animal models to reduce the area of ischemic injury by 
approximately 50%, suggesting potential novel therapeutic approaches for reduction of 
brain injury following stroke in humans ( 9 ). Cytokines and immune factors are not 
always neurotoxic, however. Specific activated T cells, at critical time periods after 
nerve trauma, promote neuroregeneration and prevent paralysis in rodents subjected to 
spinal cord crush injury ( 11 ).



Effects of Peripheral Immune Factors on CNS Function

In contrast to the growth factor–like effect of cytokines expressed within the CNS, 
peripheral cytokines—produced during immune activation in the course of infection or 
inflammation—act more like hormones to stimulate various brain functions. Cytokines 
produced within the CNS can also act like neuropeptides to affect certain neuronal cell 
functions. Thus, cytokines play a role in induction of fever, sleep, a characteristic set of 
behaviors seen in illness called “sickness behavior,” alteration of mood, memory 
consolidation, cognition, and activation of the hormonal stress response. Interleukin-1 
(IL-1), IL-6, tumor necrosis factor alpha (TNF-a) and a variety of other cytokines have all 
been shown in animal models and in humans to activate some or all of these brain 
functions.

Routes of Access of Peripheral Immune Molecules to CNS When these effects of 
peripheral cytokines were first described ( 14 ), even in relation to pure recombinant 
cytokines such as IL-1 ( 15 ), there was some resistance to the notion that peripheral 
immune molecules could directly affect brain function, in part because it was thought 
that such large molecules could not cross the blood–brain barrier (BBB). However, it is 
now known that there are many ways by which immune molecules in the periphery can 
either affect the CNS either directly, by crossing the BBB, or indirectly through second 
messenger signaling ( 16 , 17 ). Thus, cytokines can cross the BBB passively at leaky 
areas such as the circumventricular organs, where the BBB is incomplete, or they may 
be actively transported in small amounts across portions of the BBB ( 18 ). Cytokines 
signal the brain through activation of endothelial-cell second messenger systems such 
as nitric oxide synthase ( 19 ) and cyclooxygenase ( 20 , 21 ), with resultant release of 
nitric oxide and prostaglandins. Such signaling may also induce secondary induction of 
expression of cytokines within the CNS ( 22 ). Finally, an important route by which 
peritoneally produced cytokines stimulate the brain is via the vagus nerve ( 23 , 24 ). It is 
likely that one or more of these mechanisms operate under different conditions, and the 
major or primary route by which cytokines activate the CNS in a given condition 
depends on the dose, route of administration (whether intravenous or intraperitoneal), 
or exposure, and the particular cytokine involved ( 25 ). 
Blood–Brain Barrier Most of the brain is protected from exposure to large peripheral 
blood molecules and cells by the BBB—an endothelial barrier composed of functionally 
and anatomically distinct brain capillary endothelial cells connected by tight junctions 
and with limited endocytotic vesicular activity resulting in limited paracellular flux ( 26 , 27 ) 
( Fig. 2). Under resting physiologic conditions, this structure excludes most molecules 
except small lipophilic ones. Hydrophilic molecules and essential nutrients are actively 
transported across the BBB. 



 
FIG. 2. Features of the blood–brain barrier. Adherens and tight junctions couple brain 
capillary endothelial cells (ECs). The multidrug transporter P-glycoprotein is expressed 
in the apical membranes of ECs and actively effluxes undesirable substances from the 
CNS. Transcytosis across the brain ECs is slow, minimizing transcellular movement into 
the CNS. Astrocyte processes ensheath the ECs. Their phenotype may be influenced 
by the extracellular matrix. The blood–brain barrier also contains transporters for 
essential nutrients, such as glucose and certain amino acids, and for macromolecules. 
From Rubin and Staddon ( 27 ), with permission.

Passive Transport across Circumventricular Organs There are areas of the brain 
where the BBB is incomplete and therefore leaky even under normal physiologic 
conditions. These anatomical areas—the circumventricular organs—include the median 
eminence, the area postrema, the subfornical organ, the organum vasculosum of the 
lamina terminalis, and the choroid plexus. These areas tend to be rich in blood vessels 
that lack tight junctions and some, such as the median eminence located between the 
hypothalamus and pituitary glands, are areas into which many neurohormones are 
secreted. Thus, even large molecules in the range of 15 to 17 kD, such as interleukins, 
can cross from the blood to brain tissue in these areas. 
Active Transport of Cytokines Across Blood–Brain Barrier Although initially 
controversial, it has now been convincingly shown that small amounts of certain 
cytokines (IL-1 alpha, IL-1 beta, IL-1RA, GM-CSF, IL-6, TNF-a, and IFN-?) are actively 
transported across the BBB, and that different cytokines may cross at different places ( 
26 , 28 , 29 ). It is likely that both passive leaking across the BBB and active transport are 
routes that play an important role in CNS activation by intravascular cytokines. 
Second Messenger Signaling Probably the most common mechanism by which 
cytokines stimulate the CNS is through second messenger signaling. Thus, cytokines 
such as IL-1 bind to receptors in endothelial cells and activate second messenger 
systems including cyclooxygenase with production of prostaglandins ( 21 ), and nitric 
oxide synthase (NOS) ( 19 , 30 ) with production of nitric oxide. Such mechanisms play an 
important role in fever induction by peripherally produced cytokines. Treatment with 
nonsteroidal anti-inflammatory agents blocks these routes and thus prevents fever. 
Vagus Nerve Stimulation An important route by which cytokines produced in the 
peritoneum or liver may activate the brain is by stimulation of the vagus nerve ( 31 , 32 ). 
It has been proposed that a visceral chemosensory system exists in which cytokines, 
such as IL-1, bind to receptors expressed in paraganglia cells located in lymphoid tissue 
closely apposed to parasympathetic sensory ganglia ( 31 ). This, in turn, results in 
activation of the vagus nerve, and subsequent rapid activation through neural 
transmission of the nucleus of the tractus solitarius (NTS), the area in the brain stem 
that receives the vagus nerve’s initial incoming signals. Thus, early gene activation of 
c-Fos has been shown in the NTS after intraperitoneal injection of IL-1, and cutting the 
vagus nerve prevents many of the functional effects of intraperitoneally IL-1 injected, 



including c-Fos expression ( 24 ). It is likely that this route is the principal one by which 
cytokines expressed in conditions of peritoneal inflammation activate the CNS. 
Secondary Induction of Cytokine Production within CNS It has recently been shown 
that peripheral cytokines can induce expression of cytokines centrally without crossing 
the BBB. Thus, peripheral injection of TNF-a is associated with production of IL-1 in 
certain brain regions ( 22 ). In this instance, the periphery and CNS use cytokines in a 
relay-like fashion to activate different functions in brain and immune system. The role 
that such CNS expression of interleukins plays in alterations of mood during illness and 
in non–illness-related mood disorders is currently being explored. 
CNS Functions Induced by Peripherally Produced Cytokines Just as hormones 
produced by glands affect a variety of functions of organs distal to their site of 
production, cytokines produced by peripheral immune cells at areas of inflammation or 
infection induce a variety of brain functions distal to their site of production. Included are 
induction of fever, sleep, and sickness behavior, and effects on mood, memory 
consolidation, and cognition, and activation of the neuroendocrine stress response. 
Early studies showing such CNS effects in animal models employed complex infectious 
or proinflammatory stimuli, including viruses (influenza, hepatitis) and bacteria as well 
as bacterial-wall lipopolysaccharide (LPS) ( 14 ). While such studies suggested that 
cytokines induced by infectious and inflammatory stimuli did affect brain function, it was 
not until pure recombinant cytokines became available in large enough quantities to test 
in animal models ( 15 ) that it could be proven that these were the direct biologic effects 
of cytokines rather than nonspecific effects of illness. With that evidence, subsequent 
research has focused on molecular mechanisms and neuroanatomical pathways by 
which cytokines induce these effects. 
Fever One of the most well-studied effects of peripheral cytokines on the brain is fever ( 
33 , 34 ). Fever induction by bacterial cell wall products, such as LPS, occurs through 
monocyte activation and resultant release of pyrogenic cytokines IL-1, TNF-a, and IL-6. 
These cytokines then bind to endothelial cell receptors, in the case of IL-1 to the IL-1 
receptor/Toll-like receptor (IL-1R/TLR Toll). While MyD88 is among the common 
signaling intermediates for IL-1R and TLR, it is not known whether this intermediate 
plays a role in fever. Signal transduction occurs through common pathways involving 
NF?B, p38 MAPK and Jun ( 33 , 35 ). LPS may also directly stimulate endothelial cells. 
Activation of endothelial cells results in induction of cyclooxygenase, with production of 
prostaglandins (PGs), and induction of nitric oxide synthase (NOS) with production of 
nitric oxide (NO). These second messengers diffuse into the brain parenchyma and 
induce fever through stimulation of temperature sensitive cells in the preoptic area of 
the hypothalamus. Neural pathways controlling physiologic responses important in heat 
conservation and generation are then activated, including vasoconstrictor and motor 
pathways governing shivering. This results in an increased body temperature set-point 
and thus increased body temperature, that is, fever. 
Sleep Normal sleep is characterized by cycles of phases defined by a combination of 
EEG and behavioral patterns. Sleep patterns are affected both by the cytokine 
stimulation arm and the neuroendocrine response arm of neural immune interactions. 
Thus, cytokines and infections disrupt sleep patterns; sleep deprivation alters 
neuroendocrine responses, which, in turn, alter sleep architecture; and disrupted sleep 
affects course and severity of infectious disease. The specific pattern of sleep that is 
induced in response to infection depends on a combination of factors related to the 
infectious agent (whether bacterial, viral, or parasitic) and the hosts’ response patterns 



to the infection ( 36 , 37 and 38 ). This is in part related to the specific pattern of immune 
responses of the host, and the cell types involved in processing of the infectious agent, 
with resultant differential pattern of cytokines induced, as well as the presence of 
bacterial wall by-products, such as muramyl dipeptide, which in themselves alter sleep 
architecture. Several lines of evidence in animal models and humans indicate that many 
cytokines alter sleep architecture, and do so via specific cytokine receptors ( 39 , 40 ). 
Thus, cytokines such as IL-1, IL-2, IL-6, TNF-a, and IFN-a, IL-13, IL-15, IL-18, IFN-? 
and TGF-ß1 varyingly increase slow-wave sleep (SWS), reduce or increase rapid eye 
movement sleep (REMS), or produce fragmented sleep that reduces sleep efficiency 
and leads to daytime fatigue ( 39 , 41 , 42 and 43 ). Furthermore, evidence from inbred 
strains of mice and rats, targeted mutant knockout mouse models and genetic linkage 
and segregation studies in mice, indicate that postinfectious and cytokine-induced sleep 
patterns depend upon not only the pattern and timing of cytokines produced in 
response to a given infectious agent, but also on other host genetic factors that include 
neuroendocrine stress and corticotrophin-releasing factor (CRH) responsiveness ( 39 , 44 

, 45 and 46 ). Studies in inbred rat strains exhibiting differential CRH responsiveness 
indicate that hyper-CRH responders show less SWS and more REM sleep in response 
to IL-1 compared with hyporesponsive strains. Furthermore, intracerebroventricular 
administration of a CRH antagonist partially antagonizes this effect ( 46 ). Genetic 
linkage and segregation studies in mice have identified several linkage regions on 
mouse chromosomes 2, 5, 7, 17, and 19. The strength and presence of each specific 
linkage region is determined by the precise phenotype examined (whether circadian or 
infectious sleep patterns of SWS or REMS). One of these linkage regions contains 
several neuroendocrine related candidate genes that may potentially play a role in 
regulating sleep include the CRHR2 receptor and the growth hormone–releasing 
hormone receptor (GHRHR) ( 44 ). Furthermore, studies in GHRHR knockout mice show 
that the mutant mice sleep less at baseline, sleep less rather than more in response to 
influenza infection, and have a higher mortality to viral infection ( 47 ). While the 
association between sleep deprivation and greatly enhanced mortality from infection in 
animals has long been recognized, the mechanism of this effect is not known ( 48 , 49 ). 
The studies in GHRHR knockout mice suggest involvement of this receptor system in 
the phenomenon. All these lines of evidence indicate that genetic factors determining 
the set-point of the neuroendocrine stress response (see next section) interact with 
environmental exposures to pathogens, host responses in cytokine production to these 
pathogens to produce final overall outcome on sleep patterns and disease outcome. 
Sickness Behavior Intraperitoneally, intravenously, or intracerebroventricularly injected 
cytokines, including IL-1, IL-2, IL-6, and TNF-a, produce a set of behaviors that include 
decreased appetite (anorexia), decreased locomotion, loss of interest in sex, and 
depressed mood states. Together this pattern of behaviors, called sickness behavior, is 
thought to be protective from an evolutionary standpoint, as they allow the organism to 
conserve energy during infection. These behaviors can be blocked by cutting the vagus 
nerve, suggesting that activation of the vagus and vagally connected brainstem areas, 
including the NTS, may be a primary route by which peritoneal cytokines signal the 
brain. During illness rather than experimental conditions it is thought that cytokines 
produced by activated liver phagocytic cells such as macrophages or dendritic cells may 
stimulate the hepatic branches of the vagus nerve to induce sickness behaviors ( 31 , 32 

). 
Mood Peripheral cytokines also alter mood. Treatment of cancer or AIDS patients with 



IL-2 or IFN-a has been shown to profoundly affect mood, including serious depressive 
symptoms, as well as suicide ( 50 , 51 and 52 ). This side effect of treatment is the major 
limiting factor in the use of cytokines for treatment of immunosuppression in such 
patients. Patterns of symptomatology differ depending on the cytokine—in some cases 
(IL-2) suggesting BBB effects and some degree of organic brain syndrome, and in 
others (IFN-a) clinically resembling major depression. In the latter case, prophylactic 
treatment with antidepressants has been shown to be effective in melanoma patients 
treated with IFN-a ( 52 ). The effect of therapeutic doses of exogenous cytokines on 
mood has led some to hypothesize that endogenous CNS cytokine expression may play 
a pathophysiologic role in some cases of major depression. 
Memory Consolidation Cytokines such as IL-1 have been shown to play an important 
role in memory consolidation, particularly in forms of memory that involve the 
hippocampus. In such forms of memory, called context-conditioned fear learning, 
spatial cues provide the context for memory and for fearful events associated with place 
( 53 ). Thus, IL-1 and agents that induce IL-1 impair hippocampal-dependent memory 
consolidation, and this impairment is prevented by treatment with IL-1 antagonists. At a 
cellular and electrophysiologic level, IL-1 has been shown to affect long-term 
potentiation, a critical component of neuronal function that occurs in the initial phases of 
learning and memory ( 54 ). 
Activation of Neuroendocrine Stress Response Early studies showed that the 
hypothalamic-pituitary-adrenal (HPA) axis was activated during viral infection or after 
intraperitoneal LPS injection in mice ( 14 ). Subsequent studies using recombinant IL-1 
established that IL-1, injected intraperitoneally or intracerebroventricularly, induces 
hypothalamic production and secretion of the neuroendocrine stress hormone CRH into 
the hypothalamo-portal system of blood vessels ( 55 , 56 and 57 ). This in turn induces 
production and secretion from the pituitary gland of adrenocorticotropic hormone 
(ACTH), which in turn induces secretion of glucocorticoids (corticosterone in rodents 
and cortisol in humans) from the cortex of the adrenal glands ( Fig. 1). Recognition that 
immune molecules activate specific brain regions to produce a cascade of 
neurohormones that ultimately suppress immune function permitted the recognition that 
such immune stimulation of the CNS might play an important role in physiologic 
regulation of the immune system. Identification of animal models in which 
dysregulations of this two-way communication are associated with enhanced or reduced 
susceptibility to autoimmune, inflammatory, allergic, or infectious disease further 
supported this concept. Finally, surgical or pharmacologic manipulations of 
neuroendocrine and neuronal response systems in animals resistant or susceptible to 
immune-mediated diseases confirmed the causal nature of this relationship. 

CNS REGULATION OF IMMUNE SYSTEM

The nervous system regulates the immune system at multiple levels, through multiple 
anatomical routes and via many nervous system–derived molecules ( 6 ) (see Fig. 1). 
Together, the two arms of the neuroendocrine and neuronal stress, the HPA axis and 
the sympathetic nervous system (SNS) regulate the immune system through 
receptor-mediated effects of their effector molecules—neurohormones, neuropeptides, 
and neurotransmitters. Other components of the nervous system—including the 
parasympathetic nervous system and the peripheral nervous system—also provide a 
level of local and regional regulation of the immune system through similar 



receptor-mediated mechanisms.

Thus, glucocorticoid hormones (GC) secreted by the adrenal glands after HPA axis 
activation generally suppress immune function, providing a level of systemic negative 
feedback control to the immune system. At a regional level, GC are also synthesized in 
the thymus, and at this level play a role in lymphocyte selection during development. 
The autonomic nervous system regulates the immune system through sympathetic and 
parasympathetic nerve pathways, and innervation by these nerves of immune organs, 
including the spleen, lymph nodes, thymus, and bone marrow. At these sites, immune 
cells including lymphocytes, macrophages, dendritic cells, and mast cells may be found 
in close apposition to neurons that secrete neurotransmitters such as norepinephrine, 
acetylcholine, and serotonin. Such neurotransmitters affect immune cell function 
through receptor-mediated mechanisms, thus providing a regional level of regulation of 
immune responses. Finally, the peripheral nervous system regulates immune 
responses at a local level at sites of inflammation. Peripheral sensory nerves may be 
retrogradely activated to release neuropeptides into tissues, where these molecules 
also affect immune cell migration, activation, and mediator release.

Through this rich network of neuronal and hormonal connections in all tissues, the 
immune and nervous systems act in concert as a first-line defense against infectious, 
antigenic, or proinflammatory stimuli. Immune cells and neurons signal each other at all 
levels and with many molecules to provide a closely integrated and coordinated line of 
defense.

Neuroendocrine Regulation of Immune System: Glucocorticoid Effects

The final effector molecules released during activation of the HPA axis are the GC. 
While the anti-inflammatory effects of GC have been known since the Nobel Prize was 
awarded to Hench and Kendall for their discovery that GC suppress inflammation in 
rheumatoid arthritis, this effect was considered primarily a pharmacologic rather than 
physiologic one ( 58 ) until very recently. Several lines of evidence now indicate that GC 
play a physiologic role in immune regulation, including animal models in which GC 
feedback is disrupted, human studies showing an association between dysregulation of 
GC responses and altered immunity and in vitro studies examining the effects of 
physiologic concentrations of natural GC preparations on a variety of immune response 
end points. These are reviewed below and in Webster et al. ( 59 ).

Molecular Mechanisms of GC Action The effects of GC on immunity occur through 
the glucocorticoid receptor (GR), an intracellular receptor that is part of the steroid 
hormone–receptor family of ligand-dependent transcription factors. These receptors are 
characterized by an N-terminal transactivation domain that includes the Tau1 domain, a 
DNA-binding domain, and a ligand-binding domain ( Fig. 3). Once bound to ligand, the 
receptor dissociates from a heat-shock protein complex, translocates to the nucleus, 
dimerizes, binds to DNA, and activates transcription ( Fig. 4). A detailed review of the 
effects of the molecular mechanisms and effects of GC on immunity is provided in 
Webster et al. ( 59 ). 



 
FIG. 3. Molecular structure of the glucocorticoid receptor. The areas associated with the 
functions of transactivation, DNA-binding, ligand binding, nuclear localization, 
dimerization, and Hsp90 binding are shown. From Webster et al. ( 59 ), with permission.

 
FIG. 4. Molecular mechanisms of glucocorticoid effects on immune cell function. 
Schematic diagram of the mechanism of action of the glucocorticoid receptor including 
interactions with the NF?B and AP-1 pathways. Dotted lines represent repressive 
pathways. From Webster et al. ( 59 ), with permission.

Effects of GC on Immune Cell Responses In pharmacologic doses naturally 
occurring GC, such as corticosterone in rodents and cortisol in humans, and 
pharmacologic GC preparations such as dexamethasone suppress virtually every 
aspect of innate, as well as cellular and humoral acquired immunity ( Fig. 5, Fig. 6, and 
Fig. 7). In physiologic concentrations, however, GC are not wholly immunosuppressive, 
but rather shift patterns of immune responses. The resultant effects on immunity 
include suppression of humoral and cellular immunity, with suppression of antibody 
production to immunization and delayed-type hypersensitivity. GC also alter immune 
cell trafficking through effects on vascular permeability, chemotaxis, and adhesion 
molecule expression. At a cellular level, GC alter immune cell activation, differentiation, 
and maturation, and play a role in apoptosis. Many of these effects are accomplished 
through GC effects on cytokine production. 



 
FIG. 5. Effects of glucocorticoids on innate immunity. Schematic diagram representing 
glucocorticoid effects on innate immunity. Downward (hatched) arrows  show aspects of 
innate immunity that have been shown to be suppressed by glucocorticoids, including 
IL-12, IFN?, and TNF-a production.

 
FIG. 6. Effects of glucocorticoids on cell-mediated immunity. Schematic diagram 
representing glucocorticoid effects on cell-mediated immunity. Downward (hatched) 
arrows show aspects of cell-mediated immunity that have been shown to be 
suppressed by glucocorticoids.



 
FIG. 7. Effects of glucocorticoids on differentiation of T cells. Schematic diagram 
representing glucocorticoid (GC) effects on T-cell differentiation. Downward (open) 
arrows show cytokines that are suppressed by GC, including IL-2 and IL-6 and IFN?. 
Upward (closed) arrows show cytokines that have been shown to be increased by GC, 
including IL-4, IL-5, and IL-10. This differential effect of GC causes a shift ( speckled 
arrow) from a TH1 to a TH2 pattern of immunity.

Cytokines GC affect the transcription of many cytokines, generally up-regulating 
anti-inflammatory cytokines and down-regulating proinflammatory cytokines. Thus, GC 
suppress the proinflammatory cytokines IL-1, IL-2, IL-6, IL-8, IL-11, IL-12, TNF-a, IFN?, 
and GM-CSF and up-regulate the anti-inflammatory cytokines IL-4 and IL-10. These 
effects are largely mediated through repression of the transcription factor NF?B ( 60 , 61 

and 62 ). The resultant shift from Th1 to Th2 immunity has been suggested to be due 
mainly to down-regulation of Th1 cytokines, allowing dominant expression of the Th2 
cytokines. 
Th1–Th2 Physiologic concentrations of GC shift the immune response from a Th1 to a 
Th2 pattern, with enhanced production of the anti-inflammatory cytokines IL-4 and IL-10 
and decreased production of proinflammatory cytokines, including IFN-? and IL-12 ( 63 , 
64 , 65 and 66 ). Th1 immunity or cellular immunity is characterized by expression of the 
proinflammatory cytokines IFN-?, IL-2, and TNF-ß. At a cellular level, a Th1 pattern is 
associated with differentiation of macrophages, natural killer (NK) cells and cytotoxic T 
cells that are involved in phagocytosis and destruction of bacteria. Th2 immunity or 
humoral immunity, characterized by production of the anti-inflammatory cytokines IL-4, 
IL-10, and IL-13, is associated with differentiation of eosinophils, mast cells, and B cells, 
and antibody-mediated defense against foreign antigens. IL-12, the main inducer of Th1 
immunity, induces IFN-? and inhibits IL-4. GC have also been shown to differentially 
affect the survival of Th1 and Th2 cells. Thus, Th2 NK1.1 + T cells that produce IL-4 are 
resistant to dexamethasone-induced apoptosis due to the expression of the 
proto-oncogene Bcl-2. 
Cell Adhesion Molecules and Immune Cell Trafficking GC reduce leucocyte 
trafficking to areas of inflammation via down-regulation of protein molecules involved in 
chemoattraction and adhesion. Thus, GC inhibit the expression of intracellular adhesion 
molecule 1 (ICAM-1), endothelial-leukocyte adhesion molecule 1 (ELAM-1) and 
vascular adhesion molecule 1 (VCAM-1), in part through GR-mediated repression of 
NF?B. GC also suppress expression of the endothelial cell-surface adhesion molecule 
E-selectin and bone-marrow and polymorphonuclear cell L-selectin ( 67 , 68 and 69 ). 
Chemoattractants and Cell Migration GC suppress a variety of molecules important 
in chemoattraction and cell migration. Thus, through suppression of IL-1ß via NF?B, GC 



suppress cytokine-induced neutrophil chemoattractant (CINC)/growth-related oncogene 
(Gro), which is important for accumulating neutrophils at sites of inflammation ( 68 ). GC 
also suppress the eosinophil chemoattractants IL-5 in mast cells and T cells, RANTES 
in T cells, and Eotaxin in bronchial airways ( 70 , 71 and 72 ). The cytokines monocyte 
chemoattractant protein 1 (MCP-1), MCP-2, and MCP-3 have also been shown to be 
down-regulated by dexamethasone ( 73 ). 
Production of Inflammatory Mediators GC reduce production of inflammatory 
mediators including prostaglandins and nitric oxide by suppressing several enzymes 
involved in the synthesis of these molecules, including cytosolic PLA 2 and COX-2 

mRNA ( 74 ), nitric oxide synthase II (NOS II), and inducible nitric oxide synthase (iNOS), 
the latter by the induction of I?B ( 75 ). In contrast to this suppressive effect of GC on 
proinflammatory mediators, GC increase externalization and synthesis of the 
anti-inflammatory molecule lipocortin 1 (or annexin 1). Lipocortin 1 is expressed in 
immune cells as well as in the neuroendocrine system, in the hypothalamus and 
pituitary, and exerts its anti-inflammatory action in the periphery by inhibition of 
arachadonic acid release and prostaglandin synthesis. 
Neutrophils GC affect neutrophil activation and function, including chemotaxis, 
adhesion, transmigration, apoptosis, and phagocytosis ( 76 ). Although these GC effects 
occur through regulation of many cytokines, lipocortin 1 plays a pivotal role in these 
effects on neutrophils. Pharmacologic doses suppress neutrophil activation and 
migration but increase circulating numbers of neutrophils through inhibition of 
apoptosis. 
Monocytes In contrast to their relative lack of effect on resting resident macrophages, 
GC suppress the protective and defense mechanisms of activated macrophages. 
Pharmacologic or stress levels of GC reduce circulating numbers of monocytes, inhibit 
secretion of IL-1, IL-6, TNF-a, and monocyte chemotractic-activating factors, and 
suppress components of macrophage activation, including collagenase, elastase, and 
tissue plasminogen–activator synthesis ( 77 ). 
Eosinophils, Basophils, and Mast Cells Pharmacologic doses of GC reduce 
circulating numbers of eosinophils through suppression of IL-5, IL-3, and GM-CSF, 
sequester eosinophils in primary and secondary lymphoid tissues, induce apoptosis, 
and inhibit eosinophil recruitment to areas of inflammation. GC reduce circulating 
numbers of basophils, inhibit basophil migration, reduce number of mast cells in irways, 
and impair basophil histamine and leukotriene release ( 78 , 79 ). 
Resident Tissue Immune Cells GC have been shown to affect resident tissue cells 
involved in antigen presentation and inflammation. Thus, GC reduce numbers of 
dendritic cells ( 80 ), inhibit the expression of cytokines, chemoattractants, and mediators 
of inflammation expressed in airway epithelial cells and inhibit the expression of MUC2 
and MUC5AC in mucosal cells ( 81 ). 
Effects of Glucocorticoids on Lymphocyte Selection at Cellular and Regional 
Immune Organ Level In addition to these systemic effects of GC on most aspects of 
immune cell function in adults, GC also play an important regional role in regional 
lymphocyte selection in immune organs during development. This regional control 
occurs in part through local GC production within immune organs—for example, the 
thymus—and via several molecular and cellular mechanisms, including apoptosis and 
thymocyte differentiation. Fluctuations of systemic GC levels resulting from circadian 
physiologic variations and stress-induced increases in GC secretion are associated with 



shifts in patterns of immune response and effects on immune-mediated processes and 
diseases. 
Apoptosis and Cell Cycle Arrest GC induce G1 arrest and apoptosis (programmed 
cell death) in immune cells through several mechanisms, depending on the cell type. 
Cell cycle genes such as c-Myc, cyclin D3, and Cdk4, and the cyclin-dependent kinase 
inhibitor, p57 Kip2, mediate GC effects on cell cycle arrest ( 82 , 83 and 84 ). 
Glucocorticoid-induced apoptosis in proliferating and nonproliferating thymocytes is 
mediated via different mechanisms with some common features, including activation of 
caspases. Thus, GC-induced transcription of I?B or other similar inhibitory factors lead 
to apoptosis in T cells via repression of transcription of the c-Myc gene. In monocytes, 
increased expression of the death receptor, CD95, mediates GC-induced apoptosis 
through activation of a cascade involving caspase 8 and caspase 3 ( 85 ). 
Thymic Regulation of T-Cell Selection The thymus contains the entire enzymatic 
machinery for GC synthesis ( 86 ). Evidence from in vitro, knockout, and transgenic 
animal models indicate that this local GC production by thymic epithelial cells plays an 
important role in T-cell selection during development. It is not known whether 
intrathymic GC synthesis is under the same sort of regulatory control by the pituitary 
gland and hypothalamus as is adrenal GC synthesis. It has been suggested that GC 
regulate thymic T-cell selection through a model of “mutual antagonism” in which GC 
up- or down-regulate the intensity of T-cell receptor (TCR) signaling ( 87 ). In this model, 
positive selection occurs when there is a balance between GC signaling and TCR 
avidity for self-antigen and MHC. The relative concentration of GC and antigen to which 
a T cell is exposed would then determine whether it dies by neglect or apoptosis. At 
higher concentrations of GC, a higher TCR avidity is needed for positive selection to 
occur. Negative selection occurs in the absence of such high TCR avidity and antigen. 
At lower levels of GC, cells that would otherwise have been positively selected die from 
apoptosis, as at these lower GC concentrations TCR signaling is enhanced. 

Pathophysiologic Role of HPA Axis and GC Dysregulation in Pathogenesis of 
Immune-Mediated Diseases

Given the wide range of effects of GC on virtually all aspects of immunity, it is not 
surprising that these hormones play an important physiologic role in immune regulation, 
that when disrupted leads to disease. In physiologic situations GC effects on immune 
and inflammatory responses provide an extraimmune system level of control of immune 
responses, and a shut-off signal to prevent inflammation and immune activation from 
continuing once the initial stimulus has been cleared. Pathologic situations result when 
the GC response is insufficient or excessive. Thus, insufficient GC responses are 
associated with predisposition to inflammatory or autoimmune disease, and excess GC 
production, as occurs in chronic stress, predisposes to infectious diseases and other 
sequelae of immunosuppression ( 6 , 88 ).

Hypothalamic Pituitary Adrenal Axis The physiologic level of GC is tightly controlled 
through secretion of a cascade of hormones initiated by secretion of 
corticotrophin-releasing hormone (CRH) from the paraventricular nucleus of the 
hypothalamus. CRH release into the pituitary portal–blood vessel system in turn results 
in secretion of ACTH from the anterior pituitary gland. This in turn stimulates secretion 



of cortisol (corticosterone in rodents) from the adrenal cortex. Hypothalamic CRH is the 
main CNS stress hormone, and the neurons of the paraventricular nucleus are closely 
connected to many other brain stress centers, including the brainstem noradrenergic 
system ( 89 ). These centers receive inputs from virtually all other parts of the brain, 
including sensory signals from the visual and auditory systems, signals from memory 
centers such as the hippocampus, and regions activated by peripheral cytokine signals 
( 31 , 57 ). Through these pathways, plasma GC levels are continuously and exquisitely 
attuned to fluctuations in physical, psychological, and physiologic environmental stimuli. 
Such changes in the external environment to which the body must adapt are termed 
stressors, and can induce increases in plasma cortisol within 3 to 5 minutes. GC 
secretion also varies in a circadian fashion throughout the day, with its peak in the 
morning and nadir in the evening. This variation could contribute to daily fluctuations in 
immune responses seen in autoimmune/inflammatory illnesses such as rheumatoid 
arthritis, or changes in symptoms of such illnesses during stress. 
Regulation of Immune Responses by HPA Axis under Physiologic Conditions 
Animal and human studies have shown that various immune responses, including 
plasma cytokine levels, patterns of whole blood cytokine production, and T-cell subset 
and NK cell numbers and activity, vary in relation to both circadian and stress variations 
in plasma GC levels ( 90 ). Exercise is one physiologic condition that has been 
extensively used to study the effects on various aspects of immune function of 
controlled, graded, and quantitative HPA axis activation. In general, exercise is 
associated with shifts in numbers and ratios of CD4/CD8 lymphocytes in peripheral 
blood, shifts in patterns of cytokine production, and changes in NK cell activity ( 91 , 92 ). 
In addition to exercise, administration of physiologic preparations of GC, such as 
hydrocortisone, have also been shown to be associated in a dose-related manner with 
similar altered patterns of immune responses. In these conditions, it appears that some 
cytokines (IL-1 and TNF-a) are more sensitive than others to suppression by lower 
concentrations of GC ( 90 ). Circadian variations of GC levels, with high morning and low 
evening cortisol in humans are also associated with similar but less marked shifts in 
patterns of cytokine production, in concert with the smaller differences in GC levels that 
occur during circadian changes than during exercise. It is difficult to evaluate the 
precise contribution of the HPA axis and GC alone to the mechanism of the effects of 
exercise on immune function, since exercise also activates many other stress response 
systems, including the adrenergic SNS, that are known to directly affect immune 
function. Furthermore, while studies of relationships between GC levels and patterns of 
immune responses are suggestive of the importance of these factors in regulating 
immune responses under normal physiologic conditions, they do not prove that GC 
fluctuations play a causal role in modulating immune responses under pathologic 
conditions. 
Pathologic Conditions Associated with Dysregulation of HPA Axis: HPA Axis 
Hyporesponsiveness and Susceptibility to Autoimmune/Inflammatory Disease 
The best evidence that HPA axis activation and resultant GC secretion plays a 
physiologic role in immune regulation is derived from animal models in which the HPA 
axis is disrupted on either a genetic basis or with pharmacologic or surgical 
interventions ( 93 ). The direct effects of such interventions on immune/inflammatory 
disease expression and susceptibility in these animal models suggests that the 
relationship between immune-mediated diseases and blunted or excessive GC 
secretion in humans is more likely causal than simply the result of coincidental 



association. Insufficient activation of the HPA axis is associated with enhanced 
susceptibility to and severity of a variety of autoimmune/inflammatory diseases in both 
animal models and in humans. An association between blunted HPA axis responses 
and susceptibility to a wide range of autoimmune/inflammatory and allergic disease has 
been shown across species, in chickens, mice, rats, and humans. Thus, hypo-HPA axis 
responsiveness has been shown in chickens that develop spontaneous thyroiditis or a 
scleroderma-like illness ( 94 ), in certain strains of mice (MRL) that develop systemic 
lupus erythematosus (SLE) ( 95 ), and in rats that are susceptible to inflammatory 
arthritis, experimental allergic encephalomyelitis (EAE), thyroiditis, uveitis, adrenalitis, 
inflammatory bowel disease, and many other experimentally induced inflammatory 
diseases ( 96 , 97 ). Similarly blunted HPA axis responses have been shown in humans 
with SLE ( 98 ), rheumatoid arthritis ( 99 , 100 and 101 ), multiple sclerosis ( 102 ), Sjogren’s 
syndrome ( 103 ), fibromyalgia, chronic fatigue syndrome ( 104 , 105 ), allergic dermatitis, 
and asthma ( 106 ) ( Table 1). 

 
TABLE 1. Low hormonal stress response

In order to detect such differences in HPA axis responsiveness, it is necessary to 
stimulate the HPA axis and measure GC or ACTH responses over a full time period 
after stimulation. Single time–point measures and baseline unstimulated measures that 
do not activate the HPA axis or measure total hormone secretion over a given time 
period will not identify individual variations in responsiveness of the HPA axis. It is 
possibly for this reason that associations between a blunted HPA axis response and 
autoimmune/inflammatory disease went undetected for decades after the 
pharmacologic anti-inflammatory effects of GC were discovered. In animals, 
immune/proinflammatory stimuli have been used to activate the HPA axis, including 
bacterial products such as LPS, streptococcal cell walls (SCW), and immune stimuli 
such as IL-1 ( 107 ). In addition, physiologic stimuli such as insulin hypoglycemia, and a 
variety of stressful stimuli including restraint, novel environments, swim stress, or startle 
have also been used. In humans, ovine CRH, insulin hypoglycemia, and psychologic 
stress of public speaking and mental arithmetic have all been used to activate the HPA 
axis response in subjects with autoimmune, allergic, or inflammatory disease. Rat 
strains that have been shown to exhibit differential HPA-axis responsiveness include 
hyper-HPA axis-responsive Fischer (F344/N) and hypo-HPA axis-responsive Lewis 
(LEW/N) rats. Mouse strains that show such differential HPA axis responsiveness 
include hyper-HPA axis-responsive BALBc and relatively hypo-HPA axis-responsive 
C57BL/6J ( 108 ). It is important to note that in such studies the degree to which HPA 
axis responses vary between strains differs in relation to the precise nature and 
duration of the stressor. In studies in which HPA axis responsiveness has been 
compared to inflammatory disease susceptibility, animal strains susceptible to 



autoimmune/inflammatory disease or human subjects with a history of such illnesses, 
show a blunted HPA axis response compared to controls. 
Genetic Animal Models of Blunted HPA Axis and Susceptibility to Autoimmune 
Inflammatory Disease Genetic linkage and segregation studies have shown that 
susceptibility to autoimmune/inflammatory diseases such as inflammatory arthritis in 
rats, systemic lupus erythematosus in mice, and experimental allergic 
encephalomyelitis in rodents, is multigenic and polygenic. That is, many genes, each of 
which has small effect, contribute to susceptibility and resistance to such complex 
diseases. In the case of inflammatory arthritis, over 20 regions of 15 different 
chromosomes contribute to disease susceptibility ( 109 ). In murine models of SLE, four 
regions on four separate chromosomes contribute additively to the phenotype 
expression ( 110 ). That is, inheritance of such disease susceptibility–conferring regions 
contributes to disease expression in an almost dose-related manner, with inheritance of 
any combination of regions predisposing increasingly to disease expression as the 
number of regions inherited increases. Genetic linkage and segregation studies in 
inflammatory-susceptible and -resistant inbred rat strains that also exhibit differential 
HPA axis responsiveness indicate an inflammatory resistance–linkage region on rat 
chromosome 10 (syntenic with human chromosome 17) that contains several 
interesting candidate genes involved in HPA axis regulation, including the CRH receptor 
type 1 and angiotensin-converting enzyme (ACE) ( 111 , 112 ). However, no mutation was 
identified in the coding region of the CRH receptor in these strains, and a mutation 
located near one active site of ACE did not functionally relate to the inflammatory 
resistance phenotype. Such findings indicate the complexity of relating 
disease-determining genetic factors in complex multigenic and polygenic illnesses such 
as inflammatory disease. In such studies, in general approximately 35% of quantitative 
trait variance is related to genotypic factors, while approximately 65% of variance is 
related to environmental factors ( 111 ). Thus, the degree of susceptibility to 
autoimmune/inflammatory disease expression in any individual is determined by the 
load of disease predisposing and protective genes inherited, combined with the 
modifying effects of predisposing and protective environmental factors. Such factors 
may move an individual up or down a spectrum of disease expression toward or away 
from a threshold at which disease expression occurs ( 110 ). In this context, neural and 
neuroendocrine factors are only a few of many genetic factors that determine 
susceptibility and resistance to autoimmune/inflammatory disease. However, since 
neural and neuroendocrine responses are so exquisitely responsive to environmental 
perturbations, they could play an important role in transducing many environmental 
variations to affect expression or susceptibility in such illness-prone individuals. 
Surgical or Pharmacologic Interruption of Hypothalamic Pituitary Adrenal Axis: 
Effects on Autoimmune/Inflammatory Disease Several animal models exist in which 
a blunted HPA axis response is associated with autoimmune/inflammatory disease. 
Obese chickens that develop spontaneous thyroiditis ( 94 ) and some strains of mice 
(MRL) that develop spontaneous SLE exhibit blunted HPA axis responses ( 95 ). It is, 
however, difficult to definitively prove the causal relationship between blunted HPA axis 
responses and disease expression in such models of spontaneous 
autoimmune/inflammatory disease, since inflammation itself can alter HPA axis 
responses. This confounding is avoided in animal models of experimentally induced 
autoimmune/inflammatory disease, in which healthy, noninflamed rats known to be 
susceptible to development of a range of proinflammatory or antigenically induced 



autoimmune/inflammatory diseases, also exhibit blunted HPA axis responses. LEW/N 
rats are an inbred strain that is both highly susceptible to development of a range of 
autoimmune/inflammatory diseases and exhibits blunted HPA axis responses to a wide 
variety of proinflammatory and stress stimuli. In contrast, F344/N rats are largely 
histocompatible with LEW/N rats, exhibit hyper-HPA axis responses and are largely 
resistant to development of autoimmune inflammatory disease in response to the same 
antigenic or proinflammatory stimuli. The existence of such associations in inbred 
rodent strains allows genetic, pharmacologic, and surgical manipulations that can be 
used to precisely define and provide strong evidence for the causal relationship 
between interruptions of the HPA axis and susceptibility to autoimmune/inflammatory 
diseases. Interruption of the HPA axis of the HPA hyperresponsive, 
inflammatory-resistant strains renders such animals highly susceptible to the 
proinflammatory effects of antigenic and proinflammatory stimuli, particularly to mortality 
from septic shock. Thus, hypophysectomy, adrenalectomy, or treatment with the GC 
receptor antagonist RU486 of resistant rats exposed to SCW, salmonella, or myelin 
basic protein results in greatly increased incidence of mortality from septic shock (up to 
100%) ( 97 , 113 , 114 ). Surviving animals exhibit inflammatory disease. These effects of 
HPA axis blockade or disruption can be partially or wholly prevented in a dose-related 
manner by treatment with physiologic doses of GC. Similarly, the greatly increased 
mortality in GC-receptor antagonist-treated mice infected with MMCV virus is also 
reversed by treatment with GC ( 115 ). Finally, reconstitution of the HPA axis by 
intracerebroventricular transplantation of hypothalamic tissue from 
inflammatory-resistant F344/N rats into inflammatory-susceptible LEW/N rats results in 
more than 85% reduction in peripheral inflammation compared to controls in a 
carrageenan model of innate inflammation ( 116 ). 
GC Resistance and Inflammatory/Autoimmune Disease Another mechanism by 
which the immunosuppressive/anti-inflammatory effects of GC may be impaired is 
through GC resistance ( 117 ). This may result from inherited genetic mutations of 
GC-receptor or GR-associated factors and may also develop during chronic 
inflammation through increased expression of a nonfunctional soluble form of the GC 
receptor, GR-ß. Thus, excess GR-ß expression has been reported in chronic asthma in 
which GC resistance has developed ( 118 , 119 ). A mutation of the GR associated with 
increased stability of the GR-ß is seen in rheumatoid arthritis and SLE patients in 
excess of controls and could potentially play a role in expression of these illnesses in 
some individuals ( 120 ). 
Pathologic Conditions Associated with Dysregulation of HPA Axis: Excess HPA 
Axis Activity, Stress Effects on Immune-Mediated Diseases While inadequate 
neuroendocrine stress responsiveness and subsequent lack of GC-negative feedback 
on immune responses predisposes to inflammation, excessive GC production—as 
occurs during stress—tends to suppress immune and inflammatory responses and 
predispose to infection. The effects of stress on immunity and immune-mediated 
diseases depend on several characteristics of the stressful stimulus dose (the intensity 
of the stressor), frequency, and duration. The total amount of stress sensed by an 
organism over a period of time has been termed “allostatic load” ( 121 ). The higher the 
intensity, the more frequent and the longer the duration of the stressful stimuli, the 
greater the allostatic load the individual will experience and the more likely it will be that 
the stressful situation will have an effect on health. Whether a given stressor will affect 
immune responses and health depends in part on duration of the stressful stimulus. 



Since the time course of activation of nervous system responses to external stimuli is 
on the order of milliseconds to seconds, while the time course of the effects of stress 
hormones on immune response systems occurs over minutes, hours, and days, it is 
more likely that a stressor of longer duration will have an effect on immunity and health. 
In addition to these characteristics of the stressor, a number of characteristics of the 
host also play a role in determining the effects of stress on immune responses and 
disease. These include gender ( 122 , 123 and 124 ) and overall nutritional status. Initial 
studies on the effects of sex hormones and gender on both behavioral and physiologic 
aspects of stress responses indicate that these factors play an important role in overall 
stress response patterns and therefore will likely play an important role in the effects of 
stress on disease expression. Nutritional stress (loss of over 10% body weight in a 
period of weeks) compounds the deleterious effects of other stressors on suppression 
and infectious disease susceptibility ( 125 ). In addition to these physiologic 
characteristics of stressors that determine their effects on immune responses and 
disease are the specific components of the stress response systems that become 
activated by different stressful stimuli. Thus, while when Hans Selye defined the term 
“stress” in the 1950s as a nonspecific response of the body to any demand, it is now 
clear that different kinds of stressful stimuli activate different neural pathways in a more 
specific manner than was previously thought ( 126 , 127 ). Thus, in rodent studies, 
physiologic stresses such as exercise and hemorrhage have been shown to activate 
different brain regions than psychogenic stress, such as pain. The degree to which the 
HPA axis and the other arm of the stress response, the SNS, are differentially activated 
by different sorts of stressors remains to be fully defined, especially in human studies ( 
128 , 129 ). 
Stress Effects on Viral or Bacterial Infection: Animal Models Numerous animal 
studies have addressed the effects of stress on infection. The precise effect of 
activation of these stress response systems on the course of the viral infection is 
related to the mechanism by which the virus causes illness. If the illness is caused by 
the organism’s inflammatory response to the viral infection, such as in influenza 
pneumonia, some degree of anti-inflammatory effects of GC may be beneficial, while 
excess immune suppression from excess GC will allow unrestrained viral replication 
and pathology related to increased viral load. Thus, adrenalectomized mice exposed to 
MMCV die from septic shock ( 115 ), and replacement of GC in physiologic doses 
prevents mortality and this excessive inflammatory response. Different kinds of stressful 
stimuli, such as physical (restraint) versus social stress, also exert differential effects on 
different kinds of viral infections, probably in relation to their differential activation of 
neuroendocrine, sympathetic, and other neural stress response systems ( 130 , 131 ). 
Thus, restraint stress in mice is associated with rapid death from influenza virus. In 
contrast, restraint stress has minimal effect on herpes viral infection in mice, while 
social stress is associated with exacerbation of herpes virus infection, in part through 
nerve growth factor–mediated mechanisms. Susceptibility and resistance to 
Mycobacterium tuberculosis is also affected by GC. In mycobacterial-resistant mice, GC 
accelerate mRNA decay of the mycobacterial-resistance gene Nramp1, thus leading to 
enhanced susceptibility to disease ( 132 , 133 ). These effects of GC and HPA axis 
activation on mycobacterial infection in animals are consistent with known effects of GC 
treatment in exacerbation and reactivation of tuberculosis in humans. 
Stress Effects on Delayed Type Hypersensitivity: Animal Models In contrast to the 
immunosuppressive effects of chronic stress or high-dose GC predisposing to infection, 



acute stress or low-dose GC enhance delayed-type hypersensitivity (DTH) ( 134 , 135 ). 
Thus, low-dose corticosterone treatment of adrenalectomized mice or acute stress 
enhanced the DTH skin reaction and increased numbers of sensitized T cells in 
draining lymph nodes, suggesting that acute stress may redirect lymphocyte trafficking 
to the skin. This effect may be in part mediated by IFN-? ( 136 ). 
Human Disease: Chronic Stress and Immune System–Mediated Disease Animal 
and in vitro studies such as those outlined in the previous section provide mechanisms 
for and strengthen evidence that stress predisposes human subjects to greater 
susceptibility to and severity of infection. A number of interventional and survey studies 
indicate that chronic stress in humans is associated with increased susceptibility to and 
severity of viral infections (common cold, influenza), decreased antibody production to 
vaccine, and prolonged wound healing ( 137 , 138 , 139 , 140 and 141 ). In general, chronic or 
subacute stresses are more likely to be associated with such effects. Stressful 
situations that have been found to be associated with such effects include chronic 
caregivers of Alzheimer’s patients, medical students undergoing exam stress, and army 
rangers undergoing extreme exercise training over a 3-week period ( 125 , 142 ). Acute 
studies of arguments between spouses show suppressive effects on immune cell 
function related to differences in duration of elevation of stress hormones. In this latter 
case, gender differences were observed in confrontation style, duration of hormone 
elevation and immune suppression, with females tending to show greater immune 
suppression associated with their more sustained hormone responses, which continued 
after the end of the argument ( 139 ). Stress effects on allergic disease may be divided 
into acute and chronic effects. Chronic stress effects on asthma may include enhanced 
susceptibility to infection through mechanisms described above. In addition, during 
chronic inflammation in illnesses such as asthma, increased production of the GR-ß is 
associated with development of some degree of GC resistance ( 119 , 143 ), and 
potentially less suppression of inflammation by either intrinsic or extrinsic GC. 
Hypersensitization of neuronal circuits exposed to allergens or inflammatory mediators 
(discussed in the next section) can lead to increased sensitivity to many stimuli and 
resulting increased bronchospasm in response to acute stress in asthma ( 144 ). Human 
studies provide evidence that such circuits do play a role in exacerbation of symptoms 
of asthma in children in relation to sad states, and improvement of symptoms during 
happy states induced by watching an emotionally uplifting movie ( 145 ) (see next 
section). 
Autonomic Nervous System—Immune System Interactions The CNS not only 
regulates the immune system through neuroendocrine routes but also via both 
sympathetic and parasympathetic nerves of the autonomic nervous system. 
Sympathetic Nervous System The SNS is composed of nerves that originate in the 
brain stem and synapse through ganglia located along the spinal cord. The main 
sympathetic neurotransmitter is norepinephrine, and the main sympathetic 
neuropeptide is neuropeptide Y (NPY). The adrenal medulla is a glandular component 
of the SNS that releases epinephrine (adrenalin) into the bloodstream during stress 
activation. Together, adrenalin released from the adrenal medulla, and norepinephrine 
and NPY released from nerve terminals, produce a variety of effects during stress. 
These include increased heart rate and peripheral vasoconstriction with resultant 
increased blood pressure and diversion of blood flow away from skin and to muscles—a 
pattern of cardiovascular response known as a “threat” pattern ( 146 ). The effects of 
activation of the SNS together with behavioral responses resulting from activation of the 



HPA axis produce the physiologic stress response commonly known as the 
“fight-or-flight” response. 
Parasympathetic Nervous System The system of nerves that make up the 
parasympathetic nervous system also originates in the brain stem, but synapse through 
ganglia located within or near organs they innervate. The major nerve of the 
parasympathetic nervous system is the vagus nerve and its main neurotransmitter is 
acetylcholine (ACh). The vagus nerve both sends signals to and receives signals from 
the CNS, and innervates the gut, liver, spleen, lungs, and heart. The parasympathetic 
nervous system also innervates the skin, sweat glands, and internal organs including 
the uterus and bladder. The vagus nerve is tonically active and provides a brake to the 
system, tending to slow heart rate and reduce blood pressure. Removal of the brake by 
inhibition of vagal tone, as occurs during a stress response, is the fastest way to 
increase heart rate and blood flow and activate the stress response ( 146 ). This occurs 
on the order of milliseconds, compared to sympathetic activation that occurs on the 
order of seconds, and HPA axis activation that occurs on the order of minutes. Frontal 
cortex brain regions projecting through descending pathways to brainstem vagal 
parasympathetic centers provide a route by which higher brain functions can alter 
cardiac performance and this component of the stress response ( 147 ). The pattern of 
enhanced cardiac performance and reduced peripheral resistance seen during vagal 
activation is known as a “challenge” response. 
Autonomic Innervation of Immune Organs Immune organs, including the spleen, 
thymus, lymph nodes, and bone marrow, are innervated by both the sympathetic and 
parasympathetic nervous system ( 148 , 149 , 150 and 151 ), although sympathetic 
noradrenergic and NPY innervation predominates in these lymphoid tissues. Within 
these organs immune cells are in close apposition to nerve endings. Evidence that 
neurotransmitters such as norepinephrine and ACh released from these nerves play an 
important role in regulating immune responses and disease expression is derived from 
both in vitro and in vivo pharmacologic studies, ablation studies, and studies in specific 
targeted mutant mice. During stress, both circulating catecholamines (epinephrine) and 
norepinephrine and NPY released from nerve terminals within lymphoid organs, alter 
immune cell function through adrenergic receptors on the surface of these cells. This in 
turn affects the severity and course of diseases mediated by the immune system, 
including DTH and viral, mycobacterial, and bacterial infections (reviewed in Elenkov et 
al. [ 152 ]). 
Autonomic Neurotransmitter Receptors on Immune Cells Numerous studies show 
that virtually all immune cells, including macrophages and lymphocytes, express 
adrenergic receptors and cholinergic receptors. The effects of the adrenergic 
neurotransmitters norepinephrine and epinephrine are mediated through the various 
subtypes of alpha- and beta-adrenergic receptors (alpha-1 and -2 and beta-1, -2, and 
-3). These seven transmembrane protein receptors are G-protein subunit coupled 
receptors that activate protein kinase A and cAMP or PLC and inositol phospholipid 
metabolism. In vivo and in vitro data indicate that the SNS and its neurotransmitters 
play a role in many aspects of immune cell development, activation, and function, 
including mitogen-induced T-lymphocyte proliferation; antigen-specific B-cell function; 
type 1–helper T-cell function; lymphocyte migration and trafficking; NK cell activity and 
macrophage phagocytosis; and chemotaxis, chemokine, cytokine, and nitric oxide 
production ( 153 , 154 and 155 ). Like GC, sympathetic neural factors, including 
norepinephrine, adrenalin, and the sympathetic neuropeptides, cause a shift of immune 



response pattern from a Th1- to a Th2-type response ( 152 ). 
Sympathetic Nervous System Interruptions and Immune Disease The role of 
regional immune organ–sympathetic innervation in immune-mediated disease is 
evidenced by studies in which the sympathetic innervation to such organs is disrupted 
by pharmacologic, chemical, or surgical ablation. In such cases, the effect depends on 
the location of the interruption ( 156 , 157 , 158 and 159 )—systemic, regional, or local—as 
well as the method used to interrupt the SNS. Thus, systemic pharmacologic 
beta-adrenergic blockade is associated with decreased arthritis activity in 
adjuvant-treated rats ( 158 ). In contrast, regional interruption of sympathetic innervation 
to lymph nodes is associated with enhanced inflammation ( 160 ). Both experimental 
interruption of the sympathetic innervation of the spleen and the age-related dying back 
of splenic sympathetic nervous innervation are associated with blunted, splenic 
immune-cell responses ( 161 ). Conversely, reinnervation of splenic sympathetic nerves 
that occurs after treatment with tricyclic antidepressant deprenyl reconstitutes these 
impaired immune responses ( 162 ). The reasons for these discrepancies are not clear. 
In the case of chemical sympathectomy, the initial massive release of adrenergic 
neurotransmitters followed by depletion may alter subsequent immune cell sensitivity to 
adrenergic neurotransmitters. Dysregulation of beta-adrenergic responses have also 
been shown in human autoimmune/inflammatory illnesses and fatigue states, including 
juvenile rheumatoid arthritis ( 163 , 164 ) and chronic fatigue syndrome ( 165 ). 
Relative Role of HPA Axis and Sympathetic Nervous System in Inflammation and 
Septic Shock Activation of stress response systems also differentially affects the 
course of bacterial infections, depending on the organism’s immune defense 
mechanisms that are recruited in response to the particular bacteria involved. Both GC 
responses and adrenergic responses appear to be involved in protection against 
inflammatory tissue damage and septic shock induced by a variety of gram-negative or 
gram-positive bacteria and other inflammatory agents. As described above, 
adrenalectomized or hypophysectomized rats or rats treated with GR antagonists, show 
greatly increased mortality rates in response to bacterial products such as salmonella, 
SCW, or bacterial LPS. Treatment with GC reverses this effect. Similarly, 
A2a-adenosine receptor–deficient knockout mice show greatly enhanced bacterial 
LPS-induced septic shock as well as greater hepatotoxicity when exposed to Con A or 
Pseudomonas aeruginosa exotoxin compared to wild-type controls. Pharmacologic 
agents that activate adenosine A2a receptors prevent both hepatic damage and 
increased macrophage TNF production in these knockout mice. Furthermore, 
adenosine A2a antagonists greatly enhance inflammatory tissue damage in wild-type 
mice ( 166 ). These data indicate that G-coupled adenosine receptors, including 
activation of beta-adrenergic receptors that stimulate cAMP accumulation, are an 
important natural termination signal for inflammation. Pharmacologic studies in rodents 
using specific GC and adrenergic receptor antagonists indicate that both the HPA axis 
and SNS responses activated during stress alter the course, severity, and pattern of 
expression of viral infections, including influenza, hepatitis, and herpes virus ( 131 , 167 , 
168 ). Thus, neither GR antagonists alone nor adrenergic antagonists alone completely 
block the effects of restraint stress on the course and severity of influenza infection in 
mice; however, together they prevent the increased mortality seen in mice subjected to 
restraint and simultaneously exposed to influenza virus. 
Cholinergic Autonomic Nervous System Responses and Immune-Mediated 



Diseases Cholinergic receptors are present on immune cells, and cholinergic agonists 
and antagonists alter immune cell function ( 169 ). The degree to which immune organs 
are innervated by cholinergic neurons and the role that such innervation may play in 
regulating immune function is not clear. However, recent studies suggest that 
parasympathetic autonomic neural circuits in both lung and gut may contribute to both 
enhanced sensitivity to inflammatory signals in these organs and enhanced 
responsiveness of these organs to autonomic stimulation ( 144 ) ( Fig. 8). 

 
FIG. 8. Proposed pathways of immune factor activation of autonomic nervous system 
and autonomic nervous system effects on inflammation. A schematic diagram showing 
how an allergen challenge may affect and be affected by inflammation. A stimulatory 
input (indicated by the asterisk [*]) at a sensory nerve terminal results in a neuronal 
response and also in a “local reflex” release of a sensory neurotransmitter into the 
tissue (open circles). Action potentials carried along the sensory nerve A result in 
release of neurotransmitters in the CNS and stimulation of neuron B located in the 
midbrain with subsequent stimulation of the preganglionic nerve C and the 
postganglionic nerve D and release of autonomic neurotransmitters. During allergic 
inflammation (right hand side) the same stimulus may increase activity of neuron A, 
resulting in a greater stimulation of neuron D and an increased secretion of the 
neurotransmitter from the autonomic ganglion. From Undem et al. ( 144 ), with 
permission.

In this paradigm, antigenic, allergic or proinflammatory stimuli in bronchial or gut lumen 
may retrogradely activate autonomic nerve endings resulting in release of autonomic 
neurotransmitters. Locally these neurotransmitters are generally proinflammatory. 
Simultaneously, action potentials are carried up to the CNS, activating a reflex loop 
through synapses in the brain stem. Action potentials then carried down the afferent 
arm of this loop activate not only neurons synapsing in autonomic ganglia, but also 
cause mast cell release of mediators within the ganglia. Mediators released, such as 
histamine, further sensitize ganglionic neurons. Action potentials then propagated along 
autonomic nerves finally result in release of autonomic neurotransmitters into gut or 
bronchial smooth muscle, producing increased smooth muscle contractility of these 
organs. In this paradigm, hypersensitivity of both ascending and descending circuits 
due to excess release of these neurotransmitters contributes to and amplifies many of 
the motor symptoms of illnesses such as inflammatory and irritable bowel disease and 
bronchial asthma. The contribution of brainstem centers such as Barrington’s nucleus in 
these hyperirritable reflex loops has also been suggested ( 170 ). Barrington’s nucleus 
lies close to the locus ceruleus, an important noradrenergic sympathetic center within 



the brain stem. The locus ceruleus becomes activated during stress and both receives 
signals from and sends signals to the hypothalamus through neuronal connections and 
CRH nerve pathways. Thus, these neural connections represent an area of 
convergence between the brain’s neuroendocrine CRH-related stress centers and HPA 
axis and brainstem sympathetic nuclei, providing a neuroanatomical basis for 
coordination between these two major stress response systems. Barrington’s nucleus 
also receives signals from and sends signals to the uterus, gut, and bladder, which 
suggests that it could be one of the brainstem areas that plays a role in coordination of 
pelvic viscera function. If hypersensitized reflex loops, such as those described above, 
develop in response to antigenic infectious agent or allergen exposure in these organs, 
such neural pathways could provide a neuroanatomical and neuropeptide basis for 
hypermotility symptoms in illnesses such as irritable bowel or irritable bladder syndrome 
( 171 , 172 and 173 ). 
Summary: Interruptions of HPA Axis and Sympathetic Nervous System and 
Immune-Mediated Diseases Taken together these studies indicate that both the 
hormonal and neuronal stress response, that is, the HPA axis and autonomic nervous 
system, play an important role in mediating susceptibility to and course and severity of 
autoimmune, inflammatory, and allergic disease. In general, interruption of these 
neuronal and neuroendocrine responses predisposes to enhanced susceptibility to 
inflammation, and in extreme cases to septic shock in response to acute exposure to 
proinflammatory stimuli. Activation of autonomic circuits by inflammatory, antigenic, or 
allergenic stimuli may contribute to motor hypersensitivity in these illnesses. It is likely 
that in naturalistic genetic models and in humans highly predisposed to autoimmune 
inflammatory disease, multiple defects in these neural systems may occur 
simultaneously. 
Peripheral Nervous System Regulation of Immunity Neuropeptides and 
neurotransmitters released from peripheral nerves at sites of inflammation generally 
exert proinflammatory effects. Peripheral neuropeptides that have been extensively 
studied with regard to their effects on inflammation include substance P (SP) ( 174 , 175 

and 176 ) and peripheral CRH and urocortin ( 177 , 178 , 179 , 180 and 181 ). Both the 
neuropeptides themselves and their receptors have been identified in immune tissues, 
including spleen, thymus, peripheral blood cells, lymphocytes, and lymphoma cell lines 
under basal- and inflammatory-stimulated conditions. SP is a member of a family of 
tachykinins produced in both neural and non-neuronal cells that bind to a family of 
receptors called neurokinins (NK1, NK2). In the nervous system, SP is released from 
small, fast nerve fibers called C fibers that are the primary mode by which pain events 
in the periphery signal the CNS, and thus is one of the main neuropeptides involved in 
pain perception. When injected into tissues or released from peripheral nerve terminals 
at sites of inflammation, SP produces a wheal and flare and has been shown to induce 
mast cell release of histamine and induce mononuclear migration and neutrophil and 
eosinophil extravasation and accumulation in tissues. Lymphocytes also express NK 
receptors and generally show activation in response to tachykinins ( 182 ). Such effects 
are blocked by SP antagonists. Immune cells, including eosinophils and mononuclear 
cells, have also been shown to express SP, and this expression increases in response 
to infection and inflammation. SP neurons innervate immune organs including the 
thymus, spleen, and lymph nodes. SP is also expressed in Peyer’s patches of the gut ( 
183 , 184 ). Endothelial cells also produce SP and this expression also increases with 
inflammation. Thus, both the source and conditions of production of SP, its cellular 



receptor locations, and cellular effects suggest that SP plays an important role in the 
coordinated sensory responses of pain and physiologic responses of 
hyperemia-mononuclear migration that occur at sites of inflammation. When the 
neuropeptide CRH is produced centrally in a variety of brain regions, it initiates a set of 
behavioral responses to stress, and when released from the hypothalamus it acts as a 
neurohormone, initiating the HPA axis cascade, ultimately suppressing immune 
responses via the actions of the GC. However, when released at sites of inflammation 
from peripheral nerves ( 181 ) CRH has proinflammatory effects ( 185 , 186 ). CRH injected 
into tissues causes vascular leakiness and stimulates innate inflammatory responses, 
such as are seen in association with carrageenan injection. CRH acts through two 
receptors, CRH-R1 and CRH-R2, with different distributions. These are located in the 
pituitary gland (CRH-R1) ( 187 ), in blood vessels, heart and skeletal muscle (CRH-R2), 
and in the CNS (CRH-R1 and -R2) ( 188 ). In the immune system, CRH binding has been 
shown in monocytes, T-lymphocytes, endothelial cells, and resident splenic 
macrophages ( 189 ), and the CRH-R1 receptor has been shown in the spleen and 
during inflammation in both mature neutrophils and on granulocyte precursor cells. Both 
CRH-R1 and -R2 receptors have been shown in the thymus. The receptor specificity of 
the effects of these neuropeptides will be helpful in developing targeted therapeutic 
agents to modify their effects on CNS versus peripheral tissues. 

THERAPEUTIC IMPLICATIONS

Many novel therapeutic applications can be derived from a detailed understanding of 
neural immune connections. Thus, recognition that interleukins and immune activation 
play a role in neurodegeneration has led to the application of immune agents for 
treatment of neurodegenerative diseases and nerve trauma. IL-1RA has been shown to 
be effective in animal models for reduction of brain damage in stroke ( 9 ), and 
nonsteroidal anti-inflammatory agents are being used in Alzheimer’s dementia ( 5 ). The 
beneficial effect of specific activated T cells in neural repair suggests a novel approach 
to prevention of paralysis in spinal cord injury ( 11 ).

Conversely, the effects of neural factors on immune regulation suggest novel 
approaches to treatment of autoimmune and inflammatory diseases. The depressive 
effects of cytokines on mood in cytokine-treated patients can be prevented by the use 
of antidepressants ( 52 ). The tricyclic antidepressant deprenyl has been used to reverse 
the immunosuppression seen after splenic nerve ablation in rats ( 162 , 190 , 191 and 192 ), 
suggesting a novel treatment for immunosuppression of aging that is associated with 
dying back of splenic noradrenergic innervation. The anti-inflammatory effect of the 
phosphodiesterase-inhibitor antidepressant Rolipram has led to the use of this agent to 
inhibit plaque inflammatory activity in multiple sclerosis ( 193 ).

A nonpeptide CRH antagonist has been shown to effectively reduce inflammatory 
arthritis in rats by approximately 50% ( 194 ), suggesting that the target of action in this 
instance may be through inhibition of peripheral proinflammatory effects of CRH rather 
than the central anti-inflammatory effects derived from HPA axis activation. This latter 
example illustrates how the precise action of a novel therapeutic agent cannot be 
precisely predicted from in vitro data alone, and the overall effect in the whole animal 



will depend on the relative contribution of many systems to final disease expression.

At a broader level, elucidation of these interactions and their precise role in disease 
expression will identify conditions under which physical, physiologic, or psychological 
stressors can affect expression of different aspects of immune-mediated illness. Thus, 
elucidation of neural and neuroendocrine pathways activated differentially by physical, 
physiologic, psychological, or inflammatory/immune stimuli, will provide mechanisms by 
which such environmental perturbations, loosely defined as “stress,” might affect 
disease outcome of inflammatory or infectious diseases. At a cellular and molecular 
level, understanding how neuroendocrine molecules released under such conditions 
affect different aspects of immune cell activation, trafficking, and function in response to 
immune or inflammatory stimuli will help to elucidate the role of such host factors in 
different stages of immune defense. In turn, this understanding will inform mechanisms 
by which popular alternative therapeutic approaches may affect disease. While 
research in this latter area is difficult to perform in humans, a thorough understanding of 
the neurobiology of stress and phenomena such as the placebo effect are essential for 
appreciating poorly understood phenomena, such as how writing about a stressful event 
in one’s life can beneficially affect measures of disease activity in illnesses such as 
asthma and rheumatoid arthritis ( 195 ).

Thus, a thorough understanding of the molecular, cellular, and systemic mechanisms of 
communication between the immune and nervous systems will continue to shed light on 
these two systems’ interdependent regulation and will suggest novel therapies for 
diseases in which these communications are disrupted.
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CLINICAL EVIDENCE OF IMMUNE DYSFUNCTION IN AGING HUMANS

Aging is a multifarious process that affects different individuals in different ways and 
affects discrete organ systems in distinct ways within an individual. Furthermore, within 
complex organ systems, different segments or portions of the system may be affected 
by the aging process at different rates and to different degrees. The heterogeneity of 
the aging process and its diverse manifestations generally invalidate nearly any 
categorical conclusion about the effects of aging on any system, the immune system in 
particular. A particular measure of a physiologic variable or organ system function 
plotted as function of age generally shows enormous scatter and wide individual 



differences within a particular age group with a statistical trend toward decline in 
function with age (see Fig. 1). Yet any particular value for the measured parameter is 
poor at discriminating young from old groups. However, the general consensus is that 
immune system function declines with age (reviewed in Miller [ 1 ], Ginaldi et al. [ 2 ], 
Franceschi et al. [ 3 ], Malaguarnera et al. [ 4 ] and Effros [ 5 ]).

 
FIG. 1. Plot of serum level of homocysteine (µMol/L) versus age in years among healthy 
subjects in the National Institute on Aging’s Baltimore Longitudinal Study of Aging. 
There is a significant increase in homocysteine levels with age; however, no particular 
value for the homocysteine level assists one in distinguishing old from young. This is a 
common feature of cross-sectional assessments of aging, probably due to the tight 
physiologic control over organ function in living humans. This observation makes it 
difficult to interpret the biologic significance of age-related changes in any organ 
system. With increasing age, the range of measured values is often expanded, 
suggesting less tight physiologic control with age. However, longitudinal data 
(generated by repeatedly measuring the same variable in a single person over time) are 
more informative but more difficult to obtain and are nearly absent from the literature on 
immune function. Data courtesy of Alan Zonderman, National Institute on Aging.

The initial manifestations of the aging process usually involve a decline in physiologic 
reserve, the excess capacity of organ systems that is regulated by homeostatic 
mechanisms that permit the individual to adapt to environmental stress or change or 
danger. The loss of physiologic reserve is difficult to differentiate from normal under 
usual circumstances. Such losses only appear under duress. The physiology of the 
organism involves interactions between the various organ systems such that the effects 
of aging on other systems, such as the endocrine system, and overt diseases involving 
other organ systems (e.g., renal failure) inevitably have an influence on immune 
function, and vice versa.

The main reasons for thinking that immune function declines with age are clinical 
observations ( Table 1).



 
TABLE 1. Clinical evidence for immunologic dysfunction in elderly

Infectious Diseases Increase in Incidence and Severity in Aged

Pneumonia and influenza are the fifth leading cause of death, but each of the entities 
ranked above them are chronic diseases in which infection often provides the coup de 
grace. Heart disease, the leading killer, includes infectious diseases such as 
endocarditis and rheumatic heart disease. About half of cancer deaths are complicated 
by infection. Chronic bronchitis and chronic obstructive pulmonary disease often 
become fatal as a consequence of infection. A 25% increase in deaths attributable to 
infectious organisms occurred between 1980 and 1992 for persons aged 65 years and 
older ( 6 ). Worldwide, infections cause at least one-third of deaths.

Aged humans usually do not become infected with opportunistic organisms such as 
those seen in patients with acquired immunodeficiency syndrome (AIDS). Older people 
become more susceptible to pathogenic organisms, rather than commensals. The most 
common sites of infection in the elderly are the lung, urinary tract, and skin. The 
seriousness of a particular type of infection can be heightened in the elderly because of 
an increased incidence, an increase in the fatality rate, or late recognition of the 
problem ( 7 ). Tuberculosis and pneumococcal pneumonia increase in incidence with 
age ( 8 ). Influenza and pneumococcal pneumonia are infections that have a higher 
fatality rate in older people than in younger people ( 9 ). Some infections, such as acute 
appendicitis or cholecystitis, are more serious in the elderly because they progress 
without detection for a longer period of time due to late recognition and delayed 
intervention. The difficulty of recognizing these serious infections can be related to a 
decline in the febrile response with age and the absence of localizing signs and 
symptoms in the elderly.

Tuberculosis and herpes zoster are infections that are increased in the elderly as a 
consequence of the reactivation of previously controlled infections. After age 60, 
probably under the influence of a decline in monocyte/macrophage production of tumor 
necrosis factor ( 10 ), tuberculosis infection can reactivate and the development of a 
cough could be a sign that the disease is once again transmissible. Persistent 
immunologic control of varicella virus leads to a chronic carrier state in which the virus 
resides in sensory nerve roots. Viral replication occurs periodically and is controlled by 
the immune memory cells. A decline in immunity with age can lead to spread of the 



virus and the development of herpes zoster ( 11 ). About 10% of individuals aged over 
80 develop herpes zoster each year often accompanied by severe postherpetic 
neuralgia that may be debilitating ( 12 ).

HIV infection is said to run a more rapid course in older patients ( 13 ). However, older 
patients in this setting are defined as being over age 50 years and credible data on 
adequate numbers of older patients with AIDS are just emerging from ongoing studies. 
Human studies involving the deliberate infection of younger and older adults with 
respiratory syncytial virus have documented that older subjects produced significantly 
less interferon-? on viral exposure than the younger subjects ( 14 ). Such information is 
in keeping with the impression that defects in immune function are associated with a 
greater frequency of infection and a more severe natural history as a consequence of 
the infection.

However, no specific defect has been identified in the immune response of older people 
that when corrected, alters the risk of infection. Furthermore, older people do not 
develop the clinical syndromes associated with congenital defects in one or another 
arm of the immune system. There is little evidence that the age-associated alterations 
of immune function measured in vitro play a causal role in clinical infections ( 15 ).

Cancer Increases in Incidence with Age

Cancer increases exponentially with age and is the second leading cause of death in 
the United States ( 16 ). People aged over 65 years account for over 60% of all cases of 
cancer and nearly 70% of cancer deaths ( 17 ). The decline in immune function with age 
has been posited to contribute to the increased incidence of cancer. However, there is 
little evidence of a direct causal link between immune senescence and most 
malignancies ( 18 ). Tumors are increased in patients with primary immunodeficiency 
diseases, but the spectrum of tumors is highly restricted to those with viral etiologies 
such as Epstein-Barr virus (EBV)–related lymphomas (49%), human 
herpesvirus-8–related Kaposi’s sarcomas, and human papillomavirus–related vulvar 
and skin cancers ( 19 ). The common tumors of older adults (lung cancer, breast cancer, 
prostate cancer, colon cancer) do not appear to occur with increased frequency in 
severely immunodepressed people. The long-term iatrogenic immunosuppression 
associated with liver, kidney, or heart transplantation produces secondary cancers in 
4% to 18% of cases (average 6%) but uncommon types of tumors such as lymphomas, 
Kaposi’s sarcoma, and skin cancers predominate ( 20 ).

Yet a strong experimental link has been established between certain features of the 
immune system and resistance to cancer in animals. Even transplantable tumors are 
difficult to transplant into immunocompetent mice and the efficiency of tumor 
engraftment is greatly enhanced by using a strain of mouse defective in T-cell function 
or defective in both T-cell and B-cell function; tumor engraftment is further enhanced by 
depleting the host’s NK cells ( 21 , 22 ). The immune system can mediate cancer 
prevention and regression in mice and people (e.g., Shankaran et al. [ 23 ], Karanikas et 
al. [ 24 ], and Bendandi et al. [ 25 ], and see Chapter 48 on tumor immunology), and 



cancers use diverse tactics to defeat the immune response, including down-regulating 
MHC molecules to prevent T-cell recognition ( 26 ); expressing Fas ligand to kill 
Fas-expressing T cells on contact ( 27 ); desensitizing chemokine receptors ( 28 ); and 
elaborating immunosuppressive factors that block immune activation ( 29 ); among 
others. Such evasive maneuvers are unlikely to develop without selective pressure.

However, the effects of the immune system on cancer are not entirely predictable. 
Chemokines can have both stimulatory and inhibitory effects on tumor regression ( 30 ) 
and immune stimulation of cancer growth has long been documented ( 31 , 32 ). Indeed, 
some have argued that the general tendency of cancers to grow more slowly in older 
people may be a direct consequence of the aged immune system producing fewer 
trophic factors and fewer vessels ( 33 ).

If the aging immune system is functionally compromised in vivo, as would be inferred 
from an enormous number of in vitro studies (see below), it retains sufficient function to 
resist the engraftment of allogeneic human tumors. In some studies of questionable 
ethical propriety from the 1950s, volunteers were injected subcutaneously with human 
tumor cells and those cells were universally rejected, even in older people with 
comorbid illnesses ( 34 ). These results imply that allogeneic recognition remains 
sufficiently strong in old people to reject a tumor graft.

Thus, the evidence is reasonably strong that the immune system may participate in the 
control of cancer in an individual. However, the increased risk of cancer in older people 
cannot be causally linked to a decline in immune function.

Autoimmune Disease Becomes More Prevalent in Aged

Autoimmune diseases can result when an immune attack damages normal tissues. 
Autoimmune disease may occur on an organ system level, as in endocrine 
(Hashimoto’s thyroiditis, juvenile diabetes); hematopoietic (autoimmune hemolytic 
anemia, aplastic anemia, idiopathic thrombocytopenic purpura, pernicious anemia 
[which is actually due to gastric disease]); or neuromuscular (multiple sclerosis, 
myasthenia gravis) systems; or on a systemic level, as in rheumatoid arthritis, systemic 
lupus erythematosus, systemic sclerosis, Sjogren’s syndrome, and dermatomyositis. 
The immune effectors most commonly involved in autoimmune disease are antibodies, 
antigen-antibody complexes, and T cells (see Chapter 44 and Chapter 45).

The process of generating normal T and B cells involves deleting cells expressing 
receptors with high affinity for self-antigens in the central lymphoid organs (thymus and 
bone marrow). However, T cells are positively selected on the basis of some (lower) 
affinity for self-MHC plus peptide and B cells with self-reactivity may be tolerized or may 
not see a sufficiently high level of antigen to crosslink the B-cell receptors that trigger 
deletion (see Chapter 6 and Chapter 9). T cells do not develop if they cannot recognize 
self-MHC. Thus, a large proportion of lymphocytes possess autoreactive potential and 
must be controlled. A substantial level of control over lymphoid cell activation is related 
to genetics (particularly the MHC genes) and to features of the peripheral environment. 
Antigens can be isolated from lymphocytes and antibodies anatomically through 



barriers of immune privilege (eye, brain, testis). Thresholds for activation can be 
regulated by other cell-surface molecules and cytokines. Lymphocyte populations can 
actively maintain control over autoreactive lymphocytes. Peripheral lymphocytes with 
autoreactivity may also be deleted or tolerized.

Not all autoimmune diseases increase in frequency with aging, but many do. Age and 
time may conspire to break down some of the systems that control autoreactive 
lymphocytes. Defective clearance mechanisms may result in an autoantigen lingering 
longer and at higher concentrations than normal and exceeding the threshold for 
lymphocyte activation. Anatomic barriers can break down or be altered by inflammation 
resulting in exposure to a sequestered autoantigen trigger. The aging process is 
associated with the accumulation of advanced glycation end (AGE) products that may 
trigger immune recognition ( 35 ). Other post-translational modifications of proteins that 
occur with age include isoaspartyl formation ( 36 ) and oxidation ( 37 ), both of which can 
trigger autoimmune responses to self-proteins with putative clinical ramifications ( 38 ). 
Infections can also be the trigger for autoimmune disease; Klebsiella pneumoniae is 
associated with ankylosing spondylitis, gastrointestinal infection with Yersinia, 
Salmonellae or Campylobacter species can be associated with reactive arthritis, and 
Proteus mirabilis infection can lead to rheumatoid arthritis ( 39 ). Other infectious triggers 
for autoimmune disease include group A streptococci (rheumatic fever), Chlamydia 
trachomatis (Reiter’s syndrome), and Borrelia burgdorferi (Lyme disease). Furthermore, 
bacterial superantigens can trigger both T-cell ( 40 ) and B-cell ( 41 ) activation.

In addition to exposures that may alter the balance of control over self-reactive 
lymphocytes, it is also possible that the loss of regulatory T-cell function could result in 
the development of autoimmune disease. In a transgenic mouse model in which only T 
cells with specificity for myelin basic protein are produced, experimental autoimmune 
encephalomyelitis develops spontaneously unless normal splenic CD4 + T cells are 
adoptively transferred into the host ( 42 ). These normal T cells can prevent autoimmune 
disease in a setting with abundant effectors exposed to self-antigen. It is possible that 
such regulatory cells decline in aging humans and permit autoreactive cells to be 
activated at a lower threshold.

However, it remains unclear what specific changes in the aging immune system, if any, 
predispose to autoimmune disease. The increased incidence could be entirely related 
to an accumulation of environmental exposures over time that select for an expansion 
of autoreactive cells on the appropriate predisposing genetic background. Additional 
study is necessary to tighten the link to the aging process.

Decline in Response to Vaccination with Age

A person who survives an episode of smallpox infection in childhood enjoys lifelong 
immunity from subsequent bouts of smallpox. This implies that memory cells generated 
from the initial infection must be capable of living many decades. How such cells 
survive through the life span and remain functional is unclear. Vaccines have been 
developed against a wide variety of bacterial and viral pathogens that elicit protective 
immunity, but surprisingly little is known about the duration of protection. In general, 



protection conveyed by vaccines is not lifelong. Data on persistence of vaccinia 
immunity are scarce and conflicting with one report suggesting anecdotal evidence of 
immunity lasting 50 years ( 43 ) and another finding no persistence beyond 15 years ( 44 

). The duration of immunity after vaccinia administration has become important in light 
of the threats of smallpox as an agent of bioterrorism. It is not known whether older 
people routinely vaccinated before 1970 remain protected. However, information on 
duration of protection is acutely needed to plan the best use of the available vaccine.

The main vaccines that older people should receive are influenza vaccine annually, 
pneumococcal vaccine periodically (current recommended periodicity is 5 years), and 
tetanus toxoid at least once every 10 years. In addition, those who deal with sick people 
or are exposed to blood products (e.g., those with chronic anemia on transfusion or with 
chronic renal failure on hemodialysis) should receive hepatitis B vaccination. Travelers 
may have need for vaccination against other illnesses such as yellow fever, hepatitis A, 
Japanese encephalitis, and rabies, depending on the destination ( 45 ).

Older patients are said to respond less well to vaccinations. However, this is not a 
universal finding. Older people without chronic illness or malnutrition have been shown 
to respond similarly to younger people in some studies ( 46 ). Furthermore, increasing 
attention is now being paid to the nature of the immunization process and how it might 
need to be altered to afford protection to older people. For example, one group 
demonstrated that older patients required three doses of a tetanus vaccine to achieve 
antibody levels thought to be protective ( 47 ). Similarly, older people respond somewhat 
less well to three doses of hepatitis B vaccine than do younger people ( 48 ); 100% of 
young controls achieved protective levels of antibody compared to 42% of elderly. 
However, in another study, among hemodialysis patients who received a fourth dose, 
nearly 90% reached protective levels of antibody ( 49 ).

Similarly, older people respond less well than younger to the influenza vaccine ( 50 ). 
Efforts to understand the basis for the poor response have led to using the distribution 
of particular T-cell subsets as predictors of response; people with increased numbers of 
CD8 +CD28null cells were said to have little chance of responding ( 51 ). However, 
others have evaluated the effect of repeated vaccinations. Annual vaccination over 4 
years increases the fraction of those vaccinated who achieve protective levels of 
antibody and develop cellular immunity to influenza virus ( 52 ). Furthermore, with 
improvements in vaccine formulation, both a combination of a trivalent inactivated 
egg-grown influenza vaccine (Wyeth) plus a live trivalent vaccine ( 53 ) and a trivalent 
inactivated vaccine grown in the Madin–Darby canine-kidney–derived cell line ( 54 ) 
produced protective antibody responses in 83% to 100% of those vaccinated regardless 
of age. Thus, the formulation of the vaccine can overcome what appear to be 
age-related defects in responsiveness. A population-based study of an immunogenic 
vaccine is now needed to prove efficacy in preventing influenza in the elderly.

The case of the pneumococcal vaccine is more complicated. The pneumococcal 
vaccine currently is a 23-valent polysaccharide vaccine that elicits a T-independent 
response mainly from the B-1 subset of B cells. No memory results from vaccination, 
and repeated exposure to the antigens does not produce a boost in antibody levels. 



The vaccine has been shown to be poor at stimulating antibody responses in older 
people ( 55 ). In murine models, the cellular basis of the poor response is related to a 
decline in antigen presentation in both splenectomized and old animals ( 56 ). The defect 
seems to be related to a quantitative decline in antigen-presenting macrophages; the 
response can be boosted in mice with IL-1, IL-4, or IL-5, but not IL-2 or IL-6. Despite 
this clear analysis and the failure of clinical studies to demonstrate efficacy of the 
pneumococcal vaccine in the elderly ( 57 ), and despite evidence that protective levels of 
antibody in responding patients decline within about 3 years ( 58 ), and despite the 
absence of any data supporting revaccination, the American College of 
Physicians–American Society of Internal Medicine recommends that pneumococcal 
vaccine be administered again and again every 5 years to adults, particularly those over 
age 65. Efforts are underway to evaluate the effects of revaccination. However, the 
major prospect for developing a protective vaccine in people is focused on eliciting a 
T-cell–dependent rather than a T-cell–independent response. Animal studies have 
shown protection of immunodeficient, splenectomized, and old mice with conjugate 
vaccines based on the antigen phosphorylcholine, a component of the cell wall of 
pneumococcus and a number of other bacteria ( 59 ). Conjugate T-dependent vaccines 
currently in clinical trial have shown some promising results, but at least one study 
involving elderly subjects found it to be no better than the polysaccharide vaccine ( 60 ). 
Additional improvements in pneumococcal vaccination are likely, however.

In conclusion, older people may not respond as briskly as younger people to a wide 
variety of vaccines. However, it appears that alterations in the number of inoculations or 
in the formulation of the vaccines are nonetheless likely to lead to protective immunity. 
Other strategies to improve vaccine efficacy are discussed later in this chapter.

Increase in Graft-versus-Host Disease with Age

It has long been established that older recipients of allogeneic bone marrow transplants 
experience greater morbidity and mortality from graft-versus-host disease ( 61 ). It is not 
clear whether this is related to the fact that the preparative regimens do more tissue 
damage to older patients and thus, elicit a greater response from transferred donor 
immunocompetent lymphocytes than the same level of treatment in younger patients. 
However, the seriousness of this complication limited the application of the procedure to 
patients aged less than 55 years until recently. In a murine model, heightened 
graft-versus-host disease was found to be related to enhanced stimulatory activity from 
the antigen-presenting cells of older hosts ( 61a).

Implication of Immunity in Common Diseases of Aging and Longevity

In recent years, common diseases of old age that have not routinely been considered to 
have an immune pathogenesis have been reconsidered in light of provocative 
experimental data suggesting a role for the immune response in disease progression. 
Atherosclerosis, the leading killer in the United States, has been thought to be an 
inflammatory disease exacerbated by infection with an intracellular pathogen, like 
chlamydia ( 62 ). Furthermore, immunization with oxidized low-density lipoproteins 
(LDLs) has been found to decrease the progression of atherosclerosis in several animal 



models, including apolipoprotein-E knockout mice ( 63 ). Using malondialdehyde 
modified LDL as an immunogen, T-cell–dependent antibody responses were elicited 
that had a significant inhibitory effect on the development of plaques and also lowered 
serum cholesterol levels.

Similarly, Alzheimer’s disease has been observed to have an inflammatory component. 
Indeed, cyclooxygenase-2 inhibitors are being tested for their effects on disease 
progression. However, in addition, using transgenic mice that mimic Alzheimer’s 
disease in the development of cognitive defects and tissue pathology that resembles 
the human disease, another vaccine approach has been developed. Such mice 
vaccinated with amyloid-beta peptide showed dramatic decreases in the accumulation 
of amyloid in the brain and failed to develop the memory loss seen in unvaccinated 
controls ( 64 ). Human application of these results has been complicated by the 
development of brain inflammation in vaccine recipients. However, the development of 
a vaccine strategy to prevent or alter the progression of Alzheimer’s disease remains an 
intense research focus.

Osteoporosis, a highly prevalent disease in older people, is responsible for significant 
morbidity that leads to mortality. The older person who breaks a hip, with that event 
leading to prolonged bed rest, further weakness, inanition, and fatal pneumonia or other 
complication is a common sequence of events at the end of life. The cytokine-regulated 
balance between osteoblastic and osteoclastic activity is increasingly recognized as a 
potential target for diminishing bone turnover in older people ( 65 ). Indeed, the 
phosphonates that are now widely used in the treatment of osteoporosis act in part by 
interfering with osteoclast activity. Additional manipulations of the cytokines involved in 
this regulation may further improve the control of osteoporosis.

Immune system function is also being linked to other significant problems of aging. Not 
all the connections between the immune system and other body systems have been 
elucidated. A growing body of evidence supports a connection with the central nervous 
system. Thymectomy has been reported to produce a decrease in learning and memory 
in mice ( 66 ). A few laboratories have worked diligently over the last 20 + years to 
demonstrate that immune stimulation and immune suppression can be regulated by 
operant conditioning for therapeutic effect (reviewed in Ader et al. [ 67 ]). The alteration 
of an immune response by exposure to a conditioned stimulus would be strong 
evidence for a central nervous system role in immune function. However, conditioning 
paradigms have not yet been defined that reproduce the animal findings convincingly in 
humans ( 68 ).

Much is written about the immunologic consequences of the hormonal changes that 
occur with aging, such as the alterations in sex hormone levels and the decline in 
growth hormone levels ( 69 , 70 ). Certainly dwarf mice that are defective in the 
production of anterior pituitary hormones have well-characterized immunologic defects 
that can be reversed largely by supplementation with the appropriate hormones ( 71 ). 
However, the immunologic consequences of administering growth hormone to elderly 
normal people has not yet been fully assessed despite several clinical trials that 
assessed strength, body composition, and other endpoints. The use of hormones to 



promote immune function in the elderly will be more fully discussed below.

Confusing and mutually inconsistent hypotheses have been generated about the role of 
genetics in regulating the immune response, on one hand, and the relationship between 
excellent immune function and longevity, on the other hand. For example, a study of 
Biozzi mice that are bred to identify genes controlling high or low antibody responses 
has suggested that mouse strains that are high antibody producers have increased 
longevity and a lower incidence of spontaneous lymphomas than do low antibody 
producers ( 72 ). Similarly, the high producers appeared to maintain more successful 
DNA repair capacity than low producers, a finding that the authors link to the 
relationship between the helicase-containing Ku80 complex that functions both in DNA 
repair and in VDJ recombination. High levels of antibody production and longevity in 
these mice are both polygenic traits, but the number of genes involved is estimated to 
be small. Mice selected for low or high response to the T-cell mitogen, 
phytohemagglutinin, show differences in the incidence of tumors (lower incidence in 
high responders), but the high responders do not have increased life span ( 73 ).

By contrast, in humans, a variety of data suggest that individuals who maintain good in 
vitro T-cell proliferative responses may have improved longevity (see, for example, 
Murasko et al. [ 74 ], reviewed in Caruso et al. [ 75 ]). A longitudinal study of elderly 
Swedish people suggested that a poor T-cell proliferative response to mitogens, a high 
peripheral blood CD8 + T-cell count, and a low level of CD4 + T cells and CD19 + B 
cells were able to identify individuals significantly less likely to survive for 2 years ( 76 ). 
Efforts to identify genetic polymorphisms associated with better immune function and 
improved longevity in people have been plagued with methodologic problems, including 
small sample size, diverse methods of genotyping, different definitions of aged people, 
failure to correct for multiple comparisons, and several others. A number of HLA alleles 
have been implicated to influence longevity, but these have generally not been 
confirmed ( 75 ).

Important genetic studies are underway to assess genes that might account for 
age-related changes in immune function in mice ( 77 ) and genes that control longevity 
and rates of development of neoplastic and non-neoplastic diseases in mice ( 78 ). It 
remains unclear whether this work will elucidate important features of human immune 
function, aging and longevity in light of the very great differences in longevity and 
causes of death between mouse and human. Furthermore, the linkage between 
immune function and longevity is not completely clear. For example, the Snell–Bagg 
dwarf mouse that carries a mutation preventing production of anterior pituitary 
hormones has many defects in its immune function ( 79 ) but it lives 42% longer than 
normal mice with the same genetic background ( 80 ). Longevity is a more complex trait 
than is implied by linking it to the function of a particular system.

Difficulty in Studying Immune Function

Defining the defects in the immune system that occur with aging is extremely difficult. 
Most other organ systems are assessable in straightforward, reliable, and reproducible 



ways. Renal function can be assessed by measuring glomerular filtration rate and 
studying the urine. Cardiac function can be assessed by physical examination, 
measuring blood pressure and heart rate; echocardiography can assess wall motion 
and stroke volume in situ. Reliable noninvasive or minimally invasive tests can assess 
function and physiologic reserve.

By contrast, we assess immune function very poorly. Most assaults on the body that 
elicit an immune response are regional and the system is developed to act locally. 
Those assaults that reach the bloodstream encounter additional protective systems in 
the blood, spleen, and reticuloendothelial systems. The immune system functions in 
tissues all over the body. There are no reliable methods of sampling the immune 
system or observing it in action in vivo. Measuring delayed-type hypersensitivity 
reactions to intradermal injection of antigen is as close as we come to in vivo 
assessment of immune function.

In vitro assessments distort physiologic interactions. No in vitro system can reproduce 
the ordered, sequential, and hierarchical features that contribute to the control of an 
infection in vivo. The tests we have developed tend to use cells obtained from the 
peripheral blood or some diseased lymphoid tissue that was removed because of 
chronic infections, such as the tonsils. However, the peripheral blood is not a lymphoid 
end organ. One can reliably assess the function of the hematopoietic system by 
quantitating red blood cells, white blood cells, and platelets circulating in the peripheral 
blood; however, lymphocytes in the peripheral blood do not reside there; they are on 
their way to somewhere else.

Add to this the great heterogeneity of immune function one encounters in a normal 
human population, the heterogeneity of the aging process and how it affects individuals, 
and the variability of measures of a particular test in an individual person based on daily 
(diurnal), seasonal, and hormonal variations, and nutritional influences. When one 
attempts to alter the immune system with therapeutic agents, it becomes a daunting 
task to demonstrate that a particular intervention had a particular biologic effect ( 81 ). 
Typically, a person needs to be compared to himself or herself rather than to other 
individuals thought to share characteristics. Baseline values need to be determined by 
performing at least three measurements clustered in time. Samples need to be taken 
from the same individual over time so that the impact of a single aberrant measurement 
can be assessed and overcome by drawing a time curve. Nearly none of the data 
discussed below were generated with such attention to detail.

The fundamental difficulty is that the work on age-related changes in the immune 
system is mainly descriptive. No one has yet identified an underlying pathophysiology or 
a correctable feature of immune dysfunction in aging that when corrected reverses the 
defect in vivo with the attendant decrease in infectious disease risk, cancer risk, and 
autoimmunity risk. None of the findings permit us to apply a diagnostic test to an 
asymptomatic person, detect a correctable defect, intervene on that basis, and alter 
disease risk. On the other hand, a number of available vaccines against a variety of 
pathogens appear to have at least some efficacy in older populations, but are 
underutilized. A variety of interventions aimed at promoting immune function will be 



discussed at the end of the chapter.

AGE-RELATED CHANGES IN INNATE (OR NATURAL) IMMUNITY

Innate immunity is that part of the host defense system that does not develop 
antigen-specific responses or adapt to the nature of the danger. The components of the 
innate system include local barriers, local secretions, cytokines and chemokines, 
complement, and cellular components that have no antigen specificity such as 
granulocytes, monocytes/macrophages, and natural killer (NK) cells. Today the 
dominant view is that the cellular components of innate immunity are largely conserved 
or at least less severely compromised in aging humans than is adaptive immunity ( 3 , 82 

, 83 ). Nevertheless, important changes in local milieu contribute substantially to 
increased risk of pneumonia and skin infections, and alterations in mucosal immunity 
have been implicated in infectious diarrhea in the elderly.

Age-Related Changes in Barriers

At every interface between the individual and the environment, barriers exist to protect 
the individual. The skin is an important barrier against fluid loss, infection, and other 
dangers in the environment, but also has important roles to play in thermoregulation, 
absorption, pigment production, secretion, sensory perception, and the regulation of 
immune responses. Perhaps because of its accessibility, more information is available 
about its changing functions with age than other barrier sites such as the lung and 
gastrointestinal tract.

The skin loses Langerhans cells with age ( 84 ) more dramatically in sun-exposed than in 
sun-protected skin ( 85 ). Yet it is difficult to define a functional compromise in antigen 
presentation as a consequence of this loss ( 86 ). The skin becomes thinner with age, 
with loss of eccrine glands, slower growth of hair and nails, and reductions in the 
vascular network (reviewed in Cerimele et al. [ 87 ]). The aging process is accelerated by 
sun exposure (particularly UVB radiation), neuropeptides released as a consequence of 
skin injury, and even psychological stress (reviewed in Giacomoni and Rein [ 88 ]). 
Wound healing is slower in older skin, a feature that correlates with slower kinetics of 
production of immune mediators such as monocyte chemoattractant protein 1 (MCP-1) 
and a decrease in production of macrophage inhibitory proteins (MIP-1 a, MIP-1 ß, 
MIP-2) that is associated with a reduction in phagocytic capacity ( 89 ). Dermal 
fibroblasts from aged human donors have increased synthesis of certain matrix 
metalloproteinases (particularly MMP1 and TIMP1, but not MMP2 or MMP9) and the 
aged fibroblasts migrate poorly in vitro at least in part due to decreased integrin 
expression and altered actin cytoskeleton organization ( 90 ). Altered production of or 
response to epidermal growth factor and keratinocyte growth factor may also influence 
the rate of wound healing ( 91 ).

The epidermal permeability barrier deteriorates with age as a consequence of a 
decrease in cholesterol synthesis that alters the optimal ratios of stratum corneum lipids 
( 92 ), which leads to greater water loss and greater absorption of compounds in contact 



with the skin. The seasons further alter the barrier with an overall significant decrease in 
skin lipid synthesis in the winter ( 93 ). Topical mevalonic acid appears to reverse the 
age-related changes in barrier function in mice ( 94 ).

Innate immunity is also clinically relevant to the increased incidence of pneumonia in 
the elderly and possibly also to the increased incidence of asthma with age (reviewed in 
Meyer [ 95 ]). Defects in the swallowing mechanism and decreased gag reflex may lead 
to aspiration and introduction of bacteria into the tracheobronchial tree ( 96 ). Mucociliary 
clearance declines with age ( 97 ) and is further compromised by smoking ( 98 ). 
Respiratory mechanics are altered in the elderly with decreased cough strength, 
increased alveolar duct diameter, and smaller airway size ( 99 ). Respiratory secretions 
and bronchoalveolar lavage fluids have changes associated with age including 
increased numbers of CD4 + memory T cells with increased expression of class II MHC 
molecules and increased concentrations of immunoglobulins, in keeping with the shift to 
a Th2-dominant pattern (more IL-4 and IL-10, less interferon-?) of cytokine production 
in the elderly (see below) ( 95 ). Neutrophils are increased and levels of IL-6 and IL-8 are 
also elevated in bronchoalveolar lavage from clinically normal older individuals, in 
keeping with the low-grade inflammation seen systemically ( 100 ). In addition, animal 
studies have documented that alveolar macrophages are decreased in older rats, 
without compromise in their function ( 101 ). However, when challenged with bacteria, the 
alveolar macrophages from old rats produced significantly less nitric oxide (one of their 
strongest weapons) than did alveolar macrophages from young rats and this defect was 
associated with a higher mortality rate.

Oral and intestinal mucosal defenses are also altered with aging. Unlike the skin, 
Langerhans cell density is preserved in the oral mucosa ( 102 ). In patients with oral 
thrush, saliva may lose some its antibacterial and antifungal effects through decreased 
salivary flow rates and decreased content of IgA and lactoferrin ( 103 ). In addition, 
salivary neutrophils, like other neutrophils in aged subjects, produce less superoxide. It 
is unclear whether these changes are also present in older people without concomitant 
illness.

The activity of the gastrointestinal tract mucosal defense system has been assessed 
mainly in rats (reviewed in Schmucker [ 104 ]). The process can be broken down into four 
main steps:

1. Uptake of antigens by the specialized follicular epithelial M cells that distinguish 
dangerous bowel components from nondangerous ones and present antigens to 
dendritic cells for presentation to T cells.

2. Dendritic cells function to present antigen to T and B cells and promote isotype 
switching.

3. Homing and differentiation of IgA-secreting plasma cells from Peyer’s patches to 
the lamina propria.

4. Local production of antibody in the intestinal wall.

There are no relevant studies of step 1; steps 2 and 4 appear normal in aged animals. 



However, homing of IgA immunoblasts appears to be compromised in old rats, even 
when young cells are adoptively transferred ( 105 ). Thus, the homing defects are related 
both to defects in migration of older cells and to the failure of old intestines to provide 
the proper chemoattractant signals. The putative changes in local defenses are listed in 
Table 2.

 
TABLE 2. Changes in local and systemic innate immunity with aging

Additional studies are needed to understand local defense systems in the urinary tract ( 
106 ), eyes ( 107 ), and other sites where older people are particularly susceptible to 
infection.

Age-Related Changes in Complement

Complement levels and activity have not been widely studied in aging humans; 
however, in general, no age-related complement defect has been noted ( 108 ). Genetic 
analysis of complement components has revealed that the null allele of factor B (so 
called C4B Q0) is reduced in frequency among old people ( 109 ); however, this finding 
has not been reproduced or explained. Complement certainly plays a role in host 
defenses in older people, and abnormally high levels of complement components can 
be found in older people possibly related to systemic low-level inflammation (high C3a 
levels in the spinal fluid [ 110 ]) and as components of extracellular protein deposits in 
diseases such as macular degeneration and atherosclerosis ( 111 ). In aged mice, an 
age-related defect in the alternative complement pathway was found to result in 
defective phagocytosis of Pseudomonas aeruginosa ( 112 ) but no comparable studies 
have been done in humans.

Age-Related Changes in Cells that Mediate Innate Immunity

The diverse cell types that participate in innate immunity (monocytes/macrophages, 



polymorphonuclear leukocytes [PMNs], mast cells, NK cells, and hepatocytes) have a 
panoply of responses to encounters with pathogens that range from taking direct action 
to enlisting the aid of the adaptive immune system through antigen presentation to 
lymphoid cells. These cells express on their surface and secrete “pattern recognition” 
molecules (mannan-binding lectin, C-reactive protein, and serum amyloid protein) that 
recognize carbohydrate and lipid moieties on pathogens. The cell-surface receptors can 
then signal into the cell to activate particular effector pathways or their secreted 
products can facilitate opsonization, phagocytosis, complement and clotting cascade 
activation, or production of inflammatory cytokines that all act to control the pathogen in 
select circumstances (reviewed in Janeway et al. [ 113 ]). In particular, the growing Toll 
family of receptors (ten members so far) differ in ligand specificity, expression pattern, 
and target genes, and appear to be involved in recognition of pathogen-associated 
molecular patterns. Age-related changes in the function of these receptors likely would 
have consequences for the functional integrity of innate immunity; but the question has 
not yet been studied.

Macrophages/Monocytes As noted in Chapter 16, macrophages play a key role in 
innate defenses mediating immediate responses to pathogens. Like other cell types 
involved in host defense, macrophages are difficult to study, as virtually anything one 
does to isolate them also activates them. A few studies have been done to assess their 
function in aging. Macrophages generated from bone marrow progenitors from old mice 
express less class II MHC protein ( 114 ), but it is not known whether they have altered 
capacity to present antigen to CD4 + T cells as a consequence. Studies of murine 
Kupffer cells suggest that in older mice the cells are less able to phagocytose colloidal 
carbon and phagocytosis elicits less oxygen consumption and reduced respiratory burst 
activity than in young mice ( 115 ). Peritoneal macrophages in young and old mice were 
studied for the influence of neuropeptide Y on adherence, chemotaxis, phagocytosis, 
superoxide anion production, and release of TNF and IL-1. De la Fuente et al. ( 116 ) 
argued that neuropeptide Y was capable of boosting peritoneal macrophage function, 
but a clear and biologically significant decline in function with age was not apparent. In 
some animal models, macrophages from young and old animals function to a 
comparable degree, for example, in Mycobacterium tuberculosis infection ( 117 ). In 
contrast, an age-related decline in macrophage function appears to convey an 
increased susceptibility to parasitic infections, decreased wound-healing ability, and 
poorer capacity to kill tumor cells. Macrophages from old tumor-bearing mice appear to 
make less inducible nitric oxide synthase and oncostatin-M ( 118 ) and macrophages 
from old wounded mice produce smaller amounts of angiogenic cytokines like vascular 
endothelial growth factor and fibroblast growth factor-2 ( 119 ). Similarly, as noted above, 
rat alveolar macrophages from old mice make less nitric oxide than their younger 
counterparts ( 120 ). On the other hand, peritoneal macrophages from 18-month-old rats 
stimulated with lipopolysaccharide (LPS) make as much nitric oxide and produce more 
TNF and prostaglandin I than similar cells from young animals ( 121 ). One wonders 
whether the differences are related to technical issues rather than actual differences in 
how macrophages in different parts of the body work in old versus young animals. A 
clear and reproducible age-related effect in human innate immunity is an increased 
sensitivity to exposure to LPS ( 122 ). Even the highly selected population of elderly 
patients fulfilling the rigid guidelines in the SENIEUR protocol (estimated to eliminate 



nearly 90% of the aged population at a given age because of comorbid illness and other 
confounding variables) ( 123 ) showed significantly greater production of monokines such 
as IL-1 beta, IL-6, and IL-8 after LPS stimulation compared to young donors. 
Differences between young and old in the production of cytokines is not a universal 
finding. Again, using rigid selection criteria (SENIEUR protocol), Ahluwalia et al. ( 124 ) 
found no differences between young and old healthy, well-nourished women in 
production of IL-2, IL-1, or IL-6 in whole blood cultures stimulated for 48 hours with 
phytohemagglutinin. Some researchers attribute a role to macrophages in 
atherosclerosis. Macrophages from aged persons have been shown to produce more 
prostaglandin E2 than those from younger persons; this is thought to be due to 
overexpression of COX-2 ( 125 ). Reduction of macrophage COX-2 activity is surmised to 
be a target for the therapeutic effects of vitamin E in some clinical settings; however, no 
data support that hypothesis. The various defects that have been identified in 
macrophages from old animals or people are summarized in Table 3. However, it is 
unclear that any clinical manifestation of being old is attributable to a change in the 
function of monocytes/macrophages. 

 
TABLE 3. Age-related changes in macrophage function

Neutrophils/PMNs An early hint that polymorphonuclear neutrophils (PMNs) might be 
functionally compromised in older animals came from studies of Staphylococcus aureus
 infection in mice. PMNs are the cells that deal primarily with this organism and studies 
showed that staphylococcal infections were much more severe and more often fatal in 
older animals ( 126 ). Examination of bronchoalveolar lavage fluid from young and old 
people has demonstrated an increase in neutrophils (about 7,000/ml in 64- to 
83-year-olds compared to 1,700/ml in 19- to 36-year-olds), and elevated levels of IL-8 
and neutrophil elastase as well as elastase inhibitors ( 127 ). These results were 
interpreted as showing a low level of inflammation in older patients. By contrast, a study 
of experimental gingivitis in people demonstrated that gingival lesions in older people 
contained more B cells and fewer neutrophils compared to gingival infiltrates in younger 
people ( 128 ). This might suggest that neutrophils from older people are either 
decreased in number or have defects in migrating to sites of inflammation. However, 
neutrophil numbers are normal in normal aging and increase normally in response to 
infection, but bone-marrow neutrophil precursors from older subjects have a somewhat 
lower proliferative response in vitro to G-CSF ( 129 ). Furthermore, migratory responses 
of neutrophils are normal in healthy aging ( 130 , 131 ) and the cells experience a normal 
delay in apoptosis and an extended half-life when they are recruited to the site of an 
infection (normal half-life of 6 to 10 hours is extended under the influence of bacterial 
components, complement, and proinflammatory cytokines). Thus, decreased 



appearance of neutrophils in a tissue site is mainly an indicator of defective production 
of chemotactic cytokines in the tissue. In addition to migrating to sites of infection, 
neutrophils must phagocytose microorganisms and kill them (reviewed in Lord et al. [ 132

 ]). Like macrophages, it is difficult to isolate neutrophils in their physiologic state in the 
circulation without activating them at least partially. However, in general, it appears that 
the capacity of neutrophils from older people to phagocytose microorganisms is 
reduced ( 133 , 134 ). Furthermore, neutrophils from older people express less CD16 on 
their surface ( 133 ) and generate lower levels of reactive oxygen species in response to 
stimulation with Staphylococcus aureus ( 134 ). Interestingly, the generation of reactive 
oxygen species was normal when the cells were stimulated with Escherichia coli 
exposure. The two major pathways for killing ingested organisms is the generation of 
reactive oxygen species and the release of cytotoxic proteases from their granules. 
Incomplete degranulation of neutrophils from elderly patients in response to 
f-metleuphe has been documented ( 135 ). However, most reports suggest that reactive 
oxygen species generation is unaffected or somewhat increased by aging. The problem 
with phagocytosis is not due to a decrease in the number of cells capable of ingesting 
bacteria; however, each cell seems to ingest fewer organisms. The decline in CD16 
levels could be a contributing factor to this phagocytosis defect. The reported decline in 
phagocytosis is not a universal finding. Miyaji et al. ( 136 ) noted that neutrophils from 
centenarians had increased phagocytic function and cytokine production and decreased 
generation of superoxide. Another unusual feature of these patients was that they had 
elevated serum levels of interferon-?, a cytokine that most researchers report to be low 
in older people. Consistent with an interferon-? effect, neutrophils in centenarians had 
increased CD64 in this series ( 136 ). However, it must be noted that survival to 100 
years of age is not “normal,” and to some extent, changes observed in the immune 
systems of centenarians are difficult to interpret. Are their immune systems affording 
the subjects better protection than that of a patient who died at age 90 from a car 
accident, or even from pneumonia? Or are these changes unrelated to the prolonged 
survival of the individual? Should we expect the immune function of centenarians to be 
similar to that of other older people, but shifted to the right on an age-versus-function 
curve? Are these individuals the elite group we need to emulate or do they define 
“abnormal aging”? We speak of innate and adaptive immunity as if they are separate 
and distinct entities. However, it is clear that the systems interact intimately to regulate 
host defense. T-cell products are responsible for promoting neutrophil production, 
migration, activation, and survival. Changes in T-cell function with age (see below) thus 
can influence innate immunity in a direct way. With the shift to a Th2 pattern of cytokine 
production, interferon-? levels (which augment Fc-receptor expression on neutrophils) 
and GM-CSF levels (which prevent apoptosis of neutrophils in tissues) decline, and 
TNF-a levels (which promote neutrophil apoptosis) increase (reviewed in Lord et al. [ 132 

]). Alterations reported in neutrophils from aged people are listed in Table 4. 



 
TABLE 4. Age-related changes in neutrophil function

NK Cells and NKT Cells NK cells are much more heterogeneous than originally 
thought (see Chapter 12). Many insights have emerged in recent years regarding two 
new classes of regulatory receptors on NK cells that recognize class I MHC molecules 
(killer inhibitory receptors, Ly-49 family [ 137 ], and C-type lectin heterodimers of the 
immunoglobulin gene family [ 138 ]). These receptors are not clonally distributed and 
their expression defines subsets of cells. Unfortunately, no information has yet emerged 
on how these receptors are affected by the aging process. The alterations in NK 
number and function with age are shown in Table 5. 

 
TABLE 5. Age-related changes in NK cells

The percentage of peripheral blood lymphocytes expressing NK markers increases with 
age and the absolute numbers of NK cells increase ( 139 , 140 ). The percentage and 
absolute numbers of lymphocytes expressing CD3 decrease with aging roughly in 
proportion to the increase in NK cells such that total lymphocyte counts are the same or 
somewhat lower overall. In addition to an increase in CD56 + cells, a new population of 
cells that coexpress CD3 and NK cell markers such as CD57 increases in older donors 
( 141 , 142 ). Significant increases are seen with aging in cells coexpressing CD3, CD8, 
CD16, CD56, and CD57, with subsets within this group expressing more or less CD8 ( 
143 ). Within the CD56 + population of NK cells, some are CD56 bright and some are 
CD56 dim; it is said that the bright cells are proliferative, poorly cytotoxic, and less 
mature, while the dim cells do not proliferate, are cytotoxic, and are more mature ( 144 ). 
In the elderly, the main increase is in the mature CD56 dim cells and they express 
higher levels of HLA-DR and CD95 and lower levels of CD69 (which triggers 
cytotoxicity) ( 140 ). Data regarding the cytotoxic activity of NK cells from elderly donors 
are conflicting; when health status is well controlled, cytotoxic capacity seems to be 
maintained ( 145 , 146 ), while less stringent selection of donors suggests that NK lytic 
capacity per cell declines with age ( 139 , 142 ). The basis of the decreased lytic activity 
per cell was not related to target binding or content or release of perforin or other lytic 
molecules. Instead, signal transduction within the NK cell after target binding was 



diminished. Specifically, the release of inositol triphosphate (IP3), a product of cleavage 
of phosphatidylinositol bisphosphate (PIP2) by phospholipase C-?, is decreased ( 147 ). 
The basis of the defect is unknown, but it is restricted to spontaneous killing. Killing and 
signal transduction mediated by CD16 through antibody-dependent cellular cytotoxicity 
is normal in these same cells. NK cells proliferate and augment their killing capacity in 
response to various cytokines. In general, NK-trophic cytokines (e.g., IL-2, IL-12, 
interferon-a and ?) continue to exert stimulatory effects on NK cell killing of NK-sensitive 
targets in cells from aged donors, but their capacity to develop lymphokine-activated 
killer (or LAK) activity directed against NK-resistant targets is compromised ( 146 ). 
Similarly, NK cells from older donors do not proliferate as much in response to IL-2 as 
do NK cells from younger donors ( 140 ). The kinetics of the production of cytokines in 
response to IL-2 are also altered in NK cells from older donors. Interferon-? production 
within the first 18 hours of stimulation of older donor NK cells is decreased, but total 
amounts of the cytokine produced over 7 days of stimulation are normal ( 148 ). 
However, the production of TNF-a and perforin by NK cells are unaffected by aging. 
The basis for the defective response to IL-2 is unknown. No data have been generated 
regarding IL-15 responses in aged NK cells. NK/T cells, the cells noted to express both 
T and NK cell markers, increase in the peripheral blood with age as noted above ( 141 , 
142 ), but have not been well studied in either old mice or humans. It is not known 
whether they are increased in tissue sites, marrow, and lymph nodes. Fascinating work 
is being done on this cell type. The cells appear to be regulatory in function as they can 
express both Th1 and Th2 cytokine patterns. However, they influence CD4 T cells to 
become Th2-like in phenotype. It may be more than coincidence that the NK/T cells are 
increased in aging humans and these individuals also manifest a Th2-like cytokine 
pattern (see below). A subset of cells has an invariant Va chain as part of the T-cell 
receptor (Va14 in mice and Va24 in humans) that recognizes a glycolipid, 
a-galactosylceramide, presented on CD1d molecules rather than class I MHC. The cells 
appear to be involved in regulating autoreactive T cells, mediating tumor regression, 
inducing rapid NK cell activation, and immunity to parasites. The role of NK/T cells in 
the aged immune system bears more thorough study. Efforts have been made to relate 
NK cell number and activity to various other measures of well-being, to various disease 
states, and to life span. Natural killer activity is said to decrease in the face of low levels 
of triiodothyronine ( 149 ), to be positively correlated with serum concentrations of vitamin 
D ( 150 ), to decline in the setting of atherosclerosis ( 151 ), and to predict the risk of 
infection and death from infection in nursing home subjects ( 152 ). NK activity has also 
been promoted as a predictor of mortality ( 153 ). Increases in NK cell number are said to 
be compensatory for the decline in T-cell immunity seen with aging (see below) as a 
component of immune system “remodeling,” a word with a perfectly clear definition in 
house decorating and bone turnover that is totally obscure when applied to the immune 
system. It remains a significant problem that the changes thought to be caused by 
aging cannot be reproduced in an experimental model with another stimulus under 
controlled conditions. Speculations about why decreased function is not really 
decreased function but a conscious effort on the part of the system to correct itself do 
not lead to testable hypotheses or to greater insights into altered immune function with 
age and how to improve it. Hypothesis-driven research has a chance to define whether 
the changes observed with aging are in response to something. Correctable problems 
can then be corrected first in animals and then in humans to see first if the system can 
be corrected and secondarily whether the correction influences the incidence or natural 



history of diseases. Descriptive research lacks this potential. 

Cytokines and Chemokines

Immune cells and effector functions are largely regulated by soluble factors called 
cytokines and chemokines. These molecules act in groups on diverse cells and 
processes. Their biologic activity is directed in large part by the distribution of cellular 
receptors specific for them. Their action can vary with different target cells. Their 
production can be highly restricted to one or two cell types or they can be nearly 
universally produced. New cytokines and chemokines are being discovered at a rapid 
pace and their roles in normal homeostasis and disease are being defined (see Chapter 
23, Chapter 24, Chapter 25 and Chapter 26). Descriptive studies of their changes in the 
course of aging are also burgeoning.

In general, the aging immune system is characterized by producing more Th2-type 
cytokines (IL-4, IL-10) than Th1-type cytokines (IL-2, interferon-?), which is a reversal of 
the pattern seen earlier in adulthood, and by producing more proinflammatory cytokines 
such as IL-1, IL-6, IL-8, and TNF-a ( 154 ). These cytokines are noted in excess in a 
variety of tissues in the setting of diseases; in older people, they are also found to be 
increased in the blood and in places that are not obviously dysfunctional or manifesting 
pathology such as the lungs, skin, and joints. This has led to the notion that aging is 
associated with chronic low-grade inflammation manifested on a systemic level. 
Changes in cytokine and chemokine production in aging are listed in Table 6.

 
TABLE 6. Changes in cytokine and chemokine production with age

Under normal circumstances, circulating levels of cytokines are low. Tissue damage 
results in the production of TNF-a, IL-1, and IL-6, the prototypical proinflammatory 
cytokines, and these signals activate the acute phase response (proteins mainly 
produced in the liver), elicit fever, and stimulate granulocytosis, all of which are 
designed to isolate, wall off, and destroy pathogens and repair the damaged tissue. The 
proinflammatory cytokines also elicit counterbalancing anti-inflammatory cytokines like 
IL-10, soluble TNF receptor, and IL-1 receptor antagonist that limit the duration of TNF 
and IL-1 effects (reviewed in Bruunsgaard et al. [ 155 ]).

The main controversy in the field is whether this cascade is activated as a consequence 



of aging alone, or whether the detection of activation of the cascade is actually a 
manifestation of a subtle infection (e.g., Helicobacter pylori, chlamydia, periodontal 
inflammation), stress, smoking, obesity, or any of the myriad conditions that produce an 
increase in IL-6 levels. In a large study of 1,727 people over age 70 years, IL-6 levels 
increased with increasing age independent of disease states ( 156 ). Abundant data 
suggest that common age-related diseases such as Alzheimer’s disease, Parkinson’s 
disease, atherosclerosis, diabetes, and even sarcopenia are associated with increased 
levels of cytokines (reviewed in Bruunsgaard [ 155 ]). However, when the SENIEUR 
protocol is used to screen donors, IL-6 levels are not as obviously elevated ( 157 ). 
Furthermore, among a small number of randomly chosen old and young subjects, 
circulating IL-6 levels were low in the majority of both groups ( 158 ). Thus, the validity of 
the assertion that aging is associated with an increase in IL-6 levels is questioned.

However, IL-6 levels have been documented to increase with age in both mice and 
primates, and unstimulated human blood mononuclear cells have been shown to 
produce increased levels of IL-6 and IL-1 receptor antagonist ( 159 ). Some groups have 
not noted the production of IL-6 or other cytokines to be elevated in either unstimulated 
or stimulated peripheral blood mononuclear cells ( 158 ) and still others have found that 
TNF-a or IL-10 production increased but not other cytokines ( 160 , 161 and 162 ). Limited 
light can be shed on the controversy by studying peripheral blood cells given that these 
cytokines are produced by endothelial and other cell types in tissues all over the body. 
One study of IL-6 mRNA levels in tissues from young and old mice found that baseline 
levels of IL-6 mRNA expression were decreased in old mice but that old mice injected 
with LPS had greater induction of IL-6 mRNA expression in the tissues than did young 
mice ( 163 ).

Epidemiologic studies have intensified the relationship between high circulating 
inflammatory cytokines and morbidity and mortality. Among 675 healthy elderly 
subjects, those with the highest quartile of IL-6 levels in the serum had a twofold 
increased risk of death compared to the lowest quartile ( 164 ). People with three or four 
blood markers of ongoing inflammation (low albumin, low cholesterol, high IL-6 levels, 
high C-reactive protein levels) had a 6.6-fold increase in 3-year mortality than those 
without evidence of inflammation ( 164a). Another study of 880 high-functioning people 
aged 70 to 79 years found that IL-6 and C-reactive protein levels were lower in those 
with greater levels of moderate to strenuous exercise compared to less active 
individuals ( 165 ). Dividing the group in half on the basis of walking speed, those who 
walked faster had lower levels of IL-6 and C-reactive protein. When the strength and 
performance assessments were done on the same subjects 7 years later, the levels of 
IL-6 and C-reactive protein did not predict the level of decline in function over time, but 
those who died in the interim had significantly higher baseline IL-6 and C-reactive 
protein levels and slower walking speed.

What Does It All Mean?

Conclusions are difficult to reach from the published data and no consensus has been 
achieved. However, some in vivo studies in human subjects provide useful information 
that may help us to think of new experimental approaches to sort out the conundrum. 



Among 22 patients hospitalized with Streptococcus pneumoniae infection, TNF-a and 
soluble TNF receptor levels were higher in elderly than in young patients during the 
acute infection and IL-10 levels stayed elevated longer in elderly than in young patients 
( 166 ). When nine healthy volunteers aged 61 to 69 years were given a human 
endotoxin challenge (intravenous LPS), plasma levels of TNF-a, IL-6, IL-10, IL-8, 
soluble TNF receptor, and IL-1 receptor antagonist increased markedly in both the 
healthy elderly and eight young controls and no significant difference was noted in the 
peak levels of these molecules between young and old groups ( 167 ). However, the 
elderly group showed larger initial increases in TNF-a and soluble TNF receptor, more 
prolonged increases in the levels of these molecules and C-reactive protein, and took 
longer to normalize their body temperature than the young subjects.

Thus, as is seen with aging in other organ systems, it appears that the immune system 
in the elderly has lost some homeostatic capacity. The system responds briskly to a 
perceived threat and takes longer to come back to normal after responding to the 
threat. At the moment, no compelling evidence exists to say that one cytokine or 
another is abnormally regulated in old people. That is, aging does not appear to be like 
a disease in which a particular cytokine or group of cytokines is autonomously 
overexpressed with health consequences. In the absence of such data, it is difficult to 
maintain the argument that such abnormal regulation is a primary event in aging. 
Instead, it appears that the innate immune system, which is responsible for the 
immediate response to pathogens and tissue damage, responds appropriately in the 
elderly (in the absence of chronic disease). However, because of possible defects in 
effector functions in the adaptive immune response (see below) resulting in less 
effective control of the threat (with attendant decreases in the anti-inflammatory or 
turn-off signals) or because of desensitization of the negative feedback system (or 
turn-off signals are sent but not received or the system may be reset to a different 
threshold for turn-off), inflammatory responses in the elderly are more prolonged. An 
imbalance between proinflammatory and anti-inflammatory cytokine levels has been 
suggested based on in vitro data on isolated blood cells that cannot be considered a 
reliable reflection of in vivo biology ( 160 ).

Data are beginning to emerge on changes in chemokine levels associated with aging. 
Numerous studies (see, for example, Clark and Peterson [ 168 ], Pulsatelli et al. [ 169 ], 
Mariani et al. [ 170 , 171 ]) report results on the production of chemokines in vitro after 
polyclonal stimulation of mixed cell populations, results that provide little insight into the 
aging immune system. Serum elevations in monocyte chemoattractant protein-1 
(MCP-1) ( 172 , 173 ) and RANTES ( 173 ) have been noted in older subjects. The 
physiologic or pathophysiologic effects of circulating chemokines, which are generally 
released locally to act locally, are of some concern. CXC chemokines can increase 
brain inflammation and breakdown of the blood–brain barrier ( 174 ), possibly leading or 
predisposing to dementing illnesses like Alzheimer’s disease ( 175 , 176 and 177 ).

Is aging caused or accelerated by chronic low-level systemic inflammation? Are the 
most significant diseases of aging mediated by uncontrolled inflammation? The 
widespread use of anti-inflammatory agents from aspirin to COX-2 inhibitors may be 
able to shed some light on these questions. However, a clinical trial addressing the 



hypothesis with specific disease and mortality endpoints seems impractical on a large 
scale. Perhaps animal models will provide a tool to address the question. Will animals 
fed an anti-inflammatory agent for a lifetime live longer? At the moment the only 
intervention that has reproducibly increased both mean and maximal lifespan in 
experimental animals is caloric restriction (see below). Yet the hypothesis that aging is 
worsened by chronic inflammation is testable and one or more rigorous tests seems 
preferable to what is currently being seen—a proliferation of papers hypothesizing on 
the issue as if it were a novel idea.

AGE-RELATED CHANGES IN ADAPTIVE IMMUNITY

Adaptive immunity involves the generation of antigen-specific responses to pathogens 
and immunogens. T cells and B cells are the effectors of adaptive immunity. These 
cells develop the capacity to generate specific antigen recognition receptors for the 
entire panoply of potential antigens and link recognition of antigen to the activation of a 
wide variety of protective functions. Adaptive immunity is the component of the immune 
system that is most affected by aging.

Age-Related Changes in T Cells

A variety of significant changes are noted in T-cell immunity with aging. Thymic 
involution, a shift to memory phenotype cells and away from naïve cells, an alteration in 
the antigen receptor repertoire, a shift from a Th1 to a Th2 pattern of cytokine 
production from CD4 + T cells, altered signal transduction within T cells, altered 
expression of costimulatory, adhesion, and growth factor receptors, and many other 
changes have been documented (reviewed in Linton and Thoman [ 178 ], Chakravarti 
and Abraham [ 179 ], Pawelec et al. [ 180 ], Globerson [ 181 ]). It is the development of 
defects in T-cell function that seems to be most clearly related to clinical events 
associated with aging such as shingles and reactivation of tuberculosis. Changes noted 
in T cells in aging are listed in Table 7.

 
TABLE 7. Age-related changes in T cells

Changes in T-Cell Development Normal T-cell development is reviewed in Chapter 9. 



Here we shall focus on age-associated changes in T-cell development. The dominant 
maturation pathway for T cells is through the thymus, although a quantitatively smaller 
contribution to the peripheral T-cell pool can also be generated independent of the 
thymus through an extrathymic pathway ( 182 ). Thymic function has remained 
incompletely understood. Much has been inferred about thymic function from studies of 
manipulated animals. However, the capacity to identify and quantitate recent thymic 
emigrants has provided new insights into thymic function and how it changes with age 
(reviewed in Haynes et al. [ 183 ]). Morphologists have clarified several long-standing 
misconceptions about the thymus ( 184 , 185 ). The thymus is comprised of two anatomic 
compartments: (a) the thymic epithelial space, in which thymopoiesis occurs, and (b) 
the perivascular space, the function of which is not known. The lymphoid component of 
the perivascular space increases in size from birth to age 20 to 25 years and then 
decreases; the lymphoid component of the thymic epithelial space begins to decrease 
shortly after birth, decreasing about 3% annually from age 35 through 45 and then 
decreasing about 1% annually through the rest of life. While the lymphoid component of 
the perivascular space decreases with age, the perivascular space itself increases, 
mainly as a consequence of fat accumulation (see Fig. 2). 

 
FIG. 2. The change in thymic epithelial cell mass with age is depicted. The thymus is 
comprised of thymic epithelial space, from which T cells are generated (shown in dark 
shade) and perivascular space (shown in light shade). With increasing age, thymic 
epithelial cell mass decreases to about 10% or less of the total thymic cell mass, the 
rate of T-lymphocyte production declines (but does not become zero) and the 
perivascular space is increasingly made up of fat. From Haynes et al. ( 183 ), with 
permission.

Recent thymic emigrants are thought to be identifiable by the presence of a fragment of 
DNA generated during the rearrangement of the antigen receptor genes. These 
fragments, called signal joint T-cell–receptor excision circles (sjTRECs or TRECs), are 
present in cells that have not yet encountered antigen and been required to divide 
(TRECs are lost on replication). Thus, TREC content is a reliable measure of the 
number of cell divisions that have occurred since the recombination event. To the 
extent that recent thymic emigrants have undergone relatively few cell divisions, TREC 
content can reflect thymus output. However, it must be noted that antigen-naïve T cells 
that have not yet been called upon to divide may also contain TRECs even if they 
emerged from the thymus a long time ago. Originally developed in the chicken ( 186 ), the 
technique has been adapted to humans (focusing on the a/d gene locus) and used to 



demonstrate that TREC content in peripheral blood CD4 and CD8 T cells declines with 
age ( 187 ). However, generation of T cells containing TRECs continues into adulthood 
until at least the age of 50 years ( 188 ). More systematic study of older people is 
required but this finding alone alters the notion that thymopoietic activity paralleled 
thymic size and was essentially completed by age 30 years. The thymopoietic tissue 
does shrink with age; a 70-year-old has about 10% of the thymopoietic space of a child, 
yet thymic output of T cells continues, albeit at a reduced rate. The output declines as a 
function of thymopoietic tissue, but the production of new cells per gram of thymopoietic 
tissue remains relatively constant ( 183 , 187 , 188 and 189 ). If thymus function continues in 
adulthood and old age, the gland lacks the capacity to respond to a sudden decline in 
peripheral T cells with an increase in T-cell production. T-cell depletion is a common 
sequela of HIV infection, conventional dose chemotherapy for cancer, and high-dose 
(chemotherapy and radiation therapy) preparative regimens for allogeneic bone-marrow 
transplantation. HIV infection is associated with T-cell depletion and TRECs have been 
shown to increase with highly effective antiretroviral therapy (see Chapter 42) ( 187 ). 
The recovery of T-cell immunity, particularly the generation of naïve CD4 + T cells, after 
high-dose preparative regimens and bone marrow transplantation is prolonged in older 
people and those without thymuses ( 190 ), even in recipients of autologous stem cells ( 
191 ). However, in the setting of HIV infection and high-dose systemic therapy, 
interpretation of delayed T-cell recovery is complicated by the potential effects of the 
HIV and the preparative regimen on the thymus and its function. Is the lack of thymus 
recovery related to the aging process or a side effect of disease or its treatment? The 
recovery of T cells after conventional dose chemotherapy is more likely to reflect the 
capacity of the thymus to respond to an increased demand because such therapy is 
less likely to do damage to the thymic epithelium itself, based on the resistance of other 
epithelial organs to chemotherapy effects. In 15 patients who underwent cancer 
chemotherapy, the CD4 T-cell count 6 months after the completion of therapy was 
inversely related to the age of the patient, and those patients who had some recovery of 
CD4 T-cell counts had evidence of thymic tissue on chest CT scans ( 192 ). Thymic 
hyperplasia has been identified in a number of children and young adults recovering 
from the effects of chemotherapy ( 193 ). Thus, the capacity of the thymus to augment its 
productivity physiologically in response to need appears to be greatly reduced after the 
age of 30 years. Indeed, little evidence exists to suggest that the thymus is sensitive to 
changes in the peripheral T-cell pool ( 194 ). Studies in animals have shown that the 
primary source of regenerated T cells in the absence of thymic function is the 
expansion of residual peripheral T cells, a process that is at least partially antigen 
driven and, as a consequence, results in an altered T-cell receptor repertoire (Mackall 
et al. [ 195 ], reviewed in Mackall and Gress [ 196 ]). In contrast to situations producing 
profound peripheral T-cell depletion, the decline in thymic function with age is not 
associated with a dramatic decline in circulating T cells, although the subsets of T cells 
change (see below). The preservation of T-cell numbers with age appears to be largely 
related to the antigen-driven expansion of post-thymic mature T cells combined with 
less antigen-induced cell death (see below). What accounts for the decline in thymus 
function with age? Several hypotheses have been generated. One idea is that the 
thymus involutes because of a decline in the supply of T-cell progenitors from the bone 
marrow. This notion was supported by early data using bone marrow from old donors to 
reconstitute young mice following lethal irradiation; such bone marrow was less efficient 
at repopulating the thymus than marrow from younger donors ( 197 ), a finding that has 



been reproduced ( 198 ). However, other groups found that the efficiency of old and 
young bone marrow at repopulating the thymus and spleen was comparable when 
given to mice of similar age ( 199 ). Furthermore, within the thymus of aged animals, the 
number of T-cell progenitors ( 200 ) and their function ( 201 ) appear to be normal, 
although others have found functional defects in the marrow progenitors ( 202 ). If there 
is a defect in the bone marrow progenitors of aged mice, it is not the controlling factor in 
the age-related decline in thymic function because even when older animals are 
provided with young bone-marrow stem cells, the thymi of the reconstituted old mice are 
small and generate significantly reduced numbers of splenic T cells compared to young 
recipients, although the subset distribution and capacity to mediate negative selection is 
intact in aged thymi ( 203 ). Furthermore, neonatal thymus grafts are as successful in old 
recipients as in young ones ( 196 ). Thus, it would appear that the thymus milieu rather 
than the extrathymic environment plays the greater role in thymic involution. Another 
hypothesis is that the aged thymus acquires an altered environment that no longer 
supports T-cell development. Most of the specific ideas about the nature of the altered 
environment involve changes in cytokine expression. IL-7 was considered a prime 
candidate for a cytokine active in the thymus when it was shown to promote V(D)J 
rearrangement through induction of RAG-1 and RAG-2 genes in thymocytes from 
murine embryos ( 204 ). However, investigation of changes in IL-7 expression in the 
aging thymus has produced inconsistent results. Aspinall and Andrew ( 201 , 205 , 206 ) 
claim that IL-7 production is decreased in the aging thymus, probably as a 
consequence of the loss of IL-7 expression in certain thymic epithelial cells, and 
suggest that administration of IL-7 to older mice augments thymic size and 
thymopoiesis. By contrast, Sempowski et al. ( 207 ) find that IL-7 is one of a group of 
cytokines (that includes IL-15 and GM-CSF) whose production is unaltered in the 
thymus with age (see Fig. 3). IL-2, IL-9, IL-10, IL-13, and IL-14 were cytokines whose 
expression declined with age and leukemia inhibitory factor (LIF), oncostatin M, IL-6, 
stem cell factor, and M-CSF were all expressed at increased levels with age in human 
thymi ( 207 ). All of the cytokines that increased with age except M-CSF (i.e., LIF, 
oncostatin M, IL-6, and stem cell factor) were shown to mediate thymic atrophy with 
loss of CD4 +CD8 + (double-positive) cortical thymocytes when administered to mice 
intraperitoneally for 3 days ( 207 ). Furthermore, IL-7 administration was found to 
augment thymopoiesis (measured by an increased output of TREC-containing naïve T 
cells) in young mice but was ineffective in old mice ( 208 ). At the moment, the 
controversy is unresolved. However, given that IL-7 can restore immune responses in 
athymic hosts following peripheral T-cell depletion ( 209 ), it seems clear that IL-7 has 
pleiotropic effects including inhibiting apoptosis, improving co-stimulation, and 
improving efficiency of antigen presentation, all of which could look like an 
augmentation of thymus function. A plausible alternative to the simple view that thymic 
involution represents IL-7 deficiency is that an age-related increase in the expression of 
several cytokines that inhibit thymic function exert a dominant effect. It may be 
necessary to antagonize one or more of these cytokines in order to reap the full benefit 
of either endogenously produced or exogenous therapeutic IL-7. The role of 
chemokines in thymus function has not yet been studied. 



 
FIG. 3. The relative change in mRNA for various cytokines expressed in the thymus is 
illustrated as a function of age. From Haynes et al. ( 183 ), with permission.

It is somewhat surprising that the process of thymic involution has not been better 
studied with transgenic and knockout mice, given that the steps of T-cell development 
have been thoroughly elucidated by such studies. Many relevant animals have been 
generated, but usually not with thymus aging specifically in mind. Given the hypothesis 
that a key change in the aging thymus was the failure to rearrange the TCRß chain 
genes ( 200 ), 12 month-old mice expressing a transgenic TCRß chain were analyzed for 
their thymic function and found to undergo normal involution ( 210 , 211 ). Thus, supplying 
a rearranged TCRß does not overcome the process of thymic atrophy, arguing that a 
defect in TCRß rearrangement cannot be the signal for thymic involution. Mice that do 
not express either MHC class I or MHC class II molecules do not undergo normal 
thymic involution ( 210 ). Their thymi stay the size of a normal young adult until at least 12 
months of age. These organs cannot generate mature T cells and cannot mediate 
positive and negative selection. Thus, it is possible that something about the generation 
of mature T cells or some feature of positive or negative selection serves as a stimulus 
to thymus involution. Another crucial function of the thymus for the generation of CD4 + 
T cells is the activity of cathepsin L; mice with cathepsin L knocked out ( 212 ) or with a 
natural mutation in the cathepsin L gene (Cts1) ( 213 ) fail to make CD4 + T cells 
because cathepsin L is responsible for the degradation of the invariant chain (Ii), a 
chaperone for peptide-loaded class II MHC molecules. Mutations in cathepsin L result 
in failure of antigen presentation to and positive selection of CD4 + cells by the thymic 
epithelium. Whether cathepsin L function in the thymus is affected by age is unknown. 
A number of transgenic models have documented either premature thymic involution 
(human SOD-1 transgenic mice) ( 214 ) or delayed thymic involution (CD2-Fas transgenic 
mice [ 215 ]; human homeobox gene, HB24 transgenic mice [ 216 ]). However, these 
models have not led to insights about the physiologic changes that occur in the normal 
thymus with aging. Microarray analysis of changes in gene expression in the thymus 
with age is in progress and may lead to more revealing studies on the biology of thymic 
involution. Endogenous thymic cytokine production is not the only control mechanism 
for thymic function. Hormones are well known to influence thymic function. Growth 
hormone declines with age, as does thymic function, and growth hormone has been 
shown to promote thymopoiesis in animals ( 71 , 217 ); human studies of growth hormone 
supplementation to older people have not been well designed to detect an immunologic 
effect ( 218 ). The thymic epithelium expresses androgen receptors ( 219 ). Castration of 
male rodents results in enlargement of the thymus, and androgen replacement reverses 
the effects ( 220 ). This may explain why peripheral blood from women contains 



significantly higher levels of TRECs per CD3 T cell than does blood from age-matched 
males ( 221 ). Although the CD3 levels are not different between men and women, 
women have considerably more recent thymic emigrants, a finding that has led to 
speculation about whether this feature of preserved thymic function based on the 
absence of androgen effects on the thymus underlies the differences in life span 
between men and women. The T-cell and thymic function of men with prostate cancer 
treated with orchiectomy or medical castration (luteinizing hormone-releasing hormone) 
has not been well studied, but it is conceivable that antagonizing androgen action would 
prolong thymic function and have an immunostimulatory effect. Glucocorticoids have a 
potent effect on the thymus. High blood levels such as those induced by stress, injury, 
or illness induce the death of cortical thymocytes ( 222 ). However, Vacchio and Ashwell ( 
223 ) have suggested that the local endogenous production of a glucocorticoid signal is a 
key factor in mediating thymocyte survival; triggering a thymocyte through its antigen 
receptor can induce cell death, and exposure to glucocorticoids can induce cell death, 
but the two signals together result in cell survival. Whether a decline in the production of 
endogenous glucocorticoids could play a role in thymic involution has not been 
examined. Neurotrophic hormones such as nerve growth factor ( 224 ), cholinergic ( 225 ), 
and adrenergic enervation ( 226 ), and a wide variety of “thymic hormones” have been 
proposed to regulate or “modulate” (the word we use when we do not see consistent 
changes) thymus function. Little work has been done on the neural regulation. However, 
an immense literature exists on various thymic hormones including thymosin, 
thymopoietin, thymulin, thymopentin, and other neuropeptides. I do not understand 
most of this work and cannot discern whether these factors play a role in thymic 
function in health, disease, or aging; however, I include a few references to assist the 
interested reader in gaining access to this literature ( 227 , 228 and 229 ). 
Changes in T-Cell Subsets with Age As noted above, total lymphocyte counts and 
total T-cell counts change little with age. However, conflicting reports claim a decline in 
lymphocyte and T-cell number. Most studies find that the number of CD4 + T cells 
decreases with aging with naïve CD4 + T cells (generally detected by coexpression of 
CD45RA) being more greatly reduced than memory CD4 + T cells (detected by 
coexpression of CD45RO) and memory-type cells increasing over time; CD8 + T-cell 
numbers are generally unchanged with aging; and cells coexpressing T-cell and NK cell 
markers (particularly CD56 and CD57) increase with aging in mice and in humans ( 230 , 
231 , 232 , 233 , 234 , 235 and 236 ). ?/d receptor-expressing T cells are also decreased in the 
elderly and express CD69, a marker of activation ( 237 ). Analysis of coexpression of 
other markers also shows age-related changes. For example, the CD4 T cells in older 
people are often CD7 negative ( 234 , 238 ) and the amount of CD4 expressed per cell is 
decreased on an expanding subset of CD4 + T cells that also expresses a reduced level 
of CD3, CD95Fas, and CD28 ( 239 ). L-selectin expression (CD62L) declines with age 
(said to be a marker of naïve T cells) ( 240 ) and cells expressing the P-glycoprotein ( 241 ) 
and CD29 ( 242 ) increase with age. CD28, an important co-stimulatory molecule, is 
missing from an increasing fraction of T cells in older people ( 243 , 244 ), a change that 
has been correlated with signaling alterations (see below). Inconsistent with the theory 
that older people are under chronic immune stimulation, activation markers such as 
CD69, CD71, CD25, and HLA-DR are generally not expressed on peripheral blood T 
cells, although serum levels of cytokines and soluble CD25 may be elevated (see 



above). CD31 has been shown to be expressed on a subset of naïve (CD45RA +) T 
cells that are enriched for TRECs ( 245 ). When such cells are activated, CD31 
disappears and the TREC levels decrease dramatically as a consequence of cell 
replication. Thus, in older people, the diminishing pool of naïve T cells has been found 
to have a larger subset that is CD31 negative and TREC depleted and a smaller subset 
that is CD31 positive and rich in TRECs. These data argue that expansion of the naïve 
cells has taken place by some mechanism, presumably by a stimulus that did not result 
in maturation to memory phenotype. This could reflect an effort to fill a CD4 niche by 
peripheral expansion in the face of decreasing thymic output. It has been proposed that 
one can project the longevity of middle-aged mice by measuring peripheral blood levels 
of particular T-cell subsets; 8-month-old mice with lower levels of memory phenotype 
cells, higher levels of naïve CD4 T cells, and low levels of CD4 T cells expressing the 
p-glycoprotein lived about 6% longer than mice with higher levels of memory cells, lower 
levels of naïve CD4 T cells, and higher levels of CD4 T cells expressing p-glycoprotein ( 
246 ). Such correlations are difficult to interpret. If one were able to alter the subsets 
experimentally in those with a shorter lifespan and find that survival had been 
prolonged, perhaps such results would have some meaning. The alleged correlation 
with survival cannot be interpreted as linking the variables (T-cell subsets and longevity) 
without additional data. Early data from the Swedish longitudinal study of octogenarians 
(OCTO) suggested a similar correlation in that 2-year survival was decreased in the 
group with low CD4:CD8 ratios, decreased CD4 cells, increased CD8 cells with NK cell 
markers, and decreased naïve cells; however, follow-up of the same cohort ( 236 ) and 
an additional cohort with median age of 90 years (NONA study) ( 247 ) found that the 
altered peripheral blood T-cell subsets were associated with CMV infections. Unknown 
environmental factors can influence the peripheral blood subsets and undermine the 
capacity to use such measures as a predictor of health status. Age-related reference 
intervals for lymphocyte subsets in the peripheral blood of healthy individuals have been 
described ( 248 ), but the quantitation of such subsets is of no established clinical value. 
T-cell subset distribution has also been assessed in human tissues. In the bone 
marrow, overall cellularity decreases with age as the percentage of fat increases. There 
is some evidence of increased apoptosis in marrow cells from older people, but it is 
unclear whether this is restricted to lymphocytes ( 249 ). In normal lungs, activated CD4 +

 lymphocytes are increased with aging ( 250 ). CD4 + T cells also increase in the tonsils 
with age as B-cell numbers and CD38 + B cells (late-stage maturation) decline ( 251 ). 
CD8 + T cells appear to decline in the spleen ( 252 ) but large numbers of CD4 + CD8-aa 
+ T cells—which are thought to be extrathymic in origin—accumulate in gut-associated 
lymphatic tissue ( 253 ). Studies in rats ( 254 ) and cynomolgus monkeys ( 255 ) have 
generally shown changes similar to those seen in humans. Given the influence of 
adhesion molecules such as CD62L on lymphocyte migration ( 256 ) and the reported 
alterations of adhesion molecule expression on T cells from older patients ( 257 , 258 ) 
(memory T cells express less CD50 [ICAM-3] and naïve T cells express less CD62L), it 
is possible that T cells from old people do not migrate and recirculate normally. 
However, when trafficking of older lymphocytes was studied in vivo in mice, it was 
observed that they were equally capable of homing to young spleens and recirculating 
from that site elsewhere ( 259 ). By contrast, older spleens were less effective at taking 
up either young or old lymphocytes and once in the spleen, the cells tended to remain 
there. Thus, it would appear that, as noted in the aging thymus, any age-related 



problem in lymphocyte homing is a function of altered signals from the 
microenvironment rather than an intrinsic defect in old lymphocytes. The decline in 
thymic function is most dramatically noted in the paucity of naïve phenotype CD4 + T 
cells. The definition of naïve CD8 + T cells is not as clearly demarcated by the 
expression of CD45RA as in CD4 + T cells and thus, it is difficult to assess whether 
memory or naïve CD8 + T cells are more affected by aging. In the absence of a 
functional thymus, the CD8 + T cells recover more quickly than the CD4 + T cells at 
least in part through the extrathymic generation of CD8 + subsets that are CD8 +CD28 - 
and CD8 +CD57 +. Both of these subsets of CD8 + T cells also increase with age, 
suggesting that the preservation of CD8 + T-cell number actually represents 
thymus-independent expansion of post-thymic cells. 
Changes in T-Cell Antigen-Receptor Repertoire with Age Studies of the expression 
of T-cell receptor gene families on the surface of lymphocytes using antibodies specific 
for particular receptor gene families, spectratyping, analysis of CDR3 length, and 
heteroduplex analysis have demonstrated that the distribution of receptor expression 
(typically a normal distribution of receptors from all gene families) is frequently altered in 
older mice ( 260 , 261 , 262 , 263 and 264 ) and human subjects ( 265 , 266 , 267 , 268 , 269 and 270 ). 
Both a/ß- ( 260 , 261 , 262 , 263 , 264 , 265 , 266 , 267 , 268 and 269 ) and ?/d-expressing ( 270 ) T cells 
can be affected. One or a few clones of cells expand to the point where a particular 
clone can represent one-third or more of all the T cells ( 269 ). CD8 + T cells are usually 
affected; the involvement of CD4 T cells in oligoclonal expansion is debated, with some 
studies finding no alteration in the CD4 repertoire ( 260 , 265 ) and others finding similar 
expansions of certain CD4 clones ( 267 , 271 ), particularly in very old humans ( 268 ). 
However, the CD8 subset is more often affected than the CD4. These expansions are 
not analogous to “monoclonal gammopathy of uncertain significance,” that is, 
monoclonal expansions of a B-cell clone that occur in increased frequency with aging 
(see below). Unlike the B-cell disorder, which progresses to a frank B-cell malignancy at 
a rate of about 1% per year, oligoclonal T-cell expansions are not known to progress to 
malignancy. While particular clonal expansions of T cells have been shown to persist 
for up to 2 years in humans ( 267 ), they are more unstable in mice, disappearing after 2 
to 4 months only to be replaced by another clone ( 268 ). However, the frequency of 
finding clonal expansions increases with age. Most of the expansions were in the 
CD45RO (memory) subset, but some were seen in the CD45RA subset as well ( 268 ). 
The involvement of CD45RA-expressing cells in the CD8 + CD28 - subset may be a 
consequence of CD45RO memory cells reexpressing CD45RA rather than the 
involvement of authentic naïve cells ( 272 ). By what mechanism does a particular clone 
of cells expand? Similar alterations have been noted in people as a consequence of 
viral infection ( 273 , 274 and 275 ). In older people (and mice), the particular clone that is 
expanded is not the same in different individuals, and the same clone may not remain 
permanently expanded in the same individual, a finding that argues against the notion 
that a particular environmental antigen is the same trigger in all or most people. In mice, 
the appearance of these clonal expansions can be hastened by thymectomy ( 263 ), 
arguing that they occur in the periphery (their development is not blocked by 
thymectomy) perhaps as a consequence of a decrease in thymic generation of naïve 
cells. Transfer of transgenic H-Y (male antigen)-specific autoreactive CD8 + T cells from 



aged mice into male adoptive hosts demonstrates that older autoreactive T cells are 
less susceptible to peripheral tolerance induction than are younger autoreactive T cells ( 
276 ). However, the clonal expansions in normal old people do not appear to be 
autoreactive or autoaggressive, making it difficult to relate the observation to defective 
self-tolerance. Clonal expansions can be identified in people with autoimmune disease 
(e.g., rheumatoid arthritis) ( 277 ); however, the prevalence of clonal expansions is much 
greater than the prevalence of autoimmune disease. The particular clone expanded can 
be affected by the presence of a chronic viral infection ( 278 ). For example, older 
C3H.HW (H-2b) mice from a mouse hepatitis virus–infected colony contained clonal 
expansion of Vß7-expressing CD8 T cells; however, similarly exposed C57BL/10 mice 
did not show expansion of Vß7-expressing cells ( 278 ). Thus, if the expansion is driven 
by a particular antigen/MHC–peptide presentation, it can be affected by undefined 
non–MHC-related genes. Clonal expansions are also less common in pathogen-free 
animals than in conventionally housed mice. These findings argue that clonal expansion 
is at least initiated as an antigen-driven event. If clonal expansion is antigen driven, the 
response of the clone is unusual. The cells do not express activation markers. On 
adoptive transfer to irradiated recipients, they are slow to emerge but they expand over 
time and measurement of in vivo turnover suggests that they are like normal T cells in 
their growth characteristics. Much of their expansion appears to be cytokine mediated ( 
279 ). IL-2 seems to block expansion and IL-15 to promote expansion. Thus, the fate and 
size of the clones may be regulated by cytokine levels in the microenvironment rather 
than antigen exposure. It is tempting to speculate that the emergence of these clonal 
populations compromises the spectrum of antigen specificities recognized by the 
immune system. However, formal proof of that idea has not been generated by a 
comparison of receptor diversity in young and old animals or people. Whether clonal 
expansions underlie susceptibility to infection has not been proven. CD4 T cells are 
generally less affected by clonal expansions during aging. In old mice whose T cells 
express the receptor specific for pigeon cytochrome c presented in the context of class 
II MHC (I-E), an antigen not encountered in the environment under normal 
circumstances, CD4 T cells maintain a naïve phenotype, although they have decreased 
antigen responsiveness (see below) ( 280 ). However, older mice generate more CD4 T 
cells that do not contain the transgenic receptor than do younger mice (i.e., generation 
of CD4 T cells is leaky), and these cells develop a memory phenotype and secrete IL-4 
rather than IL-2 on antigen exposure. CD4 T cells that do not encounter antigen remain 
naïve in phenotype; those that encounter antigen develop age-associated defects in 
aged animals. Based on these data and the experiments of Mackall et al. ( 281 ), who 
showed that skewed expansions of CD8 + cells did not take place in mice deficient in 
expression of Class I MHC, it would appear that antigen presentation is at least involved 
in the initial selection of a clone for expansion. However, ongoing antigenic stimulation 
seems not to be necessary as long as appropriate cytokines (IL-15) are available to 
sustain the clone. The pattern of gene expression following IL-15 stimulation overlaps 
considerably with the pattern of gene expression following signal transduction through 
the antigen receptor in CD8 +-memory T cells ( 282 ). 

Age-Related Changes in Cell Biology of T Cells

It has long and often been reported that polyclonal stimulation of peripheral blood T 



cells from old subjects results in less proliferation per cell than such cells from young 
subjects (see, for example, Nagel et al. [ 283 ]). The stimulated cells make less IL-2 than 
expected and express lower levels of IL-2 receptor in response to either lectins or 
antibodies that crosslink the antigen receptor and co-stimulatory receptors (anti-CD3, 
anti-CD28). The decreased proliferation appears to be associated with about half the 
cells progressing normally through the cell cycle and about half the cells arresting in 
mid-G1. The arrested cells do not down-regulate the cyclin-dependent kinase inhibitor 
p27Kip1 in the normal fashion, and unlike normal T cells, p27 expression is not 
down-regulated by IL-2 in these arrested cells ( 284 ). Unfortunately, little work has been 
done to understand the signaling defects that lead to the G1 arrest of a substantial 
subset of the cells.

Most studies consider peripheral blood T cells as a homogeneous population. Some 
studies have found that the T-cell receptor number is decreased in old subjects ( 285 ), 
but others dispute that conclusion ( 286 , 287 ). Normal T cells down-regulate the T-cell 
receptor components after activation, and this process appears to be unaltered by 
aging; however, reexpression of the T-cell receptor has been found to be slower in old 
mice ( 288 ).

The consequences of T-cell receptor signaling are altered in old subjects. One of the 
initial events in T-cell activation, calcium release, is decreased in T cells from old 
people and mice ( 289 , 290 ). Memory T cells release less calcium upon stimulation than 
do naïve T cells; therefore, some of the defect is related to a decrease in naïve T-cell 
number and an increase in memory T-cell number ( 291 ). However, within particular 
types of T cells, old cells release less calcium than do young cells even when the T-cell 
receptor is bypassed with ionomycin. Calcium release is decreased with aging even in 
transgenic mice expressing only a single clonotype of CD4 + T cells ( 280 ). Cells that 
manifest production of less calcium are also poor at producing and responding to IL-2 ( 
292 ). At least some of the defect in IL-2 production is related to decreased translocation 
of the calcium-dependent transcription factor, NF-ATc, to the nucleus ( 293 ).

The defect in NF-ATc translocation appears to have two components. The formation of 
the immunological synapse (see Chapter 11) as a consequence of antigen recognition 
has been studied by confocal microscopy in T cells from old mice ( 294 ). About half the 
normal number of cells were capable of relocalizing signaling molecules (linker for T-cell 
activation [LAT], c-Cbl, Vav, CD3e, ZAP-70, Grb-2, phospholipase C ?, Fyn, Lck) into 
lipid rafts. Those cells that were unable to form rafts had none of the raft components 
relocalizing and those that formed rafts had all of the raft components relocalizing; thus, 
this defect in raft formation is an all or none process. The mechanism of the failure to 
form signaling rafts in old cells is undefined. In addition to defective raft formation, 
about 25% of cells from old mice that formed apparently functional rafts were 
nonetheless unable to translocate NF-ATc from the cytoplasm to the nucleus. The basis 
for this defect is also undefined.

These defects in forming signaling rafts are associated with the predictable decline in 
activation of kinases that lead to activation and nuclear translocation of transcription 
factors (reviewed in Pawelec et al. [ 295 ]). However, it is unclear whether these signaling 



defects are the primary cause of the decline in CD4 + naïve T cells seen with aging or 
whether they act in concert with a decline in thymus production of such cells. Other 
changes that have been observed in naïve CD4 + T cells from older animals include the 
formation of T-cell receptors with ?-FceR? chain heterodimers rather than the normal 
?-? homodimers ( 287 ), a change that has been seen in tumor-bearing hosts (mouse 
and human) and is associated with defective signal transduction and an increased 
turnover of signal transduction molecules ( 29 ).

Given the absence of mechanistic data on the cause of the defect in lipid raft formation, 
it is difficult to move beyond descriptive experiments at present. However, one clue to 
mechanism has been provided by experiments in which IL-2, the production of which is 
compromised from old naïve CD4 + T cells, is supplied exogenously ( 296 ). If naïve CD4 
+ T cells are removed from aged hosts and cultured in vitro, the addition of exogenous 
IL-2 promotes normal expansion and effector generation, while IL-4, IL-7, and IL-15 fail 
to do so. No data yet define a role for IL-2 in the formation of the lipid raft and it is 
unclear whether in vitro expansion characteristics are related in any way to in vivo 
biology ( 297 ). However, the age-related decline in the formation of the signal lipid rafts 
appears to be an important defect underlying many of the functional defects noted in 
T-cell function in aging. Whether other primary age-related defects exist in old T cells 
will be assessable once it is possible to correct the defect in lipid raft formation.

The other major T-cell defect associated with aging is the loss of CD28 expression on T 
cells, given that CD8 + cells are affected more than CD4 + cells. Studies of CD28 gene 
transcription suggest that the lack of CD28 expression is related to a loss of 
transcription factor binding to a transcription initiator in old T cells ( 298 ). However, the 
transcription factor(s) involved have not yet been defined. The absence of CD28 
signaling could influence T-cell receptor engagement, not only because of the 
importance of the CD28 pathway in cell signaling, but also because one functional 
consequence of CD28 signaling is the reexpression of T-cell receptors on the cell 
surface during primary stimulation ( 299 ). The failure to reexpress T-cell receptors rapidly 
( 288 ) may be related to this defect.

Other cellular defects associated with aging have been described in T cells. A defect in 
ubiquitin-specific hydrolase activity has been related to defective induction of IL-2 
receptors and nuclear translocation of NF?B ( 300 ). Some groups have described 
increased activation-induced cell death in aged T cells activated through the T-cell 
receptor, possibly related to increased expression of CD95 Fas ( 301 , 302 and 303 ). 
However, the role of Fas, if any, is unclear. When Fas is overexpressed in transgenic 
mouse T cells, a decrease rather than an increase in anti–CD3-induced apoptosis is 
observed in thymocytes, and that defect was associated with the development of 
autoimmune disease and amyloid deposition ( 215 ). Furthermore, some groups find that 
Fas expression decreases in aging and that accumulation of memory cells may be 
related to a decrease rather than an increase in susceptibility to apoptosis ( 304 , 305 and 
306 ). It appears that naïve cells from old animals are more susceptible and memory cells 
from old animals are less susceptible to activation-induced cell death than their younger 
counterparts. However, it is not clear whether these observations account for the 



paucity of naïve cells and accumulation of memory cells in old animals and people.

Given the hypothesis that aging is related in some way to in vitro replicative senescence 
and that replicative senescence is related to telomere shortening, the investigation of 
telomere-length dynamics in lymphocytes was critical to assessing whether telomere 
length influenced immunologic aging. Lymphocytes are one of the somatic cell types 
that are capable of upregulating telomerase and they do so in response to antigen 
exposure ( 307 ). While telomeres can be measured and found to shorten over time with 
the rate of shortening varying in distinct lineages (telomere length shortest in 
CD8<B<CD4), telomerase inducibility does not diminish with age ( 308 ). Telomere length 
in CD8 +CD28 - cells is shorter than in CD8 +CD28 + cells ( 309 ); however, telomere 
length seems to be a marker for replicative history rather than a functional assessment. 
No evidence supports the notion that immunologic changes in aging are related to in 
vivo telomere-length shortening.

Some lymphocyte dysfunction might be related to the accumulation of DNA damage 
that can occur as DNA repair mechanisms decline with age ( 310 ). Evidence from Biozzi 
mice suggest that genetically long-lived strains of mice whose life span correlates with 
intact immune function have a higher level of DNA repair activity than do short-lived 
hyporesponsive strains ( 311 ). However, a functional linkage between DNA repair and 
immune function has not been established.

Age-Related Changes in T-Cell Function Aged T cells, particularly CD4 + T cells, 
produce less IL-2, express lower levels of IL-2 receptors, and proliferate less than 
young T cells. They respond less well to foreign antigens and to alloantigens, and the 
distortion in the T-cell repertoire creates the possibility that antigens that would have 
been recognized and responded to in youth become unrecognizable in old age. The 
shift from naïve to memory phenotype contributes to the hyporesponsiveness. Upon 
activation, the T cells tend to produce Th2 type cytokines (IL-4, IL-5, and IL-10) to a 
greater extent than IL-2. By contrast, polyclonal stimulation of T cells from younger 
subjects tend to produce Th1-type cytokines in greater amounts. Interferon-?, normally 
considered a Th1-type cytokine, increases with age and is produced by both CD4 + and 
CD8 +CD28 - T cells ( 312 , 313 ). However, the apparent polarization of the immune 
response to Th2-type responses is a reflection of polyclonal stimulation. In vivo 
assessment of the capacity of the aging immune system to respond to antigens that 
normally elicit a Th2-type response reveals age-related defects. In two Th2 
cytokine–dependent models, pulmonary schistosome egg granuloma and 
Nippostrongylus brasiliensis intestinal nematode infection, aged mice failed to develop 
eosinophilia and had impaired production of antigen-specific IgE ( 314 ). Thus, aged mice 
respond poorly to parasitic infection and fail to produce the effector molecules and cells 
required to control the infection. In vivo T-cell responses have also been assessed as a 
contributor to the age-related increase in susceptibility to Friend leukemia virus–induced 
leukemia. Susceptibility correlated with a decline in CD4 + T cells in the spleen of 
chimeric mice reconstituted with bone marrow from old donors ( 315 ). Responses to 
influenza virus also define functional immune defects in vivo. Senescence-accelerated 
mice strain P1 has a shortened life span, and when challenged with intranasal influenza 



A virus, shows a high rate of mortality and prolonged viral growth in the lungs ( 316 ). This 
in vivo effect was associated with decreased production of IFN-? and IL-12; IL-4 
production and anti-influenza antibody production were normal. Primary anti-influenza 
responses are more affected than memory responses, but the primary response can be 
boosted by providing IL-2 during the primary exposure ( 317 ). Some evidence suggests 
that mucosal immunity is affected greater and earlier by aging than systemic immunity. 
Oral immunization of old mice with ovalbumin plus cholera toxin adjuvant produced 
reduced levels of ovalbumin-specific immunity compared to young mice and compared 
to old mice vaccinated subcutaneously ( 318 ). Thus, the ex vivo polyclonal activation of T 
cells does not necessarily reflect in vivo biology. The in vivo assessment of the immune 
system in aging requires more systematic study. 

Age-Related Changes in B-Cell Immunity

Diverse changes have been noted in B-cell development, antibody repertoire, and B-cell 
subsets with aging ( 319 ). The total numbers of B cells and the serum immunoglobulin 
concentrations are not affected in a major way by aging, but the nature of humoral 
immunity is altered by aging.

Changes in B-Cell Development In humans, B cells are produced throughout the 
lifespan ( 320 ); a relatively constant ratio of bone marrow precursors to immature B cells 
(CD10 +,CD20 low,IgD -) is maintained even though mature B cells (CD10 -,CD20 
high,IgD +) accumulate in the marrow during childhood and become numerically 
dominant in adults. Most data suggest that the number of peripheral blood B cells does 
not decline significantly with time, but some data suggest an age-related decline ( 321 ). 
By contrast, in mice at least two developmental blocks have been noted with aging; a 
decreased number of pre–B cells resulting from a block in pro–B-cell maturation and an 
increased number of surface IgM low-expressing cells resulting from a block in 
development of mature IgM + B cells ( 322 ). The basis of the block in pro–B-cell 
maturation is not clear; however, pre–B cells in old mice are more prone to apoptosis ( 
323 ). Some have posited that the increased apoptosis is related to failure of expression 
of surrogate light chain (?5) ( 324 ), possibly related to decreased expression of E2A 
transcription factors ( 325 ). The basis for the decreased E2A expression is undefined. 
Another hypothesis on the pre–B-cell block focuses on the failure to rearrange 
immunoglobulin receptor genes because of a decrease in expression of RAG1 and 
RAG2 recombinases ( 326 ). The basis for the decreased RAG expression is unknown, 
but defective production of IL-7 by marrow stromal cells has been suggested ( 327 ). 
Efforts to promote B-lymphopoiesis from aging marrow cells by adding IL-7 to cultures 
has achieved inconsistent results, with one group finding aged pro–B cells to be poorly 
responsive to IL-7 ( 328 ) and another finding strong RAG induction by IL-7 exposure ( 329 

). Another candidate cytokine for RAG induction is IL-16, which was found to at least 
partially reverse the B-cell development defects seen in nude and old mice ( 330 ). At the 
moment, the cellular basis for the developmental blocks in murine B-lymphopoiesis with 
age is undefined. The decline in B-lymphopoiesis in mice is delayed by pregnancies, 
suggesting that hormonal influences may modify the aging trend ( 331 ). IL-7 knockout 



mice mimic the changes in B-lymphopoiesis seen in aging to a remarkable degree; the 
CD5 + and marginal zone compartments are normal in these mice (and thus, IL-7 
independent) but the more numerous B2 subset is missing ( 332 ). Klotho mice, which 
have mutations in the klotho gene and manifest a premature senescence phenotype, 
also have compromised B-lymphopoiesis, but this may be related to the IL-7 pathway; 
IL-7 levels are low in these animals but IL-7 supplementation is not sufficient to restore 
B-lymphopoiesis ( 333 ). The role of various gene products in B-cell development is more 
fully discussed in Chapter 6. 
Changes in B-Cell Repertoire and Subsets Despite the four- to six-fold decline in 
B-lymphopoiesis in mice with age, peripheral B-cell numbers stay relatively constant 
throughout life largely as a consequence of a prolongation in the life span of B cells 
from the usual 5- to 6-week half-life ( 334 ) to 30 weeks or more ( 335 ). Recent marrow 
emigres decrease with aging (as assessed by a decrease in cells with high levels of 
expression of heat-stable antigen) and the fraction of these cells that label with 
bromodeoxyuridine over an 8-week labeling period declines four-fold with aging, 
suggesting that they are considerably more long-lived in old mice. The cellular basis for 
the increased survival of individual B cells is unknown. A second component of the 
maintenance of B-cell numbers with aging is an expansion of the B-1 subpopulation of 
B cells marked most notably by expression of CD5 ( 336 ). B-1 cells are a distinct lineage 
and functional class of B cells that have unique homing patterns (peritoneal cavity, 
spleen, mantle zones of lymph nodes) and patterns of response (see Chapter 6). They 
recognize antigens with repeating subunit structure such as polysaccharides, their 
responses occur in the absence of cognate T-cell antigen recognition, they produce 
mainly low-affinity IgM antibodies, and they do not develop memory. Thus, B-1 B cells 
do not make anamnestic responses. Furthermore, the B-1 B-cell subpopulation 
contains cells that generate autoreactive antibodies specific for one or many tissues in 
addition to cells that produce antibacterial antibodies that protect the host against 
infection. In aging mice, the B-1 population expands about three-fold and occupies 
niches, like the lymphoid follicle, that they do not occupy in young mice ( 337 ). B-1 B 
cells (particularly the B-1b subset that expresses CD11b) even accumulate with age in 
SCID mice that lack the capacity to rearrange their immunoglobulin genes ( 338 ). 
Oligoclonal expansions of the B-1 subset have been documented in up to 85% of aging 
mice ( 339 ), particularly clones expressing the VH11 gene ( 340 ). Mice regenerating their 
B-cell repertoire following peripheral lymphoid depletion recover more slowly and with 
restricted clonal heterogeneity ( 341 ). When mice develop monoclonal gammopathies, 
the clones often arise from B-1 cells ( 342 ). The stimulus to the oligoclonal expansion of 
B-1 cells in aging mice is unclear; however, it has been postulated that chronic 
exposure to a self- or neo–self-antigen (an example of the latter is oxidized LDL) might 
provide an antigen drive to expansion ( 343 ). Alternatively, altered cell thresholds to 
stimulation or defects in receptor editing with age could be implicated ( 344 ); no thorough 
studies of mechanism have been conducted but reviews summarize some of the 
possibilities ( 345 ). The clonal expansions seen in old mice are usually derived from 
clones that can be documented to have been present in young mice as well ( 346 ). In 
humans, by contrast, B-cell production appears to be preserved and alterations in the 
B-cell subsets are not clearly defined. Germinal centers decrease in lymphoid organs 
with aging in humans and the proportion of the node represented by B cells declines but 
the B cells in nodes remain largely germinal center phenotype (CD38+IgD -) ( 347 ). The 



B-1 subset is present in old people, but the natural self-reactive antibody repertoires 
remain remarkably stable over time ( 348 ) and oligoclonal expansions of B-1 B cells are 
not seen frequently ( 349 ). People develop monoclonal gammopathies at a stunning 
rate; 2% of people over age 50 years and 4% of people over age 70 years ( 350 ), and 
blacks have twice the incidence of whites ( 351 ). While about 1% per year of these 
individuals develop frank malignancy (multiple myeloma), the majority die of causes 
unrelated to their monoclonal gammopathy and have a life expectancy that is nearly 
normal. These monoclonal gammopathies are not disproportionately derived from B-1 B 
cells; most are derived from germinal center B cells ( 352 ). A fraction of patients with 
monoclonal gammopathy of undetermined significance develop peripheral 
neuropathies; however, this symptom bears no clear relationship to the clonal 
immunoglobulin. In aged mice, the amount of antibody with low-affinity self-reactivity 
and IgM isotype produced by CD5 + B cells increases and the amount of antibody with 
high-affinity reactivity with foreign antigens of IgG isotype produced by B-2 follicular 
center cells decreases ( 345 ). This same change has not been well documented in 
humans. Analysis of particular VH regions in the human antibody repertoire has 
provided inconsistent findings. In one study, VH6-containing immunoglobulins from 
people over age 50 had about one-half the mutation rate present in such 
immunoglobulins from younger people ( 353 ). However, another group reported that 
while mutated VH6 genes were more commonly found in young than in old subjects, 
many more of the mutations in old subjects were replacement mutations rather than the 
silent mutations that were more common in the young ( 354 ). Replacement mutations 
imply antigen selection. CDR3 length is also a measure of immunoglobulin gene 
mutation and antigen selection; shorter CDR3 lengths usually result from mutation, 
deletion of end nucleotides, and fewer P and N nucleotide additions. CDR3 length was 
found to be unaffected by age in one study that examined all antibodies ( 355 ), but in 
another study that focused on CDR3 length in V?4-expressing B cells, lower levels of 
CDR3 somatic mutation were found in the aged group ( 356 ). The antibody repertoire 
has been examined in a patient with Werner’s syndrome, a genetic disease of 
premature aging associated with defective DNA repair; the frequency and pattern of 
mutation in the immunoglobulin genes were indistinguishable from normal ( 357 ). Thus, 
even when DNA repair mechanisms are impaired by disease, the induction and repair 
of immunoglobulin gene mutations seems unaffected. However, the frequency of 
tandem mutations in immunoglobulin genes is influenced by the level of mismatch 
repair in an individual; mismatch repair is not uniformly affected by age ( 355 ). Some of 
the confusion regarding age-related changes in the antibody repertoire is related to 
technique. Data examining the entire repertoire are more convincing than examination 
of a single immunoglobulin gene family. The usage of particular immunoglobulin genes 
can be influenced by aging ( 358 ) and may reflect the level of T-cell help, at least in mice 
( 359 , 360 , 361 and 362 ). Adoptive transfer of B cells from old mice into SCID mice together 
with either young or old mouse T cells demonstrated that upon vaccination with the 
hapten NP ([1-hydroxy-3-nitrophenyl]acetyl) old T cells led to the emergence of 
antibodies using different immunoglobulin genes than were seen with young T cells. 
Furthermore, the immunoglobulin molecules contained fewer mutations when old B 
cells were adoptively transferred ( 360 , 361 ). It was hypothesized that old T cells were 
less able to control the competition between B-cell clones that differ in antigen affinity 
with the result that more types of antibody with less affinity were produced. Old mice are 



also defective in generating germinal centers. The molecular basis of the defect is 
undefined, but it is clear that transport and presentation of antigen is compromised in 
old mice ( 363 ). In addition, the expression of B7-2 is decreased suggesting defects in 
antigen presentation. The defects in germinal centers lead to less affinity maturation 
and premature cessation of antibody production. Comparable defects have not yet 
been described in people. It is possible that one of the consequences of evolution was 
to solve the problems that characterize aging B cells in mice. 
Defects in B-Cell Activation and Signal Transduction B-cell signal transduction in 
aging is much less well studied than T-cell signal transduction, although the normal 
activation pathways in B-lymphocytes are well defined ( 364 ). Studies of murine B cells 
have shown that B cells from older mice are less susceptible to activation-induced 
death than their younger counterparts ( 365 ). In humans, B cells from young and old 
respond similarly to IL-4 ( 366 ). Some evidence has been generated that B cells from old 
people express different protein kinase C isoforms ( 367 ) and have an altered pattern of 
protein phosphorylation after activation ( 368 ). The maintained level of antibody 
production in the face of possible defects in signal transduction may also have an 
explanation in cell biology. Aging mouse B cells demonstrate less DNA binding activity 
of Pax-5a than B cells from young mice; Pax-5a is known to suppress the secreted form 
of IgM and J chains and secretion of both are increased on a per cell basis in aging 
mice ( 369 ). Thus, each aging B cell produces more immunoglobulin on the basis of a 
post-translational modification of Pax-5a that blocks its DNA binding. Many questions 
remain inadequately addressed in aging B cells. Are signaling defects present and do 
they account for any altered function? Does an alteration in CD22 function accompany 
aging? CD22-deficient mice develop high-affinity autoantibodies ( 370 ). A large fraction 
of elderly people have low-affinity autoantibodies in their serum (see, for example, 
Hallgen et al. [ 371 ]). However, there is no evidence that these antibodies are associated 
with pathology of any sort. Certainly additional study of mice will continue to elucidate 
age-related defects. The key question remains how the study of aging B cells in mice 
predicts the behavior of aging B cells in people. 

Age-Related Changes in Antigen Presentation

Monocyte expression of HLA molecules has been reported to decrease with aging ( 372 

). However, no consistent defects in antigen presentation have been identified in either 
mice or humans as a consequence of aging ( 373 ). The defect in formation and function 
of germinal centers in aging mice and rats may be related in part to defects in the 
function of the follicular dendritic cells that are said to be defective in transporting, 
retaining, and presenting antigen ( 374 ). However, no studies have corrected the 
age-related defects in germinal centers by providing younger and more functional 
follicular dendritic cells, and no studies have suggested that human follicular dendritic 
cells are defective in any way. Antigen presentation appears to be largely unaffected by 
aging.

AGE-RELATED CHANGES IN HEMATOPOIESIS

Concerns about hematopoietic stem-cell exhaustion with aging ( 375 ) appear to be 



largely unfounded. Serial transplantation of bone marrow from a single mouse has 
demonstrated the capacity of marrow stem cells to repopulate seven or more 
generations of lethally irradiated and marrow-reconstituted animals. The bone marrow 
cellularity changes with age in people; a larger percentage of the marrow cavity is 
occupied by fat (60% to 75%) and the number of lymphocytes, macrophages, and 
stromal cells declines somewhat ( 376 ). However, hemopoiesis is normal in healthy old 
people, and blood counts are normal in the absence of disease ( 377 ). Like lymphocytes, 
it appears that renewable hematopoietic stem cells are capable of regulating their 
telomere length in that the blood cell telomeres shorten a bit in the first year in 
transplant recipients compared to the donor but remain stable after that time ( 378 ). 
Older cancer patients may have somewhat greater sensitivity to the myelosuppressive 
effects of chemotherapy and radiation therapy and their recovery may be somewhat 
slower than the recovery in younger patients; however, full recovery is the rule in both 
age groups. Older people do not seem to run out of stem cell capacity even as a 
consequence of multiple cycles of myelotoxic therapy from which they must recover.

INTERVENTIONS AIMED AT IMPROVING IMMUNE FUNCTION IN 
AGING

Given that the defects that develop in the immune system with age do not seem to have 
a single reversible cause, a variety of interventions have been proposed to improve the 
function of the aging immune system ( 379 ). Vaccination has been demonstrated to 
induce protective immunity in certain settings in the elderly. However, no other 
interventions have been validated through prospective randomized clinical trials. 
Nevertheless, nutritional supplements, hormones, and cytokines are widely advocated 
in the absence of efficacy data.

Most of the therapeutic effort has been aimed at boosting T-cell immunity, the arm of 
the immune system most significantly and consistently compromised in aging. 
Appropriate assessment in future studies will need to include in vivo assessment of 
T-cell function, studies of signal transduction, and measurement of recent thymic 
emigrants.

Vaccination

Vaccination is discussed in detail in Chapter 43. In the elderly, repeated vaccination 
appears to be associated with greater efficacy for the influenza vaccine ( 380 ). Addition 
of adjuvants that improve antigen processing and presentation have been proposed 
and studied on a limited basis including GM-CSF, the hormone 
dehydroepiandrosterone (DHEA), novel oil-in-water emulsions, and lipid mixtures ( 380 , 
381 and 382 ). More immunogenic formulations such as ISCOMs (immunostimulatory 
complexes formulated from antigen, cholesterol, phosphatidyl choline, and saponins) 
and DNA vaccines with adjuvant activity associated with the CpG content are also being 
tested, but have not yet become standard reagents ( 383 , 384 ). Variations in route of 
administration are also being explored; it is thought that mucosal (oral or nasal) 
administration may be more effective than subcutaneous administration ( 385 , 386 ), 



although not all efforts at immunizing orally have been effective ( 387 ). Finally, new 
vaccines are being developed against other infectious agents ( 388 ) and cancer ( 389 ) in 
an effort to protect the elderly against common medical problems by boosting specific 
immunity.

Exercise

Moderate daily physical exercise has been shown to retard the development of 
age-associated defects in immune function in rats ( 390 ) and to enhance 
antigen-specific cytokine production in aged mice ( 391 ). However, human studies are 
less clear. Response depends on intensity, duration, and mode of exercise, hormone 
status, baseline levels of inflammatory cytokines, and many other factors ( 392 ). The 
most consistently observed change is an increase in NK cell number, activity, and 
responsiveness to interferon-a ( 393 ). It is not clear whether the beneficial effects of an 
ongoing exercise program are related to the exercise or the changes in body weight and 
fitness that accompany the exercise. Endurance training can produce elevations in 
inflammatory cytokines (TNF, IL-1, IL-6, IL-1RA, IL-10) that mimic sepsis ( 394 ), 
although actual increases in infection as a consequence of strenuous exercise–induced 
immune suppression have not been confirmed. Older subjects begin with baseline 
elevations in these cytokines and the levels and associated T-cell defects can be further 
increased by exercising to exhaustion ( 395 ). The benefits of moderate exercise on other 
organ systems outweigh any improvements seen in immune function ( 396 ).

Nutrition

The intervention that exerts the most powerful and consistent effects to increase both 
median and maximum life span in every species in which it has been tested is caloric 
restriction (reviewed in Pahlavani [ 397 ]). In addition to its effects on life span, caloric 
restriction has been shown to inhibit the age-related increase in TNF and IL-6 
production ( 398 ), increase the expression of IL-2 and the activity of NFAT ( 399 ), and 
ameliorate the signaling defects in T cells in rats ( 400 ). Furthermore, caloric restriction 
enhanced the development of viral immunity to influenza in rats ( 401 ). However, calorie 
restriction in rhesus monkeys is associated with lymphopenia and reduced 
mitogen-induced proliferation ( 402 ). The mechanism of the effect of caloric restriction on 
longevity is not yet defined. The improvement in immune function in rodents may reflect 
a delay in the aging process. It remains unclear whether the effects on the immune 
system are related to the effects on longevity.

Older people are at risk for malnutrition, which can exert adverse effects on immune 
function ( 403 ). Meydani and colleagues have generated considerable data suggesting 
that vitamin E supplementation may be of benefit in modifying the defects in the aging 
immune system ( 404 ). Vitamin E deficiency may be noted in 5% to 15% of people in 
long-term care facilities. Vitamin E can augment Th1 cytokine responses in old mice 
infected with influenza ( 404 ) and increase IL-2 production from naïve T cells ( 405 ). The 
enhancing effects of Vitamin E on thymic activity have been hypothesized to be related 



to increased function of thymic epithelial cells mediated by up-regulation of ICAM-1 
expression, which enhances binding to immature thymocytes ( 406 ). Administration of 
vitamin E (200 mg/d) improves DTH responses and primary responses to hepatitis B 
vaccine, but did not boost recall responses ( 407 ). No clinical studies have been 
powered to detect disease-related endpoints such as infection risk or days of illness.

Zinc and selenium supplements have also been suggested to be immune stimulants in 
aging ( 408 , 409 ), but clinical trials with immunologic endpoints are lacking. In vitro 
addition of antioxidant vitamins (particularly E and C) fail to correct the proliferative 
defects in T cells from aged people ( 410 ), and clinical studies of vitamin C 
supplementation do not confirm any immune stimulatory effect ( 403 ).

Japanese herbal medicine (kampo-hozai) ( 411 ) and a strain of Lactobacillus casei ( 412 ) 
have been found to stimulate immune function in aged rodents; the probiotic 

Bifidobacterium lactis HN019 was found to boost CD4 + T-cell counts and cell-surface 
expression of IL-2 receptors in a small trial of healthy elderly people ( 413 ). However, 
alternative medicines are largely untested in this setting.

Hormones

Hormonal changes are among the most dramatic alterations that occur with aging. 
Growth hormone, sex steroids, melatonin, and a number of other hormones that decline 
with age have been implicated in the age-associated decline in immune function ( 414 ). 
Growth hormone has genuine stimulatory effect on murine thymus in vivo ( 71 ). 
However, human studies of growth hormone supplementation in aging have focused 
more on its effects on muscle strength and metabolism than on immune function. 
Growth hormone ( 415 ) and growth hormone–releasing hormone ( 416 ) need to be 
studied more carefully for their effects on immune function in humans. 
Dehydroepiandrosterone (DHEA), one of the principal adrenal steroids, decreases with 
age, and supplementation of people who have low levels of DHEA has been shown to 
increase the number of monocytes and B cells in the peripheral blood and augment B- 
and T-cell proliferative responses ( 417 ). Recent thymic emigrants and in vivo immunity 
have not been assessed in patients treated with DHEA.

Hormone replacement therapy appears to increase the number of peripheral blood B 
cells and produce higher levels of mitogen-induced T-cell proliferation in 
postmenopausal women compared to such women not taking hormone replacement ( 
418 ). Decreased production of melatonin, a pineal hormone, has been implicated in the 
decline of immune function with aging; however, no clinical studies demonstrate 
significant immune stimulation as a consequence of melatonin ingestion in humans ( 419 

).

Immunotherapy

A number of recombinant cytokines merit clinical investigation for their influence on 



immune function in old people including IL-2, IL-7, IL-12, and IL-18. No relevant human 
studies have been conducted to date. Adoptive cellular therapy and thymus 
transplantation are also potential interventions. Little effort has been spent on 
developing immune interventions in the aged.

SUMMARY

Aging affects the immune system in diverse ways. The most consistent abnormalities 
are the presence of increased circulating levels of inflammatory cytokines, particularly 
IL-6, a decrease in the generation of CD4 + T cells due to thymic involution, and an 
altered (mainly decreased) response of T cells to antigen. As with other organ systems, 
the immune system in aged individuals has less physiologic reserve and is slower at 
restoring homeostasis after encountering a stressor (for the immune system, this is 
most often an infectious agent) than the immune system in younger adults. However, it 
remains unclear how (or whether) the aging of the immune system contributes to the 
clinical illnesses that increase with age, including infections, cancer, atherosclerosis, 
Alzheimer’s disease, and autoimmune disease. The immune system contains 
numerous functional redundancies that facilitate the preservation of host defenses but 
make interpretation of isolated abnormal findings, particularly in vitro abnormalities, 
extremely difficult. Thus, a high level of caution must be maintained in attempting to first 
describe and then understand the changes in the immune system with age, and finally 
to link those changes with susceptibilities to illness and ultimately to longevity. A better 
understanding of the pathogenesis of age-related immune defects may lead to 
hypothesis-driven interventions aimed at improving immune function and lowering the 
incidence and/or mortality of age-related diseases. Better tools to assess in vivo 
immune function would be of immense help in accomplishing this goal.
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OVERVIEW

Complement as a Functional System

Complement, with its more than 35 plasma or membrane proteins ( Table 1), serves as 
an auxiliary system in immunity and antimicrobial defense. Its activation as a whole is 
predominantly due to a cascade of proteolytic steps, performed by serine protease 
domains in some of the components. Three different pathways of activation are 
distinguished ( Fig. 1), triggered by target-bound antibody (the classical pathway); 
microbial repetitive polysaccharide structures (the lectin pathway); or recognition of 
other “foreign” surface structures (the alternative pathway). All three merge in the 
pivotal activation of C3 and, subsequently, of C5 by highly specific enzymatic 
complexes, the so-called convertases. The alternative pathway amplifies C3 activation 
triggered by the other pathways. In the common terminal pathway downstream of C5, 
additional complement components are activated in a nonproteolytic manner and 
assembled into the membrane attack complex (MAC). The entire powerful activation 
machinery is controlled redundantly by more than ten negative regulators.

 
TABLE 1. Complement components



 
FIG. 1. Overview of complement activation pathways. The C3 or C5 convertases of the 
pathways are boxed. The alternative pathway amplification loop of C3b generation is 
indicated by thick arrows. Note the systemic action of the anaphylatoxins in contrast to 
the effect of opsonisation or lysis via membrane attack complex that occurs on the 
target surface.

In addition to direct killing of microbes through MAC formation, complement cooperates 
with other host defense mechanisms ( Fig. 2). Opsonisation with complement, in 
particular with C3-fragments, enhances uptake of microbes into phagocytic cells via 
complement receptors. The solubility of immune complexes and the immunogenicity of 
antigens are also enhanced by C3-fragment deposition. At the C3 and C5 activation 
steps, powerful cleavage products (the anaphylatoxins C3a and C5a) are generated, 
which set the stage for inflammation systemically.

 
FIG. 2. Overview of contribution of complement activation to antimicrobial defense.



Historical Roots

In the second half of the 19th century, a first concept of complement emerged with the 
distinction of “alexin,” a heat-labile fraction in normal serum necessary for killing of 
bacteria in addition to antibody. The term “complement” was introduced by Paul Ehrlich 
in 1899. In the 1950s, Louis Pillemer advanced the concept of complement, which at 
that time comprised primarily the classical pathway, by postulating an 
antibody-independent mechanism of activation ( 1 ), which is now referred to as the 
alternative pathway. Like in archaeological excavations, however, the oldest layer is 
discovered last: the third and phylogenetically old lectin pathway was discovered a little 
more than 10 years ago and, despite recent cloning of several new components, 
remains incompletely understood.

Phylogenetic Aspects

A complement system with three C3 activation pathways and a common lytic pathway is 
found only in jawed vertebrates. These are capable of an adaptive immune response, 
and that new trigger became purposefully connected to older defense mechanisms (see 
Chapter 18). Thus, the lectin and alternative pathways can be seen as descendants of 
a primordial surveillance system for microbes that has existed long before adapted 
immunity evolved. In the higher vertebrates, this system has developed into a major 
effector mechanism for the powerful humoral immune system, when the classical 
pathway was “added.” This extension involved gene duplication events and subsequent 
functional divergence leading to pairs of related genes in the old (lectin or alternative) 
and new (classical) pathways (e.g., factor B and C2) ( 2 ).

The presence of single genes characterizes the primitive complement systems of 
jawless vertebrates (cyclostomes or invertebrate deuterostomes). A central C3-like 
opsonin interacts with primordial C3-receptors on phagocytes and with molecules that 
resemble mannan-binding lectin (MBL), MASP-1 (mannose-binding protein–associated 
serine protease 1), or factor B, suggesting that a C3 activation mechanism that 
combines lectin and alternative pathway functions ( 3 ). However, even protostomes 
such as Limulus or the dipterans Drosophila and Anopheles possess proteins of the 
C3/a 2-macroglobulin superfamily of thioester proteins, which are either homologs of a 

2-macroglobulin (and thus unspecific protease inhibitors) or opsonins (and as such 
up-regulated during infectious challenges). One of the latter, the Anopheles gambiae 
protein aTEP-1 already shows more similarity to C3 than to a 2-macroglobulin in the 

thioester part, although it cannot bind covalently to substrates ( 4 ).

Nomenclature

Classical and terminal pathway components were early designated C1 through C9. 
Notably, the activation sequence of the cascade (determined later on) is 
C1-C4-C2-C3-C5-C6-C7-C8-C9. Alternative pathway components are called “factors” 
and distinguished by letters (factors B, D, H, I, P). Proteolytic activation of C2 through 



C5 produces smaller fragments and larger ones remaining in a complex required for the 
next activation step. The small, liberated fragments are denoted by the letter “a” (e.g., 
for C4, C4a), and the larger ones by “b” (e.g., C4b), the notable exception being C2 
(i.e., C2a is the large active fragment). Inactivation of C3b or C4b yields even smaller 
fragments (C4c, C4d, etc.). These must not be confused with the subunits of C3 and C4 
(e.g., C4a, C4ß, C4?) or isotypic proteins (e.g., C4A and C4B derived from two genetic 
C4 loci).

BIOSYNTHESIS OF COMPLEMENT: LOCATION AND REGULATION

The liver is the major site of production for complement proteins. About 90% of the 
plasma complement components are synthesized in the liver ( 5 ), exceptions being C1 
(produced in the intestinal epithelium, monocytes, and macrophages) and factor D 
(produced in adipose tissue). C7 of hepatic origin was found to contribute less than 
60% to plasma C7 with bone marrow–derived cells, in particular granulocytes, 
representing an alternative major source ( 6 , 7 ). The main source for plasma properdin 
has not yet been identified.

In addition to the liver, complement components are synthesized in many cell types, 
such as endothelial cells, lymphocytes, renal epithelium, reproductive organs, and 
others. Notably, production of virtually all components has been observed in 
monocytes/macrophages and in astrocytes ( 8 ). Extrahepatic complement production 
appears to be important—as for astrocytes or other glial cells, it is the only source for 
complement behind an intact blood–brain barrier. Hence, the role of complement in the 
brain is an emerging field of interest in several, primarily noninfectious, diseases. 
Second, activated macrophages at sites of infection or in lymphatic tissue produce 
effective levels of complement locally. C3-deficient mice reconstituted with wild-type 
bone marrow show local synthesis of C3 by macrophages in the spleen. Macrophage 
C3 production started on antigenic challenge and proved sufficient for the enhancement 
of the humoral immune response otherwise observed at normal C3 plasma levels ( 9 ).

The production of plasma complement components is augmented in the acute-phase 
response. This pertains to most components, although the extent of induction varies 
substantially (from about 3- to 50-fold). The main common transcriptional inducer of 
complement genes is IFN-?, others being IL-1- and IL-6-type cytokines (i.e., IL-1a, 
IL-1ß, IL-6, IL-11, and others) ( 10 ). Cell-surface–bound complement regulators are 
expressed on a variety of tissues ( 5 ). The observation that DAF or MCP expression is 
down-regulated after ischemic injury of endothelial cells may explain the importance of 
complement for the extent of ischemic tissue damage ( 11 ).

MAJOR PROTEIN FAMILIES AMONG COMPLEMENT COMPONENTS

Complement C3/a 2 Macroglobulin Superfamily

C3, C4, and C5, are central components in the complement system ( Fig. 1 and Fig. 3). 
They are derived from one ancestral protein that may have served as a multispecific 



protease inhibitor. The central feature of these proteins is an internal thioester formed 
during biosynthesis in C3, C4, and the structurally related a 2-macroglobulin between a 

cysteine and a glutamine residue three positions apart (see Fig. 4) ( 12 ). C5 has lost this 
function during evolution. C3, C4, and C5, are activated by proteolytic cleavage at a 
conserved peptide bond and undergo a gross conformational change associated with 
the exposition of new epitopes. The protected thioester of C3 or C4 becomes exposed, 
leading to the formation of a reactive intermediate that enables the glutamyl residue to 
form a covalent ester or amide bond with water or with NH 2- or OH- residues of 
surrounding molecules. C3 and the C4B isotype of C4 possess a histidine positioned in 
close proximity to the thioester ( 13 ), which acts as the catalyst for the formation of ester 
bonds. In contrast, the C4A isotype lacks this histidine and preferentially forms amide 
bonds ( 14 ).

 
FIG. 3. Motifs and molecular families common among complement proteins. 
Components with serine protease domains important in proteolytic activation steps ( 
left), regulatory proteins of the RCA gene cluster based on SCRs ( right), and terminal 
pathway mosaic proteins ( below), are grouped around the homologous proteins with a 
thioester region ( black dot representing formed thioester). GPI anchors are symbolized 
by zigzag line. Domains not mentioned in the text or unspecified protein parts are left 
white. (For domain abbreviations, see text.)



 
FIG. 4. Activation and inactivation of C3. The thioester bond ( thick line) formed 
between Cys and Glu is shown for native C3 (amino acids of the thioester region are in 
circles). ( 1 ) Activation of native C3 by C3 convertases yields C3a and C3b bound to an 
acceptor R (here via ester linkage). ( 2 ) C3b inactivation by factor I and a cofactor. ( 3 ) 
iC3b is further degraded by factor I and CR1. ( 4 ) Acceptor-bound C3dg is trimmed by 
unspecific plasma proteases to C3d. C3 fragments that are biologically active, but do 
not participate in complement activation are hatched.

Proteins with Short Consensus Repeat Units

Short consensus repeats (SCRs) or, according to another preferred designation, 
complement control protein (CCP) modules, are individually folding domains of about 
60 amino acids displaying a ß barrel structure ( 15 , 16 ) and distinct conserved residues 
(e.g., tryptophane, prolines) and, most importantly, four cysteines that form two disulfide 
bonds (Cys 1 to Cys 3 and Cys 2 to Cys 4) ( 17 ). Although SCRs can be found in various 
noncomplement proteins (e.g., in the selectins), proteins that consist predominantly of 
SCRs are encoded by genes in the “regulator of complement activation” (RCA) gene 
cluster. The RCA comprises the genes for factor H and the factor–H family proteins, for 
C4bp, DAF, CR2, CR1, and MCP ( 18 ). The number of SCRs in the proteins ranges 
from 4 to 34, and some proteins possess transmembrane and short intracytoplasmic 
parts (CR1, CR2, MCP) or glycosylphosphatidylinositol (GPI) anchors. RCA proteins are 
elongated in shape; for instance, CR1 extends 90 nm from the cell membrane.

The RCA is thought to have evolved from one ancestral prototypic SCR by duplication 
and gene conversion events as a family of genes for proteins controlling C3 and C4 
activation. Nevertheless, the binding of activated C3 or C4 can be attributed to distinct, 
often adjacent, SCRs in each member. Few SCRs are present in mosaic proteins such 
as factor B, C2, C1r, C1s, MASP-1, MASP-2, MASP-3, C6, and C7, all of which interact 
with thioester proteins.



Proteins with a Serine Protease Module

Proteins with serine protease activity are crucially involved in the early, amplifying steps 
of complement activation. Serine protease domains are present in the two homologous 
proteins C2 and factor B, as well as in factor I, factor D, and in the members of the 
MASP-like family (i.e., C1r, C1s, MASP-1, MASP-2, MASP-3). The latter proteins 
contain a serine protease domain together with two CUB domains, an EGF-like domain, 
and two SCRs. (CUB domains are widespread protein modules and found, among 
others, in complement C1r/C1s, sea urchin EGF [uEGF], and bone morphogenetic 
protein-1.)

Protein Motifs Found in Terminal Pathway Components

C6 through C9 have an amphiphilic character that allows them to act in plasma and on 
lipid membranes, an important feature for MAC formation. As true mosaic proteins they 
assemble a variety of modules in a characteristic sequence ( Fig. 3): thrombospondin 
type 1 repeats (TSRs) also found in the extracellular matrix protein thrombospondin and 
in properdin, a low-density lipoprotein receptor (LDLR) domain, a conserved 
cysteine-poor region ( 19 ) also found in perforin, an epidermal growth factor (EGF) 
module, SCRs, and factor I modules (FIMs). Functional activity is preserved even in 
absence of the latter ( 20 ).

COMPLEMENT ACTIVATION: PIVOTAL ROLE OF C3

All three activation pathways merge into activation of C3 ( Fig. 1). The physiologically 
relevant activators of C3 are the C3 convertases, although proteases like plasmin can 
activate C3 in vitro. The following four distinct protein entities act on C3 or its fragments.

Homologous C3 convertases C3b,Bb and C4b,2a, consisting of proteins with an 
activated serine protease domain in complex with C3b or C4b. They cleave C3 
into C3a and C3b.
Factor I, a constitutively active plasma serine protease specific for C3b and C4b. It 
inactivates C3b and C4b by cleaving it into iC3b (and iC4b). Factor I requires one 
out of several potential cofactors.
RCA family proteins composed of SCRs. They negatively regulate C3 and C4 
activation by disintegrating the C3 convertases and serving as cofactors for factor 
I.
Receptors for fragments of C3, a heterogeneous group comprising integrins, 
seven-transmembrane receptors, and RCA family members. They use C3 
activation products to mediate induction of phagocytosis or chemotaxis.

The native C3 molecule becomes cleaved at a conserved arginine residue in the a 
chain into C3a and C3b. The peptide C3a (77 amino acids) is a potent anaphylatoxin 
and exerts its effects distant from the site of C3 activation in circulation. The large 
“nascent” C3b has a half-life of 60 µs during which it changes its conformation, exposes 
the internal thioester bond and binds through the now highly reactive thioester to nearby 



nucleophils (e.g., OH groups of any surrounding molecule, including H 2O).

ACTIVATION VIA CLASSICAL PATHWAY

The proteins forming the activation cascade of the classical pathway comprise C1, C4, 
C2, and C3 (in this order). C1-INH, C4bp, CR1, factor I, DAF, and MCP function as 
control proteins. C1 consists of one C1q molecule noncovalently bound to two C1r and 
two C1s molecules ( Fig. 5). Calcium ions are required for formation of the stable C1 
complex. About 70% of the C1 components in plasma are present in C1 complexes at a 
given time. The C1q protein is assembled from six identical subunits each of which 
consists of three homologous chains (A, B, and C). These chains form a globular 
domain at the C-terminus, followed by the “neck” and a coil in the “stalk.” The six 
subunits are held together by the collagenous stalk parts (giving rise to the comparison 
of C1q with a “bunch of six tulips”). The stalks also interact with the C1r 2C1s 2 tetramer 

assembled in a linear chain ( 21 ). Each C1s and C1r possesses a serine protease 
domain (catalytic domain) and a contact domain, and before activation, all four catalytic 
domains are placed inside the cone-shaped stalk of C1q ( 22 ) ( Fig. 5).

 
FIG. 5. The C1 complex. The model for the C1 complex proposes that the folding of the 
rod-like C1r 2-C1s 2 around the arms of C1q causes the catalytic domains of C1s to 
contact the catalytic domains of C1r. Inactivation of C1 occurs by covalent binding of 
C1r and C1s to C1-inhibitor (C1-INH).

Activation of Classical Pathway

The physiologically most important activation of C1 is initiated by binding of the globular 
domains of C1q to antigen-bound IgG or IgM. C1q must bind to at least two of the 
conformationally altered Fc portions, implying that only one IgM, but at least two IgG 
molecules in sufficient proximity (i.e., <40 nm apart) are required. This restricts C1 
activation by IgG to substrates with a critical density of bound antibody. The C1q 
binding potential of human IgG subclasses increases in the order 
IgG4<IgG2<IgG1<IgG3 which is important with regard to the humanization of murine 
monoclonal antibodies. (Some mouse IgG subclasses—for example, IgG2a, but not 
IgG1—can also activate human complement which is exploited for selective in vitro 



killing of human cells by monoclonal antibodies.)

Other triggers of C1 activation include bacterial lipopolysaccharide, polyanionic 
compounds, myelin, the acute-phase reactant C-reactive protein (CRP), and viral 
envelopes (e.g., of HIV-1). Recent data suggest a new role of C1q binding followed by 
classical pathway activation for the clearance of apoptotic cells through phagocytosis by 
macrophages ( 23 , 24 ). This mechanism may explain the strong association of systemic 
lupus erythematodes with complete deficiencies of classical pathway components, 
especially C1q ( 25 , 26 ).

Binding of C1q to its substrates induces a conformational change in C1q and 
subsequently a change in position of the two C1r serine esterase domains relative to 
each other. This allows for reciprocal cleavage of the C1r molecules. Such activated 
C1r in turn cleaves and activates C1s, which is the enzyme to activate C4 and C2. 
Cleavage of C1r and C1s does not liberate proteolytic fragments. Altogether, one active 
C1 molecule can produce about thirty-five C4b molecules due to its low K m value and 

the high plasma concentration of C4 ( 27 ).

C4 is cleaved into the small C4a and the large C4b fragment (termed nascent C4b), 
which undergoes a gross conformational change. The internal thioester in C4b 
becomes exposed and able to form covalent bonds with surrounding molecules. These 
reactions take place within microseconds ( 12 ), and most nascent C4b is lost by reacting 
with water. About 5% of the C4b become covalently attached to the surface, clustered 
around the activating Ig–C1 complex.

Due to the lower plasma concentration of C2, C2 activation proceeds slower than C4 
activation (about four C2 are cleaved per active C1) ( 28 ). As free C2 is infrequently 
cleaved by C1s, it forms a complex with C4b in a Mg 2+-dependent manner and 
becomes easily accessible for cleavage by C1s into C2a (larger fragment) and C2b 
(released smaller fragment). C2b exhibits kinin activity and is thus responsible for the 
generation of the pathogenic peptide in hereditary angioedema (see below). C2a is the 
enzymatically active fragment in the C4b,2a complex, termed the classical pathway C3 
convertase. C2a is active only as long as associated with C4b and, once dissociated, 
cannot bind to C4b again. With the C3 convertase formation, the classical pathway 
leads into the common step of C3 activation (see below).

Regulation of Classical Pathway

C1s and C1r are tightly controlled by C1-INH, a member of the serpine family (serine 
protease inhibitors) that inactivates serine proteases by a suicide substrate mechanism: 
their active site forms a covalent bond with the active serine of the substrate protease 
domain. C1-INH is already associated with the native C1 molecule that tends towards 
autoactivation. Activated C1r and C1s are rapidly bound by C1-INH in a stoichiometric 
relation, yielding two C1rC1s(C1-INH) 2 molecules per C1. Notably, C1-INH, unlike 
other complement inhibitors, is not redundant and may become a limiting factor in 
situations like septic shock that require extensive complement activation control. 



Inhibitors farther downstream are C4bp, DAF, and CR1 (see Table 2). Interestingly, 
because C4bp can bind seven C4b, it has been used for multimerization of recombinant 
proteins ( 29 ). C4b,2a disassembles spontaneously, but its decay is accelerated by CR1 
or DAF, and C4b is inactivated through factor I ( Table 2).

 
TABLE 2. Mode of action of complement control proteins

ACTIVATION VIA LECTIN PATHWAY

The concept of the lectin pathway of complement activation has emerged relatively 
recently and therefore not all details are already fully understood. Its main constituent is 
the plasma protein mannan-binding lectin or mannose-binding lectin, MBL (reviewed in 
Petersen et al. [ 30 ]). (The terms “mannan-binding protein” or “mannose-binding 
protein,” which abbreviate to MBP, should not be used for MBL to avoid confusion with 
myelic basic protein.) MBL is a member of the collectins, proteins with collagen-like 
stalk parts and lectin domains (reviewed in Holmskov [ 31 ]). Other noncomplement 
collectins are lung-surfactant proteins SP-D and SP-A. Human MBL is expressed from 
a single gene, in contrast to MBL in other species. It is made up of subunits that consist 
of three polypeptide chains, each with an N-terminal cross-linking region followed by a 
collagen-like region, a neck part and a globular carbohydrate recognition domain 
(CRD). The three collagenous parts form a coil structure and this subunit structure is 
stabilized by interchain disulfide bonds and hydrophobic interactions. Two to six 
subunits (i.e., 6 to 18 CRDs), held together by disulfide bonds in the cross-linking 
region, form an MBL oligomer with multipronged appearance. Plasma MBL is a mixture 
of these oligomers, but the complement-activating potential is associated only with the 
higher oligomeric forms.

MBL plasma levels among presumably normal individuals differ substantially (up to 
1,000-fold) and are largely dependent on the allelic form of the MBL gene. Different 
point mutations in exon 1 lead to disruption of the coil in the subunit or in the 
oligomerization of subunits, resulting in three MBL variant alleles (B, C, D variants) 
associated with low MBL plasma levels as compared to the wild-type MBL allele (A 
variant) ( 32 ). Additionally, promoter polymorphisms such as the H/L and Y/X variants 
influence MBL plasma levels, the haplotypes HY and LX being associated with high and 
low MBL levels, respectively. Nevertheless, there is still considerable variation in MBL 
plasma levels even among individuals with the same genotype. MBL levels increase 



relatively weakly during an acute-phase response.

The complement-activating properties of MBL became clear when MBL deficiency was 
found to be associated with “defective yeast opsonisation,” a functional defect of some 
patients’ sera ( 33 ). Currently, many studies underline that MBL plasma levels and 
allotypes influence the predisposition to infections ( 34 ). Although isolated MBL 
deficiency is not considered a major risk factor, it may coexist with other common 
deficiencies in the immune system (e.g., partial C4-deficiency or IgG subclass 
deficiencies). A population-based prospective study showed twice as many acute 
respiratory infections in infants with MBL deficiency, although that risk is largely 
confined to a “window of vulnerability” at the age of 6 to 18 months, when maternal 
antibody disappears ( 35 ). Administration of MBL to deficient patients, either 
prophylactically or during infection episodes, may be a new therapeutic approach, and 
has been successfully undertaken in isolated cases. Controlled clinical trials have not 
yet been performed.

MBL in plasma is found in complexes with the proenzymes MBL-associated serine 
proteases, MASP-1, MASP-2, and MASP-3. A large proportion of the MASPs in 
circulation, however, is not complexed with MBL. The nature and sequence of MASP 
activation and the functional relevance of the individual MASPs are not fully understood 
to date. MBL–MASP complexes in plasma can be separated by density gradient 
centrifugation ( 36 ): MASP-2 and MASP-3 are associated with a larger form of MBL 
(MBL-II), whereas a smaller MBL (MBL-I) is in complex with MASP-1 and the 
proteolytically inactive protein MAp19/sMAP ( Table 1).

Activation of Lectin Pathway

The CRDs of MBL function as C-type lectins as they recognize carbohydrates like 
N-acetylglucosamine or mannose, but not galactose or sialic acid, in a Ca 2+-dependent 
manner. The affinity of a single CRD to these ligands is low (K d = 10 -3M); therefore, 
multiple CRDs have to interact for avid binding, which is best achieved with repetitive 
carbohydrate structures found as common constituents of bacterial, viral, fungal, and 
parasitic surfaces ( 37 ). MBL is thus a prototypic pattern recognition molecule of the 
innate immune system. Upon CRD ligand binding, MASPs are activated in an unknown 
manner. The MBL-II/MASP-2/MASP-3 complex appears to be the main activator of C4 
and C2, leading to C1-independent formation of the C3 convertase C4b,2a ( 36 ). Active 
MASP-2 is the major C4- and C2-cleaving enzyme ( 38 ), and its activity is competitively 
inhibited by MASP-3 ( 36 ). MBL-I complexes (via active MASP-1) were found to directly 
cleave C3. Although much less efficient than C3 cleavage through the convertases, this 
mechanism has been hypothesized to provide an initial source for amplification of 
surface-deposited C3b by alternative pathway activation ( 30 ).

In addition to MBL, two serum ficolins (ficolin/p35 and Hakata antigen) can activate the 
lectin pathway. Ficolins are lectins with a fibrinogen-like and a collagen-like domain. 
MASP proteins as well as MAp19 were co-purified with ficolin/p35 from plasma ( 39 ). 



The role of ficolins in complement activation remains to be determined.

Regulation of Lectin Pathway

Control of the lectin pathway seems to be exerted mainly through covalent binding of 
C1-INH to active MASPs and to be very similar to control of the classical pathway in 
general, although the effects of synthetic inhibitors suggest that differences do exist ( 40 

). Furthermore, altered mammalian cell membranes can trigger lectin pathway activation 
via MBL in situations like ischemia followed by reoxygenation ( 41 ). Complement 
activation does not appear to be the only contribution of MBL to host defense. An MBL 
receptor or collectin receptor has long been postulated ( 42 ), but not identified 
unequivocally (see below). An MBL receptor is thought to mediate a C3b-independent 
opsonic effect on phagocytes that may also attribute a new role to the 
noncomplement-activating forms of MBL.

ACTIVATION VIA ALTERNATIVE PATHWAY

The proteins participating in alternative pathway activation are C3 (and C3b), the factors 
B, D, and properdin. In the first place, alternative pathway activation is a positive 
feedback mechanism to increase C3b (“C3b-amplification loop”). The starting C3b is 
generated through either of the other two pathways. Besides, the alternative pathway 
may also be triggered directly via iC3.

The C3b Amplification Loop

Surface structures that allow alternative pathway activation are called activator 
surfaces, whereas those effectively limiting activation are termed nonactivators. 
Whether a given structure (e.g., a cell membrane, viral envelope, bacterial polymer) is 
an activator or nonactivator, depends on the relative affinity of factor H for C3b 
deposited on that structure ( Fig. 6, Fig. 7) and whether other regulators are present. 
When a first C3b becomes covalently attached to an activator surface, factor B 
subsequently associates with this C3b in the presence of Mg 2+. In this complex, the 
zymogen factor B is accessible to cleavage by factor D, a serine protease present in 
plasma in minute amounts. Factor D is brought into its active conformation through 
recognition of its substrates, C3b,B or iC3,B, and returns to its “inactive” state after the 
cleaved Ba fragment is released from B ( 43 ). The enzymatically active Bb fragment 
remains attached to C3b and forms the C3 convertase of the alternative pathway, 
C3b,Bb ( Fig. 6). Surface-attached C3b,Bb activates additional C3 molecules and more 
nascent C3b will attach to the same surface. C3b,Bb remains active as long as Bb 
remains bound to C3b (half-life 90 seconds), and properdin stabilizes the convertase 
against decay by binding to both Bb and C3b. A microbe may thus become covered 
within minutes with a coat of C3b, which is slowly (i.e., relatively inefficient as compared 
to C3b on nonactivators) turned into iC3b.



 
FIG. 6. Generation of the alternative pathway C3 convertase. Upon cleavage of C3 to 
C3b, the reactive thioester ( full black circle) is exposed and forms covalent bonds to 
activator surface molecules ( black arrowheads). C3b associates with B in the presence 

of Mg 2+, which is then cleaved by factor D. Bb bound to C3b is the proteolytically active 
part of the convertase C3b,Bb. Dotted-line arrows represent enzymatic action; dotted 
lines within molecules indicate cleavage sites for enzymes.

 
FIG. 7. Control of C3b amplification by factor H depends on its binding affinity to the 
respective C3b target. Upper part: In the fluid phase, C3b,Bb is rapidly disassembled 
through high-affinity factor H binding. C3b cleavage through factor I (and factor H as 
cofactor) generates iC3b, which has no complement-activating potential. Lower part: 
Factor H binding to C3b is low on activator surfaces such as microbial cell walls, and 
C3b,Bb remains active. On nonactivator surfaces, such as host cells with sialic acid 
residues, factor H has a high affinity to C3b, and binding is followed by convertase 
dissociation and C3b inactivation.

Initiation of Alternative Pathway via iC3

A longstanding conceptual problem was to explain the generation of the first C3b and 
thus whether the alternative pathway can be triggered on its own. The concept of “C3 
tickover” provided such an explanation ( 28 ). Plasma C3 constantly reacts at a low rate 
into inactive C3 (iC3 or “C3b-like” C3) through spontaneous reaction of the C3 internal 
thioester bond with H 2O. iC3 can be described as uncleaved C3 in a C3b-like 



conformation that accounts for 0.5% of total plasma C3. Like C3b, iC3 can associate 
with factor B in an Mg 2+-dependent reaction, thus forming iC3,Bb. It is thought that this 
initial C3 convertase of the alternative pathway is constantly formed, but rapidly 
inactivated in plasma. Nevertheless, by this mechanism nascent C3b molecules 
randomly attach onto nearby microbes and trigger the amplification loop. Whether this 
mechanism or the low-rate, but targeted, generation of the first C3b via MBL/MASP-1 
complexes is more relevant in vivo is not fully understood at present.

Inactivation and Degradation of C3b and Control of Alternative Pathway

Through its self-amplifying capacity, C3b circulating in plasma is subject to tight control 
( Table 2). The spontaneous decay of C3 convertases (approximate half-life, 2 minutes) 
is accelerated by CR1, factor H, or DAF, an activity termed decay acceleration. 
Cleavage of C3b prevents formation of a new convertase. Considerable redundancy in 
control proteins exists for these steps, although CR1 can actually substitute for all other 
regulatory RCA proteins in this respect. The inactivation of C3b relies on factor I and its 
cofactors. Due to the high plasma concentration of factor H, virtually all C3b or iC3 
present in plasma quickly binds to H and the low K m of factor I for C3b,H permits an 
efficient cleavage of C3b (and iC3). Factor I inactivates C3b into iC3b, which is split into 
the biologically inert C3c and the smaller C3dg fragment remaining bound to the target 
(see Fig. 4). Thus, C3b degradation eliminates the complement-activating C3b, but 
produces new biologically active fragments. Notably, control proteins of other species 
normally have no effect on human complement components.

In this respect, the physiologic role of the increasing family of factor H-like– or factor 
H–related proteins (FHRs) ( Table 1) is incompletely understood ( 44 ). FHL-1 
(reconectin) represents the N-terminal seven SCRs of factor H and has cofactor and 
decay-accelerating activity. It may play a role in cell–extracellular matrix interaction. All 
FHR share homology with the factor H C-terminus that binds C3b. FHR-1, FHR-2, and 
FHR-4 are constituents of lipoproteins, and FHR-3 binds to heparin. For FHR-3 and 
FHR-4, interaction with C3b and thus a potential role in C3b regulation was proposed ( 
44 ).

TERMINAL PATHWAY

Activation of C5

The same complexes as for C3 activation are employed for the cleavage of C5. C3 
convertases with an additional C3b molecule covalently deposited in the immediate 
vicinity form the C5 convertases C3b,Bb,C3b and C4b,2a,3b, respectively. The 
(second) C3b acts like an anvil for C5: it interacts with C5 and presents C5 in the 
correct conformation for cleavage by the C2a or Bb enzyme. Cleavage of C5 in the a 
chain generates the 11-kD C5a peptide, whereas C5b starts the membrane-attack 
complex formation. It has to be noted that the classical C3 convertase together with 
another C4b was shown to cleave C5 directly to some extent ( 45 ).



Formation of Terminal Complement Complex

After cleavage of C5 the terminal complement components C6, C7, C8, and C9 are 
sequentially, but nonenzymatically, activated, resulting in the formation of the terminal 
complement complex (TCC) ( 46 ). On a cellular target membrane, TCC can be 
generated as potentially membranolytic membrane attack complex (MAC), or in 
extracellular fluids as nonlytic SC5b-9 in the presence of S protein (vitronectin). Both 
forms consist of C5b and the complement proteins C6, C7, C8, and C9. After cleavage 
of C5, C5b undergoes conformational changes and exposes a binding site for C6. The 
ability of C5b—staying near the C5 convertase on the target surface—to bind C6 
decays rapidly, but once bound, C5b6 forms a stable bimolecular complex. C5b6 binds 
C7 resulting in the exposure of membrane binding sites and incorporation into target 
membranes. If C7 concentrations near the site of complement activation are limiting, 
the stable bimolecular C5b6 complex dissociates from the C5-activating complex and 
accumulates in solution. In the presence of C7, fluid phase C5b-7 is formed, which will 
not necessarily stay soluble as it has a transient ability to attach to membranes, bind C8 
and C9, and initiate lysis, a process called “reactive lysis” ( 47 ). Both the 
membrane-bound C5b-7 complex as well as the fluid-phase C5b-7 complex can bind 
C8. C8 consists of three nonidentical polypeptide chains: the a- and ? chain are 
covalently linked by a disulfide bond and the ß chain is attached by noncovalent forces. 
Nascent C5b-7 binds to C8ß via C5b. The C8 ? chain has no apparent function in 
complement lysis, probably because it does not lie adjacent to the membrane but faces 
the extracellular plasma ( Fig. 8).

 
FIG. 8. Activation of C5 and terminal complement pathway. C5 is activated by C5 
convertases of the classical (CP) or alternative (AP) pathway. Nascent C5b interacts 
sequentially with C6, C7, and C8, and attaches to lipid membranes. C9 polymerization 



on C5b-8 completes the membrane attack complex (MAC).

Efficient lysis is dependent on an interaction of the C8 a moiety with C9, although some 
lytic activity is expressed already by the C5b-8 complex alone. C5b-8 acts as a 
polymerizing agent for C9. The first C9 bound to C5b-8 undergoes major structural 
changes enabling formation of an elongated molecule and allows binding of additional 
C9 molecules and insertion of C9 cylinders into the target membrane ( Fig. 8). Whereas 
only one molecule of each C5b, C6, C7, and C8, is involved in TCC formation, the 
number of C9 molecules varies from 1-3 in the fluid phase and from 1-12 in the 
membrane-bound form, although polymers containing up to fifteen C9 molecules are 
also possible, if sufficient amounts of C9 are provided. Due to the different number of 
C9 molecules involved, the tubular structure is not homogeneous. In solution, C9 is also 
capable of polymerizing with itself without binding to C5b-8 and this tendency toward 
polymerization can be increased by the presence of metal ions.

Two mutually nonexclusive hypotheses have been proposed to explain the precise 
mechanism of terminal complement–mediated cytotoxicity after insertion of C9. 
According to one model, the polar domains of inserted complement proteins, 
particularly C9, cause local distortion of the phospholipid bilayer resulting in “leaky 
patches” ( 48 ). The other theory postulates that the terminal complement proteins form a 
hydrophilic channel (“pore”) through the membrane with consequent disruption of the 
cell ( 49 ).

Control of Terminal Pathway

Control is executed before the integration of the assembling MAC into the membrane 
and at the stage of pore formation, that is, association of C8 and polymerization of C9 ( 
Table 2). A number of different membrane and plasma molecules are involved in 
modulating TCC assembly, of which C8 is probably the most important. It represents 
not only an essential component of the lytic complex but, paradoxically, also prevents 
membrane damage by binding to the nascent C5b-7 complex in the fluid phase, thereby 
precluding its firm insertion into the membrane.

Not only C8 but also the abundant S protein, clusterin, lipoproteins, antithrombin III, and 
proteoglycans such as heparin and protamine are able to bind to nascent C5b-7 and to 
prevent its membrane insertion. The final step of MAC assembly, subsequent to C5b-7 
insertion, when the MAC becomes more firmly inserted into the lipid bilayer, is 
safeguarded by cell membrane proteins, termed “homologous restriction factors” 
showing some degree of species restriction of preventing lysis by autologous 
complement ( 50 ): (a) a well-characterized 18- to 20-kD glycolipid-anchored membrane 
molecule (CD59) that protects against complement-mediated lysis by interfering with 
the particular C9 interaction site on the C8 a chain that is needed for membrane 
insertion and subsequent polymerization of C9; and (b) a 65- to 68-kD molecule (C8bp, 
HRF, MIP), which remains less well characterized and which is supposed to 
predominantly bind to C8.



Membrane perforation by complement is not a unique feature. Damage to mammalian 
cells by proteins that destroy target membranes can be also caused by perforin, which 
is contained in the cytoplasmic granules of cytotoxic T-lymphocytes and natural killer 
cells (see Chapter 36 and Chapter 12) and actually shows a strong homology with C9 ( 
51 ). Bacterial proteins also destroy cellular membranes by a similar action (see “ 
Evasion strategies by microorganisms”).

Biological Properties of Terminal Complement Complex

The MAC deposited on cells may either exert lytic properties that are important in host 
defense ( Fig. 8) (see below) or may induce so called sublytic effects on nucleated cells 
that are not unequivocally identified as “non-self” ( 52 ). The term “sublytic” refers to the 
fact that nucleated cells can withstand single (and erroneous) attacks, unlike 
erythrocytes. Furthermore, previous sublytic effects even protect these cells from 
additional, otherwise lytic doses, favoring the host cells that are constantly in contact 
with complement ( 53 ). Sublytic attack also stimulates protein synthesis and arachidonic 
acid metabolism and activates attacked polymorphonuclear leukocytes. In particular, 
sublytic TCC on nucleated cells transiently increases intracellular Ca 2+, activates 
protein kinase C and G-proteins ( 54 ) and induces procoagulant and proinflammatory 
activities. Likewise, the presence of TCC on the surface of viable immune cells 
suggests a modulating role in the physiology of cells to which it attaches ( 55 ). Thus, the 
main biological functions of the terminal complement cascade as an important humoral 
effector arm of host defense thus extend far beyond those originally described. Whether 
SC5b-9 represents simply the inactivated form of the TCC or whether it plays a role in 
immune defense remains controversial. It has been recently shown that cytolytically 
inactive TCC activates endothelial cells to express adhesion molecules and tissue 
factor procoagulant activity ( 56 ).

COMPLEMENT RECEPTORS

The consequences of complement activation as described above encompass changes 
in cellular functions. Central activated complement proteins or their fragments are 
recognized by specific receptors found on a variety of different cell types ( Table 3). A 
primary function of the interaction of complement fragments with their receptors is the 
enhancement of innate immune responses to increase removal of foreign material by 
phagocytosis of pathogens or modulation of cellular responses. The best-studied 
complement receptors (CR) so far are CR1 to CR4. A common feature of these C3 
receptors is the recognition of the C3 fragments covalently bound to surfaces upon 
complement activation ( Fig. 9).



 
TABLE 3. Complement receptors

 
FIG. 9. Binding of the main C3 fragments C3b, iC3b, and C3d to complement receptors 
CR1, CR2, and CR3, respectively. CR1 and CR2 are single, membrane-spanning, 
proteins consisting of SCRs (drawn as ovals), whereas CR3 is a heterodimeric protein 
of the integrin superfamily. A relatively higher affinity of a C3-fragment to a given CR is 
indicated by a thicker arrow.

The anaphylatoxin receptors C3aR and C5aR (ligands are C3a, C5a, and C5a desArg), 
in contrast, belong to the rhodopsin family of G-coupled proteins with seven 
transmembrane domains. Most recently, a growing number of intracellular and cellular 
surface receptors for C1q were identified, which are discussed as modulators of cell 
responses after ligand binding. This group of receptors includes cloned proteins such 
as C1qR p, gC1qbp, cC1qR, also termed calreticulin or collectin receptor, or a putative 

C1qR O2 -. Another less well-characterized cell-surface protein is the factor H receptor 
supposed to be expressed on B cells, neutrophils, and monocytes.

C3 Receptors



Antigen–antibody complexes or pathogens that have C3 fragments covalently linked to 
their surface are immunologic tags for phagocytes and other immunocompetent cells. 
Uptake of such opsonized particles and subsequent activation of intracellular pathways 
is the main function of C3 receptors (i.e., CR1 through CR4).

Complement Receptor Type 1 (CR1, C3b/C4b Receptor, CD35) Human CR1 is a 
large and multifunctional glycoprotein belonging to the family of complement regulator 
proteins ( 57 ). A common feature of these proteins are repeats of tandemly arranged 
modules of about 60 amino acids, referred to as short consensus repeats (SCRs). 
Within the CR1, larger structural elements are formed, called long homologous repeats 
(LHRs), each consisting of seven SCRs. The four known polymorphic forms of human 
CR1 differ not only in the number of SCRs (up to 34) or LHRs and therefore in their 
molecular size, but also in their respective allele frequencies (e.g., 0.83 for CR1*1 and 
less than 0.01 for CR1*4). The ligand-binding sites for C3b and C4b are localized in 
LHR B (SCR 8–10) and LHR C (SCR 15–17). LHR A harbors an additional C4b-binding 
region and decay-accelerating activity for both C3 convertases ( 57 ). This modular 
arrangement provides the basis for multivalent CR1–C3b/C4b interactions. In addition 
to C3b and C4b, CR1 also binds iC3b, although with low affinity. The tissue distribution 
of CR1 covers a broad spectrum of peripheral blood cells, except platelets, NK cells, 
and some T cells. CR1 is also found on follicular dendritic cells (FDC). Due to the 
numerical predominance of erythrocytes, about 90% of CR1 is found on this cell type. A 
main function of CR1 on erythrocytes is its ability to serve as an immune adherence 
receptor for transport of C3b/C4b opsonized immune complexes (IC), which, after 
binding, are transported to the liver and spleen. In these organs, IC are transferred to 
phagocytic cells for removal. On cytokine- or C5a-activated phagocytes, such as 
neutrophils or macrophages, CR1 mediates phagocytosis of opsonized pathogens. On 
nonactivated cells, CR1 cooperates with FcR or CR3 to bind and ingest foreign 
material. Interaction with CR1 results in activation of phospholipase D, which mediates 
phosphorylation of the receptor, followed by Ca 2+ mobilization and further downstream 
the signaling cascade by NF?B translocation. The possible C1q-mediated binding of IC 
to CR1 for clearing of IC seems to be of minor physiologic importance, since patients 
lacking single complement components downstream of C1q are unable to clear IC via 
CR1–C1q interactions ( 58 ). On B cells, CR1 is suggested to participate in B-cell 
proliferation and differentiation. In germinal centers of the lymphoid follicles, FDC 
express CR1, which may be of importance in the induction of immunologic memory. 
CR1 has decay-accelerating activity for the C3 and C5 convertases and cofactor activity 
for factor I–mediated cleavage of C3b and iC3b. This broad regulatory activity is the 
basis for the anticomplement therapeutic strategies that use recombinant CR1 (see 
below). 
Complement Receptor Type 2 (CR2, C3d Receptor, CD21) Similar to CR1, CR2 is 
assembled from tandem repeat motifs and consists of 15 or 16 SCRs ( 59 ), termed 
CD21S and CD21L, respectively. CD21L comprises an additional exon, which encodes 
for an additional SCR 10a ( 60 ). CD21L seems to be selectively expressed on FDC, 
while CD21S is mainly found on B cells, but is also expressed to a small extent on 
activated T cells and epithelial cells. CR2 interacts with C3d, C3dg, and iC3b, and is the 
receptor for the Epstein–Barr virus (EBV), facilitating virus entry into B cells and 
epithelial cells. The EBV envelope protein gp350/220 interacts with the first two SCRs 



of CR2. The EBV–binding site overlaps with, but is not identical to the C3d site, and 
both can be effectively blocked ( 61 ). The latter has been assigned to SCR 2 by solution 
of the crystal structure for the CR2–C3d complex ( 62 ). Unlike human CR1 and CR2, the 
mouse homologs result from alternative splicing of one common gene, Cr2 ( 63 ). As in 
the mouse, human CR1 and CR2 colocalize on B cells. Only human CR2 has been 
reported to interact with CD23, the low-affinity receptor for IgE, which is thought to be 
involved in regulation of IgE production ( 64 ). The most important role of CR2 is bridging 
parts of innate and adaptive immunity ( 65 ), since it is involved in antibody maturation 
and induction of B-cell memory. On the surface of human B cells, CD21 is associated 
with CD19 and CD81, forming a trimolecular co-receptor complex ( 66 ). Through 
C3d-opsonized antigens, the CR2/CD19/CD81 complex is cross-linked with the B-cell 
receptor complex (BCR), a process, which is stabilized in lipid rafts ( 67 ). As shown in 
detail in Chapter 7, BCR-associated kinases can phosphorylate cytoplasmic tyrosines 
of CD19. This generates binding sites for Vav and PI3' kinase and allows activation of 
downstream kinases, such as Erk2, Jnk, or Btk ( 68 ). Altogether, cross-linking of the 
CD19/CR2/CD81 and the BCR complexes lowers the threshold for B-cell activation by 
the specific antigen by two orders of magnitude, as compared to antigen alone ( 66 ). 
The amount of antigen-bound C3d molecules determines the increase in specific Ig ( 69 

), a basis for development of new adjuvants (see below). CR2 on FDC in germinal 
centers is important for development of an antibody response and for B-cell memory as 
it helps to retain opsonized Ag–Ab complexes (Notably, this CR2 trap on FDC also 
works with whole infectious agents like HIV [ 70 ].) Whereas centroblasts undergo 
apoptosis in the absence of FDC contact and T-cell help, CR2-positive cells gain easier 
access to (C3d-coated) antigen, even if their antibody is of lower affinity ( 71 ). CR2 may 
also be involved in maintenance of B-cell tolerance ( 72 ). Normally, self-reactive B cells 
are either deleted or become anergic. In mice deficient in C4 or CD21/CD35, 
self-antigens are not efficiently localized in the bone marrow or in germinal centers, 
which contributes to keeping B cells reactive against soluble self-antigens. 
Complement Receptor Type 3 (CR3, Mac-1, Mo-1, a Mß 2, CD11b/CD18) Together 

with LFA-1 (CD11a/CD18) and CR 4 (CD11c/CD18), CR3 belongs to the family of ß 2 

integrins ( 73 ). The heterodimeric CR3 consists of a 165 kD a chain (CD11b) and a 95 
kD ß chain (CD18). A remarkable feature of CR3 is its promiscuous interaction with 
numerous ligands, including the C3 fragment iC3b, ICAM-1 and -2, proteins of the 
clotting system, or molecules of microbial origin, such as from Leishmania, Klebsiella 
pneumoniae, Mycobacterium tuberculosis, Candida albicans  or Saccharomyces 

cerevisiae ( 73 ). Most ligands investigated so far bind to a specialized region in the a 

chain, referred to as I (for “inserted”) domain in a Ca 2+-dependent manner ( 74 ). In 
addition, a C-terminal extracellular domain of CD11b has been identified as a 
high-affinity interaction site for ß glucans that may interact with carbohydrate structures 
of different pathogens ( 75 ). CR3 is found on mononuclear phagocytes, neutrophils, 
mast and NK-cells, FDC, and T-cell subsets. The crucial role of CD11b/CD18 as 
complement receptor in phagocytosis has been recognized in patients with reduced or 
absent expression of ß 2 integrins, known as leukocyte adhesion deficiency ( 76 ), and in 

CR3 knockout mice ( 77 ). Evidence exists that interaction of iC3b-coated particles with 
CR3 is not sufficient to induce phagocytosis, and that in addition, coligation of the CR3 



lectin site by microbial surface polysaccharides is required ( 75 ). Instead of engaging the 
lectin site, CR3 can cooperate with other phagocytic receptors such as Fc?RIII, FcaRI, 
or the LPS receptor CD14. CR3 has been shown to be associated on the cell surface 
with these GPI-anchored surface proteins and may be used as adaptor for intracellular 
signaling ( 78 ). Phagocytosis induces activation of small GTPases of the Rho family 
(Rho, Rac, Cdc42) that regulate integrin-mediated cytoskeletal rearrangements. 
FcR-mediated phagocytosis depends on Rac and Cdc42, while CR3-mediated uptake 
of microbes activates Rho. This divergence may account for different cellular 
responses, such as absent respiratory burst in case of CR3-dependent phagocytosis, 
since Rac, but not Rho, is involved in NADPH oxidase activation. 
Complement Receptor Type 4 (CR4, p150/95, a Xß 2, CD11c/CD18) CR4 belongs to 

the same ß 2 integrin subfamily as CR3 ( Table 3). Ligand specificities of CR4 tested so 
far seem to be similar to CR3. Also, tissue distribution of CD11c is comparable to CR3, 
even if CR4 seems to be more prominent on distinct dendritic cell subsets. 

Anaphylatoxin Receptors C3aR and C5aR (CD88)

As discussed above, cleavage of C3, C4, and C5 results in generation of the small 
fragments C3a, C4a, and C5a with a C-terminal arginine residue, which are termed 
anaphylatoxins (AT). While C4a is thought to be inactive, C3a and C5a are powerful 
mediators of inflammation when bound to their specific receptors C3aR and C5aR 
(CD88), respectively ( 79 ). Both are seven-transmembrane receptors of the rhodopsin 
superfamily of G-coupled receptors ( 80 ). C3aR is slightly larger than C5aR, due to a 
longer second extracellular loop. Expression of C3Ra and C5aR was thought to be 
restricted to cells of myeloid origin, until recent studies demonstrated the presence of 
C5aR on epithelial, endothelial, and parenchymal cells. Most recently, evidence for the 
expression of C5a on B- and T-lymphocytes was provided.

C5a is the best-characterized AT. It is a potent proinflammatory mediator that induces 
chemotactic migration, enhances cell adhesion, stimulates the oxidative burst, and 
induces the release of various inflammatory mediators such as histamine or cytokines ( 
79 ). C3a is spasmogenic, stimulates the release of PGE 2 from macrophages, induces 
degranulation and chemotaxis of eosinophils, attracts mast cells, and exhibits 
proinflammatory characteristics which overlap with C5a-induced responses ( 81 ). The 
binding of AT mainly activates the G i2 protein-inducing PIP 2 hydrolysis and activation 

of the MAP kinase pathway ( 82 ). Recent studies suggest that the phosphorylation of AT 
receptors is a key event that regulates their biological function ( 83 ). Since excessive 
inflammation may result in tissue damage, the biological activities of C3a and C5a are 
tightly controlled. Carboxypeptidase N, a plasma enzyme, rapidly removes the 
C-terminal arginine residue from C3a and C5a, thereby converting the AT into the 
desArg form. C5a desArg exerts still some proinflammatory effects, although in smaller 
extent as compared to C5a. In contrast, C3a desArg is generally regarded to be 
biologically inactive, since it does not bind to C3aR.



C1q Receptors

The best-characterized immunologic function of C1q is its role in the classical pathway. 
However, several reports indicate that C1q binds to a variety of different cell types, 
presumably via distinct receptors, and mediates enhanced phagocytosis or oxidative 
burst metabolism ( 84 ). However, the definition and function of these C1q receptors or 
C1q-binding proteins are still confusing. The best-characterized C1q receptor is C1qR p, 

whereas the existence of a C1q receptor triggering superoxidative burst (C1qR O2 -) is 

controversial ( 58 ). The collagen-like tail of C1q is thought to interact with C1qR p, a 

putative C1qR O2 -, cC1qR, or CR1 ( 73 ), while the globular region of C1q is interacting 

with gC1qR ( 85 ) ( Table 3).

C1q Receptor Triggering Phagocytosis (C1qR p) The N-terminal domain is similar to 

C-type lectins and harbors a carbohydrate recognition motif. This region is followed by 
five epidermal growth factor motifs that represent a putative Ca 2+ binding region. 
Juxtaposed, a serine–threonine-rich mucin-like domain was identified, which is followed 
by a transmembrane stretch 25 amino acids long. The C-terminus harbors a tyrosine 
kinase–binding motif. Monoclonal antibodies against C1qR p are capable to block 
C1q-mediated enhancement of phagocytosis in human monocytes and macrophages. 
The receptor was also localized on human endothelial cells. The mouse homolog was 
recognized as a stem-cell marker; however, its role in this context is presently unclear. 
Collagen C1q Receptor (cC1qR, Calreticulin, Collectin Receptor) Ligands of cC1qR 
besides C1q appear to be the collectins MBL and the surfactant protein SpA. Therefore, 
cC1qR is also referred to as collectin receptor. cC1qR is identical with calreticulin 
(CRT), a chaperone and Ca 2+-dependent signaling molecule most abundant in the 
endoplasmic reticulum. Additionally, CRT is found on the membrane of other cellular 
organelles, on the cell surface and released as soluble protein. It is unclear how CRT 
may become associated with the cell surface, but together with CD91, surface CRT is 
involved in uptake and removal of cell remnants ( 86 ) when opsonized with C1q. 
Globular Head C1q Receptor (gC1qR, Identical to Tat-Associated Protein) 
Immunoprecipitation experiments provided evidence that gC1qR is associated with 
cC1qR on the cell surface ( 86 ). gC1qR has no transmembrane domain or a known 
binding site for cellular anchor molecules, but it seems to be located on the surface of 
fibroblasts, neutrophils, endothelial cells, and platelets. However, the majority of gC1qR 
is found in intracellular vesicles and on mitochondria. Besides C1q, gC1qR interacts 
with the plasma proteins thrombin, S protein, factor XII, and high-molecular-weight 
kininogen, and with bacterial and viral proteins, such as HIV Tat. 

COMPLEMENT AS PATHOGENIC FACTOR IN DISEASE

Complement may become a pathogenic factor in disease by “complementing” the 
destructive action of antibodies via an activation of the whole cascade system, but it is 
often only one of several factors involved in pathogenesis. In addition, complement may 
contribute to diseases if its physiologic actions are not performed well: one of the most 



important tasks of the complement system is a proper immune complex processing and 
disposal, namely the clearance of complement-coated immune complexes from the 
circulation. There are probably two ways in which complement fixation influences the 
fate of immune complexes ( 87 ). First, the fixation of C4 and C3 fragments into the 
antigen–antibody lattice significantly reduces the size of the single immune complex 
(step 1), giving rise to a larger number of small complexes (“detergent-like” effect of 
complement). Second, and probably more important, the presence of C4b and C3b on 
the immune complexes facilitates efficient fixation of these smaller immune complexes 
to complement receptors, predominantly erythrocyte CR1, and ensures transportation 
and sequestration into the liver and spleen (step 2), where antigenic material can be 
removed by reticulohistiocytic cells, followed by degradation of the antigen (step 3).

Consequently, pathophysiologically detrimental effects of complement become 
apparent when a failure in this clearance system occurs. A defect interfering with this 
mechanism at any stage will lead to an uptake of these immune complexes by 
endothelial cells and their sequestration into various organs or tissues (“trapping”), 
giving rise to more inflammation and immune complex formation with concomitant 
destruction of surrounding tissue. These pathological conditions are listed below.

Inherited, often complete, classical pathway complement deficiency (C1q or C4 
deficiency)
Acquired complement consumption due to constant activation on continuously 
generated immune complexes as in autoimmune diseases (membranoproliferative 
glomerulonephritis [MPGN] type I, systemic lupus erythematosus with or without 
associated lupus nephritis) or chronic bacteremia (step 1 compromised: 
complement fixation failure)
Inherited or acquired low CR1 per erythrocyte ratio as in active lupus, or low 
red-cell count (step 2 compromised: transportation failure)
Extensive liver or spleen disease, impairing the removal of the antigen (step 3 
compromised: stripping failure)

Clinically, the step 1 failures are the most relevant and common ones. As immune 
complexes are in particular trapped in small capillaries of the skin or the renal glomeruli, 
clearance disorders predominantly manifest in the skin and the kidney. Complement 
also contributes to inflammation and tissue damage in neurodegenerative and 
autoimmune diseases and also in ischemia and reperfusion injury or in shock ( Table 4).

 
TABLE 4. Human diseases with a contribution of complement to pathogenesis and/or 
perpetuation



The application of activation-specific monoclonal antibodies (preferably in EIA) helps to 
monitor complement activation in biological fluids during the course of these diseases to 
reveal exacerbations or to evaluate the success of a treatment ( 88 ).

Complement in Renal Disease

Preformed immune complexes are often trapped in the kidneys in case of a clearance 
disorder. The hypocomplementemia, which characterizes these diseases, is usually due 
to systemic complement activation in the circulation, whereas the intraglomerular 
complement activation has only a minimal, if any, effect on serum complement levels. 
C3 and TCC, however, are frequently found in glomerular deposits. These are usually 
accompanied by local production of cytokines, prostaglandins, proteolytic enzymes, and 
reactive oxygen metabolites that create, together with leukocytes, an extended area of 
inflammation. The crucial role of complement for this inflammation is long known from 
animal studies showing that complement-deficient or -depleted animals do not develop 
nephritis deliberately produced by an antiglomerular basement-membrane antibody ( 89 

).

A second important role of complement in renal disease with increased 
complement-related inflammation, such as in membranoproliferative glomerulonephritis 
(MPGN), is due to so-called nephritic factors, which are circulating IgG autoantibodies 
of which the most prominent member (NFa) is directed against the alternative pathway 
C3 convertase ( 89 ). By binding to the convertase, NFa stabilizes it in the fluid phase as 
well as after binding to mesangium cells, slowing down its physiologic decay by more 
than ten-fold. Interestingly, NFa increases the turnover (cleavage) of C3 directly without 
activating the classical or terminal complement cascade. The respective clinical 
conditions are MPGN type II and partial lipodystrophy, an acute condition characterized 
by loss of fat from the face and upper body often triggered by a viral infection. It has 
been shown that, pathophysiologically, the dysregulated complement activation by NFa 
sera directly leads to adipocyte lysis via the alternative pathway ( 90 ).

Stabilizing autoantibodies directed against the alternative pathway C5 convertase or the 
classical pathway C3 convertase are also known. The spontaneous formation of the 
former may be less frequent in vivo, accounting for slow conversion in vitro (“slow 
nephritic factor”). The latter is probably not spontaneously formed and augments C3 
conversion only in cases of classical pathway activation ( 89 ). It is not clear whether the 
nephritic factors themselves are nephritogenic, and thus involved in pathogenesis, or 
whether they represent epiphenomena. An important argument for the former is that the 
stabilizing effect of nephritic factors is, at least in part, due to a prevention of the 
physiologic dissociation of the convertase by factor H. In this respect NeFs have the 
same consequence as a dysfunctional or missing factor H.

Complement in Neurologic Disease

The human brain is immunologically an isolated tissue and sheltered by the tight and 
selective blood–brain barrier from cells and proteins of the immune system. 



Nevertheless, all major cell types in the brain including astrocytes, microglia, neurons, 
and oligodendrocytes were shown to produce at least some complement proteins, 
including regulators and receptors for the complement protein fragments ( 91 ). Of these 
cell types, astrocytes, the most abundant glial cells, are the major source of 
complement in the brain, thereby providing immune defense against invading 
pathogens but also contributing to brain cell damage in some diseases. Activation of 
complement was found in brain-associated pathologic conditions such as multiple 
sclerosis and Alzheimer’s disease. For these situations, a harmful role for complement 
in tissue destruction was implicated.

Alzheimer’s disease is characterized by neuronal loss, neuritic dystrophy, and the 
accumulation of senile plaque in the brain. Activation of the complement system has 
been widely investigated as a potential mechanism for these processes. The main 
protein component of senile plaque is the ß-amyloid peptide that has been 
demonstrated to exert very heterogeneous functions such as support of neuronal 
survival and growth and the induction of neurotoxicity. The function correlates with the 
assembly state of the peptide: whereas solubilized amyloid peptide induces neurite 
outgrowth, aggregated peptide results in neuron cytotoxicity. This fibrillar amyloid-ß 
protein has been found to be involved in the pathogenesis of the disease because of its 
ability to activate complement via the classical pathway by binding specifically to the 
collagen-like domain of C1q ( 92 ). Thus, activation products of the classical pathway 
complement components C1q, C3, and C4 can be found in the fibrillar ß-amyloid plaque 
in cerebral cortex and hippocampus of Alzheimer patients ( 93 ). Consecutive 
complement-dependent processes will likely contribute to neuronal injury in the 
proximity of these fibrillar ß-amyloid plaque.

Multiple sclerosis is an inflammatory autoimmune disease characterized by 
demyelination of axons. In addition, failure in remyelination and loss of 
oligodendrocytes, the main myelinating cells of the central nervous system, are 
observed. The demyelination process not only results from an autoimmune response 
against myelin components and subsequent activation of the classical pathway, but 
also from direct binding of complement factors to myelin. The myelin moiety directly 
interacting with C1q has been identified as myelin oligodendrocyte glycoprotein (MOG), 
located at the most external layer of the myelin sheath ( 94 ). MOG harbors a (protein) 
domain similar to the C1q-binding sequence previously identified in IgG antibodies. 
Complement activation results in lysis of oligodendrocytes and chemo attraction of 
phagocytes that accumulate at the site of inflammation and degrade the myelin sheath. 
This recruitment of macrophages and the phagocytosis of myelin are mediated by 
complement receptor CR3 present on the phagocyte surface and induce production of 
local inflammatory substances like TNF-a and nitric oxide ( 95 ).

COMPLEMENT IN DEFENSE AGAINST INFECTION

Complement plays a major role in the innate immune system as important first-line 
defense of higher vertebrates against invading microorganisms. First, it recognizes 
foreign material immediately after infection as a primitive surveillance system 
independent from antibodies or immune cells, and second, it serves as an executor of 



antibody-mediated immunity.

Microorganisms invading the human body are usually classified by the immune system 
as “non-self.” Non-self structures activate the alternative and lectin pathways (triggered 
by the surface composition of the invader, such as lipopolysaccharides, sialic acids, 
glycoproteins, and peptidoglycans). Microorganisms, however, may also directly 
activate the classical pathway, mainly via C1q-binding moieties. Stimulation of 
phagocytic cells by generated anaphylatoxins, attracts them to the site of infection 
(chemotaxis). Generation of C3 fragments, mainly C3b and iC3b (opsonization), on the 
microbial surface and their recognition via complement receptors on phagocytic cells, 
mainly CR1 and CR3 (see below), followed by phagocytosis or lysis of the microbe, 
mostly lead to a control of the infection. Meanwhile, intracellular processing in 
phagolysosomes and presentation of phagocytosed material on the cell surface by 
professional antigen-presenting cells (see Chapter 20) will initiate adaptive immune 
responses and trigger production of specific antibodies targeted toward the intruder, 
thereby linking innate immunity to adaptive response (see Chapter 38, Chapter 39, 
Chapter 40 and Chapter 41).

Whereas lysis is effective against some viruses and gram-negative bacteria, 
chemotaxis followed by opsonophagocytosis represents probably the main mechanism 
for destruction of most viruses, bacteria, and fungi that cannot be lysed by complement 
( 96 , 97 ).

Not only the number of C3-fragment molecules deposited on the invader, but also the 
amount of C5b-9 inserted into the target membrane is decisive for host defense. The 
latter strongly correlates with bactericidal activity and inversely with complement 
resistance. The debate on how lysis is brought about—that is, by producing a physical 
hole or by generating membrane perturbations (see above)—is in particular interesting 
in the light of immune defense against Neisseria meningitidis. The particularly frequent 
occurrence of terminal complement deficiencies in patients with meningococcal 
infections suggests that the cytolytic activity of complement is important in resistance to 
gram-negative bacteria ( 98 ). It is established that the terminal pathway damages the 
LPS-containing cell wall. However, it is still unclear how the “inner” cell membrane is 
destroyed. Two possibilities are via induction of injurious processes or directly by 
bacteria-derived lysozyme or bacterially generated ATP. Alternatively, additional 
terminal components, entering the periplasmic space via the outer membrane attack 
leaks, may insert into the inner membrane as MACs ( 99 ) or even as polymerized or 
single C9 alone ( 100 ).

Evasion Strategies of Microorganisms

Evolution of both host and microorganisms has created a commensual relationship 
between humans and microbes, so that in many cases potentially infectious 
microorganisms are not attacked and live in symbiosis with the host. Most of them only 
cause disease when the host defense is considerably weakened.

A different type of relationship is medically very important and scientifically the most 



interesting: microorganisms that are highly pathogenic but nevertheless either evade 
appropriate recognition or constrain suitable attack and destruction ( 101 ). To achieve 
these goals, a range of strategies has been developed by microorganisms during 
evolution including both biochemical or biophysical measures to (a) avoid complement 
activation; (b) resist C3-dependent opsonophagocytosis; or (c) prevent 
complement-mediated cytolytic damage or the remarkable mimicking of 
complement-like structures or functions ( 101 ). Microorganisms may initiate infection in 
two ways: (a) commonly, they have refined complement-activating properties that lead 
to a mere attachment of C3 fragments on their surface in a way that does not allow an 
appropriate recognition by polymorphonuclear phagocytes (disguise); and (b) even 
more sophisticated, some microorganisms display proteins antigenically and/or 
functionally mimicking C3 that can bind to complement receptors mediating uptake in a 
complement-independent manner, that is, the uptake does not rely on prior 
opsonisation of the invader (mimicry). By both means, disguise and mimicry, the 
pathogen avoids destruction by complement and antibody and can harness the cellular 
machinery for its own reproduction. However, it should be stressed that complement 
resistance may depend on molecules other than proteins.

An interesting additional feature is the proteolytic degradation of complement proteins 
by microorganisms protecting them from opsonisation and/or lysis ( 101 ). Cleavage of 
C1-INH by proteases, for example, leads to constant activation (and also consumption) 
of C1. Microorganisms evading complement by consuming it at a secure distance from 
their cellular membranes must ensure that enough (for sufficient consumption) but not 
too much detrimental complement activation occurs that could lead to a bystander 
attack on themselves. This is also true for pathogens using a particular receptor for their 
entry into the host cells. Cleavage of complement proteins has to be very accurate so 
that most of the surface-deposited C3 is present in the optimum form (C3b or iC3b) for 
receptor binding.

Another mechanism is the use of complement proteins provided by the host. When 
HIV-1 buds from an infected cell, it is encoated by a lipid bilayer obtained from the host 
cell membrane, and as a consequence carries, in addition to viral, also host cell 
membrane proteins. Of the latter, especially DAF and CD59 are of particular importance 
as they protect HIV-1 from complement lysis ( 102 ). Attachment of factor H to C3b on 
the virus and to several sites on the external portion of gp41 and to one site on gp120 ( 
103 ) confers an additional protective effect against efficient destruction ( 104 ). Similarly, 
binding of factor H to streptococcal M protein was shown to protect these pathogens 
from complement-mediated lysis.

Mimicry of Complement Structures by Microorganisms

During evolution alongside their obligate hosts, several pathogenic microorganisms 
have evolved functional properties identical to those used by normal mammalian cells 
preventing destruction by complement. In particular, a number of distinct microbial 
proteins have been identified which share structural or genetic similarities (antigenic 
cross-reactivity, sequence homology) with complement proteins or receptors. Such 
“molecular mimicry” not only enables the pathogens to avoid destruction by complement 



but also facilitates complement-mediated infection via complement receptors ( 105 ). 
Under certain circumstances mimicry can even lead to development of autoimmunity.

Furthermore, in some instances only a certain principle is adopted. Several 
microorganisms attack human cells by drilling holes into their lipid bilayer using 
polymerization and cylinder formation of specific cytolysins: streptococcal 
streptolysin-O, Escherichia coli hemolysin, or staphylococcal a-toxin ( 106 ). The 
presence of these pore-forming proteins is strongly associated with the virulence of their 
carriers. However, although using a similar biological principle as C9, these microbial 
toxins do not exhibit structural homology on the amino acid sequence level to each 
other or to C9. A number of lysis-inducing molecules have been identified ( 107 ).

The question is how these molecules have evolved. Teleologically, some of the 
complement-like molecules facilitating attachment, penetrating into host cells or 
escaping from lysis became the basis for selection ( 107 ). Others, such as the 
vaccinia-virus complement-control protein (VCP), a functionally CR1-like and 
structurally C4bp-like protein, were presumably originally acquired from the host and 
have evolved to retain only the most essential domains, as any additional manipulation 
of the small viral protein results in loss of function, indicating that the gene has achieved 
maximum efficiency to encode a protein with the minimum number of amino acids ( 108 ). 
In other pathogens, molecular mimicry may represent the conservation of ancestral 
molecular recognition motifs. Many are related to mammalian CR1, DAF, MCP, or 
C4bp, confirming the importance of C3- and C4-fragment–binding molecules.

The overall homology of HIV envelope proteins gp41 and gp120 with complement 
proteins is very low; however, in certain short stretches remarkable similarities were 
discovered. These sites appear to be involved in complement binding and may facilitate 
virus uptake via complement receptors or play a role in the noncovalent association 
between gp41 and gp120 ( 103 ).

The trematode Schistosoma mansoni has a highly elaborated anticomplement arsenal: 
first, it can modify its surface sialic acids, thus modulating activation; second, it can 
acquire DAF to accelerate decay of surface-bound C3; third, it can bind and cleave C4 
and C3 mimicking in part CR1; fourth, it can cleave C9, preventing MAC assembly; and 
fifth, but probably not last, it encodes a protein mimicking CD59 that inhibits membrane 
attack ( 109 ).

The yeast C. albicans possesses an integrin/CR3-like molecule on its surface ( 110 ) that 
is involved in inducing morphology changes. Furthermore, it appears to facilitate cellular 
adherence like all members of the human integrin gene family. Interestingly, this 
molecule is not only functionally ( 110 ) but also antigenically and structurally related to 
human CR3. There is strong evidence that HIV-1 is able to bind to candida directly, 
possibly via C3-like regions on gp41 and the CR3-like molecule on candida ( 111 ). This 
interaction enhances fungal proteinase release and suppresses phagocytosis by PMNs 
( 112 ). Thus, the concerted mimicry of both pathogens may contribute to the virulence of 



both candida and HIV ( 111 ).

It has been proposed that sites of molecular mimicry may represent useful sites for 
vaccine development ( 109 ). However, considering the multiple as yet unrevealed 
interactions, a detrimental effect of such a vaccine cannot be excluded.

COMPLEMENT GENETICS

The study on genetics of complement proteins was initiated by the discovery of 
complement deficiencies in animals and humans. It has been used to detect both 
homozygous-deficient individuals and heterozygous carriers in family studies and to 
compile additional evidence for disease associations with certain complement alleles. 
However, complement genetics has also been a valuable tool to investigate plasma 
protein genetics in general and their evolution. The chromosomal locations of the genes 
coding for complement proteins are given in Table 1. These genes are not scattered 
around the chromosomes but form linkage groups of structurally homologous 
components, confirming previous assumptions based on homology studies at the 
protein level that the majority of complement proteins has evolved by duplication and 
diversion events from only a small number of precursor genes ( 113 ).

Because complement receptors and certain regulatory proteins are expressed on 
erythrocytes, they also represent blood group antigens: for example, the Knops, McCoy, 
Swain-Langley, and York antigens are on CR1. Variations in the DAF antigen are 
responsible for the Cromer blood group system with the rare Inab phenotype lacking 
DAF altogether. Chido and Rogers blood-group antigens are associated with C4 ( 113 ). 
In this respect, complement genetics has been widely applied to anthropological 
investigations and forensic medicine.

Progress in DNA work has facilitated the characterization of complement allotypes on 
the molecular level. Both phenotypical assessments of protein variants (phenotyping) 
and characterizations of genomic DNA (genotyping) are currently used ( 114 ). 
Phenotyping is performed by analysis of electrophoretic mobility or the isoelectric point 
of proteins in agarose or polyacrylamide gels. In addition, monoclonal antibodies have 
been described that distinguish among certain complement allotypes ( 114 ). 
Phenotyping has the advantage that the presence and, depending on the method 
applied, even the functional activity of a protein can be ascertained. Genotyping by the 
RFLP or PCR methods followed by enzymatic digestion or sequencing does not allow 
identification of silent or null alleles as such; however, once a mutation is known, a 
defective gene may be traced in family studies, providing a basis for genetic counseling 
for the afflicted family.

COMPLEMENT DEFICIENCIES

Complete or subtotal inherited deficiencies have been described for most complement 
components and regulatory proteins. These abnormalities are relatively rare and usually 
inherited in an autosomal recessive manner, which means that only homozygous 



subjects are readily detected and susceptible to disease. The important exception is 
hereditary angioedema (see below), which is inherited as an autosomal dominant trait. 
Complement deficiencies may be considered as important in vivo “experiments” of 
nature, defining the role of the particular components in the immune system that give 
insights into their normal function. Two mutated alleles of a particular gene are usually 
responsible for deficiencies that, however, are not necessarily identical—that is, several 
compound deficiencies for C6 or C7 have been described that have two different 
mutations each.

Complement defects can be ascertained by the traditional total hemolytic complement 
assays (CH 50, APCH 50) followed by radial immunodiffusion (Mancini), 
electroimmunodiffusion (rocket electrophoresis, Laurell) or enzyme immunoassays 
(EIAs) ( 115 ). The latter are of particular importance as so-called subtotal deficiencies, 
where residual functionally active amounts can only be detected by sensitive EIAs, may 
have a different clinical picture and prognosis ( 116 ). For example, low concentrations of 
terminal components can be tested for their ability to incorporate into the TCC by EIAs 
based on neoepitope-specific anti-C9 monoclonal antibodies ( 88 ). None of these 
quantitative assays allow, although widely practiced, the assumption that approximately 
half-normal concentrations indicate heterozygous deficiency: heterozygous subjects 
may present with almost normal concentrations of the component in question.

The incidence of complement deficiency states has been difficult to ascertain. Large 
numbers of individuals need to be screened, and data available now suggest that the 
incidence varies considerably depending on the ethnic and geographical background for 
each component. Genealogical studies and population screening have also led to the 
identification of a relatively large number (up to 10% to 20%, depending on the 
component) of (still?) healthy deficient individuals.

However, complement-deficient subjects are usually detected because of their 
increased propensity to infection or, especially for deficiencies of the early classical 
pathway components, in association with systemic lupus erythematosus (SLE) ( Table 
5). As only C4 and C2 are located on the same chromosome (within the MHC-III region; 
Table 1), the possibility that these deficiencies are all linked to a disease-susceptibility 
gene has to be excluded. In contrast, it is the absent “detergent-like” effect of 
complement (see below) that leads to an impaired clearance of immune complexes and 
to their sequestration at peripheral sites, giving rise to more inflammation and immune 
complex formation. Thus, early classical pathway deficiency can be regarded as one of 
the very few examples where a single defect is sufficient (however, not necessary) for 
the development of an autoimmune disease ( 87 ).



 
TABLE 5. Complement deficiency states

In individuals with homozygous C3 deficiency, pyogenic infections with encapsulated 
bacteria are severe, recurrent, and life threatening, usually starting in early childhood. 
Deficiencies of either factor I or factor H are associated with the inability to degrade 
C3b, leading to uncontrolled amplification of cleavage of C3 by C3b,Bb and resulting in 
a state of acquired, severe C3 deficiency ( 117 ). Interestingly, the disease associations 
are not uniform, as factor H deficiency, in contrast to C3 or factor I deficiency, 
predisposes also to glomerulonephritis, which is supported by studies on pig factor H 
deficiency. Deficiency in the factor H–related protein FHR-1 is commonly encountered, 
but has not been linked to any disease ( 118 ).

While deficiencies of properdin predispose to (usually singular) meningococcal 
infections, deficiencies of a terminal complement component lead to recurrent infections 
by gram-negative bacteria due to an inability to generate a bactericidal membrane 
attack complex. Recurrent infection or infection with uncommon serogroups should alert 
the clinician in nonendemic regions, whereas recurrent disease is the important 
indicator in endemic areas ( 116 ). The incidence of gonococcal infections is not 
increased in deficient subjects, possibly because infections by gonococci usually remain 
restricted to the local mucous membrane. Associations of terminal complement 
deficiencies with susceptibility to autoimmune diseases or non-neisserial infections are 
likely the result of ascertainment artifacts ( 116 ). SLE, for example, is found among 
homozygous terminal complement–deficient subjects, but the frequency is very low and 
not significantly higher than that found for complement-competent patients.

Several features of terminal complement deficiency have been accumulated in recent 
years.

1. Low amounts of functionally active terminal complement proteins (i.e., subtotal 
deficiency) may be sufficient for preventing meningococcal disease, suggesting 
that there is a wide safety margin.

2. Although the incidence of meningococcal infection is much higher, the case 
fatality rate and the percentage of fulminant cases appears to be lower in terminal 
complement–deficient subjects, when compared to normal subjects. A failure to 
generate the membrane attack complex with the consequent inability to lyse 
bacteria may lead to a milder form of disease because of lower endotoxin 
concentrations. In addition, fewer organisms are required for systemic infection. 
However, in many families of patients investigated, there are often unaccounted 
deaths of siblings in early childhood, and the possibility of ascertainment artifacts 
cannot be excluded.

3. The mean age of the first meningococcal attack in complement-deficient 
individuals tends to be higher than in complement-sufficient patients and the 



percentage of deficient subjects among meningococcal patients is highest in 
areas where N. meningitidis infections are rare. This reveals that terminal 
complement deficiency is less likely to be detected in situations where 
meningococcal infection is common (e.g., in early childhood, and in “meningitis 
belt countries” like the Sahel zone) and shows that TCC is only one of the means 
to successfully tackle meningococci.

Hereditary angioedema (HAE), the clinically most relevant, by far most acute and, if 
untreated, potentially lethal complement deficiency, is the clinical manifestation of an 
inherited or acquired C1-inhibitor deficiency ( 119 ). Control of C1 activation consumes 
C1 inhibitor, and if there is no sufficient back-up of C1 inhibitor, this leads to 
consumption of complement proteins (especially C4 and C2) by unimpeded C1s 
activity. The C2b fragment (or split products thereof) and/or bradykinin generated by 
concomitant contact system activation are held primarily responsible for the classical 
symptoms of HAE: the affected patients intermittently suffer from multiple edemas, 
predominantly in the skin, gastrointestinal tract, or oropharynx, usually when the patient 
experiences minor traumas or infections that trigger unrestricted complement activation. 
Especially in the larynx, these oedemas cause life-threatening situations (i.e., danger of 
suffocation). Despite its relatively slow development—in contrast to an allergic larynx 
oedema—HAE is even today associated with a high mortality rate. The frequent 
association with abdominal colics may also delay the correct diagnosis. The acute 
treatment of HAE consists of replacement of C1 inhibitor in purified form or, if 
unavailable, as fresh frozen plasma. Testosterone derivatives (e.g., danazol) have been 
successfully used for the long-term prevention of attacks.

A particular deficiency, which is primarily not a complement deficiency, is paroxysmal 
nocturnal hemoglobinuria (PNH). Mutations in the PIG-A gene affect the synthesis of a 
competent glycosylphosphatidylinositol (GPI) anchor, which leads to failure of 
expression of all molecules attached to the membrane via this anchor, including CD55 
and CD59. The lack of these two complement control proteins is responsible for the 
extreme susceptibility of PNH erythrocytes to lysis by complement that is either 
activated by the alternative pathway or via acidic generation of C56, that is, the 
activation of C6 without cleavage of C5, especially at the physiologically lower blood pH 
at nighttime ( 120 ).

COMPLEMENT AS TARGET IN DRUG THERAPY

The cloning of the complement components and the determination of their functional 
domains have made it feasible to generate substances that interfere with complement 
in pathophysiologic settings. Other than organic molecules occurring in nature, or 
relatively unspecific, synthetic complement inhibitors (reviewed in Makrides [ 121 ]) 
described earlier, the substances currently undergoing clinical testing are (a) native or 
modified complement regulators such as C1-INH, CR1, DAF, or CD59; (b) derivates of 
monoclonal antibodies; or (c) synthetic small molecules, all of which can specifically 
inhibit key activation steps. Several such substances that have been studied in clinical 
settings or animal models of disease and are currently being developed are listed in 



Table 6.

 
TABLE 6. Inhibitors of complement activation

Native or Modified Complement Regulators

Native regulatory proteins generally have the advantages of perfect specificity and low 
antigenicity. Recombinant soluble CR1 (sCR1) is particularly interesting as it exerts the 
inhibitory potential of the natural regulators C4bp and factor H, respectively, but at a 
much lower concentration ( 122 , 123 ). However, such proteins are expensive to produce, 
need parenteral application, and are rapidly cleared from the circulation. New inhibitors 
therefore have different approaches to target the compound to the site of action, that is, 
the vascular tissue of a transplanted or inflamed organ. Chemical coupling of (parts of) 
recombinant CR1, DAF, or CD59 to a membrane-targeting substance consisting of a 
positively charged peptide and a fatty acid moiety resulted in soluble proteins 
integrating effectively, although indiscriminately, into endothelial cell surfaces ( 124 ). 
Another elegant approach was undertaken by expressing sCR1 in cells adding high 
amounts of the sialyl Lewis x (sLex) carbohydrate, the ligand for E-selectin (CD62E). 
The resulting sCR1sLex compound (TP20) becomes targeted to E-selectin, which is 
up-regulated on inflamed endothelium, and in this manner blocks the 
L-selectin–mediated attachment of neutrophils to that site. TP20 showed additional 
benefits over the unmodified sCR1 (TP10) in a murine model of stroke and in a rat-lung 
transplantation model.

Plasma-derived C1-INH has been used for standard substitution therapy in hereditary or 
acquired angioedema, but also favorably influences the outcome in life-threatening 



conditions associated with a relative deficiency of functional C1-INH (reviewed in Caliezi 
et al. [ 125 ]). The inhibition of other serpins in addition to C1r/C1s and the MASPs may 
contribute to the observed C1-INH effects. Although C1-INH substitution has been used 
with success in several animal models or open uncontrolled clinical trials in septic 
shock, capillary leak syndrome, or ischemia/reperfusion injury larger randomized, 
controlled clinical trials are still awaited. A recombinant, more stable C1-INH protein and 
C1s-INH 248, a recently published small molecule inhibitor of C1s acting faster than 
administered C1-INH ( 126 ), are newly developed promising inhibitors of the classical 
and lectin pathways.

Derivatives of Monoclonal Antibodies

Anti-C5 monoclonal antibodies are the best-studied inhibitors of that class of 
anticomplement drugs. Following an initial observation that an anti-C5 monoclonal can 
efficiently block both TCC assembly and C5a release ( 127 ), humanized scFv have been 
generated, and among them pexelizumab is the most advanced candidate. They bind to 
C5 with high affinity and prevent C5 cleavage and thus MAC formation and C5a 
generation, but notably allow C3 activation and deposition. These drugs are being 
developed against tissue damage accompanying surgical interventions requiring 
cardiopulmonary bypass and thus contact of blood with artificial surfaces. Anti-C5 had a 
dose-dependent beneficial effect on the myocardial tissue damage in patients receiving 
coronary artery bypass grafts and/or valve replacements as measured by CK-MB 
release and death rate after 30 days in these patients. The effect of anti-C5 in other 
clinical settings such as rheumatoid arthritis is also being investigated. Surprisingly, 
data presented with the anti–factor D antibody TNX-224 showed quite effective 
suppression of complement activation, neutrophil activation, and IL-8 production in rats, 
obviously due to the inactivation of the alternative pathway alone.

Synthetic Molecules

The number of small synthetic molecules that have been designed to inhibit 
complement activation is still comparably low. Compstatin, a synthetic 13-residue cyclic 
peptide ( 128 ) that binds to native C3 of primates and inhibits its cleavage by C3 
convertases, can inhibit the activation of C3 and downstream pathways in animal 
models for extracorporeal circulation or xenotransplantation, respectively. Compstatin 
may serve as a starting point for the design of an orally applied drug.

The role of the complement-split products C3a and C5a in anaphylaxis, sepsis, and 
adverse reactions in extracorporeal circulation or dialysis, has led to the generation of 
selective inhibitors for the interaction of the peptides with their respective G-protein 
coupled receptors.

In vitro, SB 290157, a small C3aR antagonist, inhibited C3a-triggered and Ca 
2+-mediated effects of the C3aR at IC 50 of 2 × 10 -8 M and showed C3a-dependent 

anti-inflammatory activity in animal models ( 129 ). The compound will not only be 
valuable to define the physiologic roles of C3a and its receptor, but is a first candidate 



to interfere with complement-dependent mechanisms in the pathogenesis of asthma. 
The cyclic hexapeptide F-(OPdChaWR), acetylated or methylated on the N-terminus, 
was designed to competitively inhibit the C5a/C5aR interaction. Its solution structure 
was determined by NMR spectroscopy and it was found to inhibit hallmarks of 
inflammation like neutrophil emigration or vascular leakage in the reverse-passive 
Arthus reaction ( 130 ). Another C5a antagonist, the dimeric recombinant mutant C5a 
protein CGS 32359, showed an attenuation of neutrophil activation and a reduction of 
infarct size in a porcine model of cardiac ischemia/reperfusion ( 131 ).

Which Pathway to Block?

In principle, two “schools of thought” ( 132 ) may be distinguished regarding the targeted 
steps: those acting early on the activation of C3 (and all downstream effects including 
C3b opsonization) and those acting later on activation of C5 (i.e., C5a generation and 
MAC formation only). Deposition of C3b is considered to contribute substantially to 
surveillance of gram-negative bacteria, and patients with C3 deficiency suffer from 
repeated pyogenic infections. The question of which of the three pathways to block has 
not been finally resolved, and indeed amazingly similar results have been obtained in 
animal studies by the selective blocking of the alternative pathway ( 133 ) or the classical 
pathway ( 126 ). The fact that each of the three pathways can lead to activation of others 
( 132 ), especially the alternative pathway serving as the subsequent amplification loop, 
may explain this observation.

Exploitation of Complement Activation for Therapy or Prophylaxis:

A gene therapy strategy has proposed delivery of a Gal(a-1,3)galactosyl transferase 
gene into cancer cells ( 134 ). Cell membranes with the unusual Gal(a-1,3) galactose 
residues would activate complement through natural IgM and be destroyed, just as it 
occurs with endothelial cells in xenografts. Another strategy to exploit complement 
activation makes use of C3 deposition. The C3d fragment, via binding to the 
CR2/CD19/CD81 B-cell co-receptor complex, can serve as an adjuvant in immunization 
( 69 ). Recombinantly or chemically attached C3d has been shown to enhance the 
immune response against prominent pathogens such as measles virus, influenza virus, 
or pneumococci ( 135 , 136 and 137 ). Various vaccine formulations including C3d—for 
example, against the Plasmodium falciparum merozoite antigen MSP-1.19—are under 
development. C3d attachment may not only lead to higher antibody titers, but may help 
to raise an effective immune response against such poorly immunogenic but protective 
antigens.

SUMMARY AND CONCLUSIONS

Complement comprises plasma proteins (i.e., substrates and regulators of the 
activation cascades) and cell-membrane proteins (i.e., receptors and cell-protecting 
regulators). Complement activation, triggered by bound antibody or microbial patterns 
directly, proceeds in three intertwined pathways (classical, lectin, and alternative) and 
either directly leads to destruction of foreign structures through insertion of a lytic pore, 



or contributes to their elimination, such as through promotion of phagocytosis and 
antibody formation.

Recent findings have advanced our understanding of complement, especially of the 
ways that it can be dealt with in clinical therapy. The MBL genotype, standing for the 
activity of the lectin pathway, was shown to correlate widely with disposition to infection. 
The three-dimensional structures of core components (e.g., the thioester region in C3) 
have been solved. Finally, several specific complement inhibitors (chimeric constructs 
derived from natural regulators, monoclonal antibodies, or small molecules found by 
combinatorial approaches) are in advanced stages of clinical trials. Ischemic and 
inflammatory diseases, including ischemia/reperfusion injury in surgery and 
transplantation, are particularly interesting for therapeutic complement inhibition.
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Phagocytosis is the process by which a single cell can internalize and digest particulate 
material. In amebae and other free-living unicellular eukaryotes, this is primarily a 
feeding mechanism. This process of bulk uptake of particulates (primarily bacteria) for 
nutrition has been co-opted by Metazoa to provide a mechanism for uptake, 
destruction, and removal of unwanted or dangerous particulates, and its role in 
providing nutrition to the organism has decreased. In mammals, phagocytosis is the 
primary mechanism for removing invading microorganisms, dead and dying cells, tissue 
debris, protein aggregates, and foreign bodies. Phagocytosis is essential for host 
defense against infectious diseases, for organ remodeling in embryonic development, 
for tissue repair after injury, and for removal of aging and senescent cells. Because 
these functions are essential for survival and homeostasis, complex signaling pathways 
have evolved both to regulate the engulfment process and to link uptake of particulate 
material with appropriate cellular responses. For example, the engulfment of an 
invading bacterial pathogen is linked to the development and delivery of host-derived 
bactericidal molecules into the digestive vacuole. This link of engulfment to response is 
dictated by plasma membrane receptors that sense either specific molecular structures 
on the surface of the target or host components that have coated the particle. Because 
in many cases the cellular response can result in the production of potentially 
host-damaging products, ingestion and its consequences must be closely regulated. 
Both positive and negative regulatory mechanisms exist to ensure that the rate and 
extent of engulfment and the downstream cellular responses occur at an appropriate 



level. It is the goal of this chapter to explain the molecular mechanisms involved in 
receptor function during phagocytosis, in the process of ingestion, and in the linkage of 
ingestion to specific cellular responses.

The term phagocytosis is generally reserved for ingestion of targets that are more than 
1 µm in diameter, because at this size the mechanisms for internalization clearly differ 
from those used for endocytosis of soluble material. Phagocytosis was first described 
by Elie Metchnikoff, who in the 1880s first observed cells in starfish larvae capable of 
ingesting a deliberately introduced foreign substance. Metchnikoff extended these 
studies to higher organisms and was the first to describe the ability of the white blood 
cells in vertebrate animals and humans to migrate to sites of infection and to ingest and 
destroy live bacteria. This led him to propose the hypothesis that phagocytosis by these 
cells was an essential aspect of host defense ( 1 ). In 1922, Ludwig Aschoff recognized 
that there was a network of highly phagocytic cells throughout the organs of the body 
that was extremely important in host defense and immunity, which he called the 
reticuloendothelial system and later was renamed the mononuclear phagocyte system ( 
2 , 3 ). The identical origins of Aschoff’s fixed phagocytic cells and Metchnikoff’s 
wandering phagocytes were elucidated over the next decade, as was the realization 
that both were necessary for appropriate defense against infection. By the 1960s, the 
ability of antibody and complement to contribute to pathogen uptake by phagocytes had 
been recognized, and the concept of opsonization by serum components was 
promulgated ( 4 ). However, no detailed investigations of the process of phagocytosis 
were made until the 1970s, when Silverstein’s laboratory began a systematic study of 
immunoglobulin G (IgG)–mediated ingestion. On the basis of these experiments, 
Silverstein et al. ( 5 ) proposed the “zipper hypothesis,” according to which phagocytosis 
requires repeated interactions between ligands on the target particle and receptors on 
the phagocytic cell. In this model, membrane protrusions of the phagocytic cell move 
over the target like a zipper, with a requirement for repeated interactions between 
ligands on the phagocytic target and receptors on the host cell. Interactions between 
the phagocytic cell and target were postulated to be close at the leading edge (front) of 
the zipper and more distant at the base of the phagocytic cup. An important feature of 
this model was that the membrane events that lead to engulfment must be very 
localized. A variety of experimental evidence in favor of the model was generated in the 
ensuing decade, but the molecular basis for the localized changes was not elucidated. 
Moreover, it became clear that zippering could not be the only mechanism for 
phagocytosis: As early as 1976, a morphologically distinct mechanism of phagocytosis 
in which membrane zippering did not play an obvious role ( 6 ) was described. Finally, 
studies of the phenomenon of macropinocytosis, in which macrophages internalize 
(“drink”) large amounts of their surrounding medium, revealed that it had many 
biochemical similarities to phagocytosis, but because there was no phagocytic target, 
there was no possibility of repeated target-phagocyte interaction as envisioned by the 
zipper hypothesis. These data have forced a reexamination of the process of 
phagocytosis since 1990 that has led to the elucidation of important molecular 
mechanisms underlying this essential cellular function and its control. It is very clear 
that phagocytosis is an extremely complex process that requires cellular integration of 
dynamic changes in plasma membrane, cytoskeleton, vesicular traffic, signaling 
cascades, and effector molecules. In addition, it has become clear since 1990 that a 
variety of microorganisms can exploit this process to establish infection in hosts, leading 



to intracellular infections that present special challenges for host defense and immunity. 
In this chapter, we review current understanding of the various molecular and cell 
biological processes that result in internalization of particulate material.

GENETIC APPROACHES TO UNDERSTANDING PHAGOCYTOSIS

Phagocytosis as a cell biological process is conserved from amebae to the wandering 
and fixed phagocytes of mammals. Elucidation of the common mechanisms underlying 
this complex but evolutionarily conserved process by which diverse cell types and 
organisms carry out ingestion thus represent a problem of fundamental importance in 
cell biology and immunology. Because of the complexity of the process and its required 
coordination with other effector mechanisms in the ingesting cells, a nonbiased 
approach to understanding the molecular mechanisms of the process is extremely 
important for identifying the proteins and other cellular components involved. The 
advent of available elegant genetic screens in simple eukaryotes has made a genetic 
approach to this problem possible. Random mutagenesis has been used in 
Dictyostelium species, in Caenorhabditis elegans, and, to a more limited extent, in 
Drosophila species to investigate phagocytic mechanisms. In many ways, Dictyostelium 
discoideum is the ideal model organism for studying phagocytosis by ameboid cells 
(which include polymorphonuclear leukocytes and macrophages of vertebrates), 
because it is actively phagocytic and genetically manipulatable. For this reason, 
Dictyostelium has been used increasingly to understand the genes involved in the 
process of ingestion; at least 25 gene mutations that affect phagocytosis have been 
identified ( 7 ). These genes can be classified generally as cytoskeletal proteins; 
signaling proteins regulating cytoskeletal rearrangements; and proteins involved in or 
regulating membrane fusion. In addition, calreticulin and calnexin, both calcium-binding 
proteins of the endoplasmic reticulum, are essential for efficient phagocytosis in 
Dictyostelium ( 8 ). These proteins may provide calcium for optimal actin polymerization 
around the phagocytic cup and, in addition, may indicate that the endoplasmic reticulum 
is an important source of membrane for the forming phagosome. Calreticulin and 
calnexin, as well as other endoplasmic reticulum proteins, have been detected on 
phagosomes purified from mammalian phagocytes ( 9 ). A current model for 
phagocytosis based on these studies in Dictyostelium is shown in Fig. 1.

 
FIG. 1. The genetics of phagocytosis in Dictyostelium. Dictyostelium discoideum has 
been used as a genetically tractable model organism to understand the molecular basis 



of phagocytosis. The genes shown to be involved in phagocytosis by this approach 
include those for proteins involved in signal transduction, cytoskeletal rearrangements, 
and delivery of membranes to the forming phagosome. From Cardelli ( 7 ), with 
permission.

Genetic investigations of phagocytosis in C. elegans have the longest history, on the 
basis of the requirement for phagocytosis of apoptotic cells during normal development. 
Seven mutant C. elegans genes that lead to failure to phagocytose apoptotic cells have 
been identified ( 10 ). Six of these have homologs that also function in phagocytosis of 
apoptotic cells in mammals. Although some of these genes, such as the apparent 
receptor for apoptotic cells and an adenosine triphosphate (ATP) binding cassette 
(ABC)–type transporter, may function specifically in recognition and uptake of apoptotic 
cells, several of the gene products probably have a wider role in phagocytosis because 
they are involved in regulation of the cytoskeleton. These include adapter proteins CrkII, 
DOCK180, and Elmo and the low-molecular-weight guanosine triphosphatase 
(GTPase) Rac ( 11 , 12 ).

Drosophila species have been increasingly used as a genetically tractable model for 
studying both removal of apoptotic cells and phagocytosis in the context of infection ( 13 

, 14 ). The importance of Drosophila species as a model for innate immunity in general 
was established by the initial identification of the central role of Toll and Toll-like 
receptors in host defense against infection in the fruit fly ( 15 ). Although studies in this 
organism have not yet led to a comprehensive model for the genes involved in 
phagocytosis, it is likely that Drosophila species will be increasingly used to study the 
genetics of host defense.

The basic molecular mechanisms of ingestion are probably quite similar through 
evolution, but there are many specializations that have occurred as the process has 
changed from one involved primarily in nutrient uptake to one involved in host defense 
and as the mechanisms for the function of innate and adaptive immunity have grown 
more complex. For this reason, a focus on the role of phagocytosis in the context of the 
immune system necessitates a detailed consideration of the cells of higher vertebrates; 
the remainder of the chapter focuses on phagocytosis in mammalian cells.

TYPES AND DERIVATIONS OF PHAGOCYTES

As an essential element of host defense, phagocytosis is a part of the mechanism by 
which most potential pathogens are ultimately destroyed. The host defense aspects of 
phagocytosis require recognition of potential pathogens and are a function primarily of 
specialized leukocytes, the myeloid cells known as polymorphonuclear neutrophils 
(PMNs); mast cells; and monocytes, macrophages, and their differentiated derivatives 
specialized for interaction with lymphocytes, known as dendritic cells. All phagocytes 
are bone marrow-derived. PMNs and monocytes migrate through blood and tissues, 
surveying for disruptions of homeostasis that necessitate repair. Macrophages and 
mast cells are resident in all tissues of the body, in which they are involved in normal 
tissue turnover and wound repair as well as in host defense against infection. Dendritic 



cells are resident in tissues as well as in lymph nodes and spleen; an important part of 
their function is to bring antigens derived from tissue infections to local lymph nodes, 
where lymphocytes can be recruited to initiate specific immunity.

Myeloid granulocytes are divided on the basis of staining properties of their granules 
into neutrophils, eosinophils, and basophils. PMNs are the most abundant, constituting 
about 95% of the total granulocytes. PMNs mature from committed precursors for 6 
days in the bone marrow and then are released into the vasculature to circulate for only 
a few hours, after which they enter various tissues, where they ultimately undergo 
programmed cell death and are efficiently removed by resident macrophages. During 
infection, PMNs are released from the bone marrow in greater numbers and sometimes 
before full maturation. The existence of increased numbers of PMNs or immature 
PMNs, or both, in the blood has been used clinically for many years as a sign of 
infection. Mature PMNs contain at least three classes of granules, termed primary, 
secondary, and tertiary, which differ in their contents. In general, the granules contain 
lysosomal enzymes and other bacteriostatic or bacteriocidal molecules and act as a 
repository for membrane molecules that can be rapidly mobilized to the cell surface for 
use in host defense. The regulated secretion of granule contents is a critical component 
of host defense, as demonstrated by the marked increase in susceptibility to infection in 
patients lacking one or more classes of neutrophil granules.

Mononuclear phagocytes are released from the bone marrow as monocytes, which 
migrate into different tissues, in which they further differentiate into mature 
macrophages. The phenotype of these macrophages is highly dependent on their 
environment in tissue. In the absence of inflammation, a major role for tissue 
macrophages is to remove dead and damaged cells and particulate matter from tissues. 
As Kupffer cells in the liver, they remove senescent erythrocytes, fibrin degradation 
products, immune complexes, and bacteria from the portal circulation, which perfuses 
the intestine. As alveolar macrophages, they ingest and remove inhaled particles small 
enough to reach the terminal airways. When inflammation is present, the rate of 
migration of monocytes into the site of inflammation is increased, and the numbers of 
macrophages present begins to increase within a few hours and can remain elevated 
until inflammation is resolved. Inflammatory macrophages differ from resident tissue 
macrophages by expression of myeloperoxidase, increased phagocytic capacity, and 
enhanced ability to generate toxic oxygen and nitrogen metabolites.

Also resident in tissues are immature dendritic cells, which are highly phagocytic and 
extremely important in the response to infection. Indeed, dendritic cells may be more 
capable of destruction of certain invading pathogens than are tissue macrophages. 
Phagocytosis by dendritic cells provides a major route for interaction between innate 
and acquired immunity, because dendritic cells are specialized for presentation of 
ingested antigens to T and B cells. After phagocytosis of pathogens in peripheral 
tissues, dendritic cells migrate to lymph nodes, where they become much less 
phagocytic but are particularly efficient at activating T cells for initiation of specific 
immunity.

A specialized phagocytic cell related to the macrophage, the microglial cell, exists in the 
brain. Microglia are derived from bone marrow derived, express many of the phagocytic 



receptors of macrophages, and have been implicated in the removal of apoptotic cells 
and cell debris in a variety of pathological conditions in the brain. Like macrophages 
and dendritic cells, microglia can present antigens to lymphocytes; this property may be 
important in the pathogenesis of various brain inflammatory diseases, including multiple 
sclerosis and experimental allergic encephalomyelopathy. Phagocytosis of pathological 
material by microglia and the subsequent induction of inflammation have been 
implicated in the pathophysiology of a variety of neurodegenerative diseases, including 
Alzheimer’s disease.

CELL BIOLOGY OF PHAGOCYTOSIS

Phagocytosis can be modeled as occurring in four basic steps ( Fig. 2). The initial event 
is recognition of the target by the phagocytic cell. Recognition of a phagocytic target can 
be either direct, through interaction with molecular motifs expressed by the target that 
the phagocyte recognizes as “foreign,” or through the process of opsonization. 
Opsonization occurs when soluble host proteins, present in plasma and extracellular 
fluids, interact with invading pathogens, apoptotic cells, or cellular debris. In the second 
step of phagocytosis, receptor–ligand interactions cause specific cellular responses 
through signal transduction pathways. These responses are required for membrane and 
cytoskeletal changes that lead to engulfment and can also be accompanied by other 
aspects of inflammation, such as enzyme secretion, adhesion, degranulation, and 
activation of the respiratory burst. The third step is the actual process of internalization, 
which requires one or more membrane fusion events in the phagocytic cell to bring the 
target from the extracellular milieu to the intracellular vesicular network. As discussed 
later, there are several distinct mechanisms for engulfment. Finally, the ingested 
particle enters the lysosomal system in the phagocyte, where it is degraded. The study 
of the response to both model particles and to infectious organisms, and the 
mechanisms by which virulent organisms evade ingestion and killing, have helped 
elucidate these steps of phagocytosis.



 
FIG. 2. The four steps of phagocytosis. Phagocytosis can be modeled as occurring in 
four steps. Initially, the phagocyte interacts with the target of ingestion either through 
specific receptors for opsonin (as depicted) or through receptors that directly recognize 
biochemical attributes of the surface of the target. Attachment of the target initiates 
signal transduction in the phagocyte, often through ligation and clustering of the 
recognition receptors, which begins the process of ingestion. Ingestion can occur 
through three morphologically distinct processes: “zippering,” in which the membrane of 
the phagocyte extends around the target through protrusion of pseudopods in close 
apposition to the target of ingestion; “sinking,” in which the plasma membrane of the 
phagocyte remains in close apposition to the target but pseudopods are not extended 
and the target appears to sink into the phagocytic cell; and “induced uptake,” in which 
the target causes an increase in membrane ruffling in the phagocyte, leading to its 
uptake by a mechanism resembling macropinocytosis. Induced uptake often occurs 
because the target injects specific effectors into the cytoplasm of the phagocyte, rather 
than because of signaling from the recognition receptors. Finally, all three 
morphologically distinct mechanisms of ingestion lead to fusion of the phagosome with 
intracellular vesicular compartments, including endosomes and lysosomes, which can 
deliver antimicrobial effectors to the intracellular compartment containing a potential 
pathogen.

Recognition of the Phagocytic Target

Nonopsonic Recognition The initial event of phagocytosis is recognition of the particle 
to be ingested by the phagocytic cell. In “professional phagocytes,” this occurs because 
of expression on the phagocytic cell of a set of receptors that have evolved to recognize 
invading organisms and devitalized cells or tissues. The target motifs are called 
pathogen-associated molecular patterns (PAMPs); conversely, the phagocytic receptors 
that recognize these PAMPs are called pattern recognition receptors (PRRs). A number 
of these receptors recognize specific features that differentiate the target from normal 
cells or tissue. For example, there are phagocyte receptors for bacterial 
lipopolysaccharide, for peptidoglycan, for certain carbohydrates, for denatured proteins, 
and for phosphatidylserine (a surface-exposed component of apoptotic cells). The 



Toll-like receptors (TLRs) have been described as extremely important PRRs in innate 
immunity ( 16 ). TLRs are a family of receptors that recognizes a variety of molecules 
specific to pathogens, including surface components such as lipopolysaccharide, 
peptidoglycan, lipoarabinomannan, lipoteichoic acid, and bacterial deoxyribonucleic 
acid. Toll, the original family member, is a Drosophila membrane receptor essential in 
host defense against fungi and in embryonic dorsal-ventral patterning. Toll and the 
mammalian TLRs all are able to activate the NF?B pathway of gene transcription that 
regulates synthesis of numerous molecules involved in the inflammatory response. 
TLRs are recruited to phagosomes containing ingested targets ( 17 ). However, there is 
no evidence that the TLRs can themselves initiate phagocytosis. There is no homology 
between the intracytoplasmic domains of TLRs and receptors known to initiate 
phagocytosis. In addition, TLRs are widely expressed on cell types such as epithelia 
and endothelia that are not professional phagocytes. Thus, it is likely that TLRs 
localized to phagosomes act primarily to signal NF?B activation from PAMPs generated 
by degradation of an already internalized pathogen in a phagolysosome. In this way, the 
TLRs are essential for linking phagocytosis to other effector functions of innate 
immunity. Other receptors that can interact directly with bacteria and fungi can initiate 
phagocytosis. For example, CR3, an integrin receptor expressed on phagocytic cells, 
can bind directly to lipopolysaccharide, Histoplasma capsulatum, Neisseria 
gonorrhoeae, and other pathogens. Cell surface proteins in the scavenger receptor 
family recognize a wide variety of ligands, including modified proteins; polyanions, 
including nucleic acids; and acidic phospholipids, including lipopolysaccharides of 
gram-negative bacteria and lipoteichoic acids of gram-positive bacteria. Other receptors 
that can mediate nonopsonic recognition of pathogens include CD66 (for Opa-52 on N. 
gonorrhoeae); the integrins avß3 (for Bordetella pertussis and Coxiella burnetii) and 
a5ß1 (for H. capsulatum); and mannose receptor (for multiple organisms, including 
various Mycobacteria species, Pneumocystic carinii, and Borrelia burgdorferi). Ingestion 
of apoptotic cells also may involve direct recognition, especially of phosphatidylserine, a 
lipid not present in the outer leaflet of the plasma membrane unless cell death has 
occurred. Scavenger receptors can recognize phosphatidylserine. There is evidence 
that CD36, a class B scavenger receptor, is involved in phagocytosis of apoptotic cells ( 
18 ), and receptors for apoptotic cells in C. elegans and Drosophila species have 
homology to scavenger receptors. A mammalian receptor for phosphatidylserine with 
homology to C. elegans and Drosophila melanogaster receptors has been identified 
and demonstrated to participate in phagocytosis of apoptotic cells ( 19 ). In general, 
efficient initiation of phagocytosis by direct recognition of either pathogen or apoptotic 
targets may require simultaneous engagement of more than one type of receptor. This 
could provide a level of control in this process of ingestion that might both inhibit 
undesirable ingestion of host cells and provide a better regulation of the coupling of 
ingestion to the inflammatory response than could occur if only a single receptor type 
mediated the entire process of ingestion and initiation of inflammation. 
Opsonin Receptors Successful homeostasis has required the evolution of other 
mechanisms for recognition and destruction of invaders or damaged tissue. The host 
response to this challenge has been to evolve a series of soluble proteins that 
recognize invaders and in turn are recognized by specific receptors on phagocytic cells. 
These plasma proteins increase the range of microbes recognized as potential 
pathogens, or extracellular debris recognized as damaged or defective, and they 
engage potentially more efficient mechanisms for signaling the removal and destruction 



of the targets to which they attach than do receptors involved in direct recognition of 
pathogens. The plasma proteins are called opsonins, from the Greek opson, meaning 
“to prepare to eat.” The classic opsonins of plasma are immunoglobulin and 
complement, for which there are various receptors on phagocytic cells. It has become 
clear that there are other opsonins in plasma or other body fluids, including collectins 
and pentraxins, which may be very important for triggering or regulating phagocytosis. 
Immunoglobulin (Ig) Fc Receptors Fc receptors bind to the Fc portion 
(immunoglobulin domains C2 to C3 of the heavy chain) of IgG and immunoglobulins A 
and E (IgA and IgE) molecules. IgG receptors (Fc?R) and IgA receptors (FcaR) are 
widely expressed on professional phagocytes, whereas the high-affinity IgE receptor is 
expressed exclusively on mast cells and basophils. The phagocytic function of the Fc?R 
has been the most extensively studied. These receptors are immunoglobulin family 
members with three (Fc?RIA) or two (other FcR) extracellular immunoglobulin domains, 
a single transmembrane segment, and a relatively short cytoplasmic tail, except for 
human Fc?RIIIB, which is anchored to the membrane through a 
glycosyl-phosphoinositol (GPI) linkage and thus lacks transmembrane and intracellular 
domains. All phagocyte Fc? receptors are located within a small region of chromosome 
1 in both humans and mice. Most likely is that the different genes evolved from a single 
ancestral Fc?R by a series of duplications. Whereas Fc?RI can bind monomeric IgG 
with nanomolar affinity, Fc?RII and Fc?RIII are mainly receptors for polyvalent IgG, 
such as occurs in immune complexes or on antibody-coated bacteria, viruses, or 
cellular debris. The affinity of different Fc? receptors differs considerably for immune 
complexes made with different IgG subclasses. The major histocompatibility 
complex–related placental Fc? receptor, which mediates transfer of maternal IgG to the 
fetus and, because of expression on endothelial cells, regulates IgG lifetime in blood, is 
not expressed on phagocytes. 
Fc?RI. Fc?RI, with its three immunoglobulin domains, is a high-affinity (1- to 10-nmol) 
receptor for IgG. There are three Fc?RI genes: Fc?RIA, Fc?RIB, and Fc?RIC. Fc?RIA 
is normally expressed on macrophages and monocytes; expression of the protein 
products of the other two genes is not certain. Fc?RI is not normally expressed on 
PMNs but can be induced by interferon-? or granulocyte colony-stimulating factor 
(G-CSF). Like the high-affinity IgE receptor FceRI Fc?RIA is associated with an 
additional membrane molecule, the ? chain dimer. The ? chain, named because of its 
association with the a and ß chains of FceRI, is a relative of the ? chain of the T-cell 
antigen receptor and of the death-associated protein (DAP)–12 chain of myeloid and 
natural killer cells. Like ? and DAP-12, ? mediates receptor signaling via 
immune-tyrosine activation motifs [ITAMs ( 20 )] and binding of Syk family tyrosine 
kinases. In contrast to FceRI, T-cell antigen receptor, and Fc?RIIIA (see later 
discussion), Fc?RIA surface expression is not dependent on expression of the signaling 
? chain. However, association with ? chain does increase affinity for monomeric IgG 
about threefold, perhaps by increasing receptor dimerization ( 21 ). Fc?RI is the only 
Fc?R that has sufficient affinity for ligand to bind monomeric IgG well. Although it can 
initiate phagocytosis of IgG-coated targets, Fc?RI is saturated with monomeric IgG on 
circulating monocytes. Thus, it may additionally function as a cytophilic antibody similar 
to FceRI on basophils and mast cells, requiring only dimeric antigen to induce cell 
activation. 
Fc?RII. Fc?RII is a medium-affinity Fc? receptor. As with Fc?RI, there are three gene 
loci that end-code Fc?RII proteins: Fc?RIIA, Fc?RIIB, and Fc?RIIC. In human 
phagocytes, PMNs express only Fc?RIIA. Monocytes and macrophages express some 



Fc?RIIB, but Fc?RIIA predominates. Fc?RIIC has not been detected at the protein 
level. A polymorphism in the membrane proximal immunoglobulin domain (H131R) of 
human Fc?RIIA leads to an isoform with substantially reduced affinity for IgG2. This 
may affect host defense, inasmuch as homozygosity for the high-affinity 131H allele is 
associated with a lower incidence of infections with encapsulated bacteria, for which 
IgG2 is required for optimal host defense ( 22 ). There are significant differences in 
function between Fc?RIIA and Fc?RIIB because of differences in sequence in the 
cytoplasmic tails of the two receptors. Whereas particle attachment via Fc?RIIA leads to 
phagocytosis, attachment via Fc?RIIB does not. Ligation of Fc?RIIA with an 
IgG-opsonized target activates the tyrosine kinase Syk and subsequent signaling 
events, including the initiation of actin polymerization ( 23 ). Although Fc?RIIA may, like 
other phagocyte Fc? receptors, associate with the ITAM-containing ? chain dimer, its 
signaling activity critically depends on two of the three tyrosines in its own cytoplasmic 
tail. These two tyrosines are in ITAM-like motifs, although the spacing between the two 
critical tyrosines is greater than in a typical ITAM. Nonetheless, Syk appears to bind 
directly to Fc?RIIA and to be activated when these tyrosines are phosphorylated, which 
suggests that Fc?RIIA does have a functional ITAM ( 24 ). Also, Fc?RIIA functions 
normally when expressed on macrophages that lack ? chain because of a genetic 
deletion ( 25 ). In contrast, Fc?RIIB fails to activate the tyrosine kinase Syk, which is 
essential for phagocytosis. Fc?RIIB does not have an ITAM sequence; instead, its 
phosphorylated tyrosine is within a sequence that binds the inhibitory Src homology 2 
domain–containing inositol 5'-phosphatase (SHIP) ( 26 ). SHIP diminishes phagocytosis 
by counteracting the signaling of phosphatidylinositol 3-kinase (PI3K), and so coligation 
of Fc?RIIB with other Fc? receptors actually decreases ingestion. In addition, Fc?RIIB is 
constitutively associated with actin microfilaments, which may exclude it from 
membrane domains active in phagocytosis or may inhibit the actin rearrangements 
required for ingestion. Thus, ligation of Fc?RIIA and ligation of Fc?RIIB have opposite 
effects, inasmuch as the former activates phagocytes and the latter diminishes cell 
activation. There is a distinction between murine and human physiology in the function 
of Fc?RII, inasmuch as mouse phagocytes express only the inhibitory Fc?RIIB. Thus, 
the only activating receptors in murine cells are Fc?RI and Fc?RIII. There is no obvious 
difference in phagocytosis or other Fc? receptor functions between murine and human 
cells, despite this difference in Fc? receptor representation. 
Fc?RIII. Fc?RIII is encoded by two nearly identical genes: Fc?RIIIA and Fc?RIIIB. 
Fc?RIIIA is a transmembrane protein with two immunoglobulin domains. There are nine 
nucleotide differences between the genes encoding Fc?RIIIA and Fc?RIIIB. A single 
nucleotide change leads to substitution of Phe at amino acid 185 in Fc?RIIIA with Ser in 
Fc?RIIIB, a difference that creates a signal for addition of a GPI anchor rather than a 
transmembrane domain in Fc?RIIIB. Fc?RIIIA has intermediate affinity for IgG (30 
nmol), whereas Fc?RIIIB binds monomeric IgG very poorly, which suggests that the ? 
chain association of Fc?RIIIA may affect ligand affinity, as it does for Fc?RI. 
Macrophages, some monocytes, natural killer cells, and some T-lymphocytes express 
Fc?RIIIA. Only neutrophils constitutively express Fc?RIIIB, which is also expressed on 
eosinophils after exposure to interferon-?. Fc?RIIIA has a sequence in its 
transmembrane segment that leads to retention in the endoplasmic reticulum unless it 
is associated with the ? chain. Thusboth its signaling and its surface expression are 
dependent on association with ? chain. In this way, it differs from Fc?RI and Fc?RII. 
The PI-linked Fc?RIIIB is not present in the mouse genome, and so murine leukocytes 
express only Fc?RIIIA. In humans, loss of Fc?RIIIB through chromosomal deletion does 



not cause an obvious increase in susceptibility to bacterial infections ( 27 ). 
Soluble Fc Receptors. Several Fc? receptors can be secreted after synthesis from 
alternatively spliced messenger ribonucleic acids or released from the cell surface by 
proteolytic cleavage ( 28 ). These soluble products are increased in inflammatory 
diseases and in situations in which phagocyte numbers or turnover is increased. 
Although these proteins in vitro can inhibit immune complex–mediated phagocyte 
activation by blocking immune complex interaction with cellular Fc? receptors, the in 
vivo significance of these receptor fragments is unclear. 
FcaR. FcaR is expressed on monocytes and PMNs. This receptor has nanomolar 
affinity for IgA and associates with the ? chain homodimer, like Fc? receptors. Like 
Fc?RI and Fc?RIIA, FcaR expression is not dependent on ? chain association. Because 
of its relatively high affinity for IgA and its ? chain association, FcaR may have functions 
similar to those of Fc?RI. Although FcaR-mediated phagocytosis has been reported, its 
phagocytic capacity has not been studied extensively. IgA antibody to some bacteria 
and viruses actually increases susceptibility to systemic infection and blocks 
opsonization and phagocytosis in vitro, which suggests that IgA does not have a potent 
opsonic effect. A possible resolution of this dilemma is the discovery that inflammatory 
mediators can induce FcaR expression on Kupffer cells, the macrophages of the liver 
that are important for removal of gastrointestinal bacteria that have penetrated intestinal 
barriers ( 29 ). When induced on Kupffer cells, FcaR can mediate the removal of bacteria 
opsonized with serum (but not secretory) IgA. Expression of FcaR also differs between 
mouse and human, inasmuch as mice apparently lack this gene ( 30 ). The polymeric 
immunoglobulin receptor, which transports IgA across mucosal barriers, is essential for 
normal host defense but is not expressed on phagocytes. 
Complement Receptors The complement component C3 is the second major opsonin 
of serum. During complement activation, C3 is cleaved to C3b and then further to 
inactivated C3B (iC3b), both of which are covalently attached to the 
complement-activating surface. Phagocytes express receptors for both of these C3 
fragments, and these complement receptors may initiate phagocytosis. Unlike Fc 
receptors, however, complement receptors are not competent for ingestion in 
unactivated cells. Instead, phagocytes ingest C3-opsonized targets efficiently only after 
cell activation, both in vivo and in vitro. Thus, the capacity of these receptors for 
ingestion is not constitutive but depends on many other cellular events. Because the 
primary role of phagocytosis in host defense is at sites of infection and inflammation, 
where activating stimuli abound, it is likely that at these sites, complement receptors 
make an important contribution to the phagocytic potential of the responding cells. 
Complement Receptor Type 1 Complement receptor type 1 (CR1) is a single-chain 
type 1 transmembrane protein that is expressed on erythrocytes and glomerular 
podocytes, as well as on phagocytes and some lymphocytes. CR1 recognizes C3b. The 
CR1 molecule consists of multiple loose repeats of an approximately 60–amino acid 
disulfide-bonded domain, known as the short consensus repeat. There are allelic 
polymorphisms in the number of short consensus repeats expressed by CR1, which 
have been associated with differences in immune complex clearance and with 
autoimmunity, but these do not affect the phagocytic function of CR1. Phagocytosis of 
many complement-opsonized bacteria and other targets is partly inhibited by antibody 
to CR1, because the complement opsonins on the bacterial surface are a mixture of 
C3b and iC3b. It is likely that CR1 functions primarily as a receptor that mediates 
adhesion of the opsonized target to the phagocytic cell, whereas the integrin 



complement receptors (see below) are responsible primarily for the ingestion signals. 
Integrin Complement Receptors Two phagocyte-specific integrins of the ß2 (CD18) 
family act as receptors for the iC3b fragment of C3. These two are aMß2 [also known 
as complement receptor 3 (CR3), Mac1, and CD11b/CD18] and aXß2 [also known as 
complement receptor 4 (CR4), p150,95 or CD11c/CD18]. aMß2 has a special and 
central role in many PMN adhesion–dependent functions, such as phagocytosis, 
because its expression is required for multiple other receptors to interact appropriately 
with the phagocyte cytoskeleton for adhesion and ingestion ( 31 ). The central role of this 
integrin on PMNs is best appreciated by the phenotype of humans, cows, dogs, or 
transgenic mice with leukocyte adhesion deficiency type I, a complete or almost 
complete absence of expression of the ß2 integrin chain. These patients and animals 
have severe recurrent infections because of both the failure of PMNs to migrate to sites 
of infection and the failure of the few cells that do migrate to activate and phagocytose 
efficiently ( 32 ). Migration appears to depend more on the related integrin aLß2, which is 
also absent in leukocyte adhesion deficiency; activation and phagocytosis at the site of 
activation is a property of aMß2 ( 33 ). In the absence of aMß2, PMNs fail to 
phagocytose IgG or complement-opsonized targets appropriately; to secrete leukotriene 
B 4 normally after immune complex binding; to generate a normal increase in 

intracytoplasmic Ca 2+ in response to Fc?R ligation; to make a respiratory burst in 
response to many inflammatory stimuli; or to phosphorylate the cytoskeleton and 
adapter protein paxillin ( 34 , 35 ). The ability of integrins to link to cytoskeleton through 
their cytoplasmic tails suggests that these various effects of aMß2 on PMN activation 
may be intimately linked to its effects on cytoskeleton organization in these cells. An 
additional function of aMß2 may be to mediate lateral interactions with other receptors 
in the phagocyte plasma membrane ( 36 ). These lateral interactions have been studied 
most intensively for Fc? receptors and the urokinase-plasminogen activator receptor 
(uPAR), which, like Fc?RIIIB, is anchored to the membrane by a GPI link. aMß2 cocaps 
with Fc?RIIIB and uPAR in PMNs. When Fc?RIIIB is transfected into fibroblasts, 
cotransfection of aMß2 is necessary to make it competent for IgG-mediated 
phagocytosis ( 37 ). Both fluorescence resonance energy transfer and diffusion 
experiments suggest an intimate association of Fc?RIIIB and uPAR with aMß2. The link 
of aMß2 with other membrane receptors is not limited to GPI-linked receptors, 
inasmuch as a variety of evidence demonstrates an association with Fc?RIIA and FcaR 
as well. Together, these data support a model in which the role of aMß2 in phagocyte 
effector mechanisms extends beyond its function as a complement receptor to a 
general role as an essential component of the adhesive and phagocytic functions of 
diverse phagocyte plasma membrane receptors. This more general role in adhesive 
and phagocytic function may explain another remarkable feature of aMß2: the large 
number of ligands thought to bind to it. These include ICAM-1; fibrinogen; factor X; 
various bacterial components, including lipopolysaccharide and lipopeptides; denatured 
proteins; heparan sulfates; and yeast glucans, in addition to iC3b. Because many of 
these potential ligands have been defined by antibody inhibition of adhesion to 
ligand-coated particles and surfaces, the more fundamental role for aMß2 in PMN 
adhesion and cytoskeleton-dependent activation may require that these results be 
interpreted with caution. aXß2 is less abundant than aMß2 on PMNs and monocytes 
but increases in expression as monocytes differentiate into macrophages in vitro and in 
tissues. Like aMß2, aXß2 binds iC3b and fibrinogen, although there is no evidence that 
it interacts with any other of the wide spectrum of potential CR3 ligands. Like aMß2, 



aXß2 can mediate phagocytosis, but its other physiological functions may differ. For 
example, ligation of aXß2, but not aMß2, induces a respiratory burst in human PMNs ( 
38 ). In mice, aXß2 is present on many dendritic cells and some tissue T cells but not on 
most tissue macrophages. To date, a detailed comparison of the roles of aXß2 and 
aMß2 in phagocytosis has not been undertaken. 
Activation of Complement Receptors for Phagocytosis As discussed previously, 
complement receptors on unactivated cells bind opsonized targets but do not initiate 
phagocytosis. A fundamental question about their function is how they gain the ability to 
ingest when phagocytes are activated by cytokines, chemoattractants, lipid 
messengers, extracellular matrix proteins, or other signals present at sites of 
inflammation. How the integrin complement receptors activate has been much better 
studied than CR1. There are two distinct properties of the integrins that are altered by 
cell activation. First, affinity for ligand increases; second, there is increased clustering of 
these receptors within the plasma membrane. It is very likely that both these changes 
contribute to activation of phagocytosis. A general property of leukocyte integrins is the 
requirement for cell activation to induce high affinity for their ligands, a phenomenon 
called inside-out activation. The conformational change in the integrin induced by 
inside-out activation that leads to increased affinity is now determined at the atomic 
level for integrins, such as CR3 and CR4, which contain an inserted ligand-binding 
domain known as an I domain. An a helix in the integrin I domain moves away from the 
ligand binding site, making it more accessible to ligand. This conformational change has 
been estimated to increase affinity of aLß2, an integrin closely related to aMß2 and 
aXß2, for its ligand ICAM-1 by 10,000-fold ( 39 ). Similar affinity measurements have not 
yet been made for the phagocyte integrin complement receptors. How the 
conformational change in the I domain, distant from the plasma membrane, is induced 
by intracellular signaling is not yet known. Second, integrin clustering occurs on cell 
activation. The initiation of clustering involves release of unclustered integrins from 
cytoskeletal constraint to diffusion, perhaps through regulation of microtubule function 
by activation of the GTPase Rho ( 40 , 41 ). These integrins are now free to diffuse and 
can become clustered, perhaps through the interaction of ligated integrins with 
cytoskeletal and adapter proteins [e.g., Fyb/SLAP130 ( 42 , 43 )]. Integrin clustering may 
result from a conformational change in the extracellular domain, inasmuch as aLß2 
missing its I domain spontaneously clusters ( 44 ). Integrin clustering can induce 
adhesion to ligand-coated substrates and targets. Integrin diffusion and clustering as a 
result of inside-out signaling is likely to be very important in activation of 
complement-mediated phagocytosis. Enhanced receptor diffusion was shown to be 
necessary for complement-mediated phagocytosis in experiments in the 1970s ( 45 ), but 
the role of receptor clustering was not tested in those early experiments because the 
molecular identity of the complement receptor was not yet known. How the potentially 
independent processes of affinity modulation and clustering each contribute to induction 
of phagocytic competence of C3 receptors is not yet determined. This is clearly an area 
in which thorough study would lead to improved understanding of cellular regulation of 
phagocytosis. 
Collectins and Their Receptors Collectins (named for for col lagenous lectins) are 
oligomeric C-type lectins covalently associated with collagen-like domains that initiate 
their multimerization by forming triple helices. Collectins can bind to a variety of 
bacterial carbohydrates to initiate host defense. Two collectins, surfactant proteins A 
and D, are found only on mucosal surfaces in the lung and the gastrointestinal tract; 



three others—mannose-binding lectin (MBL), conglutinin, and collectin-43—are serum 
proteins synthesized in the liver ( 46 ). To date, conglutinin and collectin-43 have been 
found only in cattle; thus, most studies on the role of collectins in host defense have 
focused on MBL and the surfactant proteins. The surfactant proteins can act as 
opsonins to enhance phagocytosis by alveolar macrophages and can also act as 
macrophage chemoattractants. This is thought to be a major mechanism of innate host 
defense at mucosae, especially in the lung. MBL apparently can initiate phagocytosis by 
two distinct mechanisms ( 47 ). First, it can opsonize bacteria for direct recognition and 
ingestion. The molecular nature of the receptor or receptors that recognize MBL is 
controversial; both CR1 (the C3b receptor) and a heavily glycosylated type I membrane 
protein termed C1qRP have been shown to have this property. Second, MBL bound to 
bacteria can initiate the classical pathway of complement activation through a serine 
protease, MBL-associated serine protease (MASP)–2, related to the proteolytic (C1r 
and C1s) subunits of the first component of complement. From this perspective, it is not 
surprising that C1q, the third subunit of C1 is closely related structurally to collectins. 
Like MBL, C1q binds to both CR1 and C1qRP ( 48 ). Thus, from the point of view of a 
phagocytic cell, both C1q and MBL can directly opsonize bacteria and can amplify 
bacteria-phagocyte interaction by initiating the deposition of C3b and iC3b. 
Pentraxins and Their Receptors Pentraxins are so named because they consist of a 
radially symmetric arrangement of five identical, noncovalently linked chains in a 
pentagonal array. Two pentraxins, serum amyloid P component (SAP) and C-reactive 
protein (CRP), are rapidly produced in the liver in response to inflammation through 
activation of their transcription by a variety of cytokines. In humans, CRP levels in 
particular respond to inflammation, increasing as much as 1,000-fold within hours of 
acute infection. In the mouse, SAP appears to be more responsive than CRP to 
inflammatory signals. The pentraxin bind their ligand—which includes a diverse array of 
substances such as phosphocholine, fibronectin, chromatin, histones, and 
ribonucleoprotein—in a calcium-dependent manner ( 49 ). Like collectins, CRP can 
activate complement through the classical pathway and also has a cell surface 
receptor. Evidence has been presented that both CRP and SAP can bind to Fc? 
receptors, especially Fc?RI and Fc?RIII, although there are differences between human 
and murine receptors ( 50 ). In addition, CRP may bind to human Fc?RIIA on 
neutrophils; however, this view has been challenged ( 51 ). Thus, pentraxins, like both 
collectins and immunoglobulin, can induce recognition of pathogenic organisms by two 
mechanisms, direct interaction with a phagocyte cell surface receptor and activation of 
complement, which result in deposition of C3-derived opsonins on the surface of the 
invader. 

Mechanisms of Phagocytosis

The Zipper Hypothesis In 1977, Silverstein et al. ( 5 ) proposed a model for 
phagocytosis that has guided much of the research in the field. According to their zipper 
hypothesis, phagocytosis requires repeated interactions between ligands on the target 
particle and receptors on the phagocytic cell, and interruption of the formation of new 
interactions at any point prevents ingestion of the particle. In this model, the phagocytic 
cell moves over the target like a zipper. Most of the data in favor of the model have 
been obtained from studies of Fc receptor–mediated phagocytosis. During 
phagocytosis of IgG-coated particles, the phagocyte plasma membrane protrudes 



around the target. Interaction between the plasma membrane of the phagocytic cell and 
the ingestion target is close at the leading edge of these protrusions but more distant at 
the base of the phagocytic cup. Actin microfilaments polymerize and organize at the 
leading edge of the zipper as well, whereas the actin at the base of the phagocytic cup 
is less organized. This depolymerization may be necessary to allow fusion of the 
forming phagosome with intracellular vesicles, both as a source of membrane for 
completion of the phagocytic event and as a source of enzymes involved in killing and 
destruction of invading pathogens. An implication of the zipper hypothesis is that the 
signal transduction involved in phagocytosis is very localized, because the processes 
that occur at the leading edge of the membrane protrusion and those at the base of the 
phagocytic cup are quite different. The localized nature of the membrane events was 
demonstrated elegantly in an experiment in which Griffin and Silverstein ( 52 ) showed 
that unactivated macrophages (which have nonphagocytic complement receptors) that 
had both complement-coated pneumococci and IgG-coated erythrocytes bound to their 
surfaces ingested only the IgG-coated particles, even though the pneumococci and 
erythrocytes were contiguous on the macrophage plasma membrane. There is some 
evidence that phagocytosis is localized to membrane rafts, specialized regions of the 
plasma membrane enriched in glycosphingolipids, cholesterol, GPI-anchored proteins, 
and certain signaling molecules ( 53 ). This requirement for raft association could explain 
the confinement of phagocytic signals to small regions of the plasma membrane. 
However, this hypothesis remains controversial, in part because the nature and 
functions of the raft domains in cells remain difficult to manipulate experimentally. 
Morphological Differences between Crystallized Fragment and Complement 
Receptor Phagocytosis Since the 1970s, it has been clear that ingestion of 
complement-coated particles (by activated macrophages) and IgG-coated targets are 
morphologically distinguishable ( 6 , 54 , 55 ). As mentioned, in Fc? receptor–mediated 
phagocytosis, membrane protrusion around the target is a prominent feature; in 
complement-mediated ingestion, in contrast, the target appears to sink into the 
macrophage. This morphological difference suggests there may be a difference in 
mechanism of ingestion and has led to questions about whether the zipper hypothesis 
and its implication of localized signaling are true for all phagocytosis or just for Fc 
receptor–mediated ingestion. In fact, basic questions about the mechanism of 
complement receptor–mediated ingestion remain unanswered. No study of whether 
repeated interactions between target cell ligands and complement receptors are 
required for ingestion, the sine qua non of the zipper hypothesis, has been reported. As 
discussed later, certain biochemical differences between complement receptor 
phagocytosis and Fc? receptor phagocytosis have been described, but whether these 
result in fundamental changes in mechanism is not known. 

Signaling Events in Fc? Receptor–Mediated Phagocytosis

The Tyrosine Kinase Syk Is Critical for Initiation of Phagocytosis The evolution of 
phagocytosis through receptor engagement and clustering, actin polymerization, 
membrane addition and extension, and, finally, membrane fusion suggests that there 
must be an evolution of signaling events that accompany these processes. This 
possibility has been studied in some detail for Fc receptor–mediated ingestion. When 
Fc receptors are ligated and clustered, tyrosine kinases are activated. The cytoplasmic 
domains of the phagocytic Fc receptors contain tyrosines within ITAMs. As shown by 



mutagenesis studies, these tyrosines are required for phagocytosis. ITAM-mediated 
activation requires the tyrosine kinase Syk; in accordance with this model, Syk is 
required for Fc receptor–mediated ingestion, as shown by pharmacological inhibition, 
antisense, and gene-disruption experiments ( 56 , 57 ). Whether Syk activation is the 
earliest signaling event in Fc receptor phagocytosis is debated. Syk activation 
apparently requires phosphorylation of the tyrosines within the ITAM, and, in many 
circumstances, ITAM tyrosines are phosphorylated by members of the Src family of 
kinases. However, genetic deletion of Hck, Fgr, and Lyn, the three major Src family 
kinases of macrophages, delays but does not inhibit Fc receptor–mediated ingestion ( 58

 ). Thus, it is possible that Syk itself, which can associate with Fc receptors in the 
absence of ITAM phosphorylation, can phosphorylate the Fc receptor ITAM when the 
receptors are sufficiently clustered by ligand. In this model, Src family kinases can 
accelerate, but are not required for, the process. A number of signaling events relevant 
to phagocytosis occur as a result of Syk activation. Syk can act not only as a kinase but 
also as a docking molecule for other signaling effectors. Syk activation leads to actin 
polymerization, apparently through activation of PI3K, the Rho family GTPases, and 
p21-activated kinase (PAK), which in turn can activate the Wiskott-Aldrich syndrome 
protein (WASP) and the Arp2/3 complex, which together increase the number of 
nucleation sites for actin polymerization ( 59 ). Syk activation also leads to activation of 
phospholipase C, which in turn generates the mediators diacylglycerol and IP3. 
Although the increase in cytoplasmic Ca 2+ that results from IP3 generation apparently 
is not absolutely required for phagocytosis, the diacylglycerol is. Diacylglycerol released 
by Fc receptor ligation activates both classical and novel protein kinase C (PKC) 
isoforms ( 60 ), and the novel isoforms d and e are required for phagocytosis. Protein 
kinase Ca, on the other hand, apparently links Fc receptor ligation to effector 
mechanisms of inflammation, such as activation of the respiratory burst and generation 
of lipid mediators of inflammation. Exactly why protein kinase C is required for 
phagocytosis is not known; it may influence both actin polymerization and delivery of 
membrane to the nascent phagosome. 
Phosphatidylinositols in Crystallized Fragment Receptor–Mediated Phagocytosis 
The phosphatidylinositol lipids phosphatidylinositol 4,5-bisphosphate (PIP2) and 
phosphatidylinositol 3,4,5-trisphosphate (PIP3) play critical roles in phagocytosis. PIP3 
is generated from PIP2 by PI3K. There is probably more than one role for PI3K in 
phagocytosis. As mentioned previously, PIP3 is required for the activation of actin 
polymerization, and studies with pharmacological inhibitors of the enzyme demonstrate 
that pseudopod extension, which depends on actin polymerization, is inefficient in cells 
with inhibited PI3K ( 61 ). PI3K inhibitors also block membrane closure and retraction 
events required for phagocytosis ( 62 ), which suggests the potential involvement of the 
enzyme both in recruitment of myosin and in the final fusion events of phagosome 
formation. Furthermore, PI3K is present on some intracellular membrane vesicular 
compartments and may be required for vesicle fusion with plasma membrane-derived 
phagosomes ( 63 ), which suggests that it may have a role in delivery of membrane to 
nascent phagosomes as well. In the absence of membrane delivery from intracellular 
vesicles, phagocytosis is blocked ( 64 ). The central role for PI3K in so many steps of 
ingestion represents an apparent challenge to the central tenet of the zipper hypothesis: 
that signaling is localized in space. Because the product of PI3K is a lipid, it appears to 
be able to diffuse rapidly from its site of synthesis. Plextrin homology 
domain–containing proteins that interact with PIP3 would not obviously be confined to 



the membrane at the site of ingestion. However, PIP3 appears not to diffuse away from 
its site of formation, apparently because of a marked restriction of diffusion at the site of 
Fc receptor ligation ( 65 ). This mechanism for this very important aspect of Fc receptor 
signaling, central to the validity of the zipper hypothesis, is unknown. It is possible that 
plextrin homology domain–containing cytoskeletal proteins that simultaneously bind 
PIP3 and microfilaments can restrict diffusion of the lipid. The plasma membrane lipid 
PIP2 has been recognized as important in phagocytosis as well ( 66 ). The PIP2 
concentration increases rapidly at sites of Fc receptor ligation, where it is presumably 
restricted by mechanisms similar to those that restrict PIP3. The increase in PIP2 is 
thought to be dependent on local recruitment of phosphatidylinositol 4-phosphate 
5-kinase and can be temporally correlated with the increase in F-actin at the nascent 
phagocytic cup. PIP2 can stimulate actin polymerization by sequestering gelsolin, which 
normally keeps monomeric actin in an unpolymerized state and by participating in the 
activation of the WASP. A decrease in PIP2 occurs when phospholipase C? is recruited 
to the phagosome; this may lead to the decrease in F-actin that is found away from the 
leading edge of the extending pseudopod. 

Signaling Events in Complement Receptor Phagocytosis

Complement receptor–mediated phagocytosis differs from Fc? receptor–mediated 
ingestion in several ways. First, the primary receptor involved in complement-mediated 
phagocytosis, CR3, is an integrin rather than an ITAM-containing receptor. As 
discussed previously, CR3 is not constitutively phagocytic; on unactivated phagocytes, 
CR3 binds but does not ingest complement opsonized targets. Integrins can activate 
tyrosine kinases, including Syk ( 67 , 68 ), and so there exists the possibility that the Syk 
activation is an early event in complement-mediated phagocytosis, as in Fc 
receptor–mediated phagocytosis. However, this is unlikely, because Syk-deficient 
macrophages show a normal level of complement-mediated phagocytosis ( 57 ), which 
suggests that Syk activation, if it occurs, is not essential for this process. This raises the 
possibility that other tyrosine kinases may be involved in CR3-mediated ingestion. Like 
Fc receptor–mediated phagocytosis, CR3-mediated ingestion is dependent on PI3K but 
is independent of changes in intracytoplasmic Ca 2+. The roles for PIP3 in complement 
receptor–mediated ingestion have not been investigated as carefully as for Fc 
receptors; it is presumed to have similar effects on actin polymerization, vesicle 
delivery, and membrane closure in both processes ( 69 ). CR3-mediated ingestion also is 
blocked by inhibition of protein kinase C ( 55 ). Phospholipase D activation correlates 
closely with complement-mediated phagocytosis ( 70 ); it is not known whether this is the 
mechanism by which protein kinase C is activated. Finally, it is not known whether 
phosphatidylinositol 4-phosphate 5-kinase is activated by complement receptor ligation 
or whether PIP2 plays an important role in complement-mediated ingestion. In 
summary, the initial signaling events in CR3-mediated ingestion remain to be 
elucidated.

An intriguing difference between IgG- and complement-mediated phagocytosis involves 
the activation of Rho family GTPases. Whereas IgG-mediated ingestion requires Cdc42 
and Rac but is not dependent on Rho itself, the inverse is true for 
complement-mediated ingestion ( 71 , 72 ). The mechanism for and consequences of this 



difference remain uncertain, but it is intriguing to speculate that one consequence may 
be the different structures of phagocytosis during IgG- and complement-mediated 
ingestion. In fibroblasts, Rac and Cdc42 are important in formation of lamellipodia and 
filopodia, which may be similar in mechanism to pseudopod extension around the target 
particle, as occurs in IgG-mediated ingestion. Rho is required for myosin-dependent cell 
contractility and stress fiber formation, which may have its morphological parallel in the 
“sinking” phagocytosis of complement-opsonized particles. This, in turn, might imply 
fundamentally different roles for myosins in IgG- and complement-mediated ingestion, 
but this possibility has not been explored systematically. Differences in Rho family 
GTPase involvement might also account for differences in cytoskeletal protein 
distribution and in sensitivity to cytoskeleton-inhibiting drugs that separate IgG- and 
complement-mediated ingestion. Because some IgG-mediated ingestion also requires 
signaling from CR3, especially in stimulated PMNs ( 73 , 74 ), these pathways may 
converge to provide optimal cytoskeletal rearrangement for efficient ingestion.

Macropinocytosis and Phagocytosis

Pinocytosis is the uptake of extracellular fluid by cells. This is a mechanism for nutrient 
uptake and for sampling the external environment. For most cells at most times, 
pinocytosis occurs when small amounts of fluid are endocytosed with clathrin-coated 
vesicles. The size of these vesicles is below the level of resolution of light microscopy. 
However, in some cells, especially macrophages, fluid can be taken up by much larger 
membrane invaginations, and the resulting vesicles are easily visible in the light 
microscope. This process is called macropinocytosis, and it has some mechanistic 
similarities to receptor-mediated phagocytosis. In general, macropinocytosis does not 
occur unless cells have been stimulated in some manner, such as by growth factors or 
other strong activators of protein kinase C ( 75 ). One exception to this rule is the 
immature dendritic cell, which constitutively exhibits a high rate of macropinocytosis ( 76 

). This is thought to enhance its ability to sample antigens in the environment; as 
dendritic cells mature, they lose much of their capacity for macropinocytosis. Some 
bacteria have developed a mechanism to activate macropinocytosis in fibroblasts, 
epithelial cells, and macrophages in order to induce their uptake by host cells ( 77 , 78 ).

Like phagocytosis, but unlike clathrin-mediated endocytosis, macropinocytosis is 
inhibited by cytochalasins, which implies a requirement for actin microfilaments in this 
process. Like phagosomes, micropinosomes are surrounded by polymerized actin when 
they form. In addition, macropinocytosis requires PI3K ( 79 ), which suggests that there 
are some common signaling elements that lead to actin polymerization in both uptake 
mechanisms.

Cytoskeleton in Phagocytosis

The immediate target of signal transduction during phagocytosis is the actin 
cytoskeleton. An important feature of leukocytes, critical for phagocytosis, is the ability 
to rapidly change shape in response to activation. The role of the actin cytoskeleton in 
effector functions that require membrane remodeling is twofold. First, the actin 
cytoskeleton provides a mechanical framework to accomplish shape changes. Although 



the force that drives extension and contraction of the membrane when pseudopodia or 
phagosomes form has not been elucidated completely, there is evidence to support the 
notion that actin-myosin complexes provide a motor to drive such membrane 
formations. As discussed previously, the role of myosin may be different in Fc receptor 
and complement receptor phagocytosis, and actin polymerization itself can provide a 
force for membrane extension. Second, the actin cytoskeleton regulates signal 
transduction events that are important for the development of the effector phenotype. 
The cytoskeleton acts as a platform to bring surface receptors, “activatable” enzymes, 
and their substrates into close proximity. The dual role of the cytoskeleton is illustrated 
by the finding that depolymerizing agents such as cytochalasins not only inhibit shape 
changes, such as those associated with the process of phagocytosis, but also inhibit 
signals initiated by receptor ligation, such as the rise in intracellular calcium 
concentration induced by Fc?R ligation with immune complexes. Although detailed 
studies of cytoskeletal regulation during phagocytosis are lacking, a five-step model of 
cytoskeleton involvement can be proposed.

F-Actin Nucleation and Actin Polymerization When the target particle initially 
contacts the phagocyte membrane, actin polymerization results. Investigators have 
elucidated a mechanism for actin polymerization at the leading edge of migrating cells 
that appears to be important as well in actin polymerization during phagocytosis ( 80 ). 
The Arp2/3 complex, which consists of seven distinct proteins, can act as a nidus for 
actin polymerization, together with WASP. Recruitment of this actin-polymerizing activity 
seems to be downstream of Cdc42/Rac during Fc receptor–mediated phagocytosis and 
Rho during complement ingestion. Arp2/3 actin-nucleating activity also can be 
stimulated by myosin I ( 81 , 82 and 83 ), although whether this is important in 
phagocytosis is unknown. Coronin, an actin-binding protein that localizes to 
phagosomes, also can induce actin polymerization. Coronin-deficient Dictyostelium 
species are defective in phagocytosis ( 84 ), but whether this is because of an obligate 
role for coronin in actin polymerization or whether it has other roles in organizing actin 
cytoskeleton in the phagosome is unknown. Severing of actin filaments can induce actin 
polymerization because of the increase in concentration of barbed filament ends, where 
addition of actin monomers takes place. Gelsolin is the major actin-severing protein in 
phagocytes, and gelsolin localizes to phagosomes. Gelsolin-deficient neutrophils are 
defective for IgG-mediated phagocytosis ( 85 ). However, the phagocytic defect in the 
absence of gelsolin may result from a failure to bind IgG-opsonized targets rather than 
from any required role for gelsolin in the process of ingestion. Surprisingly, 
complement-mediated ingestion by gelsolin-deficient PMNs is normal. In contrast, 
absence of capG, a gelsolin-related barbed end-capping protein, leads to a decrease in 
both IgG- and complement-mediated phagocytosis ( 86 ). Cofilin, another actin-severing 
protein, accumulates at phagocytic cups in Dictyostelium species ( 87 ), and 
microinjection of anti-cofilin into a human macrophage-like cell line inhibits phagocytosis 
of opsonized zymosan ( 88 ). Cofilin interaction with actin requires its dephosphorylation, 
which is in turn regulated by phospholipase C and by Src family kinases ( 89 ). Proteins 
of the ezrin/radixin/moesin (ERM) family also can induce actin polymerization at 
phagosome membranes ( 90 ), but neither the proteins mediating ERM attachment to 
these membranes nor the mechanism of actin assembly is known. ERM family 
members can interact with integrins and with the Na +/H + exchanger 1 (NHE1), both of 



which have roles in phagocytosis ( 91 ). 
Association of F-Actin with the Phagosome Membrane The newly assembled 
F-actin must interact with the plasma membrane to exert the force required for 
engulfment of target particles. There are several possible mechanisms for this 
association. The first is via myristoylated alanine-rich C kinase substrate (MARCKS) or 
MARCKS-related protein (MacMARCKS). These are actin-binding proteins that 
associate with plasma membrane by a phosphorylation and 
calcium/calmodulin-regulated mechanism ( 92 ). In many cells, these proteins are the 
major direct targets of protein kinase C. The role for MARCKS family proteins in 
phagocytosis is controversial. Overexpression of MacMARCKS mutants lacking the 
effector domain inhibit ingestion ( 93 ), but knockouts of either MARCKS or 
MacMARCKS or of both proteins together fails to inhibit phagocytosis ( 94 ). Other 
membrane-associated, actin-binding proteins, such as vinculin and the ERM proteins, 
may also contribute to the communication between actin assembly and the phagosome 
membrane. A second potential mechanism for linking changes in F-actin to the 
phagosome membrane involves the association of actin with integrins. Actin-binding 
proteins such as a-actinin, filamin, talin, and vinculin can interact with the cytoplasmic 
domains of integrin ß chains. Many of these proteins, including some integrins, have 
been localized to forming phagosomes, which suggests the potential relevance of this 
interaction for phagocytosis. This mechanism is almost certainly important in 
complement-mediated phagocytosis; it also may account for the importance of aMß2 in 
Fc?R-mediated phagocytosis by neutrophils. The similarity in localization of 
actin-binding proteins between sites of integrin-mediated cell adhesion, called focal 
contacts, and phagocytic cups has led investigators to hypothesize that the focal 
contact could be a model for the phagosome. The natural appeal of the idea that 
attachment to substrate and to particulate targets for ingestion share common 
mechanisms is reinforced by the ability of multiple integrins to mediate phagocytosis 
and substrate adhesion. Moreover, tyrosine-phosphorylated proteins concentrate at 
both focal adhesions and phagocytic cups, and focal adhesion proteins such as paxillin 
and focal adhesion kinase (FAK) are among the prominent phosphorylated proteins 
during Fc?R-mediated phagocytosis. Thus, phagocytosis and focal contact formation 
may represent specializations of a general adhesion apparatus common to both 
functions. However, differences between the two events may be equally relevant, 
because there is no evidence for receptor alignment or actin stress fibers (prominent 
features of focal adhesions) in phagocytosis and no evidence for delivery of intracellular 
membranes and membrane fusion (necessary features of phagocytosis) in focal contact 
formation. 
Regulation of F-Actin Organization The dynamic regulation of the three-dimensional 
structure of the cytoskeletal complexes that associate with phagosomes is complex. 
Actin filaments within the extending pseudopods that arise during Fc?R phagocytosis 
are arranged in parallel arrays, cross-linked by several actin-bundling proteins such as 
ABP-120, L-plastin, and a-actinin. At the base of the phagocytic cup, the actin filaments 
are less ordered. Actin polymerization occurs primarily at the extending tips of the 
pseudopod, and there is net depolymerization at the base of the forming phagosome. 
Presumably, depolymerization aids fusion with intracellular vesicles and may be 
required for further steps in phagosome maturation. Despite its importance, little is 
understood about this aspect of phagosome-cytoskeleton interaction. 
Localization of Signaling Proteins to the Phagosome The analogy between 



phagosomes and focal adhesions extends to interactions between signaling molecules 
and the cytoskeleton. In focal adhesions, the cytoskeleton can form a scaffold for 
recruitment of signaling molecules such as kinases and phosphatases, lipid-modifying 
enzymes, and many adapter and regulatory proteins that are important for coordination 
of the events of phagocytosis. This provides a mechanism to bring phagocytic 
receptors, “activatable” enzymes, and their substrates into close proximity at the 
forming phagosome. Because multiple, sequential interactions are required for some 
kinds of phagocytosis, the relevant molecular events that arise from receptor–ligand 
interaction must be regulated very locally, so that the signals are confined to the 
immediate vicinity of the receptor. Both the cytoskeleton and the membrane 
environment of the phagosome may contribute to containment of these signals. It is 
intriguing that, although the events that pertain to ingestion remain quite local, 
phagocytosis can give rise to signals that affect gene expression in the nucleus; thus 
there must be exquisite control over which signals are “contained” and which “escape” 
the local environment of the phagocytic receptor. 
Generation of the Forces Necessary for Engulfment There exist three models that 
may explain the generation of forces required to extend pseudopodia and engulf 
particles during phagocytosis. The first model predicts that the forces generated by 
actin polymerization are sufficient to cause membrane extension. This is quite 
analogous to current models for generation of the force of locomotion ( 95 ). However, 
this model cannot account for the contractile force necessary for internalization of the 
phagosome. The second model adds actin cross-linking and gel-osmotic forces to actin 
polymerization in linking actin polymerization to the membrane protrusions. There is 
evidence for NHE1 activation during phagocytosis, occurring both with Fc?R ligation 
and with CR3 ligation ( 96 ); this could lead to localized osmotic changes necessary for 
the cytoplasmic gel to cause membrane protrusion ( 97 ). However, there has been no 
direct test of whether NHE1 activation is required for phagocytosis. The third model 
predicts that actin-myosin complexes generate a motor force that drives phagocytosis. 
In accordance with this hypothesis, inhibitors of both the myosin ATPase and myosin 
light-chain kinase block Fc?R-mediated phagocytosis ( 98 ). The nature of the myosin 
required for phagocytosis is uncertain. Involvement of myosin light chain suggests that 
“conventional” nonmuscle myosin (myosin II) is involved in the process, whereas 
genetic evidence from Dictyostelium organisms demonstrates important roles for 
myosin I and myosin VII rather than myosin II in phagocytosis. Myosin I appears to 
regulate actin polymerization during phagocytosis, whereas myosin VII regulates 
attachment of ingestion targets ( 99 ). Myosin I isoforms also have been implicated in 
Entamoeba histolytica phagocytosis by erythrocytes and in macrophage Fc?R-mediated 
ingestion. 

Phagosome and Phagolysosome Formation

The efficient engulfment of a phagocytic target requires delivery of intracellular 
membranes to the site of ingestion. If this did not occur, the surface area of a 
phagocyte would decrease during phagocytosis. However, careful measurements have 
demonstrated that the surface area of macrophages actually increases during the 
phagocytic process. The processes of exocytosis and membrane recycling are required 
for the addition of intracellular membranes to the cell surface during phagocytosis and 
depend on similar cell machinery [e.g., N-ethylmaleimide-sensitive fusion protein (NSF) 



and vesicle-associated soluble NSF attachment protein receptors (v-SNAREs)] as other 
exocytic processes. Blockade of rapid recycling of intracellular vesicles back to the 
plasma membrane inhibits phagocytosis. In macrophages, the GTPase Rab11 
participates in the recruitment of a rapid recycling endocytic compartment to the plasma 
membrane during phagocytosis, and this recruitment is essential for optimal ingestion ( 
100 ). In addition, the GTPase dynamin 2 recruits additional membrane to the nascent 
phagosome ( 101 ). In neutrophils, it is clear that regulated exocytosis leads to fusion of 
primary and secondary granules with the nascent phagosome that has not yet budded 
off the plasma membrane. This leads to leakage of contents of these granules into the 
extracellular space during robust ingestion. Thus, the initial phagosome is formed from 
plasma membrane and membranes of exocytic vesicles.

When fluid phase endocytosis occurs, there is an ordered fusion of the endocytic 
vesicle with a variety of intracellular vesicles, with sorting of intravesicle contents into 
different pathways, leading to recycling of some components of the endosome to the 
plasma membrane and eventual delivery of other endocytosed components to the 
lysosomal compartment for degradation. In macrophages, phagosomes appear to 
follow a similar pathway to fusion with lysosomes as the endocytic vesicles destined for 
lysosomal degradation. In endosome maturation, the Rab small GTPases are important 
in the fusion of endosomes with specific intracellular vesicles so that orderly maturation 
is maintained. This appears to be true for phagosomes as well, because Rab5 mediates 
fusion of early endosomes with phagosomes and Rab7 mediates fusion with late 
endosomes ( 102 ). Some intracellular pathogens specifically block 
phagosome-endosome fusion at discrete steps along this cascade, presumably to 
create a more amenable environment for survival (see later discussion). Fusion of late 
phagosomes (i.e., after interaction with the endosome pathway) with lysosomes 
appears to be calcium dependent, unlike the earlier fusion events. In neutrophils, 
phagosome maturation may occur through different mechanisms, because they have a 
small endocytic compartment and no true lysosomes. Instead, the primary (azurophil) 
granule substitutes for a lysosome and fuses directly with the base of the phagosome 
as it develops. Whether Rabs regulate this fusion event is unknown.

The identification of approximately 140 proteins associated with phagosomes in 
macrophages by a proteomic two-dimensional gel analysis has provided a glimpse into 
the complexity of phagolysosome biogenesis and intriguing possibilities for linking 
phagocytosis to subsequent cellular responses ( 9 ) ( Fig. 3). Many proteins expected to 
be present were identified, including hydrolases, proteins involved in membrane fusion, 
actin-binding proteins, and proton pump subunits. Other, unexpected proteins were also 
detected. These included proteins involved in signaling apoptosis, the lipid-raft 
associated protein flotillin, and a complex of proteins from the endoplasmic reticulum, 
including calnexin and calreticulin. The presence of these proteins suggests that the 
phagosome may function as a platform for the recruitment of signaling pathways linking 
ingestion to downstream effectors.



 
FIG. 3. The virtual phagosome. Proteomic approaches have led to the identification of 
numerous phagosome-associated molecules, which provides new insights into the 
function, formation, and dynamic changes of the phagolysosome. From Garin et al. ( 9 ), 
with permission.

Consequences of Phagocytosis

When phagocytic receptors are engaged, intracellular signals are generated not only to 
initiate ingestion but also to activate effector functions appropriate to the physiological 
circumstances. During infection and inflammation, engagement of phagocytic receptors 
may activate degranulation, respiratory burst, and metabolic pathways, leading to 
generation of inflammatory mediators such as leukotrienes, cytokines, and chemokines 
and of molecules involved in cross-talk between the innate immune system and 
effectors of specific immunity, such as B cells and T cells. Phagocytosis of apoptotic 
cells, in contrast, occurs during resolution of inflammation or development, situations in 
which activation of inflammatory cascades could be harmful. Thus, it might be expected 
that the consequences of ingestion of apoptotic cells are quite distinct from those of 
phagocytosis of bacteria, necrotic cells, foreign bodies, or tissue debris. Very often, the 
signaling cascades that activate these effector mechanisms during phagocytosis are 
distinct from those involved in the ingestion process itself. For example, extracellular 
signal–regulated protein kinase (ERK) activation is a prominent consequence of 
Fc?R-mediated phagocytosis and is important for both degranulation and activation of 
transcription of proinflammatory genes; however, ERK inhibition does not affect the 
ingestion process itself.

Phagocytosis of IgG-opsonized targets is the prototype of a proinflammatory signal. In 
general, the signaling cascades activated to induce these proinflammatory functions are 
distinct from those involved in phagocytosis itself, although, like phagocytosis itself, all 
are initiated by Syk. Fc?R-mediated phagocytosis is associated with activation of the 
reduced nicotinamide adenine dinucleotide phosphate (NADPH) oxidase, through a 
pathway requiring activation of the a isoform of protein kinase C. This may represent a 



distinct signaling pathway from the involvement of protein kinase C in the ingestion 
process, which apparently involves the atypical isoforms of protein kinase C, d and e. 
Ligation of Fc? receptors also is associated with activation of phospholipase A 2, with 
consequent release and metabolism of arachidonic acid to leukotriene B 4 and 
generation of platelet-activating factor from lysophosphatidic acid. All these products 
are proinflammatory. Fc?R ligation also activates tumor necrosis factor a (TNF-a) 
production, apparently through activation of an ERK ( 103 ). The combined effects of 
TNF-a and Fc?R ligation also can activate the NF?B pathway for expression of 
inflammatory gene products ( 104 ). NF?B activation during IgG-mediated phagocytosis 
may require activation of the NADPH oxidase as an intermediate step. Another potential 
pathway to NF?B activation during phagocytosis is through TLRs, which can activate 
NF?B through a pathway similar to that of IL-1. Whether this pathway is activated 
during phagocytosis of intact bacteria, fungi, or other pathogens is not yet known.

Phagocytosis of apoptotic cells is the opposite extreme from Fc?R-mediated ingestion, 
because it not only does not elicit proinflammatory effectors but also actively 
suppresses these events, which is concordant with its role in the resolution of 
inflammation. Phagocytosis of apoptotic cells induces secretion of transforming growth 
factor ß (TGF-ß), which appears to be the mechanism for suppression of inflammation ( 
11 ). A number of macrophage receptors have been implicated in recognition and 
phagocytosis of apoptotic cells, including scavenger receptors, the integrin avß3, CD14, 
and a cloned receptor for phosphatidylserine. Which of these is important for signaling 
TGF-ß synthesis is not certain. Ligation of av integrins or the phosphatidylserine 
receptor on macrophages can induce TGF-ß secretion, and so these are leading 
candidates for involvement in this mechanism of suppression of inflammation ( 19 , 105 ). 
However, nothing is known of the signaling pathways that might lead from these 
receptors to induction of TGF-ß.

Phagocytosis through CR3 lies between the extremes of IgG-mediated ingestion and 
phagocytosis of apoptotic cells. Unlike phagocytosis of apoptotic cells, it clearly does 
not suppress inflammation. On the other hand, its connection to proinflammatory 
effector mechanisms is less absolute than for Fc?R. In some instances, CR3-mediated 
ingestion does not lead to activation of the respiratory burst or generation of 
arachidonate metabolites, whereas in other cases, it does. The reason for this 
difference in effect of engagement of the same receptor may depend on the site on the 
receptor engaged, the extent of cross-linking of the receptor, engagement of additional 
cell surface receptors, or the state of activation of the cell. TNF-a pretreatment of 
neutrophils enhances CR3-mediated activation of the respiratory burst through 
recruitment of Syk, which is otherwise not engaged during CR3 phagocytosis ( 106 ).

Another consequence of phagocytosis in mammalian phagocytes involves nutrient 
uptake that is necessary for lipid-mediated signaling. Like CR3-mediated ingestion, the 
mechanisms for nutrient uptake may activate both noninflammatory and 
proinflammatory signaling pathways. CD14, a GPI-anchored protein expressed by 
phagocytes that mediates recognition and ingestion of apoptotic cells (noninflammatory) 
( 107 ) and delivery of lipopolysaccharide from gram-negative bacteria to TLR4 
(proinflammatory), also internalizes phosphatidylinositol, which monocytes and 



macrophages use as a major source of arachidonate for leukotriene synthesis ( 108 ). 
CD14-mediated uptake of phosphatidylinositol does not lead to activation of the cells. In 
contrast, macrophage uptake of lipoproteins associated with extracellular matrix is a key 
step in the proinflammatory events leading to atherogenesis ( 109 ). Although the 
receptors involved in uptake of matrix-bound lipoproteins have not been characterized, 
the mechanism is known to involve cytoskeleton and Rho family GTPases, which thus 
demonstrates similarity to more conventional phagocytic processes. It is intriguing to 
speculate that the lipid-recognition receptors involved in bacterial lipoprotein and 
lipopolysaccharide activation of phagocytes are also involved in this process, linking 
phagocytosis to atherogenesis.

Regulation of Phagocytosis

Because uptake of nutrients into a digestive vacuole is at the core of the phagocytic 
process, phagocytosing cells logically express receptors that sense the environment 
and inform the cell of the presence of appropriate particulate nutrients. This is 
exemplified by the promotion of feeding behavior in Dictyostelium organisms by 
environmental folic acid signaling through a specific G protein–coupled receptor that 
stimulates uptake of nutrient bacteria ( 110 ). In response to this signal, the ameba 
moves efficiently toward the nutrient source and maximally activates the cell machinery 
necessary for optimal uptake. Similarly, bacterial formylated peptides stimulate both the 
migration toward bacteria and the phagocytic activity of mammalian neutrophils through 
G protein–coupled receptors ( 111 ). These and other environmental cues regulate 
phagocytic responses (a) through effects on efficiency and extent of ingestion by 
phagocytic cells and (b) by modulation of the signaling pathways engaged by 
phagocytic receptors. Whereas the marking of phagocytic targets by opsonins has long 
been recognized to engage specific receptor-mediated signaling pathways, the 
contribution of environmental signals to the alteration of these pathways is less well 
understood. Environmental regulation is composed of both positive and negative 
signals that act to tune the phagocytic response to an appropriate threshold. This 
homeostatic control limits the release of self-damaging products generated by the 
phagocytic process to the site of infection or inflammation. Thus, unactivated circulating 
phagocytes are capable of only minimal ingestion, and they develop their full phagocytic 
potential after exposure to additional signals, such as bacterial peptides, fragments of 
complement, clotting proteins, arachidonate metabolites, and cytokines that 
predominate at sites of infection and inflammation. One important function of these 
positive signals is to overcome negative signals that act as constitutive brakes on 
ingestion. Negative signals are important for raising the threshold of phagocyte 
activation, terminating overwhelming inflammatory responses, and discriminating 
between an appropriate target and a host cell that are marked for uptake. Host cells 
express molecules that send a “don’t eat me” signal through these negative regulatory 
mechanisms. Both positive and negative signals must be coordinated with the signals 
provided by the primary opsonin receptor (“eat me”) to provide fine control of the 
phagocytic response. Thus, the overall milieu in which a phagocyte exists directly 
affects its phagocytic potential.

Positive Regulation A major mechanism to enhance the rate and extent of 
phagocytosis by neutrophils and monocytes is adhesion to extracellular matrix proteins. 



Teleologically, phagocytes contact extracellular matrix in tissues only after exodus from 
the blood, and this acts to inform these cells that they have migrated out of the 
vasculature and are present at a site of infection or tissue injury in which their full 
phagocytic potential is required. Demonstrated initially for fibronectin-induced 
enhancement of both Fc?R- and complement-mediated ingestion by monocytes ( 112 ), 
this mechanism been extended to include neutrophils, multiple opsonins, and additional 
adhesive proteins, including entactin, laminin, collagen, fibrinogen, and vitronectin. The 
signal for enhanced phagocytosis by many of these adhesive proteins is mediated by a 
short peptide sequence, Arg-Gly-Asp, contained within these molecules. Although this 
peptide is a recognition motif for multiple members of the integrin receptor family, avß3 
integrin expressed by both monocytes and neutrophils plays an essential role in 
adhesive protein-amplified phagocytic responses ( 113 , 114 ). Phagocyte activation by this 
receptor has been studied in depth; it involves the physical association of avß3 with an 
immunoglobulin superfamily member, CD47 (integrin-associated protein) ( 115 ). That 
these two proteins function as a signal transduction unit for enhancement of 
phagocytosis was confirmed by the failure of neutrophils from CD47-deficient mice to 
enhance IgG-dependent ingestion when stimulated with an Arg-Gly-Asp peptide mimic ( 
116 ). In addition to avß3, some ß1 integrins expressed by monocytes and neutrophils 
can also send a signal that stimulates phagocytosis through IgG and complement 
receptors. Chemotactic peptides and certain cytokines, including G-CSF, 
granulocyte-macrophage colony-stimulating factor, and TNF-a, also stimulate 
phagocytosis. The first description of a cytokine-stimulating phagocytic potential was 
the demonstration that CR3 on macrophages could be converted from a primarily 
attachment-promoting receptor to a fully phagocytic receptor after exposure of the cells 
to an as yet uncharacterized T-lymphocyte–derived cytokine ( 117 ). Subsequent work in 
neutrophils revealed that exposure to cytokines and chemotactic peptides could 
enhance Fc?R-mediated ingestion as well. These studies gave rise to the concept that 
neutrophils express two distinct molecular mechanisms for Fc?R-mediated 
phagocytosis that use distinct signal transduction pathways ( 111 ) and distinct effector 
mechanisms, distinguished by their dependence or independence of ß2 integrin 
function ( 73 ). These studies and others assessing the role of the avß3/CD47 complex 
in the activation of aMß2 ( 118 , 119 ) clearly implicate aMß2 function in the ability of matrix 
proteins, chemotactic peptides, and cytokines to positively regulate phagocytosis 
independently of the primary opsonin receptor. Involvement of aMß2 involves its 
activation by the cytokines and chemokines, through affinity modulation and clustering, 
as described previously. Although the precise intracellular signals that lead to aMß2 
activation are poorly understood, there seem to be at least two distinct pathways ( 120 ). 
Whatever the molecular mechanism involved, it is intriguing to speculate that 
cooperative signaling from multiple receptors may recruit additional signals for 
remodeling of the cytoskeleton. Because distinct Rho family GTPases have been 
implicated in Fc?R- and aMß2-mediated ingestion (see previous discussion), it is 
possible that cytokine or matrix protein activation of aMß2 could enhance 
Fc?R-mediated phagocytosis by recruiting additional GTPase function for maximal actin 
remodeling. 
Negative Regulation There has emerged a paradigm that negative regulation of 
leukocyte activation is essential for homeostasis and therefore is necessary for normal 
initiation, amplification, and termination of immune and inflammatory responses ( 121 ). 
Although negative signals, and the pathological sequelae of their absence, have been 



best studied in B-lymphocytes, natural killer cells, and mast cells, it is clear that they 
also play an important role in regulating phagocytosis. Phagocytic signals can be limited 
or attenuated by either of two inhibitory signaling receptors, Fc?RIIb ( 122 , 123 ) and 
signal regulatory protein a (SIRPa) (also known as SHPS-1, BIT, or P84) ( 124 , 125 ) 
expressed by the phagocyte. These plasma membrane receptors are two members of 
an expanding family of immune inhibitory receptors that contains more than 20 
members and can be identified by a consensus amino acid sequence, the 
immunoreceptor tyrosine-based inhibitory motif (ITIM), in the cytoplasmic domain. This 
motif contains a tyrosine surrounded by five amino acids (the prototype being 
Ile/Val/Leu/Ser-X-Tyr-X-X-Leu/Val); most immune inhibitory receptors contain between 
one and four ITIMS. Receptor clustering results in tyrosine phosphorylation within the 
ITIM, most probably by an Src kinase family member, providing a docking site for the 
recruitment of cytoplasmic phosphatases that have an Src homology 2 domain. One 
tyrosine phosphatase, SHP-1, and a lipid phosphatase, SHIP, have been demonstrated 
to negatively regulate both Fc?R- and aMß2-mediated phagocytosis ( 124 , 126 ). Inhibition 
of phagocytosis by Fc?RIIb derives from its ability to bind the same IgG-opsonized 
target recognized by an activating Fc?R. Thus, both positive and negative signals are 
generated anytime a phagocyte encounters an IgG-opsonized target, and all 
Fc?R-mediated signals in addition to phagocytosis are attenuated. This pairing of an 
activating and an inhibiting receptor by ligand cross-linking raises the threshold 
necessary to observe a phagocytic response and thereby limits tissue injury caused by 
Fc?R activation. For example, mice that lack Fc?RIIb are more susceptible to immune 
complex–induced injury than are normal mice ( 122 ). In contrast to its role in inhibiting 
immune complex disease, Fc?RIIb has no effect on Fc?R-mediated uptake of 
IgG1-opsonized autologous red blood cells by splenic macrophages in a murine model 
of autoimmune hemolytic anemia ( 127 ). This suggests that additional regulatory 
mechanisms must exist on splenic macrophages to prevent uptake of autologous red 
blood cells. In this regard, SIRPa inhibits uptake of either unopsonized or opsonized 
autologous red blood cells by the spleen ( 125 , 128 ). Unlike Fc?RIIb, SIRPa recognizes 
not an activating ligand but rather a cell adhesion molecule, CD47, expressed on the 
surface of the red blood cell ( 129 ). In this manner, CD47 expression by the target cell 
delivers a “don’t eat me” signal to the macrophage through ligation of SIRPa. Thus, 
CD47 and SIRPa function as two components of a cell recognition system whose 
interaction negatively regulates destruction of autologous cells by activated phagocytes. 
SIRPa and Fc?RIIb differ not only in their ligand recognition and their mechanism of 
action but also in which phosphatases they recruit; SIRPa recruits SHP-1, which acts to 
decrease tyrosine phosphorylation stimulated by the activating receptor ( 124 ), and 
Fc?RIIb recruits SHIP, which limits phagocytosis by suppressing PI3K-dependent 
pathways ( 126 ). In macrophages, the Src family kinase Fgr potentiates SHP-1 
recruitment to SIRPa in a kinase-independent manner but has no effect on 
Fc?RIIB-mediated inhibition of phagocytosis ( 130 ). Presumably, this difference in 
phosphatase recruitment underlies the different pathological mechanisms regulated by 
these two receptors. Phagocytes express many additional members of the inhibitory 
receptor family, and it is not known whether these molecules also negatively regulate 
phagocytic responses or other functions of phagocytes such as migration, adhesion, 
and cytokine production. Because some activating receptor family members are almost 
exclusively expressed on phagocytes present at sites of infection and inflammation 
(e.g., TREM-1) ( 131 ), there may well be inhibitory receptor family members whose 



expression and function are limited to phagocytes at sites of tissue injury. This 
possibility reinforces the concept that the milieu surrounding the phagocyte directly 
affects its phagocytic potential. 

MICROBES AND PHAGOCYTOSIS

Phagocytosis by “Nonprofessionals”

The “professional phagocytes”—neutrophils, macrophages, dendritic cells, and the 
bone marrow-derived organ-specific macrophage-like cells in the skin, liver, brain, and 
so forth—are the cells most important for phagocytosis in host defense and immunity. 
However, fibroblasts and epithelial cells also are capable of ingestion, albeit less 
efficiently than the professionals. In general, those cells lack the specialized 
mechanisms for pathogen destruction that characterize professional phagocytes. As a 
result, several bacteria have exploited the phagocytic ability of those cells as a way to 
evade normal host barriers to infection or other mechanisms of host defense. Because 
epithelial cells are devoid of receptors for IgG or complement opsonins, the standard 
recognition mechanisms of professional phagocytes are unavailable to initiate uptake. 
Instead, the bacteria interact with other cell-surface molecules to initiate uptake. For 
example, Listeria monocytogenes binds to E-cadherin to initiate its uptake by epithelial 
cells ( 132 ), and S. pneumoniae can interact with the polymeric IgA receptor on the 
apical surface of polarized epithelia ( 133 ). Other organisms, such as Yersinia and 
Shigella species, can bind to epithelial integrins to initiate uptake ( 134 ). For some 
infecting organisms, the recognition mechanism involves receptors specifically 
expressed on M cells, specialized cells of the epithelial monolayer overlying Peyer’s 
patches. Because they are very endocytic and a very efficient transcytosis pathway, M 
cells increase the efficiency with which antigens on the epithelial surface are presented 
to the immune system. Bacteria that can bind to M cells can exploit this property to 
evade the epithelial barrier to infection.

The mechanisms of uptake induced by pathogens fall into two general categories: 
zippering, which resembles conventional IgG-mediated phagocytosis, and triggering, 
which resembles macropinocytosis. Uptake by zippering characterizes invasion by 
Yersinia pseudotuberculosis, which expresses a virulence gene, invasin, that binds to 
ß1 integrins, which are present on the apical membranes of M cells and the basolateral 
membranes of other epithelial cells. On binding to the integrin, phagocytosis is induced, 
in association with the accumulation of actin and actin-binding proteins. Once through 
the epithelial barrier, Yersinia organisms live within lymph nodes as extracellular 
bacteria. To do this, they produce and secrete into host cells specific proteins that 
inhibit phagocytosis by blocking required signaling events. Thus, to successfully invade 
a mammalian host, Yersinia organisms induce phagocytosis by nonprofessional 
phagocytes to initiate invasion but then avoid phagocytosis by professional phagocytes 
in order to survive extracellularly within the host.

The classic example of microbial invasion by a triggering mechanism rather than 
zippering phagocytosis is that of Salmonella typhimurium ( 135 ). S. typhimurium binds to 
an unknown receptor present on many cells and then injects specific proteins into the 



epithelial cell cytoplasm to initiate a wave of actin polymerization that leads to markedly 
enhanced macropinocytosis, facilitating uptake of the organism. This wave of actin 
polymerization resembles that which occurs after growth factor signaling. In fact, uptake 
of nonpathogenic Salmonella organisms can be induced by simultaneous incubation 
with epidermal growth factor. Thus, both zippering and triggering mechanisms of 
bacterial invasion exploit normal host cellular mechanisms to the benefit of the invading 
bacteria.

Microbial Subversion of Professional Phagocytes

The examples just discussed represent microbes that have exploited phagocytosis as a 
mechanism for crossing the epithelial mechanical barrier to infection. A group of 
microbes, known as intracellular pathogens, have subverted phagocytosis to enhance 
their ability to survive within a host ( Fig. 4). These organisms generally reside within 
host cells, especially macrophages, to evade recognition and destruction by other 
elements of innate or acquired immunity. Often, because of the difficulty in eliminating 
these organisms, chronic infection occurs. The ability to survive within the seemingly 
hostile macrophage is a common feature of such pathogens, but the strategies used to 
subvert the microbicidal activities of the phagocyte are quite diverse. Some, such as 
Listeria, Shigella, and Rickettsia organisms, express hemolysins, which dissolve the 
phagosome, allowing the bacteria to escape into the cytosol, where they can grow 
effectively and are free of the potentially damaging acidic and proteolytic environment of 
the phagolysosome. In contrast, some organisms (e.g., Coxiella, Histoplasma, and 
Leishmania) can withstand the intravacuolar environment of the phagolysosome. Still 
others (e.g., Mycobacterium tuberculosis, Legionella  species, Toxoplasma species, and 
Legionella species) remain within the phagosome but prevent its maturation within the 
endosomal network and fusion with lysosomes. This has been well studied for M. 
tuberculosis. The organism is able to prevent the docking of the GTPase Rab7 and the 
PI3K hVPS34 on the maturing phagosome, ultimately blocking the ability of lysosomes 
to fuse with the Mycobacteria-containing phagosome ( 63 , 136 ). Although this clearly 
depends on specific and unique components of the mycobacterial cell wall, a detailed 
understanding of the molecular mechanisms by which Mycobacteria or other 
intraphagosomal pathogens interrupt the normal cell biology of the phagosome awaits 
further investigation.



 
FIG. 4. Macrophage invasion and survival strategies of intracellular pathogens. 
Intracellular pathogens in macrophages can protect themselves from normal host 
defense in several ways, including altering the mode of phagocytosis (coiling 
phagocytosis), escape from the phagosome, and inhibition of phagolysosome 
maturation, leading to defective acidification and delivery of microbicidal effectors to the 
phagosome. Other organisms can survive within phagolysosomes.

CONCLUSIONS

The targets of phagocytosis, their recognition motifs, the receptors essential for their 
uptake, and the intracellular signals necessary for their entry into phagosomes are as 
diverse as the biological processes that depend on the function of professional 
phagocytes for homeostasis, such as nutritional uptake, tissue remodeling during 
development, removal of apoptotic cells, wound repair, and innate and adaptive 
immunity. Central to all this diversity is the formation of the phagosome, which is 
proving to be a key, dynamic organelle in all of these processes. The source of 
membrane necessary for its formation, how it acquires the effectors necessary to 
perform its function, how it communicates information to the nucleus and other 
downstream pathways, how its maturation differs among professional phagocytes, and 
how pathogens subvert this process are all subjects of intense investigation. In vitro 
application of proteomic and genomic analyses to these areas will significantly increase 
the depth of understanding about this important organelle. However, in vivo, 
professional phagocytes exist in a complex milieu in which they continually receive 
signals from contact with other cells, matrix components, hormones, growth factors, and 
various cytokines. Because these external signals can both positively and negatively 
regulate phagocytic mechanisms, elucidation of these regulatory cascades is essential 
in order to exploit phagocytosis as a target for amelioration of disease. The future holds 
the hope that further understanding of the molecular mechanisms underlying both 
primary phagosome biogenesis and secondary regulatory signals will allow clinically 
relevant pharmacological regulation of diseases as diverse as autoimmunity, 
atherosclerosis, and chronic infection.
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Lymphocytes share with macrophages the unusual cellular property of being able to 



rapidly destroy other cells in vitro. Not surprisingly, this activity must be tightly controlled 
in order to prevent harm to the host, and this chapter summarizes the current 
understanding of the cytotoxic mechanisms used by lymphocytes, emphasizing 
cytotoxic T-lymphocytes. Natural killer (NK) cells use similar mechanisms but a largely 
different set of receptors to trigger cytotoxicity, as described in Chapter 12.

Cytotoxic lymphocytes are also important producers of cytokines such as interferon 
(IFN)–?, and, in vivo, such inflammatory cytokines can activate macrophages to 
become cytotoxic. However, cytokine secretion by cytotoxic lymphocytes appears to be 
basically similar to that by other lymphocytes and is not emphasized in this chapter. The 
question of whether the readily observable lymphocyte in vitro cytotoxic activities are 
important in vivo has been traditionally difficult to address, but the development of mice 
deficient in cytotoxic mediators has allowed direct testing of this issue. These studies 
have confirmed that the cytotoxic mediators defined for their functional importance in 
vitro are indeed vital to in vivo immune responses, not only in the destruction of 
pathogens but also in the maintenance of immune homeostasis in vivo.

CYTOTOXIC LYMPHOCYTES ARE DEFINED BY THEIR IN VITRO 
FUNCTIONAL ACTIVITY

Cytotoxicity assays are conveniently carried out by short-term (4- to 18-hour) 
microcultures in which cytotoxic effector cells are mixed with target cells at varying 
ratios, followed by assessment of target cell death. The most common death 
assessment is based on target cell lysis, as measured by the chromium release assay. 
Target cells are loaded with the isotope chromium 51 ( 51Cr) by preincubation with 
tracer levels of the oxidant 51Cr 20 7 -2, which becomes reduced to 51Cr +3 

intracellularly and is stably complexed with intracellular polyanions ( 1 , 2 ). Upon lysis, 
released 51Cr +3 complexes are not taken up by living cells and can therefore be readily 
quantitated by sampling the supernatant for radioactivity. Comparably sensitive 
nonradioactive techniques for quantitating target lysis have been developed, including 
some that measure release of preloaded, impermeant, soluble fluorescent dyes ( 3 ) or 
that measure release of chelators detectable by time-resolved fluorescence of rare 
earth complexes ( 4 ).

Alternative target cell death measurements are based on apoptotic properties, 
particularly deoxyribonucleic acid (DNA) fragmentation. Fragmented DNA is released 
from nuclei, which allows its release into detergent lysates ( 5 ) or through automated 
cell harvesters ( 6 ). Lysis and DNA fragmentation readouts typically correlate well ( 7 ), 
although DNA fragmentation represents a commitment to target cell death that can 
sometimes be measured earlier than lysis ( 8 ).

Measurements of target cell death by these approaches do not allow for direct 
comparisons of the cytotoxic potency of different effector cell populations because 
target cell death is not linearly related to the input of cytotoxic cells. A practical means 
of comparing the cytotoxic capacity of different populations is to compare the number of 



effector cells necessary to achieve a given level of target lysis in a given assay system. 
The results are expressed in “lytic units,” which are inversely related to the effector cell 
number required ( 9 ).

BASIC PROPERTIES OF LYMPHOCYTE-MEDIATED CYTOTOXICITY

Many elegant studies of cytotoxic lymphocyte mechanisms were carried out before the 
recognition of several different molecular pathways of target cell damage, but these 
older studies must be interpreted cautiously. Nevertheless, such studies clearly 
established that cytotoxic lymphocytes have the ability to kill target cells quickly, 
sequentially, and selectively. Bystander cells lacking antigen intimately mixed with lysed 
target cells are generally spared destruction ( 10 ), although low levels of cytotoxic 
T-lymphocyte (CTL) bystander lysis can be detected in some systems ( 11 , 12 ). In 
time-lapse cinematography studies of the cytotoxic process, CTLs have been observed 
to bind target cells and inflict visible injury within a few minutes, with target death in 
some cases following within another few minutes ( 13 ). Such studies show that single 
CTLs can kill multiple target cells within a few hours, as also seen by examination of 
CTL-target clusters ( 14 ). The rapid CTL-induced death process was not blocked by 
inhibitors of protein synthesis ( 15 ), which suggests the existence of preformed lytic 
mediators. One of the most striking aspects of CTL-induced cytotoxicity has been its 
generally strict T-cell receptor (TCR)–defined specificity, and the phenomenon of major 
histocompatibility complex (MHC) restriction can be clearly demonstrated by using 
cytotoxicity as a rapid and convenient readout of TCR recognition ( 16 ). Use of 
interleukin (IL)–2 and other cytokines has allowed the culture of cloned CTL lines that 
exhibit a potent cytotoxicity capable of completely destroying target cells within a few 
hours when mixed at less than a 1:1 ratio ( 17 ).

During the 1970s, studies of CTL-mediated target lysis defined three distinct phases of 
the process ( 18 , 19 ). The first is CTL-target adhesion, defined as formation of a firm 
attachment that cannot be disrupted by mild shearing forces. This adhesion step 
requires several minutes at 37°, occurs in the absence of calcium if magnesium is 
provided, and is blocked by cold temperatures and a range of drugs. This is followed by 
a second step, “lethal hit” or “programming for lysis,” which also requires several 
minutes. Its hallmark property is a requirement for calcium in the medium, and, like 
adhesion, it is blocked by cold temperatures and a range of drugs. The final stage of 
CTL cytotoxicity, “target cell disintegration,” ends with lysis and is the most prolonged, 
with a mean half-life of 1.7 hours. This stage involves only the target cell, inasmuch as it 
is unaffected if CTLs are eliminated (e.g. by complement treatment). It is characterized 
by its independence of divalent cations, and no drugs that effectively block lysis of the 
lethally injured target cell have been found.

DISTINGUISHING THE TWO MAJOR MECHANISMS OF 
LYMPHOCYTE-MEDIATED CYTOTOXICITY

As schematically shown in Fig. 1 and described in detail later, CTLs use two distinct 
cytolytic pathways in 4- to 6-hour assays in vitro: the perforin-dependent granule 



exocytosis pathway and the Fas ligand/Fas pathway. Because distinct effector 
molecules are required for the function of each pathway, it is possible to block each 
pathway selectively and thus assess their relative importance to particular CTL-target 
combinations. The Fas ligand/Fas pathway can be selectively blocked by several 
approaches: (a) use of CTL effectors from gld mutant mice lacking functional Fas 
ligand; (b) use of Fas-negative targets, particularly those derived from lpr mutant mice; 
and (c) use of non–cross-linking anti-Fas antibody or soluble Fas constructs to block 
Fas ligand–Fas binding. Inhibitors of transcription and translation provide another 
possible approach ( 20 ), but, in addition to problems with side effects of such drugs, 
CTLs express preexisting Fas ligand in granules ( 21 ). The perforin-dependent granule 
exocytosis pathway can be blocked most cleanly by using effector cells from 
perforin-knockout mice ( 22 , 23 ). A useful pharmacological approach to blocking the 
granule exocytosis pathway is treatment of effector cells with concanamycin A ( 24 ) (see 
below).

 
FIG. 1. The two cytotoxicity pathways used by cytotoxic T-lymphocytes (CTLs) in vitro. 
Both pathways are initiated via T-cell receptor cross-linking by target cell antigen, which 
is made possible by adhesive interactions between the cells. Within the CTL, common 
initial signaling steps are shared by both pathways, which then diverge. The granule 
exocytosis pathway on the left side is a typical receptor-controlled secretion process 
resulting in the release of perforin and granzymes from the granule cores into the 
synapse-like junctional region between the CTL and its target. Granzyme entry into 
target cells may occur through receptor-mediated endocytosis (left), in which case 
perforin serves to “permeabilize” the endosome, allowing granzymes to enter the 
cytoplasm. Alternatively, granzymes might enter the target cells via perforin pores. 
Granzymes cause caspase activation and apoptosis either directly or through 
mitochondrial damage. However, granzymes can also mediate target death through a 
caspase-independent pathway. The Fas ligand/Fas pathway on the right requires de 



novo transcription of Fas ligand messenger ribonucleic acid and its subsequent surface 
expression on the CTL, where it cross-links target cell Fas. (Fas ligand has also been 
shown to be expressed in granules, so that this effector molecule can also utilize the 
granule exocytosis pathway). Fas cross-linking on target cells leads to caspase 
activation and apoptosis.

With target cells bearing fully functional Fas, the Fas ligand/Fas pathway can contribute 
as much as half the cytotoxicity in a 4- to 6-hour assay. However, for most CTL-target 
combinations, target death in short-term assays is dominated by the granule exocytosis 
pathway ( 22 , 23 ). When both pathways are blocked, CTLs lose all detectable 
cytotoxicity in short-term assays. For assays of 12 to 20 hours’ duration, the Fas 
ligand/Fas mechanism can be more prominent in the death of Fas-bearing target cells. 
For such longer term assays, a third mechanism utilizing tumor necrosis factor (TNF) 
produced by CTLs can also contribute to cytotoxicity of TNF-sensitive target cells ( 25 ).

CYTOTOXIC LYMPHOCYTE SECRETORY GRANULES

Cytotoxic T-Lymphocyte Secretory Pathways: Cytotoxicity and Cytokines

Cellular secretion occurs through a membrane fusion process, termed exocytosis, in 
which an intracellular vesicle or granule membrane fuses with the plasma membrane, 
thus releasing material enclosed within the granule to the extracellular space. Such 
secretion has been categorized as either regulated, if the exocytosis occurs with 
preformed granules in response to a membrane signal, or constitutive, if vesicles 
containing newly synthesized proteins undergo exocytosis without delay ( 26 ). Most 
lymphocyte protein secretion (antibodies, cytokines) is constitutive, inasmuch as it 
occurs without detectable intracellular storage of newly secreted proteins. This 
secretion is greatly stimulated in response to lymphocyte activation and differentiation, 
especially as B-lymphocytes mature into plasma cells, and in this sense, the 
“constitutive” secretory pathway is highly regulated in lymphocytes. The “regulated” 
secretory pathway is prominent in many nonlymphoid cell types and is characterized by 
an initial vesicular transport of newly synthesized proteins to larger secretory granules, 
where they are stored for indefinite periods. Degranulation is typically triggered by a 
plasma membrane receptor.

CTLs use both regulated and constitutive secretory pathways. Cytokines such as IFN-? 
are secreted by CTL via the constitutive pathway ( 27 ). Even cytotoxic mediators 
principally secreted by the regulated pathway are secreted by the constitutive pathway 
immediately after antigen triggering of cloned CTL ( 28 ), and such constitutive secretion 
may mediate some bystander killing.

The presence of secretory granules in lymphocytes is not always obvious because they 
are few in number in comparison with granulocytes or mast cells. Sensitive 
immunostaining for the major granule component perforin shows that resting naïve aß 
TCRs have few if any granules, whereas most resting ?d TCRs, NK T cells, and NK 
cells have detectable granules ( 29 , 30 ). Antigen-triggered activation results in granule 



formation in CD8 + and, to some extent, CD4 + T cells, and granules are detectable in 
most blood CCR7 - memory CD8 + T cells ( 31 ).

Cytokine secretion by CTLs is similar to that of T helper (Th) cells, and after activation 
of naïve CD8 + T cells, they can differentiate into at least two subsets of CTLs with 
different cytokine-secreting patterns: CTLs that are similar to Th1 cells in that they 
secrete IL-2 and IFN-? are designated T cytotoxic–1 (Tc1) cells; CTLs secreting IL-4, 
IL-5, and IL-10 are designated Tc2 cells. Both Tc1 and Tc2 cells are cytotoxic in vitro ( 
32 ).

Properties of Cytotoxic T-Lymphocyte Granules

Electron microscopy of CTL granules shows they are typically 0.5 to 1 µm in diameter 
and have a heterogeneous structure consisting of two components. The first 
component, the core, is a densely staining homogeneous region that shows some 
similarity to cores of granules of mast cells. In some granules, the cores are surrounded 
by a double membrane, whereas in other cases, the cores are not bound by 
membranes ( 33 ). The second granule component is multivesicular, composed of 
numerous membrane vesicles ranging from 30 to 150 nm in diameter. Granules have 
been classified on the basis of the dominance of these components: Type I granules 
are defined as those dominated by cores, with only a small cortical rim of the 
multivesicular component; in contrast, type II granules contain only the multivesicular 
component with no cores. These appear similar to late endosomes or prelysosomes in 
other cells. Intermediate granules contain both components, with smaller cores than 
those in type I granules.

Electron micrograph studies with immunogold staining have revealed that the granule 
cores contain perforin, granzymes, and proteoglycan, whereas the multivesicular 
regions contain lysosomal enzymes and lysosomal membrane markers. Evidence that 
the vesicles are derived from the plasma membrane by endocytosis comes from 
electron micrograph studies in which immunogold staining showed the presence of 
TCR, CD8, and class I MHC molecules ( 33 ). These proteins are oriented with the 
normally extracellular domains facing the lumen of the granules, as expected from an 
endocytic origin. In conjunction with microscopy, weak base pH probes show that CTL 
granules have an acidic interior, with an estimated internal pH of 5.4 ( 34 ). Similar 
estimates have been obtained for secretory granules in other cell types.

Components of Cytotoxic Lymphocyte Granules

Cytotoxic lymphocyte granules have been purified from homogenates of cloned 
lymphocytes grown in vitro. When analyzed biochemically, such granules show a limited 
number of prominent protein bands. The most abundant proteins are perforin and the 
granzymes, components that have been studied for their functional role in target cell 
death. The biochemical properties of these components are discussed in this section, 
and their functional roles in cytotoxicity are described as follows.



Perforin (Cytolysin, PFP) Perforin appears to be uniquely expressed in cytotoxic 
lymphocyte granules and is required for the function of the granule exocytosis pathway 
of cytotoxicity. It is a 555–amino acid glycoprotein of 65 to 75 kDa that, in the presence 
of calcium, has the ability to insert into lipid bilayer membranes, polymerize, and form 
structural and functional pores, which can lead to cell lysis ( 35 ). Although perforin is a 
water-soluble protein after careful isolation from granules, exposure to calcium 
concentrations normally found extracellularly appears to trigger a conformational 
change that exposes hydrophobic groups and renders it amphipathic. In the presence 
of calcium, perforin inserts into pure lipid membranes and self-associates into stable 
polymeric forms that appear by electron microscopy to be pore-like structures with 
striking homology to those formed by complement ( Fig. 2). The internal diameter of 
these structures is larger for perforin than for complement, but the overall shapes are 
similar. Such pore-like structures can be detected on the surface of target cells killed by 
large granular lymphocytes or CTL ( 36 , 37 and 38 ), which provides evidence that effector 
cell degranulation accompanies target cell death. 

 
FIG. 2. Perforin sequence and pore-like structures. A: Schematic view of perforin 
protein sequence. The amino terminal portion of the molecule shows no homology to 
database proteins. The stippled central region (C' Homol) shows significant but distant 
homology to complement components C6, C7, C8a, and C9 and contains a putative 
amphipathic helix at its left end. This is followed by a short, cysteine-rich (CR) region of 
unknown significance, then by the C2 homology domain implicated in 
calcium-dependent phospholipid interactions, and finally by the COOH peptide, which is 
removed by processing before granule storage. B: A speculative schematic depiction of 
the perforin domains in the monomer bound to membrane before its polymerization and 
membrane insertion. The C2 domain is shown binding calcium and phospholipid head 
groups. The C' homology domain is shown with motifs that allow self-aggregation, 
inasmuch as C9 forms polymers and the other complement proteins bind other 
homologous proteins in forming the membrane attack complex. The regions of 
membrane interaction after aggregation and insertion remain unknown. C: Electron 
micrographic images of negative stained perforin pore-like structures on the surface of 
resealed red blood cell ghosts attacked by human large granular lymphocytes in 
antibody-dependent cell-mediated cytotoxicity (ADCC) ( 36 ). Similar but slightly smaller 
structures had been previously described from red blood cells lysed by complement. 
Arrow points to edge view of the pore-like structure, which suggests that they are short 
cylinders embedded in the membrane. In this ADCC system, previous functional 
experiments with this system had indicated a pore-like sieving behavior of released 
marker proteins ( 45 ). Micrograph courtesy of Robert Dourmashkin. D: Small unilamellar 
liposomes treated with low concentration of purified perforin in the presence of calcium. 
Under these conditions, soluble markers were released from these liposomes. Arrow 



shows one liposome with the perforin pore-like structure inserted in its membrane. This 
liposome has become permeable to the dark negative stain. From Blumenthal et al. ( 234

 ), with permission. E: Liposomes treated with a higher concentration of purified perforin 
releasing a high percentage of trapped marker. Arrow shows pore-like structure inserted 
into lipid bilayer. From Blumenthal et al. ( 234 ), with permission.

As shown in Fig. 2, cloning and sequence analysis of perforin from three mammalian 
species has revealed two regions of sequence homology of probable functional 
importance: (a) a complement homology domain related to proteins of the complement 
“membrane attack” complex (C6, C7, C8a, C8b, and C9), which associate to form lytic 
pores ( 39 , 40 ), and (b) a C2 domain related to those in other calcium-binding 
lipid-interacting proteins ( 41 ). These domains are connected by a short cysteine-rich 
region. The amino terminal third of the molecule does not show significant homology to 
database proteins. The COOH terminal peptide is removed by proteolytic processing of 
the newly synthesized perforin molecule between the Golgi apparatus and granules, 
activating the C2 domain for phospholipid binding ( 42 ). C2 domains are found in other 
proteins that show a calcium-dependent interaction with lipids, including phospholipase 
C, protein kinase C, and vesicle-associated soluble N-ethylmaleimide–sensitive fusion 
protein attachment protein receptors (v-SNAREs). However, how lipid binding by 
perforin leads to pore formation remains unclear. Typical membrane-spanning motifs of 
about 20 hydrophobic amino acids characteristic of a helical transmembrane domains 
are absent. The functional implications of the complement homology remain open to 
question, and it is tempting to speculate that polymerization of monomers leads to 
assembly of a ß barrel, as described for staphylococcal a toxin ( 43 ). The pore-like 
structure of aggregated perforin on membranes immediately suggests a central 
hydrophilic core surrounded by protein molecules lining the membrane ( Fig. 2). 
However, such fully aggregated pore-like structures may not be necessary to form 
smaller pores capable of allowing passage of ions and small molecules. Electrical 
studies of planar lipid bilayers show that perforin pores induce large ion-permeable 
channels that are heterogeneous in size ( 44 ). Studies examining the ability of labeled 
macromolecules to cross perforin-treated cell membranes show that it forms functional 
pores capable of allowing passage of proteins and dextrans with diameters of up to 10 
to 14 nm—that is, globular proteins of more than 100 kDa ( 45 , 46 ). These estimates are 
thus in reasonable agreement with the 14-nm inner diameter of the pore structure seen 
in the electron micrograph. In the presence of calcium, perforin is extremely potent 
when assayed for red blood cell lysis or for its ability to render liposomes permeable. 
Studies of perforin’s lytic activity on nucleated cells show that approximately 10 to 100 
times more perforin is required to achieve lysis in comparison with red blood cells ( 47 ). 
This has been found for other pore-forming agents and presumably results from 
membrane repair mechanisms present in nucleated cells. As discussed later, 
CTL-delivered perforin pores appear not to lyse nucleated target cells directly but rather 
to function by rendering target cells permeable to granzymes. Although complement 
and perforin lyse red cell targets by a colloid osmotic mechanism, this does not explain 
their action on nucleated target cells ( 48 ). Several properties of perforin help explain its 
function in cytotoxic lymphocytes. Its lytic activity drops off rapidly as the pH diminishes 
below 7 ( 47 ), so that it would not be expected to make pores in the acidic granule 
membranes. Its functional activity is efficiently inhibited by hydrophobic substances, 
including lipoproteins and membranes. Thus, the postsecretion amphipathic form 



arising after exposure to calcium and neutral pH rapidly inserts into any hydrophobic 
surface nearby, which raises the issue of CTL self protection, discussed later. The 
mechanism by which newly synthesized perforin is sorted to granules after passage 
through the Golgi apparatus is unknown. This protein does not have covalently attached 
mannose-6-phosphate groups, as is the case with granzymes and lysosomal proteins. 
However, lysosomal proteins appear to also utilize an uncharacterized second system 
for sorting, and it is likely that perforin shares this feature. It is also not clear which 
perforin properties are important to its ability to form the granule core complexes with 
proteoglycan and granzymes, although cationic regions of the sequence can be 
identified. 
Granzymes Granzymes are serine proteases present in the granules of cytotoxic 
lymphocytes and show minimal expression in other sites or in the granules of other 
tissues ( 49 ). Their protein sequence shows clear homology to serine proteases, 
including conservation of the amino acids of the classical serine protease catalytic triad. 
On the basis of sequence homology, granzymes form a monophyletic subfamily of 
serine proteases along with granule proteases of mast cells, macrophages, and 
neutrophils ( 50 ). This subfamily is characterized by a conserved PHRPSYM motif near 
the amino terminal of the mature enzyme. The term granzyme has been used for the 
members of this subfamily expressed in lymphocytes. Granzymes are highly positively 
charged proteins, forming electrostatic complexes with granule proteoglycans. 
Biochemical properties of granzymes are described in this section; their contributions to 
target death are described in the following section. Although the physiological 
substrates of granzymes remain a matter of speculation, synthetic peptide substrates 
have been found for some of these proteases, allowing biochemical studies ( 51 ). Table 
1 summarizes properties of the known granzymes. Murine granzymes A and B are the 
only ones detectable in the highly cytolytic CTLs found in the peritoneal cavity after 
alloimmunization, and these two proteases are expressed within a few days of 
activation of CD8 + CTLs in vitro ( 52 ). It is interesting that these two proteases have 
enzymatic specificities that are distinctly different from each other and from most of the 
remaining granzymes. 

 
TABLE 1. Lymphocyte granzymes

Granzyme B has a substrate specificity unique among mammalian serine proteases in 
that it requires aspartic acid as the P1 amino acid (i.e., cleavage leaves a 
carboxyl-terminal aspartic acid). The peptide cleavage preferences of granzyme B 
beyond the P1 position have been defined by a combinational approach ( 53 ), and the 
three-dimensional structure of the protein has been determined ( 54 , 55 ). Granzyme B is 
a potent activator of caspases-3, -7, -8, -9, and -10 (but not of caspases-1 or -2), thus 
inducing target cell apoptosis. However, granzyme B can also trigger 
caspase-dependent or caspase-independent target death by inducing mitochondrial 
damage through cleavage of Bid ( 56 , 57 , 58 and 59 ), in conjunction with Bak ( 60 ). 



Granzyme B also can induce DNA fragmentation through its ability to cleave a 
cytoplasmic nuclease inhibitor ( 61 ). Because a number of clinically important 
autoantigens are cleaved by granzyme B, it has been suggested that such cleavage is 
important in the induction of autoimmunity ( 62 ). In contrast to granzyme B, granzyme A 
cleaves substrates with arginine or lysine at the P1 amino acid, a “tryptase” activity, 
which is conveniently monitored by following the cleavage of BLT (benzoyl lysine 
thioester). Several protein substrates for granzyme A have been described ( 63 , 64 ), 
including nuclear proteins ( 64 , 65 , 66 and 67 ). Although it has generally been assumed 
that protease activity is important to the functional role of granzymes, enzymatically 
inactive granzyme A can induce cytolysis when loaded into tumor cells with sublytic 
perforin ( 68 ). Upon culture in vitro, CD8 + CTLs express other granzymes. For all 
granzymes studied, enzymatic activity is maximal at neutral pHs rather than at the 
acidic pH of the granules. It is thus unlikely that the granzyme functional substrates are 
intragranular, inasmuch as they appear designed to operate in the neutral pH 
environment after exocytosis. Like many other proteases, granzymes are synthesized 
as inactive proenzymes and must be proteolytically processed in order to become 
enzymatically active. All known granzymes contain an “activation dipeptide” after the 
signal sequence before the consensus amino terminal sequence IIGG of the mature 
enzyme. The activation dipeptide is removed within the granule. 
Dipeptidyl Peptidase I (Cathepsin C) The lysosomal cysteine protease dipeptidyl 
peptidase I (DPPI) cleaves an amino terminal dipeptide from progranzymes to produce 
the mature and enzymatically active proteases. Coexpression of both DPPI and 
granzymes in nonhematopoietic cells allows expression of enzymatically active 
granzymes ( 69 ). Chemical inhibition of DPPI impairs lymphocyte cytotoxicity ( 70 ), as 
confirmed by genetic deletion of this enzyme ( 71 ). 
Proteoglycan Proteoglycans are found in secretory granules of many hematopoietic 
cells ( 72 ) and are known to play an important role in binding other granule components 
to form an insoluble complex visualized as the granule core. CTL and NK granule 
proteoglycans are heterogeneous molecules composed of a serglycin protein backbone 
with a variable number of covalently attached glycosaminoglycan chains. The serglycin 
protein backbone is a 17- to 20-kDa protein containing an unusual interior domain with 
the repeat sequence (ser-gly) n , where n = 9 to 24, depending on the species. These 
serines are substituted with 50- to 85-kDa chondroitin sulfate chains to form 
high-molecular-weight proteoglycans. The sulfate groups of chondroitin sulfate maintain 
their negative charge even at the low intragranular pH, thus allowing the formation of an 
ionic complex with the cationic granzymes, as well as binding perforin by less defined 
forces ( 73 ). Evidence for such an ionic complex among proteoglycans, granzymes, and 
perforin comes from the isolation of an insoluble complex from granules in low salt and 
its dissociation at physiological pH and salt. After exocytosis, perforin and granzymes 
are released as a large electrostatic complex that may be involved in cytotoxic effects ( 
74 , 75 ). 

Other Lysosomal Enzymes

A variety of normal lysosomal enzymes are detectable in granules of cytotoxic 
lymphocytes by histochemical and biochemical techniques. This has led to their 
characterization as “secretory lysosomes,” which also describes mast cell granules, 



azurophilic granules of neutrophils, and platelet granules, as well as a subpopulation of 
lysosomes in fibroblasts and endothelial cells ( 76 ). Lysosomes with a classical 
appearance are rare in CTLs, and it appears that their normal internal digestive 
functions take place largely in the secretory granules. Because lysosomal enzymes 
have a low optimal pH or are unstable at neutral pH, or both, they are generally 
considered unlikely to participate in target cell damage after exocytosis. The protease 
cathepsin D has been localized to the cortical region of CTL granules between the 
membrane vesicles, where it is found with endocytosed bovine serum albumin ( 77 ).

Fas Ligand Although TCR-induced Fas ligand expression on the plasma membrane 
often requires de novo transcription and was generally assumed to occur via the 
constitutive pathway, experiments have shown that Fas ligand is localized in CTL 
granules ( 21 ). Transfection of rat basophilic leukemia (RBL) mast cell tumor cells with 
Fas ligand–green fluorescent protein (GFP) constructs resulted in a granule localization, 
which domain-swapping experiments showed was attributable to its cytoplasmic tail. 
Subsequent studies have defined an unusual proline-rich domain within this tail as 
responsible for granule localization and provided evidence that Fas ligand does not 
arrive in granules through endocytosis ( 78 ). However, because CTLs from 
degranulation-deficient ashen mice appear to have normal Fas-mediated cytotoxicity ( 
79 ), it remains unclear whether all CTL effector Fas ligand is granule derived. 

Other Granule Membrane Proteins

Granule membrane proteins can be divided into several categories. The lysosomal 
membrane proteins LAMP1, LAMP2 (CD107a and b), CD63 (granulophysin), and the 
cation-independent mannose-6-phosphate receptor are found on both the vesicles and 
the internal surface of the outer granule membrane. LAMP1 and LAMP2 become 
exposed on the cell surface after exocytosis but are rapidly removed by endocytosis ( 80 

). The second category of membrane proteins in granules comprises normal surface 
proteins that are present on the cortical vesicles of CTL granules. They include the 
TCR, CD8, and class I MHC ( 77 ). These appear to arise as a result of the budding 
processes of compound endocytosis that may be part of the lysosomal functions of 
these granules.

The low intragranular pH is maintained by a membrane proton pump termed the 
vacuolar-type adenosine triphosphatase  (V-ATPase) ( 81 ). This pump is selectively 
inhibited by the macrolide antibiotic concanamycin A, which neutralizes CTL granules 
and triggers a degradation of intragranular perforin but not of granzymes, with 
concomitant loss of cytotoxic activity ( 82 ).

TIA-1 is a protein component unique to CTL granules that is localized in the outer 
granule membranes with the protein domain exposed to the cytoplasm ( 83 ). TIA-1 can 
also be localized to the interior of some of the intragranular vesicles derived from these 
membranes by budding. The protein is expressed as two isoforms. The 15-kDa form is 
the dominant isoform in CTL granules and is composed of the carboxyl-terminal third of 



the other form, the 40-kDa protein.

Granulysin (NK-Lysin/519) Granulysin is a small protein present in CTL granules ( 84 ) 
and is homologous to NK-lysin in porcine T and NK cell granules ( 85 ). Granulysin 
occurs in two forms: a 15-kDa form, present only in immature granules, and a further 
processed 9-kDa form, which is secreted in response to TCR cross-linking and is 
present in both mature and immature granules. The 9-kDa protein sequence shows 
homology to the amoebapore family of membranolytic proteins, and purified granulysin 
can disrupt model membranes. Accordingly, granulysin has in vitro lytic activity against 
tumor targets and bacteria ( 86 , 87 ), although granulysin’s contribution to target cell 
injury by cytotoxic lymphocytes is still unclear. Because granulysin is bactericidal, it has 
attracted attention as a potential effector molecule in the T cell–mediated killing of 
intracellular bacteria, particularly mycobacteria ( 88 ). In the case of intracellular 
Mycobacterium tuberculosis, T cells required granule exocytosis for their in vitro 
bactericidal activity, and a combination of perforin and granulysin was shown to be 
effective ( 89 ). However, other studies have questioned the role of perforin in the in vitro 
T cell–mediated killing of intracellular M. tuberculosis ( 90 ). 
Calreticulin Calreticulin is an acidic 46-kDa protein known as a calcium-binding protein 
and a molecular chaperone expressed in the endoplasmic reticulum of most cells. It 
was identified as a CTL granule component on the basis of its copurification with 
perforin in granule extracts ( 91 ). It appears likely that calreticulin binds to perforin at 
least in part because of its lectin-like function in binding carbohydrates that have not 
been terminally processed by endoplasmic reticulum glycosidases ( 92 ). 
Immunolocalization studies show that calreticulin resides in CTL granules as well as in 
the endoplasmic reticulum, and it is secreted in response to TCR stimulation, but its 
functional role remains unclear. 
Chemokines Cloned human CTL specific for human immunodeficiency virus (HIV) 
have been shown to rapidly secrete the chemokines MIP-1a, MIP-1ß, and regulated 
upon activation, normal T-cell expressed, presumably secreted (RANTES) chemokine 
through the granule exocytosis pathway after TCR ligation ( 74 ). Secreted chemokines 
were present in the medium as complexes with proteoglycan, which were capable of 
inhibiting HIV replication in monocytes in vitro. Immunolocalization of chemokines in 
CTLs showed them to be in granules that partially colocalized with granzyme A and 
underwent polarization in response to TCR ligation. 

FUNCTIONAL STEPS IN THE GRANULE EXOCYTOSIS CYTOTOXIC 
MECHANISM

Figure 1 illustrates the basic properties of the granule exocytosis pathway for 
lymphocyte cytotoxicity, showing discrete steps that have been defined in varying levels 
of detail, as discussed later. The essential feature of this mechanism is the exocytosis 
step, in which preformed mediators in secretory granules are released locally from the 
polarized CTLs into a synapse-like region formed between the CTL and its bound target 
cell. A number of important molecular details of this cytotoxic pathway remain to be 
elucidated, including the terminal steps leading to target lysis. Although all short-term in 
vitro target cell cytotoxicity via this pathway is perforin dependent, other noncytotoxic 



physiological mediators such as chemokines may be rapidly secreted by the granule 
exocytosis pathway.

Adhesion

Time-lapse cinematography observations of CTLs interacting with target cells show 
CTLs moving on the substrate in apparently random motion before encountering other 
cells ( 13 , 93 , 94 and 95 ). When contact is made through fine membrane processes, a 
firmer adhesion involving membrane-membrane contact appears to follow rapidly; the 
CTLs sometimes move along the surface of the typically larger cells ( Fig. 3). In some 
cases, the CTLs soon detach and resume their random motion, even with target cells of 
appropriate specificity. In other cases, the adhesion is maintained for minutes to hours 
until signs of target cell damage can be observed. Electron micrographs of CTLs bound 
to target cells show considerable areas of close membrane–membrane contact with 
some gaps in the center of this contact area ( Fig. 4).

 
FIG. 3. Time-lapse frames of cytotoxicity by a cloned class I major histocompatibility 

complex (MHC)–allospecific CD8 + cytotoxic T-lymphocyte (CTL) on a fibroblast target 
cell as seen with differential interference contrast microscopy. A: The CTL approaching 
the target cell before contact, with random ruffling and extension of small lamellae. B to 
H: Sequential images after contact, with the time in seconds after contact indicated. A 
single large lamella connects the CTL and target ( B), followed by the extension of 
membrane-membrane contact along the target surface ( C to D). Granule movement 
from the initially dispersed array toward the bound target cell is seen in D to G, followed 
by granule disappearance in F to H. Membrane blebbing, a sign of target injury, is first 
seen in G and becomes more dramatic in H. Images provided by Dr. Klaus Hahn, 
Scripps Clinic and Research Foundation, from Hahn et al. ( 110 ), with permission.



 
FIG. 4. Rapid polarization and exocytosis induced by target cells in a human cytotoxic 
T-lymphocyte (CTL) clone. A: Three CTLs adherent to one target cell (TC) fixed 1 
minute after the two cell types were mixed. Polarization is seen only in the CTL in the 
upper left (labeled CTL). Size bar, 1 µm. B: CTL-target interface fixed at 1 minute after 
mixing at higher power, showing two sites of close apposition of CTL and target cell 
plasma membranes ( arrowheads). Size bar, 0.1µm. C: CTL-target interface fixed 10 
minutes after mixing, showing exocytosis of granules containing membrane vesicles. 
Granule cores are not seen in this section. Size bar, 0.1µm. From Peters et al. ( 77 ), 
with permission, courtesy of Dr. Peter Peters, Dutch Cancer Institute.

CTL-target adhesion has been studied by isolation of “conjugates,” which are 
CTL-target clusters observed after CTLs have been centrifuged into contact with 
nonadherent tumor target cells and gently resuspended ( 96 ). By varying the ratio of 
CTLs and targets, clusters containing more than one target or CTL can be observed. 
Study of isolated 1:1 conjugates between allogeneic tumor target cells and potent in 
vivo CTLs showed that target cells were killed within 2 hours of further incubation ( 14 ). 
Classically, conjugates have been enumerated by microscopic counting, with target 
cells identified by use of a prelabeled fluorescent marker, but two-color flow cytometry 
has more recently been used for such studies ( 97 ). When potent in vivo–derived CTLs 
from the peritoneal exudate after rejection of allogeneic tumors are used, the specificity 
of conjugate formation generally reflects TCR recognition, with a variable background of 
nonspecific conjugates that are not lysed. However, when cloned CTLs grown in 
long-term in vitro cultures are used, this nonspecific conjugate formation may dominate 
( 98 ), apparently because of the stronger expression of adhesion molecules such as 
leukocyte function–associated antigen (LFA) 1 and CD2 on such CTLs.

Specific CTL-target conjugate formation requires a few minutes of incubation at 37° 
after CTL-target contact to achieve the stability necessary to survive the 
isolation-induced shear forces. This adhesion does not take place in the cold, can be 
blocked by inhibitors of intracellular energy generation, and requires magnesium in the 
medium ( 99 ). The requirement for magnesium appears to result from the interaction of 



the CTL adhesion molecule CD11a (LFA-1) with its target cell ligands intracellular 
adhesion molecule (ICAM)–1 or ICAM-2, which also requires magnesium. A 
temperature-sensitive strengthening of the adhesion of specific CTL-target pairs can be 
measured by varying the shear forces necessary to disrupt binding ( 100 ).

Specific CTL-target conjugate formation (as well as cytotoxicity) can be blocked by 
antibodies against adhesion molecules, and this approach led to the identification of the 
two pairs of “nonspecific” adhesion molecules: CD11a on the CTL surface, which 
interacts with ICAM molecules on target cells, and CD2 on the CTL surface, which 
interacts with LFA-3 on target cells ( 101 ). The dependence of such “nonspecific” 
adhesive interactions for successful CTL-target interactions appears to vary with the 
CTL ( 102 ).

Adhesion Strengthening and Membrane Mixing The simplest view of adhesion 
molecules is that they provide additional adhesive forces between interacting cell 
membranes and hence allow a more efficient interaction of the specific receptor–ligand 
interactions. However, there is considerable evidence for a more complex set of 
interactions among the TCR–MHC/peptide interaction, CD8/MHC interaction, and the 
engagement of CTL adhesion molecules with their target ligands. It has become clear 
that the adhesion molecules and CD8 are capable of generating signals within the CTL 
and that TCR engagement leads to a strengthening of the avidity of the CD11a–ICAM 
interaction as well as the CD8–MHC interaction ( 103 , 104 ). Thus, the initial weak 
interactions between CTL adhesion molecules and target ligands promote interaction 
between TCR and target MHC/peptide. This in turn induces a further strengthening of 
CD11a–ICAM and CD8–MHC interaction that provides strong adhesion. The 
cytoskeleton may play a role in these interactions because cytochalasins block 
conjugate formation. Because CTL-target conjugates form stable adhesion in the 
absence of extracellular calcium, a functionally useful definition of the adhesion and 
adhesion-strengthening phase of the CTL lytic process is that this is the 
calcium-independent, magnesium-dependent step. During CTL-target interaction, 
membrane proteins, including class I MHC/peptide complexes and lipid probes are 
rapidly acquired by the CTL from the target ( 105 , 106 and 107 ). Although the molecular 
mechanism of this transfer remains unclear, electron micrograph observations show 
regions of membrane fusion between the two cells, which appears independent of 
target cytotoxicity ( 108 ). The membrane molecules acquired by the CTL can 
subsequently be endocytosed, but enough remain on the surface to allow fratricidal 
recognition by other CTLs. Such fratricide may contribute to the in vivo 
perforin-dependent down-regulation of T-cell numbers after antigen challenge (see later 
discussion). 

Effector Polarization

Microscopic studies of CTL-target conjugates reveal that a pronounced polarization 
exists within CTLs that are bound to specific target cells, as can be seen in Fig. 3 ( 109 ). 
Under favorable circumstances, polarization can be observed within 1 minute after 
CTL-target contact ( 110 ). The microtubule organizing center is the first CTL component 
seen to be polarized, followed by recruitment of talin, Lck, and protein kinase C-? to the 



submembranous cytoplasm opposite the target cell, followed in turn by the granules ( 
108 ). It appears that, ultimately, most of the cytoplasmic organelles are coordinately 
moved in response to target recognition.

CTL polarization by target cells requires calcium in the medium, and nonpolarized 
conjugates formed in the absence of calcium subsequently polarize when calcium is 
added ( 111 ). Effector polarization is also blocked by microtubule-disrupting drugs ( 112 ). 
The demonstration of kinesin-dependent movement of isolated CTL granules along 
microtubules provides insights into the mechanism of CTL polarization ( 113 ).

Signaling Exocytosis

A rearrangement of interacting membrane proteins at the CTL-target interface to form 
the “immunological synapse” appears generally similar to that described between CD4 +

 T cells and antigen-presenting cells ( 108 ). Within the contact plane, CD11a forms an 
outer ring in parallel with the CTL cytoplasmic protein talin. Central to this ring is a 
highly concentrated domain containing the signaling kinases Lck and protein kinase 
C-?. It is hard to determine precisely which aspects of synapse formation are critical to 
signaling exocytosis. Protein kinases have been implicated in CTL signaling, such as 
from the strong stimulatory effect of the protein kinase C activator PMA on CTL 
degranulation in the presence of calcium ionophores ( 27 ). Anti-TCR antibody 
stimulation of CTL induces tyrosine phosphorylation of a discrete set of substrates, 
including p56 Lck, with additional substrates phosphorylated upon CD8 binding to class I 
( 114 ). These results show that CD8 engagement provides co-stimulation signals via 
protein kinases. However, TCR-induced protein kinase activation was found to be 
stronger in CD8-dependent CTLs than in CD8-independent CTLs ( 115 ). In this system, 
TCR engagement increased the association of p56 Lck with CD8 and recruited ZAP70 
to the TCR complex. These studies of protein kinases in CTL activated by target 
recognition suggest TCR signaling pathways similar to those found in other T cells, 
covered elsewhere ( Chapter 11). However, it is not yet clear at what point signaling for 
cytoplasmic polarization and degranulation diverges from signaling for gene expression 
(e.g., Fas ligand and IFN-?).

CTL signaling also involves an increase in intracellular calcium, which accompanies 
many examples of T-cell activation ( 116 ). Through the use of single-cell imaging with 
intracellular calcium-sensitive fluorescent dyes, CTLs were shown to undergo a rapid 
cytoplasmic calcium increase after engagement of specific target cells ( 117 , 118 ). 
Resting CTL calcium levels of approximately 100 nM rose to a mean of approximately 
500 nM within a few minutes before declining to baseline over the course of about 20 
minutes. Multiple cycles of intracellular calcium increase were sometimes seen ( 119 ). 
The antigen-induced intracellular calcium increase was blunted and transient if 
extracellular calcium was removed, which suggests an influx of external calcium through 
the plasma membrane as the major source. However, the calcium channel blocker 
verapamil does not inhibit this increase, which occurs via a potential-sensitive calcium 
channel activated in response to depletion of intracellular calcium stores ( 120 , 121 ). The 
target cell–induced calcium increase in CTLs is correlated with the calcium-requiring 



lethal hit phase of the CTL mechanism, described from functional measurements 
earlier.

Exocytosis

Secretion is the result of a membrane fusion event between the granule membrane and 
plasma membrane, termed exocytosis, resulting in a continuity between the granule 
interior and the extracellular space. Many examples of polarized secretion can be found 
in cell biology, but few if any follow a rapid induced polarization such as that which 
occurs after target binding by cytotoxic lymphocytes. Basic molecular aspects of the 
final critical exocytosis process are still poorly understood. Images from high-resolution 
time-lapse cinematographic studies of CTL-induced cytotoxicity show what appears to 
be granule exocytosis after CTL-target contact ( 94 , 95 ). In these images, visible 
granules close to the CTL membrane disappear shortly after reorientation but before 
visible target injury. Electron microscopic images such as those of Fig. 4 strongly 
suggest granule exocytosis into a restricted volume between the CTL and the bound 
target cell and transfer of the CTL granule contents into this space ( 108 , 122 ). Confocal 
microscopy shows the granules apparently inserting within the outer ring of CD11a 
molecules, adjacent to the protein kinases in the plane of interaction between CTL and 
target ( 108 ).

CTL exocytosis can be measured by assessing the release of granule components into 
the medium. By this approach, degranulation of CTL is observed within a few hours of 
culture in the presence of target cells, on immobilized antibodies against the TCR 
complex, or in response to stimulatory lectins such as concanavalin A. In common with 
most other forms of secretion via the regulated secretory pathway, CTL degranulation 
triggered by anti-TCR antibodies and antigen is blocked by removal of extracellular 
calcium ( 123 ). Granzyme A secretion is not blocked by inhibitors of ribonucleic acid 
(RNA) and protein synthesis (in striking contrast to that of IFN-? in the same CTL), but 
TCR cross-linking can be replaced by a combination of the calcium ionophore and the 
protein kinase C activator phorbol myristyl acetate ( 27 ).

According to work in both human and mouse genetic defects, CTL and NK cell granule 
exocytosis requires the Rab family small guanosine triphosphatase protein Rab-27a ( 79 

, 124 , 125 ). Defects in Rab-27a lead to a failure of the granule exocytosis cytotoxicity 
pathway but not the Fas pathway. After TCR ligation, CTLs with defective Rab-27a fail 
to degranulate, although they secrete IFN-? normally. Unlike the case of melanosomes 
in melanocytes, Rab-27a does not appear to play a role granule movement, inasmuch 
as CTL cytoplasmic polarization in response to antigen is normal. Thus, Rab-27a is 
required for a late step in the granule exocytosis pathway. This is compatible with one 
of the major described functions of Rab proteins: promoting tethering of the granule 
membrane to the plasma membrane at the terminal exocytosis step ( 126 ).

The Role of Granzymes in Target Death through Granule Exocytosis

Evidence implicating particular molecules as cytotoxic mediators comes from several 



approaches. The requirement for perforin in target death in vitro was made clear from 
studies of cytotoxic lymphocytes in perforin-knockout mice, which are completely 
lacking the granule exocytosis cytotoxicity pathway in vitro ( 22 , 23 , 127 ). However, 
several lines of evidence argue convincingly that, in addition to perforin, granzymes are 
also required to induce death in nucleated target cells ( 128 ).

Cytotoxic lymphocytes from granzyme B–deficient mice show slightly deficient target 
lysis and a more profound deficiency in target DNA fragmentation ( 129 , 130 ). Cytotoxic 
lymphocytes from granzyme A knockout mice displayed no detectable defects in either 
target lysis or DNA fragmentation ( 131 ), although it seems possible that granzymes A 
and K have redundant function ( 132 ). Cytotoxic lymphocytes from granzyme A/B 
double-knockout mice give markedly reduced target DNA damage ( 133 , 134 ), but their 
ability to cause target lysis is reduced only marginally. Loss of the granzyme-processing 
enzyme DPPI gave rise to lymphocytes with inactive granzymes ( 71 ), which also 
showed markedly reduced ability to induce target DNA damage. Thus, the granzyme 
knockout results show that granzyme B contributes significantly to target cell nuclear 
damage, whereas considerable target lysis occurs in the absence of both granzymes A 
and B.

A complementary approach to knocking out mediator expression was taken in 
experiments in which lymphocyte granule mediators were expressed in the RBL mast 
cell tumor line. These cells have an intact granule exocytosis pathway triggered by the 
immunoglobulin E receptor. Although RBL cells transfected with perforin alone acquired 
a potent hemolytic activity, their ability to kill nucleated targets was negligible. For 
cytolytic activity comparable with that of CTLs, including DNA fragmentation, expression 
of both granzymes A and B was required, along with perforin ( 135 , 136 ). Analysis of 
transfectant clones showed their cytolytic activity on tumor targets was quantitatively 
correlated with granzyme but not perforin expression levels (although perforin 
expression was required for activity).

Another approach has been to analyze the effects of purified mediator proteins on 
target cells. Perforin’s lytic activity is not accompanied by apoptotic DNA fragmentation ( 
137 ). When added to the medium, granzymes are not toxic to cells, although granzyme 
B is internalized by receptor-mediated endocytosis ( 138 ). Granzyme A causes DNA 
fragmentation in cells rendered permeable by detergent ( 139 ), and granzymes A, B, and 
K show this activity in cells treated with sublytic doses of perforin ( 140 ), with a 
synergistic effect between perforin and granzymes in promoting target nuclear damage 
and lysis. A noninfectious adenovirus, bacterial toxins, or direct microinjection can also 
be used to allow granzymes to access target cytoplasm with accompanying apoptotic 
DNA fragmentation ( 138 , 141 , 142 ).

If granzymes are cytotoxic mediators that work after introduction into target cytoplasm, 
expression of cytoplasmic granzyme inhibitors should block target death. The general 
serine protease inhibitor aprotinin was found to block target lysis when loaded into the 
target cell cytoplasm ( 143 ) or coupled to the target membrane ( 144 ) but not in the 
medium, and blocking was not seen with effectors expressing perforin only. The 



granzyme B inhibitor PI-9 is an intracellular member of the serpin family present in 
cytotoxic lymphocytes and other cells that can protect tumor cells against CTL-induced 
death in vitro and in vivo ( 145 , 146 , 147 and 148 ).

Perforin-Mediated Granzyme Entry into Target Cells

Electron micrograph observations of complement-like, pore-like structures on target 
cells attacked by cytotoxic large granular lymphocytes and CTLs strongly suggested 
that analogous membrane damage was responsible for target cell killing by both 
complement and cytotoxic lymphocytes ( 36 , 37 and 38 ). Subsequent studies have raised 
a number of issues that have forced a significant revision of this paradigm. Both 
complement and isolated perforin at high concentrations can cause the death of 
nucleated target cells within a few minutes at 37° ( 149 , 150 ), but target cells lethally 
injured by CTL require an average of 1.7 hours between infliction of the lethal damage 
and target lysis ( 18 ). It has become recognized that nucleated cells have a cytoplasmic 
system of repair of membrane injury. This has been characterized in studies with 
complement as resulting from a calcium-dependent shedding of vesicles containing 
pore-like structures into the medium ( 48 ) and in studies with physical wounding of cell 
membranes as resulting from a calcium-dependent exocytosis of internal membranes ( 
151 ). Such repair mechanisms can explain the ability of cells to recover within minutes 
from the permeability increases induced by sublytic perforin concentrations ( 152 ) and 
the cross-protection from lysis observed among different channel forming agents ( 153 ).

Because pore-forming agents, including purified perforin, induce a nonapoptotic death ( 
137 ), perforin “permeabilization” cannot explain the apoptotic phenotype seen in most 
target cells killed by CTLs or NK cells ( 154 ). Studies with noncytolytic RBL mast cell 
tumors show that perforin expression confers a very potent cytolytic activity against red 
blood cell targets but only a very modest lytic activity against tumor targets, which was 
not accompanied by DNA fragmentation ( 155 ). These results argue that nucleated cells, 
unlike mammalian erythrocytes, have defensive systems that can normally repair the 
membrane damage from pore formation induced by high local concentrations of 
perforin after degranulation. However, because perforin is absolutely required for rapid 
lethal damage of Fas-negative cells induced by CTLs and NK cells, it appears that the 
primary role for perforin is to allow granzymes access to the target cytoplasm.

There are two general mechanisms by which perforin could allow granzymes access to 
the cytoplasm. The simplest case would be that granzymes transit through perforin’s 
large membrane pores, as suggested by results with resealed red blood cell ghost 
targets and the electron micrographic images of large aqueous pores ( 36 , 45 ). However, 
direct experimental evidence for this entry route is lacking. An alternative proposal is 
that granzymes are taken up with perforin into endosomes and that perforin 
subsequently causes a breakdown in the endosomal membrane, releasing granzymes 
into the cytoplasm, where apoptosis is triggered. This model was suggested by 
experiments in which cells were first exposed to granzyme B and then washed. When 
this was followed by addition of perforin or other “permeabilizing” agents, apoptosis was 
induced ( 138 , 141 ), which clearly suggests that perforin renders endosomes permeable 



to release granzyme B into the cytoplasm. Further evidence for this model comes from 
studies supporting a role for the mannose-6-phosphate receptor in apoptosis induced 
by addition of noninfectious adenovirus and granzyme B ( 156 ). These studies showed 
that a cell line lacking the cation-independent mannose-6-phosphate receptor was 
resistant to apoptosis by granzyme B and adenovirus, to CTL-mediated DNA damage 
(although not lysis), and to CTL-mediated allograft rejection in vivo. These studies 
suggest that granzyme B enters the target cells through receptor-mediated endocytosis, 
although the mechanism by which perforin “permeabilizes” endosomes remains 
unclear.

Caspase-Dependent and -Independent Pathways of Cytotoxic 
T-Lymphocyte–Induced Target Death

Observations of apoptotic structure ( 157 ) and DNA fragmentation ( 154 ) in CTL targets 
suggested that CTLs trigger target cell apoptosis, although double-strand DNA 
cleavage is not invariably found ( 158 ). The role of nuclear damage in CTL-induced 
target cell death was addressed in experiments using enucleated cytoplasts. Such 
targets could be fully lysed by CTLs through both the granule exocytosis and Fas death 
pathways, and the tenfold increase in effector potency resulting from granzyme 
expression in RBL effector cells was seen in such targets ( 159 ). These results are 
parallel to some other apoptotic death inducers that also do not require target nuclei ( 
160 ), and they show that apoptotic nuclear damage is not required for CTL-induced 
target cell lysis.

The ability of granzyme B to proteolytically process and hence activate caspases is well 
documented. Purified granzyme B can process and activate caspases-3, -7, -8, -9, and 
-10 but not caspases-1 or -2. Furthermore, CTLs have been shown to specifically 
induce the processing of caspase-3 in target cells ( 161 ), which does not occur with CTL 
lacking granzyme B ( 162 ). The mechanisms by which granzymes trigger death has been 
pursued with the use of purified granzyme B in cells that have been rendered 
permeable. Labeled granzyme B localizes in the nucleus of “permeabilized” target cells, 
which correlates with induction of apoptosis ( 163 , 164 ), but inhibition of caspases blocks 
this nuclear localization without blocking killing ( 165 ).

The role of caspases in CTL-induced cytotoxicity has been tested with caspase 
inhibitors, which block most apoptotic death in a variety of in vitro and in vivo systems ( 
166 ). Both cell-permeant peptide-based caspase inhibitors and the protein inhibitor 
baculovirus p35 effectively block the lysis and apoptotic nuclear damage induced by the 
CTL Fas ligand/Fas pathway in several different target cell types. Through the granule 
exocytosis pathway, CTL-induced lysis of these targets was unaffected by either of 
these types of caspase inhibitors, which is compatible with the idea that granzyme B 
activates caspases that trigger nuclear damage but not lysis. Caspase inhibitors also 
fail to block CTL-induced blebbing, mitochondrial depolarization, or phosphatidyl serine 
flipping by the granule exocytosis pathway, although they did block the increased target 
endocytosis induced by CTL degranulation ( 167 ). Thus, it is clear that, although CTLs 
do trigger target caspase activation, death can also occur by caspase-independent 



pathways. Whether the known extranuclear substrates of granzymes ( 56 ) account for 
this death remains unclear.

The Bcl-2 family of intracellular proteins contains members that oligomerize with each 
other and interact with mitochondrial membranes to give both proapoptotic and 
antiapoptotic functional effects ( 168 ). Antiapoptotic members of the Bcl-2 family, such 
as Bcl-2 and Bcl-x, protect against many different death inducers, but for CTL-induced 
death, these antiapoptotic proteins have a variable effect, protecting in some cases but 
not others. Bcl-2 has been reported by different laboratories to inhibit or have no effect 
on the CTL Fas ligand/Fas and granule exocytosis death pathways ( 59 , 169 , 170 and 171 ), 
and it blocks the nuclear accumulation of granzymes ( 172 ). Proapoptotic members of 
this family have been implicated in granzyme B–mediated apoptosis. Bid can be 
cleaved directly by granzyme B to a truncated form with potent proapoptotic activity 
through mitochondrial damage ( 57 , 173 ), and this appears to be the major granzyme 
B–induced death pathway, in at least some cells (as opposed to direct procaspase 
processing). Granzyme B–induced mitochondrial damage by Bid requires another 
proapoptotic member of this family, Bak ( 60 ), which is compatible with the known 
tendency of these family members to associate with each other. It is still unclear 
whether such mitochondrial damage can also explain caspase-independent death 
induced by CTLs.

Cytotoxic T-Lymphocyte Detachment

Time-lapse cinematography of CTL-induced cytotoxicity shows that CTLs detach from 
target cells, move away, and subsequently kill more neighboring target cells. The 
mechanism of this detachment is unclear, and it is also unclear whether the CTLs 
remain attached until target lysis or if an active decision is made before lysis but after 
the lethal injury has been delivered ( 174 ).

Self-Protection of Cytotoxic Lymphocytes

A major question facing the granule exocytosis model has always been why the effector 
cells are not themselves lysed after degranulation releases lethal mediators at high 
local concentrations. Microscopic studies established that CTLs can kill multiple target 
cells without suffering detectable damage themselves. Numerous subsequent 
investigations addressed the question of whether CTLs are themselves susceptible 
targets to attack by other CTLs. Early studies found that uncloned CTLs were 
inactivated by other CTLs, and it was assumed that they were killed. However, more 
recent studies indicate that such “target” CTLs are not necessarily killed when other 
CTLs inactivate them ( 175 ). Cloned CTLs have frequently been found to be highly 
resistant to lysis after recognition by other CTLs ( 176 , 177 and 178 ). Thus, CTLs appear to 
express a permanent global resistance to their own lethal mediators. CTLs are resistant 
to perforin-induced lysis, in relation to other lymphoid cells ( 179 , 180 ). Such resistance is 
not absolute, and it is not clear that CTLs are uniquely resistant to perforin lysis, 
because there is a wide range of resistance among non-CTL targets. Protective 
membrane proteins have been proposed to be responsible for this resistance—for 
example, by binding perforin molecules before membrane insertion or before inserted 



molecules aggregate and form functional pores ( 181 )—but satisfactory molecular 
identification and functional experiments establishing their role in CTL self-protection 
have not been carried out. Another explanation for CTL perforin resistance is that they 
have a particularly active system of removing inserted perforin from their membranes, 
as discussed previously.

In spite of this evidence in favor of a global system of CTL self-protection, a variety of 
studies show that CTLs can kill other CTLs, which implies that the resistance just 
described can be overcome. Thus, enriched populations of in vivo–derived CTLs are 
lysed by other CTLs, hapten-specific cloned CTLs kill other hapten-specific cloned 
CTLs, and peptide-specific cloned CTLs kill each other in the presence of peptide ( 182 , 
183 ). These findings continue to pose a challenge for the granule exocytosis model and 
suggest that other local or temporary protective systems exist in CTLs to prevent 
self-destruction after degranulation. Because granule membrane components become 
locally incorporated into the plasma membrane after exocytosis, they are one class of 
candidates. Another possibility is a transient global protection triggered by target 
recognition. These speculative possibilities have been difficult to test experimentally.

Cytotoxic T-Lymphocyte–Mediated Induction of Target Fas Perforin-deficient CTLs 
have been found to lyse Fas-negative target cells slowly in vitro. The mechanism for 
this cytotoxicity was revealed to be a CTL-mediated induction of Fas expression in the 
target ( 184 ). CTL degranulation was not required for this inductive effect, but the nature 
of the inductive signal generated in the target cell remains unknown. 

DIFFERENTIATION-DEPENDENT EXPRESSION OF CYTOTOXIC 
MEDIATORS

A general survey of normal tissues for expression of perforin messenger RNA or protein 
shows that it is expressed exclusively in lymphoid tissue, and closer examination 
reveals that its expression is highly correlated with lymphocyte cytotoxic activity. For 
example, in normal human peripheral blood, perforin protein was detected in more than 
95% of the CD56 + NK cells and in more than 97% of the ?d T cells ( 29 ). Both of these 
populations show cytolytic activity with redirected lysis. Although blood CD4 + T cells 
were negative for perforin expression and cytotoxicity, CD8 + cells with memory 
phenotype showed substantial cytotoxic activity and perforin expression. Naïve and 
cord blood CD8 + T cells were shown to lack detectable perforin expression ( 185 ). After 

in vitro activation, CD4 + T cells remained negative for perforin expression and 

cytotoxicity, whereas CD8 + T cells increased their perforin expression and cytotoxicity ( 
29 ).

Granzyme messenger RNA and protein expression are not detectable in resting 
peripheral T-lymphocytes (in contrast to resting NK cells) ( 52 , 186 ). In vitro activation 

increases expression of all granzymes in both CD4 + and CD8 + T cells, as well as in 
NK cells. Granzyme A and B messenger RNA expression is detectable in immature 
thymocytes but declines at the CD4 +CD8 + stage ( 187 ). In CD4 -CD8 + thymocytes, 



granzyme A messenger RNA and enzymatic activity is detectable.

Murine peritoneal exudate lymphocytes induced by allostimulation have been a 
classical source of highly potent CTLs ( 96 ). These cells express perforin and 
granzymes but at lower levels than do CTLs grown in vitro ( 188 ). After in vitro culture in 
IL-2, such CTLs acquire higher levels of these granule mediators, but there is no 
evidence that this enhances cytotoxic function.

There remain many questions regarding differences in expression of lytic mediators 
among naïve, effector, and different subtypes of memory CD8 + T cells. Indeed, 
surprisingly little is known about molecules that control expression of cytolytic 
machinery in CTLs. It was proposed ( 189 ) that CD30 may represent one such molecule 
by virtue of inhibiting effector cell cytotoxicity. It was shown in studies of the granular 
lymphoma line YT that CD30-mediated signaling caused strong inhibition of cytotoxicity 
by blocking the expression of such crucial cytotoxic molecules as perforin, Fas ligand, 
and granzyme B. Additional in vivo studies demonstrated CD30-mediated suppression, 
which suggests that CD30-mediated signaling may function in vivo by down-regulating 
CTL effector functions and proliferation while enabling CTLs to home to lymph nodes.

In Vivo versus In Vitro Studies of Cytotoxic T-Lymphocyte–Mediated Cytotoxicity: 
The Role of Oxygen

CTLs are exposed to different extracellular signaling molecules in normal and inflamed 
local tissue as they differentiate and function in primary, secondary, and tertiary 
lymphoid organs with different infrastructure, vasculature, and cell metabolism. In 
addition to encountering immunologically relevant signaling molecules (e.g., TCRs, 
lymphokines), CTLs experience diverse biochemical and biophysical local 
environments, in which they are exposed to different repertoires of physiologically 
abundant “nonimmune” molecules, capable of affecting lymphocyte and 
antigen-presenting cell physiology.

One example of such a molecule is molecular oxygen. Immune cells and their 
progenitors could be exposed to both relatively high (normoxia) and low oxygen 
tensions [hypoxia, as low as 4 to 34 mm Hg, which is 0.5% to 4.5% O 2 (percent 
volume of solute)] as they travel between blood and different tissues in lymphoid organs 
( 190 ). To test whether lymphocyte adaptation to changes in oxygen tension may have 
an effect on their functions, CTL differentiation and functions were compared at very 
low (1% O 2) and low (2.5% O 2) oxygen tensions versus routinely used (20% O 2) 
oxygen tensions. It was found that physiologically relevant hypoxic conditions have 
different effects on CTL lethal hit delivery and secretion of cytokines. The differentiated 
CTLs deliver Fas ligand and perforin-dependent lethal hits equally well under both 
hypoxic and normoxic conditions, thereby extending the reach of CTL-mediated lethal 
hits to all local tissue environments and preventing escape of infected cells to hypoxic 
“niches.”

However, naïve aß T cells differentiate poorly into CTLs at 1% O 2, and CTL 



development is delayed at 2.5% oxygen in comparison with 20% O 2. Interestingly, the 
CTLs that developed at hypoxic conditions were much more lytic, whereas their 
accumulation was accelerated at 20% oxygen. These experiments show that the 
routinely used conditions of in vitro CTL incubation with ambient 20% O 2 tension in the 
presence of reducing agent is well suited for immunological specificity and cytotoxicity 
studies, but oxygen dependence should be taken into account in immunophysiological 
studies of CTL activation, expansion, and cytokine production.

Extracellular Adenosine as a Physiological Signal to Trigger the Down-regulation 
of Immune Response

Inflamed local tissue environments are associated with accumulation of extracellular 
adenosine, and this fact led to studies of the possible role of adenosine receptors in 
regulation of CTLs. It was shown that extracellular adenosine is an interesting candidate 
for being endogenous regulator of CTL functions, because CTLs express A2a 
adenosine receptors and are inhibitable by extracellular adenosine ( 191 ). Adenosine 
suppressed all tested TCR-triggered effector functions, including cytotoxicity, via both 
granule exocytosis/perforin- and Fas ligand–mediated pathways and by cytokine 
secretion. Even brief exposure to adenosine was sufficient to observe inhibition of 
TCR-triggered effector functions. Such “memory” of T cells to adenosine exposure is 
explained by the long-lasting increased levels of intracellular cyclic adenosine 
monophosphate even after the extracellular adenosine has been degraded.

Further studies are necessary to understand the functioning of adenosine 
receptor–mediated CTL down-regulation in different models of immune response in 
vivo, including antitumor CTL activity. Studies using adenosine receptor gene–deficient 
mice provided in vivo evidence for the nonredundant role of extracellular adenosine and 
adenosine receptors as negative regulators of NK T cell–, T cell–, and 
macrophage-mediated immune response in vivo: Extensive tissue damage and higher 
and longer lasting levels of proinflammatory cytokines were observed in A2a adenosine 
receptor–deficient animals in comparison with wild-type animals ( 192 ). Thus, it appears 
that extracellular concentrations of adenosine in inflamed areas are sufficiently high to 
activate A2a receptors on CTLs and that adenosine receptors may contribute to the 
negative feedback mechanism of down-regulation of CTLs in vivo.

IN VIVO ROLE OF PERFORIN- AND FAS-MEDIATED CYTOTOXICITY

The description of perforin as a cytolytic molecule and cloning of the perforin gene not 
only facilitated studies and led to better understanding of cytotoxic cells functions but 
has also provided tools for identifying the genetic basis of some human immunological 
disorders. In vivo, CTL-mediated cytotoxicity can be mediated not only by the rapid 
mechanisms of lethal hit delivery involving perforin or Fas ligand but also by slower 
processes resulting from activities of soluble mediators such as TNF-a. The 
development of knockout mice lacking individual effector molecules allows assessment 
of their importance to various in vivo processes. A series of studies have compared 
wild-type mice with Fas- and Fas ligand–deficient and perforin-deficient mice and mice 
with combinations of these deficiencies in order to evaluate the role of these cytotoxic 



mechanisms in vivo. These studies revealed defects ranging from impaired immune 
surveillance and defense against pathogens to autoimmunity.

Homeostasis of the Immune System

Several studies using different approaches have concluded that perforin plays a 
significant role in the homeostasis of the immune system, requiring elimination of 
expanded numbers of antigen-specific T cells after the peak of the immune response ( 
193 ). Previous studies had shown that deficiency of Fas and Fas ligand is associated 
with lymphoproliferative autoimmune diseases ( 194 ), and it is generally accepted that 
the Fas-mediated destruction of antigen-presenting cells by T helper cells plays an 
important role in a negative feedback regulation of generation and expansion of both 
CD4 + and CD8 + T cells to protect from excessive tissue destruction by immune cells ( 
195 ). The role of perforin has been suggested by studies showing the early death and 
infiltration of liver and kidney by CD8 + T cells in perforin-deficient mice ( 196 ).

Another example showing perforin involvement in down-regulation of CD8 + cells was 
provided by the demonstration that antigen-exposed perforin-deficient mice are 
defective in down-regulation of peripheral CD8 T cells but not of CD4 + cells. The 
important role of perforin in homeostasis of CD8 + T cells was subsequently confirmed 
in studies of Listeria monocytogenes–infected mice lacking perforin and IFN-? ( 197 ). 

This suggests that perforin plays a critical role in limiting the life span of CD8 + CTLs in 
vivo. Thus, there is an emerging consensus about the dual role of CTLs and 
antimicrobial cytokines that function as both pathogen-destroying effectors and 
down-regulators of expanded immune T cells.

The unexpected finding that the fatal human disease familial hemophagocytic 
lymphohistiocytosis (FHL) is caused by defective perforin expression ( 198 ) has 
confirmed animal studies showing perforin’s role in homeostatic regulation of the 
immune system. FHL is characterized by uncontrolled activation of T cells and 
macrophages and high levels of proinflammatory cytokines, which were convincingly 
shown to be caused by missense and homozygous nonsense mutations in the perforin 
gene in unrelated patients with FHL ( 198 ). Lymphocytes of these patients had no 
cytolytic activity, and no perforin protein was detected in granules.

Observations of immune abnormalities in double–cytotoxic mechanism–deficient mice 
(Fas ligand -/-, perforin -/-), which are more severe than in single Fas ligand– or 
perforin-knockout mice, support the view that perforin and death-signal transducing 
receptors function as both redundant and complementary mechanisms of homeostatic 
control ( 199 ).

CTL-mediated cytotoxicity against CTLs (fratricide) is also implicated in control of 
numbers of CTLs in vivo. For example, virus-induced liver injury attributable to CTL 
damage declined as the number of virus-specific CTLs diminished. In this system, the 
death of CD8 + T cells accounting for complete elimination of virus-specific CTL 



requires Fas but not the perforin or TNF-a pathways ( 200 ).

The importance of perforin/Fas ligand pathways in maintenance of homeostasis is 
illustrated by pathological processes in perforin/Fas ligand double-deficient mice, which 
die early of severe pancreatitis. Such female mice are infertile and have 
hysterosalpingitis ( 199 ). The tissue destruction probably results from infiltration with 
monocytes/macrophages, which is accompanied by the expansion of CD8 + T cells. 
The role of macrophages is consistent with observations of healing effects of 
monocyte/macrophage inactivation by carrageenan in vivo. The accumulation of 
disease-causing macrophages is explained by the inability of perforin/Fas 
ligand–deficient CD8 + or CD4 + T cells to destroy cognate antigen-presenting cells and 
thereby provide negative feedback homeostatic regulation of the immune processes.

Cytotoxic T-Lymphocytes in Host Defense against Infection

Antigen-specific CTLs have been shown to be involved in the immunity against 
intracellular pathogens such as L. monocytogenes and Trypanosoma cruzi, which are 
able to escape from phagocytic vacuoles into the cytoplasm of infected cells, as well as 
in the immunity against microorganisms which stay within the vacuoles (e.g., 
Salmonella typhimurium, Escherichia coli,  and M. tuberculosis) ( 201 ).

Study findings have provided a potential explanation of the mechanism by which CTLs 
directly destroy microbial pathogens residing in intracellular compartments ( 89 , 202 ). 
The bactericidal granule protein granulysin has been proposed to be critically 
responsible for the death of intracellular mycobacteria. This protein is expressed in skin 
lesions from leprosy patients. The authors hypothesized that perforin ensures the 
delivery of granule-located proteins, thereby enabling granulysin’s access to intracellular 
compartments in order to kill a pathogen. A role for granulysin in immunity to leprosy 
was suggested by experiments showing that CD4 + T cells localized in skin lesions in 
leprosy patients express granulysin, and T-cell lines derived from such lesions used 
granule exocytosis to suppress intracellular M. leprae in vitro ( 203 ). However, the critical 
role of these mediators in immune protection against mycobacteria in vivo remains 
unclear, inasmuch as immune protection appears normal in perforin-knockout mice ( 204 

, 205 ).

Cellular Cytotoxicity Pathways in Antitumor Cytotoxic T-Lymphocyte Activity

Studies of perforin gene–deficient mice after injection with different tumors, chemical 
carcinogens, and oncogenic viruses strongly suggest that perforin-dependent 
cytotoxicity is functional in antitumor CTL and NK surveillance during both viral and 
chemical carcinogenesis. The lack of perforin was associated with decreased tumor 
surveillance ( 127 , 206 ). Striking evidence for the role of cytotoxic lymphocytes in control 
of tumor growth was provided by testing the prediction that the incidence of tumors in 
tumor-prone p53-deficient mice would be increased or accelerated if these mice were 
also deficient in perforin expression ( 207 ). It was shown that disseminated lymphoma is 



likely to be controlled by perforin in CTLs, because increased lymphomagenesis was 
observed in perforin-deficient mice. Together with other indirect evidence, studies of 
perforin-deficient mice suggest that CTLs may indeed participate in the mechanisms of 
host resistance to spontaneous tumors.

The role of granzymes in antitumor immunity remains unclear, because mice lacking 
granzymes A and B were as efficient as wild-type mice in their abilities to reject tumors 
in vivo ( 208 ).

Cytotoxic Lymphocytes in Control of Viral Infections

Studies of the role of individual components of cytotoxic machinery in immune response 
to different viral infections suggest that control of viral replication requires granule 
exocytosis/perforin-mediated cytotoxicity ( 127 ). Different combinations of molecules in 
cytotoxic granules may be necessary to control replication of different viruses. It was 
demonstrated in studies of mouse cytomegalovirus (MCMV) infection of wild-type 
C57BL/6 (B6) mice and of mice lacking recombination activating gene 2 (RAG2), 
perforin, granzyme A, or granzyme B in different combinations, that both perforin- and 
granzyme-mediated pathways are involved in control of viral replication ( 209 ). The 
authors concluded that CD8 + T cells and NK cells are absolutely necessary and that 
perforin and granzymes A and B do contribute in the control of MCMV infection of 
salivary gland. However, experiments with gene-deficient mice revealed that viral 
elimination proceeds even in the absence of one of each of these effector molecules, 
which thereby suggests their redundant roles in an antiviral response.

In contrast to these observations of salivary gland infection by MCMV, studies of the 
natural mouse pathogen ectromelia established that mice deficient in granzymes A and 
B fail to control primary infections by this virus, in spite of normal perforin expression 
and CTL activity in vitro ( 210 ). Thus, in some viral infections granzymes are absolutely 
indispensable and are required together with perforin for protection of the host animal. 
These findings are in contrast with earlier observations showing normal protection 
against L. monocytogenes and lymphocytic choriomeningitis virus (LCMV) infections in 
granzyme A–deficient mice ( 131 ).

Cytotoxic T-Lymphocytes in Disease Pathogenesis

The well-established concept of CTLs as a double-edged sword capable of both killing 
infected cells and inflicting collateral tissue damage ( 211 ) is further supported by studies 
of the role of cytotoxic mechanisms in LCMV clearance and tissue damage ( 212 ). To 
address the question as to which cytotoxicity mechanism is involved in the viral 
clearance versus tissue damage during viral hepatitis pathogenesis, mice deficient in 
either individual Fas ligand or perforin pathways of cytotoxicity were used. It was found 
that perforin-mediated granule exocytosis pathway is required for viral clearance but 
that both Fas ligand and perforin/granule exocytosis pathways must be activated in 
order to observe liver damage. These observations may suggest the therapeutic 



strategies for avoiding liver damage while maintaining efficient antiviral CTL response.

Interesting insights into mechanisms of antiviral effector functions of CTLs were gained 
in studies of hepatitis B virus (HBV) antigen–specific CTLs in HBV-transgenic mice ( 213 

). It is believed that antigen-activated CTLs secrete proinflammatory cytokines 
(including IFN-?) and that this, in turn, results in noncytopathic inhibition of HBV 
replication in most infected hepatocytes. In contrast, perforin- and Fas ligand–triggered 
apoptosis affects only a very small proportion of infected hepatocytes. It has been 
assumed that CTL-induced apoptosis of virus-infected cells also destroys replicating 
viral nucleic acids through the activation of proteases and endonucleases in apoptotic 
cells. It was discovered in studies of HBV-transgenic mice that, at least in the case of 
HBV infection, the virus-specific CTLs do trigger apoptosis in a small proportion of 
HBV-infected hepatocytes, but this is not accompanied by the destruction of replicative 
DNA containing cytoplasmic HBV nucleocapsids.

These studies provided an example of pathological CTL-mediated inflammatory tissue 
damage and destruction of infected cells that is not accompanied by complete 
destruction of the pathogen and is not sufficient on its own to accomplish viral 
clearance. The authors concluded that HBV nucleocapsids are very resistant to 
proteases and endonucleases and that the proapoptotic effector functions of 
HBV-specific CTLs are not sufficient on their own for clearance of this viral infection. 
Accordingly, the explanation of efficient control of HBV infection in vivo must involve not 
only CTLs but also cytokines and cells of the innate immune system.

Cytotoxic T-Lymphocytes and Autoimmunity

CTLs have been implicated in destruction of pancreatic ß cells during the course of 
autoimmune type 1 diabetes, and studies were conducted to evaluate the contribution 
of CTL-mediated cytotoxic mechanisms in pathogenesis of this disease. Experiments 
were performed with transgenic mice expressing LCMV antigen in ß cells. These mice 
rapidly became diabetic after an LCMV injection induced a CTL response against the 
antigen.

The critical role of perforin in these processes is shown by the absence of diabetes after 
LCMV infection in perforin-deficient mice with the LCMV transgene. Thus, 
perforin-mediated cytotoxicity is crucial for ß-cell destruction, exceeding the importance 
of other potential inflammatory cytotoxic molecules ( 214 ). These conclusions were 
reinforced in subsequent studies in which CTL-mediated, perforin-dependent 
cytotoxicity is strongly implicated in autoimmune diabetes by observations of the delay 
in the onset of the disease and of decreased incidence of spontaneous and 
cyclophosphamide-induced diabetes in perforin-deficient mice that were backcrossed 
with the nonobese diabetes mouse strain ( 215 ).

In experimental autoimmune encephalomyelitis, studies with mice defective in both 
perforin- and Fas-mediated cytotoxicity have shown that the latter defect is required for 
the major pathological effects in this disease model ( 216 ).



Cytotoxic Lymphocytes and Graft-Versus-Host Disease

Perforin- and Fas ligand–deficient mice also allowed experiments addressing the 
long-standing question as to the mechanism of complex tissues damage processes. It 
was shown that transplantation of Fas ligand–deficient T cells into lethally irradiated 
recipient mice resulted in cachexia but not in significant levels of cutaneous or liver 
graft-versus-host disease (GVHD) ( 217 ). In contrast, an acute, although delayed, GVHD 
was observed in mice that received perforin-deficient T cells. The authors concluded 
that perforin-mediated cytotoxicity may influence the time course of GVHD development 
but is not required for tissue damage. Thus, different tissue damage is inflicted by Fas 
ligand– and perforin-dependent mechanisms during the course of GVHD, and Fas 
ligand–mediated cytotoxicity is responsible for hepatotoxicity and cutaneous GVHD. 
This model may provide a convenient assay for future studies of regulation of CTLs in 
pathogenesis of GVHD in vivo.

These observations are in agreement with an independent study ( 218 ) in which a similar 
question was addressed; Fas ligand, but not perforin, was found to have the major role 
in pathogenesis of class II MHC–restricted acute GVHD. In contrast, the 
perforin-mediated pathway, but not Fas ligand–mediated cytotoxicity, is required for 
class I-restricted acute murine GVHD. The authors suggested selectively inhibiting the 
granule exocytosis/perforin pathway as a novel anti-GVHD therapeutic strategy and 
showed that inhibitors of this pathway do not interfere with posttransplantation 
hematopoietic reconstitution. However, more recent studies of mice doubly deficient in 
Fas ligand- and perforin have demonstrated that both effector pathways play a role in 
GVHD ( 219 ). The double cytotoxic deficiency resulted in a decrease in numbers of 
donor CD4 T cells and a delay in GVHD-associated death and weight loss, which 
suggests that GVHD-induced tissue injury is mediated by cytotoxic effects of donor CD4 
T cells.

Cytotoxic Mediators in Contact Hypersensitivity

Although cytotoxic CD8 + T cells were long considered to be involved largely in 
antitumor and antiviral activities, CTL have also been shown to mediate other 
pathological processes, such as delayed-type hypersensitivity (DTH) reactions. The 
availability of Fas- and perforin-deficient mice allowed a test of whether these 
molecules are involved in the CD8 + T cell-mediated cutaneous hypersensitivity, 
whereby a skin inflammation is induced by cutaneously applied haptens ( 220 ). It was 
found that mice doubly deficient in Fas and perforin developed hapten-specific CD8 + T 
cells lacking cytotoxic activity, but the same mice did not develop contact 
hypersensitivity (CHS). This strongly suggests that both Fas-mediated and 
perforin-mediated CD8 + CTL-dependent cytotoxicities are required for CHS. Because 
CHS has been observed in mice deficient in only Fas or perforin, it was concluded that 
CHS-mediating CTLs could utilize either Fas or perforin interchangeably. An additional 
lesson of these studies is that mice with deficiencies in individual lytic molecules are not 



sufficient to clarify the role of these molecules in an in vivo pathogenic processes.

Role of Different Cytotoxic T-Lymphocyte Subsets in Delayed-Type 
Hypersensitivity

The description of Tc1 and Tc2 subsets of CTLs ( 221 ) led to the evaluation of their role 
in DTH ( 222 ). It was shown that when injected into animals, CD4 Th1 cells induce DTH 
more effectively than do Th2 cells. However, both Tc1 and Tc2 cells induced similar 
antigen-specific footpad swelling, as well as similar accumulation of macrophages and 
neutrophils. Because the perforin-deficient Tc1 or Tc2 cells were also effective in 
induction of DTH, it was concluded that perforin-mediated cytotoxicity of CD8 T cells is 
not essential and that both Tc1- and Tc2-derived cytokines produce similar levels of 
DTH ( 222 ).

CTL persistence and effector functions are regulated by cytokines, which suggests the 
possibility of autocrine regulation of CTLs. It was shown, for example, that IL-4 inhibits 
the production of IL-2, IFN-?, TNF-a, and IL-10 by differentiated Tc1 cells in response 
to antigenic stimulation, without changing their cytotoxic potential ( 223 ). These studies 
provide yet another example of dissociation of cytokine-secreting and cytotoxic 
functions, inasmuch as normal short-term lytic effects in vitro and adoptively transferred 
DTH in recipient mice in vivo were observed in assays of Tc1 cells with impaired 
cytokine synthesis. However, the inability to produce IL-2 and, therefore, defective 
proliferation/expansion of IL-4–treated CTLs was invoked to explain the decrease of 
their long-term antitumor capacities.

Cytotoxic Lymphocyte–Induced Inflammation in Liver Carcinogenesis

One example of pathogenic CTL effector functions is provided by the processes leading 
to the development of hepatocellular carcinoma, which often represents a complication 
of chronic HBV infection. Antiviral T cells are believed to be crucial in the control of HBV 
infection, but the inefficient T-cell response to HBV in persistently infected patients is 
proposed to contribute to the pathogenesis of chronic hepatitis. According to current 
views, the cytotoxic T cell–induced death of infected liver cells is accompanied by 
hepatocyte regeneration in an inflamed hepatic environment, thereby increasing 
probabilities of neoplastic transformation and hepatocellular carcinoma in patients with 
chronic hepatitis ( 224 ).

Therapeutic Modulation of Cytotoxic T-Lymphocyte Effector Functions

The potential use of CTLs for tumor therapy has long been recognized, but many 
problems remain before this approach can become a practical reality. Studies of T-cell 
activation and of negative regulators of CTL-mediated cytotoxicity coupled with 
identification of tumor antigens that can be recognized by CTLs have improved chances 
for successful manipulation of antitumor CTLs ( 225 ). As described previously, CTLs 
were shown to participate in antitumor immune response through the 
perforin-dependent mechanism of cytotoxicity. Promising approaches to enhancing CTL 



antitumor activity without deleterious autoimmune effects include inhibition of 
immunoinhibitory CTL-association antigen 4 (CTLA-4)–CD28 interactions ( 226 ) and 
inhibition of CD25 + regulatory T cells ( 227 ). Depletion of either one of these two natural 
immunoregulatory mechanisms improves antitumor CTL activity, but the best result was 
observed when these treatments and strategies were combined.

It was shown in studies of experimental B16 melanoma that the optimal CD8 + 
CTL-mediated tumor rejection is accomplished by depletion of CD25 + regulatory T 
cells when accompanied by blockade of CTLA-4. In addition, the ability of T cells to 
penetrate and destroy solid tumors was exploited in the development of the “T-body” 
approach, which involves CTLs that express chimeric receptors, enabling the 
recognition and killing of cancer cells ( 228 , 229 ).

Localization of Cytotoxic T-Lymphocytes In Vivo

CTLs migrate between the lymphoid compartment and tissues in the course of 
immunological surveillance, and they exert their cytotoxic function after recognition and 
triggering by antigen; for example, memory CTL migrate through different tissues and 
reside in secondary lymphoid organs ( 230 , 231 ). The efficiency of the CTL-mediated 
response also results from the dramatic increases in numbers of antigen-specific CTLs 
after the antigen/TCR-driven proliferation and expansion. After elimination of the 
pathogen, the number of CTLs decreases, and only memory CTLs remain. An 
interesting exception to observations of CTL cytotoxicity development was provided in 
studies of intestinal intraepithelial lymphocytes (IELs). IELs represent an unusual 
subset of CTLs because they possess strong constitutive cytotoxic activity. In studies of 
mechanisms of cytotoxicity of naïve versus primed IEL CTLs, it was shown that they 
switch from Fas ligand–mediated to perforin-mediated cytotoxicity mechanisms as they 
mature ( 232 ). It was shown in assays of naïve CD8aß IELs that antigen activation 
triggers Fas ligand–mediated, constitutive cytotoxic activity that can be detected in 
long-term assays. In contrast, it was the perforin-dependent exocytosis that mediated 
strong cytotoxicity of primed CD8aß IELs. These observations demonstrate that priming 
of CTLs may trigger a switch from a pathway that depends on target Fas expression 
and function to the more generally applicable perforin pathway, against which 
resistance may be more difficult.

An important question about the localization and functions of CTLs during and after 
antimicrobial response in vivo was clarified in studies of CD8 + T-cell distribution. It had 
been assumed that CTLs localize mostly in lymphoid tissues, but the direct enumeration 
of CD8 + CTLs in different organs during and after infections within total tissue 
lymphocyte opulation, through the use of class I MHC tetramers coupled to antigenic 
peptide, revealed a significant proportion of long-lived memory CTLs not only in 
lymphoid tissues but also in nonlymphoid tissues such as those of the lung, fat pad, 
liver, kidney, bone marrow, and peritoneal cavity ( 233 ). In contrast to splenic CTLs, 
these non–lymphoid tissue–located CTLs were able to deliver a lethal hit immediately 
ex vivo. The presence of such an “immediate early response” CTL population is likely to 



provide the most efficient mechanism of counteracting the pathogens in vivo.

CONCLUSIONS

This chapter summarizes studies of molecular mechanisms of target cell death induced 
by cytotoxic T cells in vitro and related studies of the in vivo implications of these 
mechanisms for immune surveillance and disease pathogenesis. Currently, there is 
considerable detailed knowledge of two different death pathways induced by CTLs: the 
granule exocytosis pathway and the Fas/Fas ligand pathway. Although some steps in 
these death pathways are still not well understood, they account for virtually all 
cytotoxicity demonstrable by lymphocytes in vitro. The identification of unique molecules 
that function critically in these pathways has led to the creation of knockout mice 
specifically lacking them and to subsequent studies of their in vivo role in various 
immune phenomena. Such studies clearly implicate both in vitro–defined death 
pathways as important for in vivo immune function, in which cell death is difficult to 
measure directly. In some cases, such as graft rejection, it appears that the two in 
vitro–defined death pathways cannot explain all the phenomena, and other, as yet 
undefined pathways may contribute. These results point out that in vitro systems cannot 
faithfully recreate the complex and long-term in vivo conditions, and it is therefore likely 
that some important immunological mediators of cytotoxicity in vivo are still to be 
discovered. The identification of human genetic diseases manifested by defects in the 
two cytotoxicity pathways adds another level of understanding. It was particularly 
instructive that perforin-defective humans suffer from pathological processes not fully 
expected from studies of laboratory-reared mice with similar molecular defects. 
Nevertheless, it is clear that the current understanding of cytotoxicity is sufficiently 
advanced to allow for the beginning of attempts to exploit it for therapeutic benefit.
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HISTORICAL PERSPECTIVE AND OVERVIEW

Inflammation is the physiological process by which vascularized tissue responds to 
injury. During the inflammatory process, soluble mediators and cellular components 
work together in a systematic manner in the attempt to contain and to eliminate the 



agents causing physical distress. Although inflammation is crucial to maintaining the 
health and integrity of an organism, the inflammatory process, when poorly controlled, 
can result in massive tissue destruction. This chapter presents a limited overview of the 
cellular and molecular events related to the inflammatory response; a more thorough 
discussion of these topics can be found in the textbook Inflammation: Basic Principles 

and Clinical Correlates ( 1 ).

The first observations on the inflammatory response are credited to Cornelius Celsus, 
who described the cardinal clinical signs of inflammation during the first century of the 
Common Era. His signs—rubor (redness), dolor (pain), calor (heat), and tumor 
(swelling)—remain focal points for study today. Another early contributor to this field 
was John Hunter ( 2 ), who in 1793 was the first to appreciate inflammation as a host 
defense, as opposed to a disease process. In the 1800s, Julius Cohnheim ( 3 ) provided 
the first microscopic descriptions of the inflammatory process. Paul Ehrlich contributed 
to the overall understanding of the inflammatory process with his observations on the 
role of antibodies, as did Elie Metchnikoff, with his observations on phagocytosis; both 
were awarded the 1908 Nobel Prize for their work. Other crucial discoveries included 
those of Wright, who described the plasma proteins (opsonins) that coat and tag foreign 
substances for phagocytic destruction, and Dale and Laidlaw ( 4 ), who demonstrated 
the vasoactive role of histamine. In more recent history, many investigators have 
contributed observations on roles of soluble proinflammatory mediators, including 
chemokines, interleukins, interferons, and their specific receptors in modulating nearly 
every event characteristic of the inflammatory response.

Inflammation has traditionally been categorized into acute and chronic responses. 
Acute inflammation is the rapid, short-lived (minutes to days), relatively uniform 
response to acute injury and is characterized by accumulations of fluid, plasma 
proteins, and granulocytic leukocytes. In contrast, chronic inflammation is of longer 
duration and includes influx of lymphocytes and macrophages and fibroblast growth.

The highlights of the events characteristic of acute and chronic inflammation are 
depicted in Fig. 1 and described as follows:

1. An injuring agent evades or destroys primary barriers—specifically, epithelial or 
endothelial cells and their specialized structures—and thereby initiates the acute 
inflammatory response. Examples of injurious agents include pathogens (bacteria, 
viruses, parasites), foreign bodies from exogenous (asbestos) or endogenous 
(urate crystals, immune complexes) sources, and physical (fire) and chemical 
agents.

2. Tissue damage initiates a series of molecular events that result in the production 
of proinflammatory mediators. Working together, these mediators promote the 
hallmark physical signs of inflammation, which include increased blood flow and 
vascular permeability, migration of leukocytes from the peripheral blood into the 
tissues, accumulation of these leukocytes at the inflammatory focus, and 
activation the leukocytes to destroy and (if possible) to eliminate the foreign 
substance. These soluble mediators include the plasma protease systems, lipid 
mediators, and proinflammatory peptides and cytokines, all discussed in detail 
later. Additional mediators secreted by activated leukocytes can serve to prolong 



the inflammatory response.
3. If the initiating agent is eliminated, anti-inflammatory agents then take over and 

act to limit damage to the tissues surrounding the inflammatory focus. If there is 
only incomplete destruction or incomplete elimination of the foreign substance, the 
inflammatory process persists and expands its repertoire of soluble mediators and 
cellular components; this process is referred to as chronic inflammation.

 
FIG. 1. Molecular and cellular events of the inflammatory response.

This chapter describes the physical, cellular, and molecular events underlying acute 
and chronic inflammation in some detail. Included are descriptions of several of clinical 
disorders in which deficient or deranged inflammatory responses play a crucial role in 
disease pathogenesis. References have been selected to include up-to-date reviews 
and textbook chapters that cover the individual topics in greater depth.

THE “DOUBLE-EDGED SWORD” OF INFLAMMATION

The “double-edged sword” is an important and useful metaphor for understanding the 
role of inflammation in higher organisms, because inherent in it is the recognition that 
the inflammatory response can mediate both beneficial and detrimental contributions to 
the health and welfare of the host. There are no unique and separable “beneficial” and 
“detrimental” inflammatory responses; inflammatory cells participating in innate host 
defense and the signals to which they respond are, simply, somewhat primitive in terms 
of specificity, and together they are not as skilled at definitive pathogen targeting as the 
cells and signals participating in the acquired immune response. The responses that 
were designed to provide host defense can, under certain circumstances, also result in 
significant tissue damage and functional pathological processes. For example, although 



neutrophilic leukocytes are clearly effective at mediating host defense against bacterial 
and fungal pathogens through degranulation, phagocytosis, and production of reactive 
oxygen species, the dysregulation of these essential, beneficial responses can lead to 
reperfusion injury and adult respiratory distress syndrome ( 5 , 6 ). The same is likely to 
be true for the beneficial and detrimental responses of eosinophils ( 7 ).

INITIATION OF THE ACUTE INFLAMMATORY RESPONSE

The way in which the inflammatory process is initiated depends in part on the nature 
and portal of entry of the foreign substance and, to some degree, the nature and 
circumstances of a particular individual. Pathogens can initiate inflammation by a 
number of distinct and idiosyncratic mechanisms, including activation of the plasma 
protease systems by interaction with degradation products of the bacterial cell walls and 
by secretion of toxins that can activate the inflammatory response directly ( 8 ). Injured 
cells themselves can release degradation products that initiate one or more of the 
plasma protease cascades and can augment expression of proinflammatory cytokines 
that promote the inflammatory process.

Regardless of the initiating agent, the physiological changes accompanying acute 
inflammation encompass four main features: vasodilation, increased vascular 
permeability, neutrophil recruitment and activation, and fever.

Vasodilation

Vasodilation, often preceded by a brief period of vasoconstriction, is among the earliest 
physical responses to acute tissue injury. The arterioles are the first to be involved, 
followed by the capillary beds, and this results in a net increase in blood flow. The 
increased blood flow results in the characteristic heat and redness (calor and rubor) 
associated with foci of acute inflammation.

Increased Vascular Permeability

Under normal conditions, the vascular endothelial cells function as a semipermeable 
membrane, restricting the plasma proteins to the intravascular space. In response to 
inflammatory stimuli, endothelial cells lining the venules contract, widening the 
intercellular junctions to produce gaps that permit passage of plasma proteins. This 
results in characteristic pain (dolor) and swelling (tumor) in the affected region ( 9 ). 
More severe injury is associated with endothelial cell necrosis and increased leakage of 
plasma proteins and blood cells.

Neutrophil Recruitment and Activation

One of the initial and most crucial responses to acute inflammation is the recruitment of 
leukocytes (primarily neutrophils) from the blood stream and ultimately from the bone 
marrow to the focus of inflammatory activity. The first step observed in this process is 
margination, as the neutrophils appear to “roll” slowly along the periphery of the blood 



vessel. This is followed by a more definitive adherence stage. Neutrophils then migrate 
into the tissue. Under the influence of multiple soluble chemotactic agents, neutrophils 
are targeted to the site of inflammation. At this site, the neutrophils ingest pathogenic 
material by a process known as phagocytosis and detoxify and digest these substances 
by the actions of endogenous oxidants and proteolytic enzymes.

Fever

Fever remains the most poorly understood of the acute inflammatory responses. Agents 
producing fever, or pyrogens, are released from leukocytes in response to specific 
stimuli, including bacterial endotoxin. Pyrogens exert their actions through the 
temperature-regulating mechanism of the hypothalamus. A number of soluble 
proinflammatory mediators (discussed later and in Chapter 23, Chapter 24 and Chapter 
25) have been implicated in this process, including interleukin (IL)–1, tumor necrosis 
factor a (TNF-a), and prostaglandins. The beneficial role of fever with regard to the 
acute inflammatory response remains a mystery.

MOLECULAR MEDIATORS OF THE ACUTE INFLAMMATORY 
RESPONSE

The physiological features of the inflammatory process just described are initiated, 
regulated, and ultimately eliminated by the actions of numerous proinflammatory 
mediators. Some of these mediators are stored within cells in inactive form and are 
activated by products of acute inflammation; others are synthesized or released from 
cellular sources, or both, also in response to the products of acute inflammation, or by 
other soluble inflammatory mediators. Although these mediators are discussed as 
separate components, it is important to appreciate that they perform their functions 
through an interplay of coordinately regulated and mutually augmenting pathways.

The Plasma Proteases

Among the central components of the inflammatory response are the three interacting 
groups of plasma proteases. Through the actions of plasma proteins as they convert 
one another from inactive to active forms, many of the major soluble mediators of 
inflammation are generated.

Complement This group of plasma proteins was initially identified on the basis of their 
ability to “complement” the bactericidal activities of antibodies. At current count, 30 to 
40 proteins are recognized as participants in the complement cascade. By serial and 
sequential proteolytic cleavage, the complement proteins become activated, bind to 
foreign organisms, and thereby enhance their recognition by phagocytic cells. Several 
components also function by increasing vascular permeability, by serving as 
chemoattractants for inflammatory cells, and by creating lytic multiprotein complexes ( 
10 , 11 , 12 , 13 and 14 ). Host cells in turn protect themselves through expression of 
complement-inhibitory cell-surface receptors, including CD46, decay-activating factor 
(CD55), Crry, and CD59 ( 15 ). The classical pathway of complement was the first to be 
described; this cascade is activated by antigen-bound antibodies of the immunoglobulin 



M or G class, now recognized as a significant bridge between innate, inflammatory 
pathways and the systems promoting acquired immunity. The first complement 
component, C1, undergoes autocatalytic cleavage to produce C1s, which in turn 
catalyzes a specific cleavage of C4 to C4b and C4a; C4b then binds to the target 
antigen, and C4a combines with C2a (product of the proteolytic cleavage of C2 by C1s) 
to create a protease specific for the component C3, and so on. The alternative pathway 
is used by other initiating agents (e.g., bacterial endotoxin) and converges with the 
classical pathway at the cleavage of C3; in addition, proteases from bacteria and 
damaged tissue, as well as plasmin generated by the fibrinolytic system (see later 
discussion), can catalyze the cleavage of C3. From this point, the cleavage product C3b 
goes on to create proteolytic products of C5, and serial proteolysis leads to activation of 
proteins C6 through C9, which are recognized as the membrane attack complex. In 
addition to their role in host defense, complement components have been recognized 
for promoting rapid clearance of apoptotic host cells ( 16 ). Inherited deficiencies in 
individual components of the complement system can result in increased susceptibility 
to infection, rheumatic disorders, or angioedema ( 17 , 18 ), and several strains of 
complement transgenic and gene-deleted mice have been described ( 19 , 20 ). A more 
complete discussion of complement deficiencies, and the disorders to which they relate, 
can be found in Chapter 34. 
Kinins Among the ultimate products of the kinin cascade is bradykinin, an agent known 
to induce smooth muscle contraction, vasoconstriction, and increased permeability of 
smaller blood vessels ( 21 ). The kinin cascade is initiated by a number of by-products of 
tissue damage, including collagen, cartilage, and basement membranes, as well as by 
endotoxin and inorganic materials, which serve to activate factor XII (or Hageman 
factor, better known as a participant in the clotting cascade, as described later). Factor 
XII mediates the cleavage of prekallikrein to kallikrein, which not only serves to activate 
more factor XII but also cleaves the proenzyme kininogen to produce bradykinin. Factor 
XII represents a crucial intersection between these pathways, inasmuch as it can also 
be activated by plasmin, a product of proteolytic cleavage among the fibrinolytic 
proteins, and by kallikrein, another protein of the kinin group. The proinflammatory 
effects of neurokinins (substance P, neurokinins A and B) provide a link to the 
peripheral nervous system ( 22 , 23 ). Research has focused on specific kinin receptors ( 
24 , 25 , 26 and 27 ), particularly those expressed by neutrophils ( 28 ), and on the role of 
receptor antagonists ( 29 ) in modulating the inflammatory response. 
Clotting/Fibrinolytic Proteins In addition to the roles played by these proteins in 
hemostasis, they contribute significantly to the amplification of the inflammatory 
response through the direct activation of factor XII, as just described. Proteolytic 
cleavages initiated by activated factor XII ultimately result in the cleavage of fibrinogen 
to fibrin and to smaller fibrinopeptides that serve as inflammatory modulators. Activated 
factor XII similarly activates the fibrinolytic system by generating the protease plasmin. 
Similar to factor XII, plasmin represents an important intersecting locus for all three 
protease systems, because its activity proceeds in a number of directions. Plasmin 
activity can generate fibrin split products, which are also inflammatory mediators, but, of 
more importance, plasmin activity augments the production of activated factor XII and 
results in direct activation of the complement pathway through proteolytic cleavage of 
factor C3 ( 30 , 31 , 32 , 33 , 34 and 35 ). 



Lipid Mediators

Lipid mediators are a complex group of chemicals that also participate in augmenting 
the inflammatory response. This group includes the prostaglandins, leukotrienes, and 
platelet-activating factor. A fourth group of lipid mediators, including lipoxin and 
15-epi-lipoxin, promote inflammatory resolution ( 36 , 37 ).

Prostaglandins Prostaglandins are oxidized derivatives of the fatty acid arachidonate 
that mediate a number of the cardinal signs of inflammation, including fever, pain, and 
vascular permeability ( 38 ). The major sources of prostaglandin in acute inflammation 
include mononuclear phagocytes, endothelial cells, and platelets. Prostaglandin 
synthesis is augmented during inflammation by a number of stimuli, including bacterial 
endotoxin, immune complexes, complement component C3a, bradykinin, and IL-1, and 
they mediate their proinflammatory effects through specific receptors ( 39 , 40 , 41 and 42 ). 
Research in this field has focused on the prostaglandin synthetic enzymes 
cyclooxygenases 1 and 2 (COX-1 and COX-2) and on the findings relating to the COX-2 
isoform as the major producer of proinflammatory prostaglandins ( 43 , 44 and 45 ). 
Although specific COX-2–selective inhibitors have been introduced as 
gastrointestinal-sparing anti-inflammatory agents ( 46 ), there is evidence that 
administration of these agents may result in delayed resolution of detrimental 
inflammatory sequelae ( 47 , 48 ). 
Leukotrienes Leukotrienes are also oxidation products of arachidonate that are 
synthesized in and released from neutrophilic and, to a lesser extent, eosinophilic 
leukocytes ( 49 ). Leukotriene A 4 (LTA 4) and its synthetic products leukotrienes B 4 and 
C 4 (LTB 4 and LTC 4) are synthesized and exported from these cells; LTA 4 can then 
be taken up by erythrocytes, platelets, and endothelial cells, in which conversion to LTB 
4 and LTC 4 can also take place. Leukotrienes D 4 and E 4 are additional metabolic 
conversion products of LTC 4. Although evidence for the existence of specific receptors 
for individual leukotrienes exists, these receptors remain as yet undefined. Together, 
leukotrienes mediate a large array of proinflammatory activities, including 
vasoconstriction, increased vascular permeability, and increased endothelial 
adhesiveness, as well as neutrophil chemotaxis and activation ( 50 , 51 and 52 ). Most 
recently, leukotrienes have received attention as contributors to the pathophysiology of 
asthma ( 53 , 54 , 55 , 56 , 57 and 58 ). 
Platelet-Activating Factor Platelet-activating factor ( 59 , 60 , 61 , 62 and 63 ) is a 
substituted derivative of glycerol phosphate that exists in both circulating and cellular 
forms. In its cellular form in endothelial cells, platelet-activating factor has been shown 
to enhance neutrophil–endothelial cell adhesion. Specific receptors for 
platelet-activating factor have been identified on neutrophils ( 64 ), and numerous 
antagonists that may have potential for clinical use have been identified ( 65 , 66 , 67 , 68 

and 69 ). 

Peptides and Amines



Histamine and Serotonin Histamine, a decarboxylated derivative of histidine, was 
among the earliest of the soluble inflammatory mediators to be discovered ( 70 , 71 , 72 , 73

 , 74 , 75 , 76 , 77 , 78 , 79 , 80 , 81 and 82 ). Tissue mast cells and basophils synthesize and 
store histamine, which is released in response to variety of physical and chemical 
stimuli. Histamine diffuses rapidly through tissues and into the blood stream and 
promotes many of the sequelae of acute inflammation, including vasodilation, increased 
vascular permeability, and interactions with the peripheral nervous system. Histamine 
binds to three distinct G protein–coupled receptors: H1, H2 and H3. Serotonin, a 
derivative of tryptophan, is stored in platelets, mast cells, and enterochromaffin cells of 
the gastrointestinal tract and is released through degranulation. Like histamine, 
serotonin has receptor-mediated vasoactive properties, although its role in acute 
inflammation is not well defined ( 83 ). 
Neuropeptides Neuropeptides are among the many aspects of the connection between 
the nervous system and the inflammatory response. As a group, neuropeptides are 
inflammatory mediators released from neurons in response to local tissue damage. This 
group of mediators includes substance P, vasoactive intestinal peptide, somatostatin, 
and calcitonin gene–related peptide ( 84 , 85 , 86 , 87 and 88 ). Although numerous 
immunomodulatory activities have attributed to these mediators, the determination of 
their true physiological roles and their overall effects is currently under study. Neutral 
endopeptidase, a member of the nephrolysin family of proteolytic enzymes, limits 
inflammation by specific degradation of neuropeptides. Its activity is reduced in the 
presence of respiratory irritants ( 89 , 90 and 91 ). 

Nitric Oxide

Although its role as an inflammatory mediator has been clearly established in mouse 
model systems, the role of nitric oxide in human host defense remains controversial. 
The best-characterized responses are the production of nitric oxide in murine 
macrophages, mediating host defense against bacterial, fungal, parasitic, and viral 
pathogens and mediating vascular tone ( 92 , 93 , 94 , 95 , 96 , 97 , 98 , 99 , 100 and 101 ). Unlike 
most other mediators, nitric oxide does not mediate its effects through specific 
membrane receptors; it is a small molecule that diffuses readily across cell membranes 
and activates a variety of enzymes and enzyme systems intracellularly, in addition to 
functioning as a free radical both directly or through its interactions with superoxide 
anions.

Acute-Phase Reactants

C-reactive protein, serum amyloid A, and fibrinogen are among the best characterized 
of the group of serum proteins known as acute-phase reactants, plasma proteins 
produced in the liver in increased quantities in response to inflammatory stimuli ( 102 , 103 

and 104 ). Numerous proinflammatory activities have been attributed to C-reactive 
protein, including the induction of cytokine synthesis, and C-reactive protein has 
received significant attention as a marker for the inflammation associated with 
advanced coronary artery disease. Similarly, serum amyloid A has been shown to 
induce cellular chemotaxis and adhesion. In addition to its role in hemostasis, fibrinogen 
has been shown to activate stimulated human neutrophils to produce the 



proinflammatory chemokine IL-8 ( 105 ) and to stimulate chemokine secretion from 
macrophages through the Toll-like receptor (TLR) 4 ( 106 ). The kinetics of the production 
of these proteins in vivo are depicted in Fig. 2 ( 107 ).

 
FIG. 2. Plasma concentrations of acute-phase reactant proteins in vivo in response to 
an inflammatory stimulus. From Kushner ( 107 ), with permission.

Proinflammatory Cytokines

The identification and characterization of these soluble mediators constitute one of the 
most active fields in current inflammation research. A comprehensive discussion of 
individual proinflammatory cytokines and their interactions can be found in Chapter 23, 
Chapter 24 and Chapter 25.

Novel Mediators: Leptin and Lipocalins

Leptin, a protein derived from adipocytes that was initially recognized for its role in 
regulating food intake, has been shown to regulate several features characteristic of the 
inflammatory response, including macrophage activation and cytokine production as 
well as wound healing and angiogenesis. Increased production of leptin has been 
reported as a component of the acute-phase response to inflammatory stimuli; its 
secretion is regulated by the proinflammatory mediator TNF-a ( 108 , 109 ).

Lipocalins are a diverse group of small, primarily secreted proteins that form complexes 
with hydrophobic ligands. They share significant sequence homology with one another 
and are found in virtually all major kingdoms of life. In mammals, many of the 
best-characterized animal dander allergens are among the lipocalins, as well as the 
“immunocalins” a 1-acid glycoprotein, a 1-microglobulin, the ? chain of complement 



factor 8, and neutrophil gelatinase–associated lipocalin ( 110 , 111 ).

CELLULAR MEDIATORS OF THE ACUTE INFLAMMATORY 
RESPONSE

In one sense, the entire interconnecting network of proinflammatory responses can be 
viewed as a means of facilitating the recruitment of neutrophils to the site of tissue 
injury. Neutrophils respond to soluble inflammatory mediators by migrating to sites of 
tissue injury and by ingesting and destroying invading pathogens and damaged tissue, 
leading the way to resolution and ultimately, tissue repair. Other participants in the 
acute response include platelets, lymphocytes, and endothelial cells, as discussed later.

Neutrophils

Neutrophilic leukocytes are crucial to both immunity and inflammation, and prolonged 
neutropenia leads inevitably to an organism’s demise as a result of overwhelming 
infection ( 112 , 113 and 114 ). Neutrophils normally represent between 40% and 50% of the 
circulating leukocyte population and are easily recognized on Wright’s stained blood 
smear by their size, their characteristic multilobed nuclei, and the presence of fine 
stippling representing granules throughout the cytoplasmic compartment ( Fig. 3). 
Primary and secondary granules contain their own distinct sets of proinflammatory 
mediators. There are several well-characterized neutrophil dysfunctional states and 
diseases that serve as “experiments of nature,” elucidating the roles played by these 
leukocytes and their individual components in inflammation and host defense against 
infection ( 115 , 116 ).

 
FIG. 3. Light ( A) and electron ( B) microscopic views of a mature human peripheral 
blood neutrophil. Photographs courtesy of Dr. Douglas Kuhns.

Development in the Bone Marrow Neutrophils develop from undifferentiated 
precursors present in the bone marrow ( 117 ). The myeloblast is the first morphologically 
identifiable precursor of the neutrophil lineage, followed by the promyelocyte, 
myelocyte, metamyelocyte, and band form, which directly precedes the mature 
neutrophil ( Fig. 4). Several products of activated T-lymphocytes, including 



granulocyte-macrophage colony-stimulating factor (GM-CSF), IL-3, and granulocyte 
colony-stimulating factor (G-CSF), participate in the process of neutrophil maturation by 
direct interactions with their respective receptors, which have been identified on 
neutrophil precursor cells. When mature, neutrophils are released into the circulation, 
from which they are recruited to sites of inflammation by the actions of soluble 
mediators, most notably IL-8. Neutropenia may be related to chemotherapeutic agents, 
autoantibodies, or infections that are often reversible; in contrast, familial neutropenias 
are chronic, inherited disorders of neutrophil metabolism ( 118 , 119 , 120 , 121 and 122 ). 
Similarly, there is evidence that familial Mediterranean fever and related disorders are 
primarily disorders of neutrophil homeostasis ( 123 , 124 ). 

 
FIG. 4. Stages of neutrophil maturation in the bone marrow, from myeloblast to mature 
neutrophil. The large black circles represent the primary granules, and the dark shading
 represents the secondary granules. The stages at which the proinflammatory 
mediators myeloperoxidase and lactoferrin are synthesized are as indicated by the 
arrows. Adapted from Rosenberg and Gallin ( 113 ), with permission.

Activation/Priming Neutrophils in the circulation are quiescent cells with the potential 
to mediate a wide range of inflammatory activities. This potential is realized when 
neutrophils are activated ( 125 , 126 ). Neutrophils can be activated by a large (and 
increasing) number of specific agents ( Table 1). As a group, these activating agents 
transmit signals to the neutrophils through interaction with specific cell-surface 
receptors ( 112 , 127 , 128 , 129 and 130 ), many of which interact with intracellular G proteins. 
G proteins catalyze the hydrolysis of guanosine triphosphate to guanosine diphosphate 
and inorganic phosphate and thereby initiate activation of phospholipase C, calcium 
fluxes, and membrane depolarization. Once activated, neutrophils are able to adhere to 
endothelial cells, migrate through the endothelial barrier, and ingest and at least attempt 
to destroy pathogens, foreign bodies, and remnants of tissue damage. An intriguing 
aspect of neutrophil activation is the phenomenon of priming. Neutrophils primed by 
brief exposure to activating agents (endotoxin, IL-1, f-Met-Leu-Phe, GM-CSF) exhibit an 
enhanced response to subsequent stimuli. Both short-term responses (including 
changes in cell shape and in oxidative and phagocytic capacity) and long-term 
responses (prolonged cell viability) to priming agents have been observed. Overall, the 
phenomenon of priming suggests that neutrophil activation is a two-step process, 
requiring an initial switch from a nonreceptive to a receptive state. The molecular basis 
for this switch is currently under investigation. Among the most intriguing investigations 
are those pursuing the role of TLRs, which mediate phagocyte responses to bacterial 
lipopolysaccharide ( 131 , 132 and 133 ). The TLR family is ancient and highly conserved, 
and its members function in host defense through specific recognition of motifs and 
patterns conserved among pathogens. 



 
TABLE 1. Agents promoting neutrophil activation

Adherence In order to participate effectively in the inflammatory process, neutrophils 
must ultimately leave the blood stream and migrate into the tissues. The initial step in 
this process is adherence to the vascular endothelium. Neutrophil adherence is a 
two-step process, the first involving a class of cell-surface molecules known as selectins 
( 134 , 135 , 136 , 137 , 138 , 139 , 140 , 141 , 142 and 143 ). Selectins mediate the process in which 
neutrophils “roll” or “slow down” before their actual activation-dependent adherence to 
the endothelial cells. Three classes of selectins have been identified: L-selectins, which 
have been identified on all leukocytes; E-selectin, on the surface of activated 
endothelial cells; and P-selectin, found on endothelial cells and platelets. Selectins 
function by binding to carbohydrate ligands present on the adhering cell. The ligand for 
the endothelial E-selectin is sialylated Lewis X antigen, found on the neutrophil, which, 
when absent, results in a marked immunodeficiency state. The second part of the 
adherence process is the tight binding mediated by integrins ( 144 , 145 , 146 , 147 , 148 , 149 , 
150 and 151 ). The leukocyte integrins are a subgroup of an extensive family of proteins 
that mediate a wide range of interactions between cells and between cells and the 
extracellular environment. The leukocyte integrins—leukocyte function–associated 
antigen 1 (LFA-1) (CD11a/CD18), Mac-1 (CD11b/CD18), and p150,95 
(CD11c/CD18)—are heterodimeric proteins with distinct a and shared ß polypeptide 
chains. Mac-1 in particular has several well-characterized roles in the inflammatory 
process. Mac-1 is stored in the secondary granule compartment and brought to the cell 
surface in conjunction with neutrophil activation. In addition to mediating specific 
adherence, Mac-1 participates in signal transduction, phagocytosis, and chemotaxis 
and in production of reactive oxygen species. Intercellular cell adhesion molecule 
(ICAM)–1, a cell-surface protein found on endothelial cells, has been identified as a 
ligand for Mac-1. Two forms of inherited defects of neutrophil adhesion have been 
identified: Leukocyte adhesion deficiency I (LAD I) involves a genetic defect in the 
biosynthesis of CD18, the shared ß chain for all three leukocyte adhesion molecules ( 
152 , 153 , 154 , 155 , 156 and 157 ). The defect is autosomal recessive, and has been mapped 



to human chromosome 22q22.3. Individuals with this disorder have frequent and 
recurrent skin and soft tissue infections, poor wound healing, and severe periodontal 
disease. In contrast, leukocyte adhesion deficiency II (LAD II) is a glycosylation defect 
that results in the inability to synthesize the sialyl-Lewis X carbohydrate ligand for E- 
and P-selectins ( 158 , 159 and 160 ). This condition results in a defect in neutrophil “rolling” 
that occurs before and facilitates neutrophil adherence to endothelial cells, and affected 
individuals likewise suffer from frequent severe bacterial infections. 
Chemotaxis As part of the activation process, neutrophils are capable of sensing and 
responding to concentration gradients of the activating agents that are highlighted in 
Table 1. By “crawling” across a surface, neutrophils can be seen to migrate toward a 
higher concentration of attractant. At the subcellular level, cell motility requires 
alterations in the neutrophil cytoskeleton, which is composed primarily of actin 
filaments. Although the precise mechanism by which signals are transmitted directly to 
the cytoskeleton is unclear, there is evidence that several actin-binding proteins 
(including profilin, cofilin, and gelsolin) participate in altering the actin filament structure, 
permitting net movement of the cell in response to a chemoattractant gradient ( 161 , 162 , 
163 and 164 ). 
Phagocytosis Phagocytosis, or engulfment of foreign or damaged material, is central 
to the inflammatory process and discussed in detail in Chapter 35 ( 165 , 166 ). In order to 
engulf a particle, neutrophils extend pseudopodia that encircle the offending material; 
the pseudopodia then fuse, trapping the material inside the cell in a compartment 
known as a phagosome. Particles coated with immunoglobulins (or opsonized) are 
phagocytosed in a highly efficient manner, inasmuch as they are recognized by and 
bind directly to the crystallized fragment receptors present on the neutrophil cell 
surface. Particles opsonized by proteolytic products of complement are similarly 
phagocytosed in a specific, receptor-mediated manner, involving complement receptors 
1 and 3 (CR1 and CR3). Studies have focused on the involvement of Rho proteins in 
this process ( 167 ). 
Degranulation The primary and secondary granules of neutrophils contain a number of 
distinct effector proteins, listed in Table 2. As part of the activation process, the 
cytoplasmic membrane-bound granules fuse with the phagosome, placing the effector 
proteins in direct contact with the ingested material. Among the highlights of the 
components of the primary (also known as azurophil) granules are lysozyme, which can 
digest the peptidoglycan component of most bacterial cell walls, and cathepsin G, 
defensins, and bacterial permeability-increasing protein, all with inherent antibacterial 
activity. Goldman et al. ( 168 ) showed that human ß-defensin-1 is inactivated in patients 
with cystic fibrosis and thus may be related to the pathogenesis of bacterial infections in 
such patients. Also among the more prominent components is myeloperoxidase, which 
converts hydrogen peroxide generated by the reduced nicotinamide adenine 
dinucleotide phosphate (NADPH) oxidase and hydrochloric acid to hypochlorous acid, 
another antimicrobial agent. 



 
TABLE 2. Major components of neutrophil primary and secondary granules

The secondary (or specific) granules contain several proteins whose role in the 
inflammatory response remains a bit mysterious. Among these proteins is lactoferrin, an 
iron-binding protein with some antibacterial activity ( 169 ). The secondary granules also 
contain stored sources of CR3 and other receptors for neutrophil activation agents, as 
well as stored membrane components of the NADPH oxidase. Chédiak-Higashi 
syndrome is a disorder in which neutrophils demonstrate abnormal structure, abnormal 
chemotaxis, and failure to degranulate, and affected patients are subject to recurrent 
severe bacterial and fungal infections. Three independent groups have reported the 
identification of the genetic defect in Chédiak-Higashi syndrome, residing on human 
chromosome 1q42–43 ( 170 , 171 ). Another rare disorder of neutrophils is specific granule 
deficiency, in which the secondary, or specific, granules are absent or, alternatively are 
present but without the granule protein components ( 172 , 173 , 174 and 175 ). 
Myeloperoxidase deficiency is a fairly common disorder resulting from a variety of 
missense mutations in the coding sequence of the gene encoding this granule protein ( 
176 , 177 , 178 , 179 and 180 ). The resulting defect in microbicidal activity is present but is not 
as clinically severe as that observed in chronic granulomatous disease (discussed 
later). 
NADPH Oxidase A crucial component of the neutrophil host-defense mechanism is the 
NADPH oxidase enzyme complex ( Fig. 5) ( 181 , 182 , 183 , 184 , 185 , 186 and 187 ). This 
enzyme assembles on the phagosomal membrane from two integral membrane 
components (gp91-phox and p22-phox, for phagocyte oxidase) and three cytosolic 
components (p47-phox, p67-phox, and Rac) to catalyze the production of superoxide 
anion from molecular oxygen and free electrons. Superoxide is then converted to the 
toxic metabolite hydrogen peroxide by the actions of superoxide dismutase or to 
hypochlorous acid, by the primary granule protein myeloperoxidase, as described 
previously. 

 



FIG. 5. Schematic of the protein components of the phagocyte reduced nicotinamide 
adenine dinucleotide phosphate (NADPH) oxidase. Upon activation, the cytoplasmic 
components Rac, p67-phox, p47-phox, and p40-phox are translocated to the cell 
membrane to form the catalytic complex. Once formed, the complex can catalyze the 
conversion of molecular oxygen (O 2) to superoxide (O 2 -) that is then converted to the 
toxic oxygen metabolite hydrogen peroxide (H 2O 2) by the actions of superoxide 
dismutase (SOD). The proteins associate through specific SH3 domain recognition sites 
( 183 ). Drawing courtesy of Dr. Thomas Leto.

Although the ability to generate toxic oxygen metabolites is crucial to host defense, 
these agents represent the sharpest part of the “double-edged sword” of inflammation. 
Superoxide anion is readily diffusible through membranes and can be converted to toxic 
metabolites outside the restricted locale of the phagosome. Products of oxygen radicals 
can create enlarged foci of tissue damage, thereby enhancing and augmenting the 
inflammatory process far beyond what was necessary to contain the initial insult. 
Similarly, oxidative injury has been implicated in the pathogenesis of cardiovascular, 
neoplastic, arthritic, and neurodegenerative disease. Chronic granulomatous disease is 
an inherited disorder in which neutrophils are rendered incapable of generating toxic 
oxygen metabolites ( 188 , 189 , 190 and 191 ). This results in an inability to mount an 
effective defense against bacteria (particularly catalase-positive strains) and fungi, and 
many affected patients have recurrent, life-threatening infections. Inherited defects in 
any one of the four oxidase proteins can disable the enzyme complex and result in 
disease. Standard therapies for this disorder include prophylactic antibiotics and 
injections of the inflammatory modulating agent interferon (IFN)–?. In rare patients, the 
disease has been corrected with bone marrow transplantation ( 191 ), and gene therapy 
is under investigation ( 192 ). 
Protein Biosynthesis Although neutrophils are generally perceived as “end-stage” 
cells, they have been shown to be capable of significant biosynthetic activity. The 
proteins expressed de novo in neutrophils include components of the NADPH oxidase 
and specific membrane receptors and antigens. Several proinflammatory mediators are 
released by activated neutrophils, including IL-1, TNF-a, IL-6, IL-8, GM-CSF, G-CSF, 
and plasminogen activator ( 112 , 193 , 194 , 195 , 196 and 197 ). Kuhns and Gallin ( 198 ) 
showed that IL-8 is actively synthesized by exudate neutrophils. These mediators can 
“feed back” on the system and augment the overall inflammatory response. 

Monocytes and Macrophages

Monocytes are also phagocytic cells, and they migrate into the tissues in response to 
local stimuli, like the neutrophils ( 199 , 200 ). Activated macrophages, like neutrophils, are 
capable of phagocytosis and release antibacterial proteins and proinflammatory 
mediators. Macrophage functions complement those of neutrophils during the acute 
response and take on a more central role during chronic inflammation. The biology and 
physiology of macrophages are covered in detail in Chapter 16.

Eosinophils



Eosinophils are primarily tissue-dwelling granulocytes that are also recruited to sites of 
acute inflammation, seen most prominently in response to respiratory, gastrointestinal, 
and dermatological allergens and in response to generalized infection with helminthic 
parasites ( 201 , 202 , 203 , 204 and 205 ). Like neutrophils, eosinophils develop in the bone 
marrow, have receptor-mediated responses to specific activating agents [including the 
chemokine regulated upon activation, normal T-cell expressed presumably secreted 
(RANTES), macrophage inflammatory protein (MIP)–1a, eotaxin, and IL-5], and contain 
cytoplasmic granules with oxidative and cationic proteins. In contrast to neutrophils, 
eosinophils are ineffective phagocytes and release the contents of their granules to the 
extracellular milieu. Interestingly, the detrimental features of eosinophils, particularly 
their contributions to the pathogenesis of reactive airway disease ( 206 , 207 and 208 ), are 
among the best characterized, whereas the beneficial aspects of eosinophils in the 
inflammatory response remain poorly understood. Studies have suggested a role for 
eosinophils in host defense against respiratory virus pathogens, which in turn suggests 
the possibility that asthma and respiratory allergy represent the detrimental side of what 
has been designed as innate, eosinophil-mediated antiviral host defense ( 7 , 209 ).

Platelets and Lymphocytes

Platelets contribute to the inflammatory response by several mechanisms ( 210 ). 
Platelets contain and can release numerous inflammatory mediators, including 
fibrinogen, plasminogen, and other components, including lipids and serotonin, that 
participate in the plasma protease systems. Several of these mediators released from 
platelets are direct activating agents for neutrophils, and, conversely, mediators 
released by activated neutrophils (oxygen metabolites, granule proteins, lipids) serve to 
alter platelet function. Platelets interact with lymphocytes, providing the cell contact and 
reagents for prostaglandin synthesis. Platelets also interact with fibroblasts, stimulating 
collagen and fibronectin synthesis during resolution.

The complex biology of T- and B-lymphocytes and their role in specific immunity are 
discussed in detail in Chapter 3, Chapter 4, Chapter 5, Chapter 6, Chapter 7, Chapter 
8, Chapter 9, Chapter 10, Chapter 11, Chapter 12 and Chapter 13; the role of 
immunoglobulins in augmenting the inflammatory response and enhancing neutrophil 
phagocytosis has been discussed previously. It is also important to emphasize that 
many of the soluble mediators (interleukins, IFN-?) are produced by activated 
T-lymphocytes, as are a number of the anti-inflammatory mediators to be discussed.

Endothelial and Epithelial Cells

The role of endothelial cells in providing a base for neutrophil adherence has already 
been discussed. More recently appreciated is the fact that endothelial and epithelial 
cells synthesize and release numerous proinflammatory mediators ( 211 , 212 , 213 , 214 , 215 

, 216 and 217 ).



ALLERGY AND INFLAMMATION

Allergy is also a form of inflammation. The central components of this type of the 
allergic response are immunoglobulin E (IgE), IgE receptors on basophils and mast 
cells, and histamine released from these cells upon IgE receptor–mediated interaction. 
The role of allergy in host defense remains controversial, and research is focused on 
the role of IgE and mucosal mast cells in the defense against gastrointestinal parasites 
( 218 , 219 and 220 ); understandably, most of the literature on allergy focuses on its more 
clear-cut detrimental features.

HUMAN MODEL SYSTEMS OF INFLAMMATION

Two model systems have provided insight into the temporal appearance and 
importance of mediators in the various processes of inflammation in humans. In one 
model, small amounts of the lipid-A derivative of endotoxin are administered 
intravenously to normal human subjects, and mediator accumulation in peripheral blood 
is monitored ( 221 ). In the other model, mediator accumulation is monitored locally in the 
skin after creation of skin blisters by suction ( 222 , 223 ).

Response to Intravenous Endotoxin

After intravenous endotoxin, a characteristic change in body temperature and white 
blood cell count is observed. Body temperature begins to increase after about 1 hour 
and reaches a maximum after about 4 hours. The leukocyte count shows a 
characteristic decrease after about 30 minutes, as a result of neutrophil and monocyte 
adherence to endothelial cells in the lungs and spleen. This is followed by a 
leukocytosis, characterized by the presence of immature neutrophils at about 4 hours, 
which can persist throughout 24 hours with a gradual return to baseline by 48 hours. 
The leukocytosis is predominantly caused by mobilization of immature neutrophils from 
the bone marrow. The critical components of the inflammatory response—fever, 
neutrophil margination in the circulatory vessels, and then mobilization from the bone 
marrow—are associated with readily detected changes in circulating levels of certain 
mediators of inflammation. For example, TNF-a peaks within 2 hours ( 224 ) and is 
probably the predominant pyrogen associated with the febrile response. Plasma levels 
of the chemoattractant IL-8 increase early and peak by 4 hours. Early increases in IL-8 
may relate to the transient decrease in the neutrophil count at 30 minutes (margination), 
because administration of intravenous chemoattractants in experimental animals is 
associated with a rapid neutropenia, probably a result of increased neutrophil 
expression of adhesion receptors (CR3) ( 225 ). In this regard, it is of interest that 
significant increases in plasma C5a and LTB 4 were not detected after administration of 
intravenous endotoxin to humans, which reinforces the notion of the crucial role of IL-8 
in the process of neutrophil margination. Plasma concentrations of IL-6 also increased 2 
to 4 hours after intravenous administration of endotoxin. In addition to not detecting 
increases in plasma C5a, LTB 4, or IL-1, no increases in circulating IL-2, IL-3, IL-4, 
IFN-?, transforming growth factor (TGF-) ß, or nitrate/nitrite were detected after 



intravenous administration of endotoxin; this emphasizes the specificity of the 
responses observed. Kuhns et al. ( 226 ) described a patient with recurrent bacterial 
infections who displayed hyporesponsiveness to both endotoxin and IL-1, which was 
attributable to a defect in signal transduction. Although the precise molecular basis of 
endotoxin activity has not yet been determined, there is evidence that endotoxin 
interacts with the cell surface antigen CD14 on the surface of phagocytes ( 227 , 228 ) and 
modulates the expression of nuclear factor ?B (NF?B), a factor that promotes the 
transcription of numerous proinflammatory mediators, through TLR4. Similarly, there 
are several reports describing a novel X-linked immunodeficiency disorder related to 
mutations in IKK-? (NEMO) that result in impaired NF?B signaling ( 229 , 230 and 231 ).

Temporal Analysis of Soluble Mediators in Blister Fluid

Soluble mediator accumulation at local inflammatory processes can be detected in 
raised skin blisters induced in normal volunteers ( 222 ). Mediators detected in blister 
fluid within 3 to 5 hours of the inflammatory response included LTB 4, C5a, IL-8, and 
IL-6. In contrast, IL-1ß, GM-CSF and TNF-a were not detected until after 8 hours in the 
blister. Although IFN-? was reported by Zimmerli and Gallin ( 222 ) to be an early 
mediator in skin blister fluid, these results have not been repeated in subsequent 
studies (D. B. Kuhns and J. I. Gallin, unpublished results 2002).

Small amounts of IL-4 accumulated in the skin blisters, but IL-2 and IL-1a were not 
detected. Thus, the endotoxin and skin blister models of inflammation demonstrate that 
there are clear differences in the mediators that can be detected systemically and 
locally.

MURINE MODELS OF INFLAMMATION

Mouse models of human disease are powerful tools for the study of specific 
inflammatory responses. Because of the power and widespread availability of 
gene-deletion technology, there now exist many strains of mice in which genes 
encoding one or more proinflammatory mediators have been eliminated. Although these 
strains of mice have added substantially to the understanding of the role of various 
proinflammatory mediators in vivo, it is important to keep in mind that no one rodent 
model is absolutely perfect at all times and for all questions ( 232 , 233 , 234 , 235 , 236 , 237 , 
238 , 239 , 240 and 241 ). Whereas inflammatory responses to chemical and physical trauma 
may be somewhat stereotyped, the selection of agents for studies of responses to 
pathogen infection require significant consideration. This is of particular importance in 
attempts to draw conclusions from the work on human pathogens studied in mice, 
because the evolutionary divergence of mammalian host defense proteins is quite 
extensive ( 242 , 243 ) and relatively large, nonphysiological inocula are often necessary to 
initiate cross-species infections. This can lead to remarkable difficulties in attempts to 
determine which responses are to infection and which responses are to acute 
presentation of what is essentially an antigen bolus. A carefully selected natural rodent 
pathogen studied in a rodent host can provide a model of innate and acute 
inflammatory responses that is superior to the model for a related human pathogen ( 244 



, 245 ).

RESOLUTION OF THE ACUTE INFLAMMATORY RESPONSE

Resolution, or the way in which the acute inflammatory response is gradually 
diminished, is currently an area of active research. The mediators promoting 
inflammatory resolution may ultimately be used as therapeutic agents in limiting the 
injurious aspects of acute inflammation.

Cell Senescence or Apoptosis

A concept that has been appreciated only since the 1990s, apoptosis, or programmed 
cell death, is an active process in which cells, responding to specific stimuli, undergo a 
stereotypical pattern of morphological changes (nuclear condensation, deoxyribonucleic 
acid “laddering”) before their eventual demise. Granulocyte apoptosis as a means of 
inflammatory resolution is an intriguing avenue of current research ( 246 , 247 , 248 , 249 , 250 

, 251 and 252 ). Several cytokines have been reported to modulate neutrophil apoptosis in 
vitro, including TNF-a, eicosanoids, IL-10, and antioxidants ( 253 , 254 , 255 , 256 and 257 ); 
the role of these mediators in the resolution of acute inflammation awaits future study 
(see also Chapter 27).

Anti-inflammatory Mediators

In addition to the proinflammatory effects described previously, IL-4 down-regulates IL-6 
production and is involved in the down-regulation of neutrophil superoxide production ( 
258 ) (see also Chapter 23, Chapter 24 and Chapter 25). TGF-ß promotes several 
anti-inflammatory effects, including suppression of hematopoiesis, reduction in 
production of proinflammatory cytokines, and inhibition of leukocyte adhesion ( 259 , 260 

and 261 ). Perhaps most dramatic is the finding that TGF-ß1 knockout mice develop 
severe inflammation in multiple tissues, which suggests TFG-ß’s primary role as an 
anti-inflammatory mediator ( 262 , 263 ). TGF-ß is produced in many cell types, including 
platelets, macrophages, and T- and B-lymphocytes. IL-10 is produced by macrophages 
and CD8 + T lymphocytes and has been shown to inhibit the activation of specific 
macrophage subsets, including inhibiting the production of proinflammatory cytokines 
and interfering with the macrophage-mediated antigen presentation. IL-10 is also 
implicated in host response to both Epstein-Barr virus and human immunodeficiency 
virus infections ( 264 , 265 , 266 and 267 ). IL-13 has been observed to induce 
IL-4–independent IgE synthesis and to induce proliferation and differentiation of human 
B cells activated by the CD40 ligand ( 268 ). Ohta and Sitkovsky ( 269 ) demonstrated an 
important role for G protein–coupled adenosine receptors in the down-regulation of the 
inflammatory response.

Hypothalamic-Pituitary-Adrenocortical Axis

One of the more intriguing avenues of investigation is the connection among the central 



nervous system, the adrenal cortex, and the resolution of inflammation ( 270 , 271 , 272 , 273 

, 274 , 275 and 276 ). An appreciation of this phenomenon relates to the observation that 
glucocorticoids, produced by the adrenal cortex, mediate immunosuppression and thus 
may down-regulate the acute inflammatory response. Numerous studies have 
suggested that IL-1, IL-6, and TNF-a promote marked increases in hypothalamic 
stimulation, leading to increases in serum adrenocorticotropic hormone and 
corticosterone in experimental animal systems; prostaglandins have also been 
implicated in this process.

Wound Repair and Angiogenesis

Several morphological stages of wound repair have been described ( 277 , 278 , 279 , 280 , 
281 and 282 ). Neutrophils and macrophages carry out the initial débridement, including 
removal of foreign material and cellular debris. Fibroblasts, epithelial cells, and 
endothelial cells, responding to multiple inflammatory mediators, grow and divide to 
create new tissue and restore function. Angiogenesis is the process by which new 
tissue is revascularized. The formation of capillaries has been shown to proceed 
through several well-defined morphological events, including vasodilation of the parent 
venule or capillary, removal of the preexisting basement membrane, migration and 
proliferation of endothelial cells, and formation of a new lumen. These events are 
promoted by numerous soluble mediators, including epidermal growth factor, 
keratinocyte growth factor, platelet-derived growth factor, fibroblast growth factors, 
TGF-a and TGF-ß, and cellular mediators (macrophages, platelets, keratinocytes, 
endothelial cells, and mast cells).

CHRONIC INFLAMMATION

When acute inflammation persists, either through incomplete clearance of the initial 
inflammatory focus or as a result of multiple acute events occurring in the same 
location, it becomes chronic inflammation. In contrast to acute inflammation, which is 
characterized by a primarily neutrophil influx, the histological findings in chronic 
inflammation include accumulation of macrophages and lymphocytes and the growth of 
fibroblasts and vascular tissue. These latter two features result in the tissue scarring 
that is typically seen at sites of prolonged or repeated inflammatory activity.

Among the most interesting sequelae of chronic inflammation is the formation of tissue 
granulomas ( 283 , 284 , 285 , 286 , 287 , 288 , 289 and 290 ). A granuloma is a collection of 
inflammatory cells—principally macrophages and lymphocytes, which are eventually 
surrounded by a fibrotic wall—that forms in tissues as part of the inflammatory response 
to a persistent irritant. Several unusual cell types are characteristic of granulomas, 
including epithelioid cells, which are macrophage derivatives, and multinuclear giant 
cells, which are fusions of epithelioid cells and macrophages ( Fig. 6). Although the 
precise mechanism of granuloma formation and resolution is not yet clear, the actions 
of specifically sensitized T cells and their soluble mediators (including TNF-a and IFN-?) 
participate in the formation and maintenance of granulomas in their active state. 
Several conditions predispose to an individual to granuloma formation, most notably the 
presence of intracellular bacteria (e.g., tuberculosis; see Chapter 40), inorganic 



antigens (e.g., berylliosis), and abnormal regulation of granulomatous formation (as in 
chronic granulomatous disease of childhood and Wegener’s granulomatosis).

 
FIG. 6. Light microscopic image of a tissue granuloma from the murine chronic 
granulomatous disease (p47-phox knockout) model ( 186 ). Lymphocytes constitute the 
central core, which is surrounded by macrophages and fibroblasts.

Work on the molecular mechanisms underlying chronic inflammation has focused on 
the role of NF?B, a transcription factor originally identified as a central regulator of the 
expression of the murine ? light chains. NF?B activation has been associated with 
endotoxin, cytokines, viruses, and oxidants, and NF?B has been shown to regulate 
expression of adhesion molecules, E-selectin, and numerous chemotactic cytokines ( 
291 , 292 and 293 ).

FUTURE DIRECTIONS: NOVEL ANTI-INFLAMMATORY THERAPIES

The goal of anti-inflammatory therapy is to eliminate the undesirable aspects of the 
“double-edged sword”: tissue destruction beyond what is absolutely necessary for 
containing and eliminating the injuring agent. At the same time, anti-inflammatory 
therapy must be sufficiently short-lived or selective, or both, so as to avoid rendering the 
host immunocompromised. To this end, several generalized anti-inflammatory agents 
(e.g., glucocorticoids, nonsteroidal anti-inflammatory agents) have been recognized for 
their broad scope of effectiveness. Specific agents on the horizon may be more 
effective at pinpointing specific aspects of the inflammatory response that might be 
more carefully controlled. Specific agents in use or under study include inhibitors of 
complement component C1, IL-1 and leukotriene receptors, TNF-a, NF?B activation, 



and the prostaglandin-synthetic enzyme cyclooxygenase 2; these are described in 
greater detail in other references ( 294 , 295 , 296 , 297 , 298 , 299 , 300 , 301 , 302 , 303 , 304 , 305 , 306 , 
307 , 308 , 309 and 310 ). In the not-too-distant future, gene replacement therapy may 
emerge as an option, once the genetic bases of the complex inflammatory disorders 
have been identified and elucidated.
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PARASITES AND THE IMMUNE SYSTEM

The Nature and Global Health Importance of Parasitic Pathogens

Although used loosely to describe all infectious agents, for historical reasons the term 
“parasite” has been formally reserved as a designation for eukaryotic single-cell and 
metazoan pathogens, the most highly evolved and biologically sophisticated invaders 
encountered by the vertebrate immune system. Despite their phylogenetic diversity, 
parasites share certain biologic characteristics. They frequently (although not always) 
display complex life cycles consisting of morphologically and antigenically distinct 
stages and produce long-lived chronic infections to ensure transmission among their 
hosts. The induction of morbidity and mortality is rarely part of their design. However, in 



the tropics where transmission persists, the low frequency of disease translates into a 
major global health and economic problem because of the sheer numbers exposed as 
well as the confounding issues of malnutrition, overpopulation, and co-infection. As 
illustrated by the recent outbreaks in North America of disease caused by protozoa, the 
Giardia, Cryptosporidia, Cyclospora, and Toxoplasma parasites also represent a 
continuing threat to populations in wealthier countries. The current AIDS epidemic has 
also increased the impact of parasitic disease in developed regions since 
immunocompromised hosts become highly susceptible to some normally tolerated 
parasites such as Cryptosporidia, Toxoplasma gondii, and Leishmania. Finally, parasitic 
disease remains an important problem in livestock, causing annual economic losses in 
the billions and, in the case of trypanosomiasis, limiting the agricultural development of 
huge areas of potential grazing lands on the African continent.

The immune system plays a central role in determining the outcome of parasitic 
infection by establishing a critical balance meant to ensure both host and pathogen 
survival. As with other infectious agents, disease emerges when the scales tip toward 
either a deficient or excessive immune response. Manipulation of that response by 
means of vaccination or immunotherapy remains a key approach for global intervention 
in parasitic disease. A list of the most important parasitic infections of humans, along 
with estimates of their prevalence, annual mortality, health impact (measured in 
disability-adjusted life years) and current control methods, is presented in Table 1. The 
data testify to the continued enormity of the problem reflected in the numbers of people 
annually infected and dying of diseases such as malaria and trypanosomiasis, as well 
as the high level of morbidity in those surviving. A striking situation reflected in the data 
is the complete absence of effective vaccines for protecting human populations. In the 
case of malaria, the need for a global immunization strategy has become particularly 
acute as drug resistance spreads worldwide. Clearly, the development of vaccines to 
prevent parasitic diseases remains one of the major unachieved goals of modern 
immunology and one of its greatest and most difficult challenges.

 
TABLE 1. Global impact of parasitic disease and current control measures a 

Although the study of the immune response to parasites was once considered a 
backwater, this is no longer the case. Years of concerted effort employing modern 
immunologic and molecular techniques have now been devoted to the quest for 
parasite vaccines. Of particular note are the recently initiated government- and private 
foundation–sponsored programs for malaria vaccine development. The difficulties 
appear to lie then not with the lack of workers and tools needed to tackle this problem 
but with the extraordinary complexity of parasites as immunologic targets and their 



remarkable adaptability to immunologic pressure. The field of immunoparasitology is 
focused on developing a basic understanding of this important host–pathogen interface 
for the ultimate purpose of intervention. At the same time, the work in this 
area—particularly in recent years—has provided immunology with a series of major 
insights concerning effector and regulatory responses as they occur in vivo. Indeed, 
because of their years of close encounter with and adaptation to the vertebrate immune 
system, parasites can be thought of as the “ultimate immunologists” and there is much 
to be learned from them about the fundamental nature of immune responses.

Some Hallmarks of the Immune Response to Parasites

The interaction of parasites with the immune system has several distinguishing features 
that are of special interest to fundamental immunologists. Most parasitic pathogens are 
able to survive the initial host response and produce long-lasting chronic infections 
designed to promote transmission. In the case of many protozoa (e.g., Toxoplasma, 
Leishmania), chronicity is characterized by a state of latency in which replication of the 
parasite is minimal and infection cryptic. The development of chronicity depends not 
only on the ability of the parasite to escape protective immune responses (immune 
evasion) but on the generation of finely tuned mechanisms of immunoregulation that 
serve both to prevent parasite elimination and suppress host immunopathology. As 
discussed in detail later in this chapter, the study of these immunomodulatory pathways 
in both human and experimental parasitic infections has yielded important insights 
concerning the mechanisms by which regulatory T cells and cytokines control immune 
effector functions in vivo.

An additional prominent feature of the immune response to parasites is Th1/Th2 
polarization. For reasons that are not entirely clear, parasitic infections often induce 
CD4 + T-cell responses that are highly polarized in terms of their Th1/Th2 lymphokine 
profiles. This phenomenon is particularly striking in the case of helminths, which in 
contrast to nearly all other pathogens, routinely trigger strong Th2 responses leading to 
high IgE levels, eosinophilia, and mastocytosis. At the opposite pole, many intracellular 
protozoa (in common with their bacterial counterparts) induce CD4 + T-cell responses 
with Th1-dominated lymphokine secretion patterns. This striking difference presents a 
beautiful example of immunologic class selection. Interestingly, in murine Leishmania 

major infection, CD4 + cells polarize to either Th1 or Th2 depending on the strain of 
mouse infected, and the association of these responses with healing or exacerbation ( 1 

, 2 ) provided the first demonstration of a functional role for this dichotomy. The L. 
major–infected mouse has subsequently become the most widely utilized experimental 
model for studying Th1/Th2 differentiation in vivo, although the originally observed 
genetic-based dichotomy is now known to be restricted to only certain laboratory strains 
of this Leishmania species ( 3 ).

Parasite models have also been used to reveal new effector functions such as the 
ability of eosinophils to kill pathogens and, as discussed below, are now being used 
extensively to study microbial innate recognition and immune response initiation. This 
ability to uncover and investigate basic immune mechanisms while studying the host 



response to a group of phylogenetically unique pathogens of global importance is 
perhaps the most engaging and rewarding aspect of research in immunoparasitology.

INNATE RECOGNITION AND HOST DEFENSE

It is becoming increasingly clear that events occurring during the early contact of 
parasites with the immune system can play a critical role in determining the character of 
the ensuing host–parasite relationship. Thus, innate immune defenses must be 
overcome for infections to establish, while the nature of the initial contact of parasites 
with antigen-presenting cells (APC) can dictate both the magnitude and class of 
adaptive immune responses that emerge.

Innate Barriers to Infection

Humoral Mechanisms Innate resistance against parasitic infection is mediated in part 
by preexisting, soluble factors that recognize and destroy invading developmental 
stages or target them for killing by effector cells. The alternative pathway of 
complement activation provides a first line of defense against extracellular parasites. 
Invading forms of many of these pathogens lack the complement regulatory factors that 
normally promote the degradation of C3b on the surface of host cells. The resulting 
activation of the complement cascade leads to formation of the potentially lytic 
membrane attack complex (MAC) as well as opsonic recognition by C3 receptors on 
phagocytes. In addition, other products of complement activation are chemotactic and 
attract immune cells to the site of infection. There is also a lectin-mediated pathway in 
which recognition of mannose residues on parasite surfaces by a mannan-binding 
protein triggers the complement cascade. Because the complement system represents 
such an important first line of defense in resistance to pathogens, successful parasites 
have developed a variety of developmentally regulated strategies to subvert 
complement-mediated attack ( 4 ). For example, while the epimastigote stage of 
Trypanosoma cruzi, found in the insect vector, is susceptible to the alternative pathway 
of complement, infective metacyclic and bloodstream trypomastigotes are resistant. In 
this case, evasion of complement appears to be due to expression by the 
trypomastigote of a 160-kDa glycoprotein (gp160), which is a homolog of the host 
complement regulatory protein, decay-accelerating factor (DAF) ( 5 ). Like DAF, gp160 
can bind to C3b and C4b and inhibit the uptake of subsequent members of the 
complement cascade, thus preventing convertase formation and lysis of the parasite. 
Importantly, whereas complement-sensitive epimastigotes fail to express gp160, 
epimastigotes transfected with gp160 are resistant to complement-mediated lysis ( 6 ). 
Schistosoma mansoni also appears to utilize DAF-mediated regulation to avoid 
complement-mediated attack. In the case of this helminth, however, the DAF molecules 
are not synthesized by the parasite but instead are acquired from the host and 
incorporated into the worm tegument ( 7 ). Another interesting strategy is deployed by 
Leishmania sp, which evade complement-mediated lysis while using complement 
activation as a mechanism for targeting host cells. As insect-stage procyclic 
promastigotes develop into infective metacyclic forms, their membrane is altered to 
prevent the insertion of the lytic C5b-C9 complex ( 8 ). This correlates with their 
expression of a modified surface lipophosphoglycan (LPG) approximately twice as long 



as the form on procyclic promastigotes, and which may act as a barrier for the insertion 
of the MAC into the surface membrane of the parasite ( 9 ). Another developmental 
change that occurs during generation of metacyclics is the increased expression of the 
surface proteinase gp63 ( 10 ), which can cleave C3b to the inactive iC3b form, thus 
preventing deposition of the lytic C5b-C9 complex ( 11 ). However, iC3b will opsonize the 
parasites for phagocytosis through the complement receptors Mac-1 and CR1, thereby 
targeting the parasite to the macrophage, its host cell of choice ( 12 ). Tissue-invasive 
strains of Entamoeba histolytica also activate complement but are resistant to MAC 
deposited on the membrane surface. The E. histolytica Gal/GalNAc lectin, which 
mediates adherence of trophozoites to host cells, is involved in avoidance of lysis by 
MAC via its ability to bind to C8 and C9 terminal components ( 13 ). Interestingly, the 
lectin shares sequence similarities with CD59, a membrane inhibitor of MAC in human 
blood cells. In addition to complement, other soluble mediators are being uncovered 
that provide a barrier to parasitic infection. Best studied are the primate-specific 
Trypanosome lysis factors (TLF) that contribute to the innate resistance of humans to 
Trypanosome brucei infection. Biochemical analysis of the activity present in human 
serum revealed that high-density lipoproteins are part of the substance that mediates 
cytolysis of the parasite and initial studies demonstrated that this complex, 
Trypanosome lysis factor 1 (TLF1), is composed of several common apoplipoproteins, 
as well as a haptoglobin-related protein (Hpr) ( 14 , 15 ). A second cytolytic complex, 
TLF2, has also been identified that shares many of the components of TLF1 but 
contains a unique IgM component, and a lower lipid content ( 14 ). To mediate 
cytotoxicity, TLF has to undergo receptor-mediated uptake and enter an intracellular 
acidic compartment; the peroxidase activity associated with TLF suggests that lysis of 
trypanosomes may be due to oxidative damage ( 15 ). Whereas TLF is capable of killing 
T. brucei, the species that infect humans, T. b. gambiense and T. b. rhodesiense are 
both refractory to TLF-mediated cytolysis. This resistance has been correlated with the 
expression of a serum resistance associated (SRA) gene that is homologous to the 
variant surface glycoprotein ( 16 ). Importantly, transfection of SRA from T. b. 
rhodesiense into T. brucei confers resistance to lysis by human serum, arguing that its 
expression may have been a critical step in the adaptation of the former parasite for 
infection of primates ( 17 ). 
Cellular Mechanisms Phagocytosis by macrophages represents an innate first line of 
defense against protozoan pathogens. Once taken up by these cells, frequently as a 
consequence of complement-mediated opsonization, parasites must confront a 
potential respiratory burst as well as a hostile lysosomal environment. Therefore, 
evasion of phagocytic defenses is a critical adaptation to the mammalian host. The 
ability of Leishmania sp to gain access to the macrophage via CR1 and CR3, which fail 
to trigger the respiratory burst, is likely an important step allowing them to successfully 
invade and persist within these cells. Similarly, the intracellular survival of T. cruzi is 
dependent on the ability of the parasite to escape from the phagolysosome, a process 
facilitated by this protozoan’s expression of a homolog of C9 that can disrupt the 
phagosome membrane allowing egress of the parasite into the cytoplasm ( 18 ). The 
capacity of T. gondii to actively invade cells enables it to form a parasitophorous 
vacuole that fails to undergo acidification. If instead the parasite is forced to enter the 
cell by a phagocytic pathway, it is exposed to the normal phagolysosomal system and is 
killed ( 19 ). Unlike protozoa, helminths are too big to be engulfed by phagocytes and 



can only be killed by these cells when the latter have been activated by products of the 
adaptive immune response ( 20 ). Recent studies suggest instead that eosinophils, which 
frequently accumulate in tissues soon after worm invasion, may play a role in innate 
defense against this type of parasitic pathogen. Thus, L3 larvae of Stronglyoides 
stercoralis are killed within 72 hours when implanted in millipore chambers into 
wild-type (WT) mice. Eosinophils are prominent amongst the cells infiltrating the 
chambers. Larval attrition is greatly reduced when worms are transferred instead into 
IL-5–deficient mice, which lack mature eosinophils ( 21 ). Discharge of the eosinophil 
granule’s major basic protein and eosinophil cationic protein is the likely explanation of 
the larvacidal activity observed. This nonspecific eosinophilic response may represent a 
barrier that limits invasion of tissue-dwelling helminths. In contrast to intracellular killing 
by phagocytes and extracellular killing by eosinophils, most innate cellular defenses do 
not eliminate parasites directly but instead trigger other effector cells to do so. Perhaps 
the best-studied example of this form of innate immunity is the NK cell pathway of IFN-? 
production. Although NK cells appear unable to directly recognize and kill parasites, 
their numbers and nonspecific lytic activity are clearly increased as a consequence of a 
variety of parasitic infections. The discovery that these cells can be triggered to produce 
high levels of IFN-? and TNF-a suggested that they could provide a T-lymphocyte 
independent pathway for cytokine-mediated defense, and as such, serve to prevent 
parasites from overwhelming the host prior to the development of adaptive responses. 
In support of this concept, Leishmania promastigotes as well as subcellular components 
of T. gondii were shown to activate human peripheral blood NK cells to produce IFN-?. 
Later studies in both bacterial and protozoan systems established that NK cell IFN-? is 
triggered by monokines produced by adherent cells in response to microbial products. 
The critical monokine that stimulates this NK cell function was shown to be IL-12 ( 22 , 23 

), although optimal IFN-? production also depends on TNF and IL-1 ( 24 ). The response 
is also positively regulated by co-stimulatory interaction of parasite-induced B7 on APC 
with CD28 on NK cells ( 25 ). Both IL-10 and TGF-ß have been shown to serve as 
negative regulators of NK cell IFN-? production by means of their suppression of 
monokine and B7 expression by APC or, in the case of TGF-ß by directly affecting NK 
cell function ( 26 , 27 ). Such suppression may be important in protecting the host against 
the tissue damaging defects of excessive NK-derived IFN-? and TNF. Parasite-driven 
NK-cell IFN-? production has been described in a variety of different protozoan 
infections, including Leishmania, Toxoplasma, T. cruzi, E. histolytica, Cryptosporidium 

parvum and Plasmodium chabaudi ( 28 ). Although its protective function is assumed, it 
is equally clear that in many situations adaptive T-cell immunity is sufficient to control 
infection even in the absence of this early NK response (e.g., Bregenholt et al. [ 29 ]). 
Two other cell populations that may function to provide a rapid cytokine response to 
invading parasites are ?d lymphocytes and NK T cells. These “unconventional 
T-lymphocytes” express T-cell receptor chains of limited diversity, which may be 
designed for innate recognition of microbial structures or self-components revealed by 
infection of host cells. While the function of NK T cells in innate resistance to parasites 
is currently under debate (see below), there is considerable evidence supporting a 
protective role for ?d T cells. Although the latter cells represent a small percentage of 
lymphocytes in the periphery, they are abundant in epithelial and mucosal tissues, the 
sites of initial host invasion by many parasites. Moreover, their numbers increase in 
peripheral blood in response to a number of different protozoan and helminth infections 
(e.g., Kasper et al. [ 30 ] and Scalise et al. [ 31 ]). ?d T cells can respond to heat-shock 



proteins (HSP) and since invasion and intracellular replication by different parasites 
results in increased expression of HSP, this may provide a mechanism that allows ?d T 
cells to nonspecifically restrict infection either by direct host cell lysis or more likely by 
the production of IFN-? and other effector lymphokines. Studies in murine models of 
Toxoplasma and malaria infection, several of which involve direct analysis of host 
resistance in aß and ?d T-cell–deficient mice, have provided experimental support for 
the above concept (e.g., Hisaeda et al. [ 32 ] and Tsuji et al. [ 33 ]). Nevertheless, rather 
than being essential for host resistance, it is likely that ?d T-lymphocytes (in common 
with NK cells) provide an adjunct to conventional aß CD4 and CD8 cells, restricting 
parasite growth during the vulnerable period when the adaptive responses mediated by 
these effectors are emerging. 

Role of Antigen-Presenting Cells in Innate Recognition and Initiation of Adaptive 
Immunity

In addition to providing a natural barrier that limits infection, there is growing evidence 
that the innate immune system plays a critical role in the initial recognition of parasites 
and the triggering of adaptive immunity. Antigen-presenting cells are the major sentinels 
in this process and their ability to recognize and discriminate among pathogens is 
thought to be determined by pattern recognition receptors (PRR) that recognize 
pathogen-associated molecular patterns (PAMPS) shared by different groups of 
microbes ( 34 ). An exciting new research area is the delineation of these PRR/PAMP 
receptor–ligand interactions in the parasite–host interaction.

In the case of protozoa, an important set of PAMPS are the 
glycosylphosphatidylinositols (GPI) lipid anchors present on many parasite surface 
proteins ( Fig. 1). Fig. 1 Thus, GPIs from T. brucei, Leishmania mexicana, and 
Plasmodium falciparum can stimulate macrophages to up-regulate iNOS and produce 
TNF and IL-1. Similarly, the GPI anchor fraction of mucin-like molecules from T. cruzi 
trypomastigotes stimulates macrophage production of IL-12 and TNF ( 35 , 36 ). 
Interestingly, the GPI from insect-stage epimastigotes are unable to stimulate cytokine 
production. This inactivity appears to correlate with the absence of additional galactose 
residues and unsaturated fatty acids present in the GPI anchors isolated from 
trypomastigotes ( 36 ) ( Fig. 1). Recent data suggest that Toll-like receptor-2 (TLR-2) is 
the PPR that recognizes these GPI structures on T. cruzi glycoconjugates. Thus, 
macrophages from TLR-2–deficient mice failed to produce IL-12, TNF-a, and nitric 
oxide (NO) in response to GPI stimulation ( 36 ). A further role for protozoan GPI in the 
stimulation of innate immunity is suggested by the evidence that these structures, when 
presented by CD1d molecules, may be recognized by NK 1.1 + CD4 + T cells and that 
this pathway results in MHC-independent stimulation of anti-GPI IgG antibodies ( 37 ). 
This hypothesis, however, was challenged in a later study in which CD1d-deficient mice 
were found to mount normal IgG antibody titers to the GPI-linked circumsporozoite (CS) 
Ag, while MHC class II knockout (KO) mice were nonresponsive ( 38 ).



 
FIG. 1. Primary structures of protozoan-derived glycosylphosphatidylinositol (GPI) 
anchors and their cytokine-inducing activity in murine macrophages. GPI anchors from 
T. cruzi mammalian cell-derived trypomastigote mucin (tGPI) and invertebrate 
vector-derived epimastigote mucins (eGPI), Plasmodium falciparum merozoite surface 
protein (MSP) (Pf-GPI), and Leishmania major–derived lipophosphoglycan (LPG) are 
shown. The hydrophobic moiety of each GPI is depicted inside a shaded rectangle. The 
insert depicts potency of the different protozoan-derived GPI anchors in activating 
macrophages. The bioactivity is indicated by arbitrary units based on studies published 
by various groups. In the case of tGPI, eGPI, and Pf-GPI, the macrophage stimulatory 
activity is attributed to the GPI anchor and dependent on the phospho-inositol 
glycerolipid ( shaded box) as well as extra carbohydrates ( shaded circle) linked to the 
main glycan core from GPI anchor. In contrast, the repeating disaccharide-phosphate 
unit (within brackets) in the LPG is thought to be responsible for macrophage 
deactivation exhibited by some Leishmania species. Note the developmental change in 
the T. cruzi mucin as the parasite develops from the insect epimastigote to the 
vertebrate trypomastigote stage along with the accompanying acquisition of 
cytokine-inducing function. Key: m-Ins, myo-inositol; GlcN, glucosamine; 0Man, 
mannose; Gal f galactofuranose; AEP, aminoethylphosphonate; EtNP, 
ethanolaminephosphate; AAG, alkylacylglycerol; MAG, mono- or lyso-alkylglycerol. 
Courtesy of R.T. Gazzinelli and colleagues (Federal University of Minas Gerais, Belo 
Horizonte, Brazil).

At present, it is not clear to what extent TLR serve as PRR for parasites and whether 
other as yet unidentified receptors exist that are specialized for recognition of eukaryotic 
pathogens. Such a unique pattern recognition system is most likely to be directed at 
helminths because these parasites trigger Th2 responses that are not normally 
associated with TLR signaling ( 39 ). Many worm proteins are heavily glycosylated and 
these carbohydrate side chains could provide unique molecular patterns for initiation of 
the innate response. For example, schistosome egg antigens are potent Th2 response 



inducers and this property has been associated with the presence of the 
oligosaccharides, lacto-N-fucopentaose III (LNFPIII) and lacto-N-neotetraose (LNnT). 
These structures were shown to induce IL-10 production by both B1-lymphocytes and 
macrophages, and to bias in vitro lymphocyte responses in a Th2 direction ( 40 ). 
Nevertheless, it is not known whether the receptors that recognize such helminth 
moieties are representative of a PRR family analogous to TLR, or whether they play a 
similar sentinel function in the induction of host responses to these extracellular 
pathogens.

Parasite-derived molecules, in addition to triggering APC function, also play a major role 
in its positive and negative regulation. T. gondii induces a potent IL-12 response leading 
to IFN-? production by NK cells and T-lymphocytes, and control of infection. Studies in 
a model system involving injected tachyzoite extract (STAg) indicated that CD8a + DC 
can serve as a major initial source of this cytokine in spleen and that these cells 
undergo a dramatic redistribution into T-cell areas following such stimulation ( 41 ). 
Further investigation revealed that the CC chemokine receptor CCR5 plays an 
important role not only in DC migration but also in the regulation of IL-12 triggering. 
Thus, DC purified from spleens of CCR5-deficient mice produced only a small fraction 
of the IL-12 stimulated by STAg in DC from control animals ( 42 ). Recent studies 
indicate that this CCR5-dependent up-regulation of IL-12 synthesis is stimulated by a 
parasite-derived protein that functions as a CCR5 ligand mimic ( 42a).

In addition to up-regulating APC function, parasite products can also dampen their 
activity either as a mechanism of immune evasion or for the purpose of protecting the 
host against an uncontrolled immune response. Although IL-12 is essential for the 
development of protective immunity to leishmaniasis, early studies indicated that 
promastigotes of L. major do not activate macrophages to produce IL-12 ( 43 ), and that 
infected macrophages have an impaired ability to produce this cytokine in response to 
even strong stimuli such as IFN-? and LPS ( 44 ). Instead, it is now recognized that in 
contrast to macrophages, dendritic cells have the capacity to make IL-12 following 
uptake of Leishmania amastigotes and promastigotes ( 45 , 46 and 47 ), and thus may 
provide the initial source of IL-12 during Leishmania infection. In contrast to the 
activating effects of many parasite GPI, the LPG and GIPLS of Leishmania have been 
shown to inhibit signaling pathways in macrophages, resulting in impaired production of 
proinflammatory cytokines, including IL-12 (e.g., Piedrafita et al. [ 48 ]). A related 
structure expressed by E. histolytica, termed lipophosphopeptidoglycan, was also found 
to be anti-inflammatory and, in fact, down-regulated TLR-2 gene expression in human 
monocytes ( 49 ). Thus, it appears that variation in structure of parasite GPI imparts 
different properties of signal transduction upon this class of glycolipid ( Fig. 1).

In addition to their suppressive effects on macrophages, parasite products can also 
negatively regulate dendritic cell function. For example, CCR5-dependent IL-12 
production by splenic DC is rapidly suppressed following initial in vivo stimulation with T. 
gondii (STAg) and cannot be restimulated for approximately 1 week thereafter. Recent 
studies (e.g., Aliberti et al. [ 50 ]) indicate that this inhibition is due the induction by 
parasite products of lipoxin A4, an arachadonic acid metabolite that down-regulates 



both CCR5 expression on DC as well as IL-12 production by the same cells.

Mechanisms Underlying Th1/Th2 Response Selection

In addition to initiating the adaptive immune response, the interaction of invading 
pathogens with the innate immune system strongly influences the class of adaptive 
response induced. Because parasites often stimulate CD4 + T-cell responses that are 
highly polarized in either the Th1 or Th2 direction, parasitic infection models have 
become important tools for studying the cellular basis of Th1/Th2 subset selection. 
Indeed, as noted above, the first direct demonstrations of the relevance of the Th1/Th2 
paradigm to the regulation of disease outcome in vivo were made in studies on the L. 
major/mouse model ( 1 , 2 ). Infection with L. major causes resolving cutaneous 
leishmaniasis in humans and in the majority of WT mouse strains. In BALB/c mice, 
however, the infection does not resolve and disseminates to visceral sites.

Landmark experiments performed during the late 1980s showed that resistance to L. 
major is associated with the development of a marked Th1-like response, with IFN-? 
playing the role of the major effector cytokine owing to its ability to activate 
macrophages to kill the intracellular Leishmania parasites. The ability of resistant 
mouse strains to generate this protective IFN-? response was in turn shown to require 
IL-12. In direct contrast, BALB/c mice develop a strong Th2 response following infection 
due in large part to the absence of a macrophage-activating type 1 cytokine (IFN-?) in 
combination with the production of the macrophage-deactivating type 2 cytokines (e.g., 
IL-4) ( 51 ). In BALB/c mice, L. major is able to stimulate a burst of IL-4 production in the 
draining LN as early as 16 hours following subcutaneous infection ( 52 ). The critical role 
played by early IL-4 production in determining exacerbation of infection is supported by 
the observation that anti-IL-4–treated BALB/c mice exhibit a healing phenotype ( 51 ). 
There is evidence that other Th2 cytokines—for example, IL-13 and IL-10—contribute 
to the polarized response and that, depending on the parasite substrain, inhibition of 
IL-4 alone is not a sufficient condition to reverse susceptibility ( 3 ).

The mechanisms controlling the polarized Th2 response in BALB/c mice have been of 
enormous interest. A key finding was that much of the early IL-4 derives from an 
oligoclonal population of CD4 cells with the Vß4 Va8 TCR that recognize the 
Leishmania antigen LACK ( 52 ). The critical importance of this population of cells is 
supported by the observation that infected Vß4-deficient BALB/c mice mount stronger 
Th1 responses and control their lesions. Moreover, BALB/c mice tolerant to LACK as a 
result of the transgenic expression of the protein were also found to control L. major 
infections and to mount diminished Th2 responses ( 53 ). Nonetheless, because 
LACK-reactive cells are present at similar frequencies in resistant and susceptible 
mouse strains, the underlying mechanism that controls CD4 + subset selection in this 
model remains unresolved. It has been suggested that LACK-specific Vß4 Va8 CD4 + T 
cells may represent a unique lineage in BALB/c mice that are precommitted to releasing 
large amounts of IL-4 ( 54 ). There is also evidence, however, that the function of these 
cells is plastic with respect to IL-4 or IFN-? ( 55 ) and that the aberrant Th2 response in 
BALB/c mice reflects a default pathway, secondary to an intrinsic defect in their ability 



to mount or sustain an effective Th1 response.

BALB/c mice do not appear to have a generalized defect in the capacity of their DC to 
prime Th1 cells in response to L. major, because L. major–infected fetal skin-derived 
DC from BALB/c mice produced IL-12 in vitro and primed for a protective Th1 response 
following syngeneic transfer to naïve mice ( 56 ). Of more likely relevance is the 
observation that under conditions of neutral priming, IL-12Rß2 expression is not 
maintained during Th development in BALB/c mice ( 57 ). It has also been reported that 
in contrast to resistant B10.D2 mice, BALB/c mice select for low-affinity as opposed to 
high-affinity LACK-reactive cells ( 58 ), with the latter having a greater tendency to 
develop a Th1 phenotype. This might provide an explanation for the observation that 
BALB/c mice develop stable resistance to small parasite inocula ( 59 ), if one assumes 
that low parasite numbers and thus low determinant densities selectively activate cells 
that bear high-affinity clonotypic receptors. Why the inoculation of identical numbers of 
parasites in resistant versus susceptible mice should activate low- versus high-affinity T 
cells is not known, but may be related to the finding that the dissemination of parasite 
antigens from the site of inoculation to the draining lymph nodes and spleen occurs 
early in BALB/c mice, whereas early parasite containment is observed in resistant mice 
( 60 ). These differences in parasite dissemination also raise the possibility that distinct 
populations of DC, with the capacity to induce preferential priming for either Th1 or Th2 
cells, become activated in resistant versus susceptible mice. Such populations might 
not represent distinct APC lineages, but may instead reflect modulation of APC function 
by specific tissue environments. That the site of antigen delivery can influence T-cell 
priming has been clearly demonstrated in the L. major model; parasites delivered 
intravenously, intranasally, or even to different skin environments, can elicit Th2 
responses and nonhealing infections in normally resistant mice ( 61 , 62 ).

The concept that the early production of the CD4 T-cell–polarizing cytokines IL-12 and 
IL-4 is only one of several factors influencing Th1/Th2 subset selection, is also 
supported by observations in other host–parasite models. Mice deficient in IL-4, IL-4R 
or the Th2 promoting transcription factor STAT-6, when infected with the helminth 
parasites Nippostrongylus brasiliensis or S. mansoni, develop diminished but still 
physiologically significant Th2 responses. In the case of the IL-4 deficient mice, such 
residual Th2 cytokine secretion was shown to mediate, through the action of IL-13, 
protective or immunopathologic effects against N. brasiliensis or S. mansoni, 
respectively ( 63 , 64 and 65 ). Although these findings argue that IL-4R/STAT-6 signaling 
is not essential for priming of IL-4+CD4 + T-lymphocytes, it is clear that IL-4 plays a 
critical role in the maturation and stabilization of Th2 cells once their phenotype has 
been decided. For example, STAT-6–deficient animals exposed to a helminth stimulus 
display not only diminished numbers of Th2 cells but also an expanded population of 
Th1 cells ( 66 ) that appears to be IL-12 independent. This observation supports data 
from other studies arguing that an important function of the IL-4R/STAT-6 pathway may 
be to silence IFN-? gene expression, a mechanism that would indirectly lead to elevated 
Th2 frequencies ( 63 ).

Because autocrine IL-4 produced by CD4 T-lymphocytes has been shown to be 
sufficient to drive Th2 differentiation ( 67 ), it is perhaps not surprising that the presence 



of this cytokine during initial T-cell priming is not essential for subset polarization. In 
contrast, IL-12 is produced mainly by antigen-presenting cells and not T-lymphocytes 
and thus would be predicted to play a primarily initiative function in Th1 differentiation. 
Recent findings in protozoan infection models indicate that this concept is 
oversimplified. In both T. gondii and Leishmania infections continuous IL-12 signaling 
has now been shown to be required for the maintenance of host resistance even in the 
chronic state (e.g., Park et al. [ 68 ] and Yap et al. [ 69 ]). Also contrary to accepted 
dogma is the evidence that IL-12 signaling is not obligatory for initial Th1 subset 
selection. Thus, in studies in which parasite-induced CD4 + T-lymphocyte responses 
were analyzed at a single cell level, WT and IL-12–KO mice exposed to T. gondii 

developed comparable frequencies of splenic IFN-? +CD4 + T cells, despite different 
levels of IFN-? detected in the culture supernatants, suggesting that IL-12 may be more 
important for Th1 effector competence rather than for Th1 cell priming per se ( 63 , 70 ). 
Together, the above findings argue that IL-12 and IL-4, while strongly influencing Th 
polarization and stabilizing Th1 and Th2 effector populations, are not the sole 
determinants of Th subset selection.

Because of their critical role in T-cell priming, DC are thought to be an important source 
of the signals that determine CD4 T-cell effector choice. The role of DC in Th 
polarization is best understood for Th1 responses. Both T. gondii and Leishmania have 
been shown to activate DC resulting in up-regulated expression of IL-12 and 
co-stimulatory molecules. In the case of T. gondii, these parasite-conditioned DC have 
been shown to promote Th1 differentiation in vitro. One of the co-stimulatory molecules 
induced on such DC is CD40. Interestingly, when this up-regulated CD40 on DC 
interacts with CD40L on T cells, both IL-12 p40 and, more dramatically, p35 synthesis, 
are enhanced providing a positive feedback loop for Th1 induction ( 71 ). As discussed 
above, however, it is clear that in addition to IL-12 there are other signals provided by 
protozoan-conditioned DC that influence Th1 effector choice. These yet to be defined 
factors may be other co-stimulatory molecules or cytokines (e.g., IL-18).

In the opposing direction, DC conditioned by exposure to helminth products ( Brugia or 
Schistosoma) have been shown to polarize naïve T cells toward a Th2 phenotype ( 72 , 
73 ). In this case, however, activation of DC as judged by the up-regulation of prototypic 
MHC and co-stimulatory markers appears to be minimal—nor is enhanced IL-12 or IL-4 
production detected. The latter observations are consistent with a model of Th effector 
choice in which Th2 differentiation represents the default pathway, followed by CD4 + T 
cells primed by DC in the absence of IL-12 stimulation. However, such defaulting to Th2 
is not observed when IL-12–deficient mice are infected with either T. gondii or 
Leishmania (see above). Therefore, it is more likely that helminth-conditioned DC 
provide a set of positive signals that result in Th2 priming. The elucidation of these Th2 
promoting signals induced by helminths in DC is an exciting area for future research 
that should have broad implications for the fields of both T-cell immunobiology and 
allergy.

EFFECTOR MECHANISMS OF HOST RESISTANCE



Once parasites have successfully evaded innate host defenses and had their antigens 
processed by APC, adaptive cellular and humoral immune responses are invariably 
induced, usually against a wide array of antigenic constituents of each pathogen. The 
problem is that because of the nature of the host–parasite adaptation, few and 
sometimes none of these responses are capable of killing parasites or restricting their 
growth. The design of successful immune intervention strategies depends on the 
identification of relevant target antigens but even more importantly on an understanding 
of the type of immune response and protective mechanism that must be induced. 
These effector mechanisms can be broadly classified based on the type of parasite 
(intracellular or extracellular) against which they are directed.

Intracellular Parasites

Because of their primary habitat within host cells, intracellular parasites are thought to 
be susceptible mainly to cell-mediated immune effector mechanisms. Nevertheless, 
during their initial host invasion as well as their transit to new cells they are potential 
targets for antibody-mediated attack. Similarly, while immunity to intracellular parasites 
(nearly all protozoa) has been traditionally thought to involve Th1 (or Tc1) effector 
function, this distinction is not absolute and there is also evidence for the participation 
of Th2- (or Tc2-) directed protective mechanisms.

Cell-mediated immunity against intracellular protozoa often involves a mixture or 
succession of CD4 + and CD8 + T-cell responses. The extent of CD8 involvement 
appears to be partially related to the degree of class II versus class I MHC expression 
on the host cells infected. CD8 + T cells are especially critical effector cells for the 
control of T. cruzi or T. gondii infections, since these parasites can infect many 
nucleated cell types that express only MHC class I molecules. Nevertheless, even in 

Leishmania infection where parasites reside almost exclusively in macrophages, CD8 + 
T cells can be highly protective, particularly in acquired resistance to challenge 
exposure ( 74 ). One mechanism by which CD8 + T cells could control intracellular 
parasitic infection is through the lysis of host cells. This might be of particular benefit to 
the host if the target cells from which viable parasites are released are themselves 
defective in intracellular killing (e.g., fibroblasts, DC), and if the parasites are 
subsequently made available for uptake by cells that are more responsive to activation 
signals (e.g., macrophages). In every protozoan infection analyzed, however, including 
T. gondii ( 75 ), malaria ( 76 ), and T. cruzi ( 77 ), mice deficient in the lytic molecules 
perforin or granzyme B show no or minimal loss of host resistance. The above 
observations suggest that as already noted for NK cells (see above), the protective 
functions of CD4 and CD8 T cells against intracellular parasites are mediated primarily 
through lymphokine production rather than target-cell lysis.

IFN-? is the key lymphokine involved in control of intracellular protozoan parasites, as 
demonstrated by the extreme susceptibility of IFN-?–deficient mouse strains to 
infections involving Leishmania ( 78 ), T. cruzi ( 79 ), T. gondii ( 80 ), and even C. parvum ( 
81 ), which dwells in epithelial cells inside the gut. Its mechanism of action is perhaps 



clearest in the case of Leishmania, which replicate primarily, if not exclusively, in 
macrophages—a cell type readily activated by this cytokine. The major function of IFN-? 
in restricting parasite growth appears to be the induction of inducible nitrogen oxide 
synthase (NOS2) and the subsequent generation of toxic reactive nitrogen 
intermediates (RNI) within infected macrophages. Thus, disruption of the NOS2 gene in 
a normally resistant strain leads to a susceptible phenotype, and macrophages from the 
same KO strain show defective IFN-?-induced control of parasite growth ( 82 ).

The up-regulation of iNOS and subsequent production of RNI by activated 
macrophages has in many systems been considered to be TNF dependent. However, it 
is now clear that in L. major–infected macrophages, RNI can be produced in a 
TNF-independent manner, since IFN?- and/or LPS-activated macrophages taken from 
mice lacking TNF receptors ( 83 ) can make NO and kill Leishmania parasites in vitro. 
Recent studies suggest that in this situation, RNI is triggered by alternative signals such 
as IFN-a/ß or by CD40 L and LFA-1 produced by parasite-induced CD4 + T cells ( 83 ). 
Interestingly, whereas TNFR 1– and 2–deficient mice are able to control L. major 
infection, TNF KO mice on the same genetic background develop rapidly fatal disease ( 
84 ), suggesting that TNF can signal through a third receptor and that this signaling is 
needed to confer protection. The production of RNI by IFN-?–activated macrophages is 
inhibited by IL-4, IL-10, IL-13, and TGF-ß ( 85 ), and this is likely to be a major but not 
sole mechanism by which the Th2 response prevents healing of Leishmania.

In contrast to Leishmania, most intracellular protozoa, including T. cruzi, T. gondii, 
Cryptosporidium, Eimeria, and Plasmodium sp, primarily invade nonprofessional 
phagocytes not traditionally thought to possess microbicidal mechanisms that can be 
activated by IFN-?. In the case of these pathogens, the role of RNI or respiratory 
oxygen intermediates (ROI) in IFN-?–mediated control of parasite growth is more tissue 
restricted. A good example is the role of IFN-? in immunity against the exoerythrocytic 
stages of malaria. IFN-? produced primarily by CD8 T cells in response to vaccination 
induces RNI within hepatocytes invaded early after sporozoite challenge and restricts 
further pathogen development ( 86 ). However, when malaria parasites escape the liver 
they take up residence in erythrocytes, which in contrast to hepatocytes are unable to 
produce RNI.

A more complicated scenario occurs in IFN-?–mediated control of T. gondii infection. 
IFN-? plays a critical role in restricting the growth of this pathogen in the acute 
tachyzoite stage, as well as later in preventing reactivation of infection from dormant 
cysts. This immunity cannot be attributed solely to activated macrophages as originally 
thought, because reciprocal bone marrow chimera experiments performed with IFN-? 
receptor–deficient and WT mice indicate that IFN-? signaling is required in cells of both 
hemapoietic and nonhemapoietic origin ( 87 ). Accordingly, the role of RNI in resistance 
has been shown to be limited, functioning in the effector mechanism of resistance 
against chronic but not acute infection ( 88 ). An important clue concerning the 
mechanism controlling acute infection comes from recent studies in mice deficient for 
members of the IGTP family of GTP-binding proteins. These molecules, many of which 
possess known GTPase activity, are induced by IFN-? in a variety of hemapoietic as 
well as nonhemapoietic cell types. Mice deficient in either IGTP or a second family 



member, LRG-47, were found to be highly susceptible to infection with T. gondii, while 
developing a normal IFN-? response ( 89 ). Although the role played by these molecules 
in host resistance is unclear, their membrane association suggests a possible role in 
parasitophorous vacuole trafficking or function. Another candidate IFN-?–dependent 
mechanism, which can limit T. gondii replication in human but not mouse 
nonhemapoietic cells, is the induction of indolamine 2,3 dioxygenase, an enzyme that 
catabolizes tryptophan, an essential amino acid for growth of this protozoan ( 90 ). The 
above examples underscore the concept that the induction of RNI is only one of a 
number of IFN-?–dependent effector mechanisms that act against parasites in different 
host cells.

Although resistance to the erythrocytic stages of malaria is thought to be mediated 
primarily by humoral mechanisms, the observation of naturally acquired blood-stage 
immunity in B-cell–deficient mice and its transfer with defined CD4 + T-cell lines and 
clones suggests that cell-mediated effector mechanisms must also exist ( 91 ). Even 
when the role of antibody is clear, as with the passive transfer of immunity, the extent of 
protection is reduced by prior splenectomy or T-cell depletion. There is growing 
evidence that the relevant pathways function through cytokine (e.g., IFN-?, TNF) 
activation of macrophages that phagocytose and destroy infected RBC in spleen. In 
support of this concept, resistance to human malaria has been correlated with T-cell 
production of IFN-? and generation of NO ( 92 ) in vitro. The identification of the effector 
mechanism involved is important as it could lead to new and potentially more effective 
strategies for malaria vaccination (see below).

Intracellular protozoa live briefly in the extracellular milieu during initial host infection 
and when they invade new cells during their in vivo multiplication. During this period 
they are vulnerable to attack by antibody. In addition, while not directly killing free 
parasites, antibodies can block their invasion of new cells thereby suppressing infection. 
These forms of humoral immunity appear to develop gradually in hosts naturally 
exposed to protozoa and are of special interest in vaccine development.

In humans living in areas endemic for P. falciparum, there is evidence for the slow 
development of immunity. The Ab-based nature of this resistance was demonstrated in 
experiments in which sera from adults were transferred to children, resulting in a 
temporary but highly significant reduction in parasitemia ( 93 ). This form of immunity is 
directed against asexual blood stages and probably develops gradually because of the 
need to recognize multiple-variant antigens expressed by the parasite. The mechanism 
of action of the protective antibodies is not entirely clear but probably involves 
agglutination of parasitized RBC, inhibition of cytoadherence to small blood vessels 
and/or blocking of red cell invasion by free merozoites ( 91 ). Additionally, an in vitro 
mechanism has been described called Ab-dependent cellular inhibition (ADCI), in which 
IFN-?–dependent cytophilic IgG1 and IgG3 in donor sera interact with monocytes or 
granulocytes via FcR, thereby triggering them to produce TNF, which is proposed to be 
inhibitory for parasite development ( 94 ). Arguing against the latter mechanism, 
however, are the observations in mouse malaria models that protective monoclonal 
antibodies can transfer resistance in Fc receptor–deficient mice and that Fab fragments 
of such mAbs are also fully active in vivo. Moreover, it is clear that both Th1 and Th2 Ab 



isotypes can confer protection against blood stages ( 86 , 91 ). These observations argue 
that multiple mechanisms of Ab-mediated blood-stage immunity must exist, and/or that 
the critical determinant of protection is the antigenic fine specificity of the Ab induced 
together with the range of parasite variants recognized.

Naturally acquired humoral immunity against parasite invasive stages is generally 
inefficient and in most circumstances must work together with cell-mediated immunity to 
confer complete protection. A well-studied example is the antibody response against 
the circumsporozoite (CS) protein present on preerythrocytic stages of malaria ( 95 ). 
Monoclonal Abs directed against CS prevent the invasion and development of P. 
falciparum in cultured human hepatocytes or, as in the case of Plasmodium yoelii, 
directly neutralize sporozoites resulting ultimately in the disappearance of infected 
hepatocytes from culture. In vivo, antibody-mediated protective immunity against 
Plasmodium berghei, P. yoelii, Plasmodium vivax  or Plasmodium knowlesi sporozoite 
challenge has been demonstrated in passive transfer studies in mice and monkeys ( 86 , 
96 ). However, since the extracellular sporozoites invade the hepatocyte within 2 to 30 
minutes of inoculation, antisporozoite antibodies must be present in circulation at high 
titers and exert their activity within minutes of infection. Incomplete sporozoite 
neutralization or inhibition of hepatocyte invasion allows the development of forms that 
can infect red cells and result in disease. Thus, the induction of antibodies against CS 
and other sporozite surface Ag is unlikely by itself to result in effective vaccination 
against malaria ( 97 ).

While the role of Abs in resistance to most intracellular protozoa is limited, there is a 
growing awareness that immune effector mechanism previously thought to be purely 
cell mediated in nature can have a humoral component. For example, although 
resistance to T. gondii is highly dependent on IFN-?–mediated effector mechanisms, 
B-cell–deficient mice succumb at 3 to 4 weeks of infection despite the normal induction 
of IFN-? and other Th1-associated cytokines. Passive transfer of anti– T. gondii Ab 
protects these animals from mortality ( 98 ). Such observations along with recent findings 
in helminth models (see below) testify to the complexity of antiparasitic effector 
mechanisms and the shortsightedness of many of the established paradigms that 
categorize them.

Extracellular Parasites

Extracellular parasites comprise a large group of diverse organisms. Because they 
exhibit variability in size, tissue tropism, and mechanisms of immune evasion, it is 
probably not surprising that resistance against many of these pathogens often requires 
both cellular and humoral mechanisms. Unique antiparasite effector strategies are 
employed in most cases involving a variety of host cells and immune mediators that 
include, but are not limited to, T cells, eosinophils, mast cells, basophils, macrophages, 
and antibodies. Resistance is mediated by an armament that includes ADCC, killing by 
activated macrophages, activation of mast cells, changes in mucus production, and 
alterations in gut physiology. Immunity is manifested by a variety of strategies that 
include direct killing by toxic mediators, alterations in parasite migration, expulsion from 
host tissues, and the inhibition of egg production, among others. Such complex 



mechanisms are needed against helminth parasites because they live in the gut, blood, 
lymphatics, and a variety of other host tissues. As with the intracellular parasites, the 
preferential activation of a type 1 versus type 2 immune response appears to play a 
central role in the regulation of immunity.

Helminth parasites induce strong Th2 responses that contribute to the mast cell, 
eosinophil, giant cell, IgE/IgA, and mucosal responses that are typically associated with 
these infections. For the intestinal helminths in particular, it is clear that elements of the 
type 2 response are crucial for resistance to infection. Several worms have been 
studied in detail in this regard: Trichuris muris, a natural parasite of the mouse and 
closely related to human whipworm; Heligomosoides polygyrus; Trichinella spiralis; N. 
brasiliensis, the rat hookworm; and Strongyloides stercoralis. However, while Th2 
cytokines are clearly involved in resistance to intestinal nematodes, the roll of Th2 
immunity is much less obvious with many of the filarial ( Brugia malayi and Wuchereria 

bancrofti) ( 99 , 100 , 101 and 102 ) and schistosome species ( 103 ).

Both T. muris and H. polygyrus are transmitted by the oral-fecal route independently of 
an intermediate host and, in some strains of mice, they cause chronic infections. In the 
case of the T. muris, susceptibility depends on the mouse strain, with some animals 
rejecting the parasite shortly after exposure and others developing long-lived infections 
( 102 ). In this system, resistant mice express type 2 responses, susceptible mice mount 
type 1 responses, and IL-12 ( 104 ) causes a switch from a protective type 2 to an 
infection-permissive type 1 response. Similarly, in normally susceptible strains, in vivo 
depletion of IFN-? or IL-12 ( 102 ) allows the expansion of type 2 responses and effective 
clearance of infection. Most mouse strains are susceptible to a primary H. polygyrus 
infection, but following drug clearance the animals exhibit a strong type 2 response and 
are highly resistant to a secondary infection. For both H. polygyrus and T. muris, CD4 
cells are required for the induction and/or expression of immunity ( 104 ). IL-4 can cure 
primary infections with both T. muris and H. polygyrus, anti-IL-4R blocks resistance to 

both, and IL-4 -/- mice are unable to resist a challenge infection with H. polygyrus or a 
primary infection with T. muris ( 100 , 102 ). The role of IL-4, however, appears to depend 
on the background of the mouse because C57BL/6 IL-4 KO mice develop chronic T. 
muris infections, while some BALB/c IL-4 KO mice clear their infections ( 105 , 106 and 107 

). This suggests an IL-4–independent role for IL-13 in resistance, which was confirmed 
by treating BALB/c IL-4–deficient mice with a soluble IL-13 receptor protein ( 106 ) that 
blocks IL-13 function. Chronic infections are also established in IL-13–deficient mice, 
despite the fact that they develop relatively normal type 2 responses ( 105 ). Similarly, 
anti-TNF treated mice also develop normal type 2 responses, yet are unable to expel 
the parasite, which suggests an important role for TNF in the regulation of 
IL-13–mediated immunity ( 107 ). In contrast, IL-18–deficient mice develop stronger IL-13 
responses and are much more resistant to T. muris infection. In support of this 
conclusion, rIL-18 was found to down-regulate IL-13 and promote chronic infection in 
normally resistant mice ( 108 ). Chronic T. muris infections are also established in IL-10 
and IL-10/IL-4 double-deficient mice; however, in contrast to the inhibitory effects of 
IL-18, which are clearly IFN-? independent ( 108 ), IL-10 promotes immunity by 



down-regulating IFN-? and IL-12 levels ( 109 ). IL-10–deficient mice also display marked 
morbidity and mortality following infection, suggesting a critical role for IL-10 in immunity 
to T. muris infection. Mortality correlates with increased inflammation, loss of Paneth 
cells, and absence of mucus in the cecum. Survival is enhanced, however, if IL-10 and 
IL-10/4–deficient mice are treated with a broad-spectrum antibiotic, suggesting that an 
outgrowth of opportunistic bacteria contributes to the high degree of morbidity and 
mortality of infected IL-10–deficient animals ( 109 ).

Although IL-4 can lead to the expulsion of N. brasiliensis from infected severe combined 
immunodeficient (SCID) or CD4 cell–depleted mice (which normally are unable to expel 
the usually short-lived adult N. brasiliensis parasites), it clearly controls a redundant 

protective mechanism as anti–IL-4 mAb-treated and IL-4 -/- mice are as resistant to 
infection as WT animals ( 110 ). The redundant mechanism is dependent upon the IL-4 
receptor alpha chain and Stat6-dependent signaling, strongly suggesting a role for 
IL-13, which was again proven with a soluble antagonist of IL-13 ( 110 ). 
IL-4/IL-13–deficient mice are also severely impaired in their ability to expel the parasite, 
further emphasizing the redundant roles played by IL-4 and IL-13. Exogenous IL-4 and 
IL-13 can expel N. brasiliensis in immunodeficient mice, demonstrating that type 2 
cytokines must stimulate nonlymphoid cells and, as recent evidence suggests, IL-4 
receptor expression by non–bone marrow-derived gut cells is required to expel the 
parasites ( 111 ). With T. spiralis, worm expulsion is almost normal in IL-4–deficient mice 
but substantially delayed in STAT6-deficient ( 112 , 113 ) and anti-IL-4R–treated mice ( 100 

), again strongly suggesting that IL-13 plays a protective role.

While it is now tempting to extrapolate the findings from these various experimental 
systems and state that resistance to intestinal nematodes requires Th2-mediated 
responses, it remains unclear how type 2 responses actually function to mediate 
protection. The most simple explanation, and one predicted over many years, that IgE 
is protective against intestinal helminths, has either been refuted following intensive 
investigation using mouse models, or at least received little direct confirmation ( 114 ). 
The possibility exists, however, that there are host species differences in this regard 
because in rats the “rapid expulsion” (speedy rejection of a secondary T. spiralis 
infection) can be transferred to naïve animals with IgE ( 115 ). How IL-4 and IL-13 
mediate protection against gastrointestinal nematodes is unclear at present. In 
uninfected mice IL-4 has dramatic effects on intestinal physiology causing decreased 
peristalsis, increased mucosal permeability, and reduced sodium-linked glucose 
absorption ( 114 , 116 ). Muscle hypercontractility and goblet-cell hyperplasia are also 
regulated in the gut by type 2 cytokines and attenuated by IL-12 treatment, possibly 
implicating them in the resistance mechanism ( 109 , 113 , 117 ). For the most part, these 
responses appear to be T-cell and mast cell dependent ( 114 ). Their net effect is to trap 
parasites in mucus within the gut lumen, increase intestinal fluid content, and accelerate 
peristalsis, phenomena whose contribution to parasite rejection remains to be fully 
elucidated.

Eosinophils, elevated numbers of which are usually associated with helminth 
infections—the production and activation of which are stimulated by the type 2 cytokine 



IL-5 and inhibited by anti–IL-5 mAb—do not appear to play any role in protective 
responses to T. muris, H. polygyrus, or N. brasiliensis ( 114 ). However, there is evidence 
from the use of anti–IL-5, IL-5 transgenic mice and/or IL-5R a-chain KO mice, that 
eosinophils can be important in protective immune responses directed against 
tissue-invasive larval forms of Strongyloides sp ( 118 , 119 ) and Angiostrongylus 
cantonensis ( 119 , 120 ). IL-5–deficient mice have also been shown to exhibit impaired 
muscle hypercontractility and host defense against primary T. spiralis infection ( 121 ). 
Moreover, there is a body of literature primarily from studies in rats and humans that 
suggests that eosinophils play a role in protection against (non-gut dwelling) 
schistosomes ( 122 )—although anti–IL-5 treated mice can develop immunity to this 
parasite, again suggesting host species differences. Overall, despite the prevailing 
dogma, the record does not strongly support an indispensable role for eosinophils in 
immunity to most helminth parasites.

Additional prominent components of the type 2 response induced by intestinal 
helminths are increased IgG1 production and intestinal mastocytosis ( 114 ). While IgG1 
may play a role in immunity to T. spiralis and H. polygyrus ( 114 ), it plays no obvious 
protective role in the other intestinal helminthiases. Mast cells, which are implicated in 
the effects of IL-4 on intestinal physiology, appear to play an important role in immunity 
to T. spiralis, as mice treated with mAbs against stem cell factor (SCF, a non–T-cell 
derived cytokine) or c-kit, its receptor (both of which play a central role in mast cell 
development) are unable to expel worms ( 123 ). In the latter experiments, there was no 
effect from the treatment on the CD4 response and once the mAb treatment was 
stopped, the parasites were expelled. These data, together with other findings in this 
system, suggest that a CD4 cell–dependent response cooperates with SCF to promote 
a mast cell response that mediates parasite expulsion. Several cytokines made by CD4 
cells, including IL-3, IL-4, and IL-9 ( 64 ), have been implicated in mastocytosis. 
Consistent with this, IL-9, when expressed at high levels from a transgene, allows mice 
to expel T. spiralis ( 124 ) and T. muris ( 125 ) even more rapidly than is usual, and 
anti–IL-9 antibodies prevent expulsion of T. muris ( 126 ). Moreover, the IL-9 transgenic 
mice exhibit an enhanced Th2 response raising the possibility that IL-4 from mast cells 
is feeding back to enhance Th2 differentiation ( 125 ) (as has been proposed for IL-4 
from basophils in schistosome infected mice [ 127 ]).

In addition to playing a role in immunity to gastrointestinal helminths, there is growing 
epidemiologic evidence that type 2 responses, particularly in the form of Ag-specific 
IgE, mediate the resistance to infection with schistosomes that develops with age in 
endemic areas ( 122 ). While the exact mechanism by which IgE Ab would mediate 
protection is unclear, it is possible that they cooperate with eosinophils or macrophages 
in an ADCC mechanism ( 122 ). Consistent with this general hypothesis, data from field 
studies in Brazil indicate that the ability to resist infection is influenced by a major gene 
that localizes to a region of chromosome 5 that encodes type 2 cytokines ( 128 ). In 
addition, studies from rodent models suggest that vaccine-induced antischistosome 
immunity is controlled by both cell-mediated ( 20 ) and humoral mechanisms ( 129 , 130 ). 
However, the requirement for a polarized, type 2 cytokine response (and thus, IgE and 
eosinophils) appears to be less important in these vaccine models ( 131 ). The latter 



conclusion may also extend to lymphatic filariasis, where both type 1 and type 2 
responses may be needed to clear infection ( 132 ).

Resistance to protozoan trypanosomes also appears to require elements of both 
cell-mediated and humoral immunity. The African trypanosomes are tsetse-transmitted 
parasites that inhabit the extracellular compartment of their host’s blood and avoid 
detection by the humoral immune system by switching among antigenically distinct 
variant surface glycoproteins (VSGs) (see below). Trypanosome-infected hosts typically 
do not produce antibodies that destroy the parasite, other than those that are VSG 
specific. Parasitemias manifest as recurring waves and are cleared following 
development of VSG-specific Ab. The primary component of the antibody response to 
VSG is a T-cell–independent IgM response. However, T-cell–dependent B-cell 
responses are also involved in eliciting VSG-specific IgG. Nevertheless, because the 
VSG-specific antibody response takes several days to develop and because the 
doubling time of the parasite is approximately 7 hours, the host can develop quite high 
parasitemias, severe trypanosomiasis-associated pathology, generalized 
immunodepression, and, in some circumstances, debilitating secondary infections ( 133 ). 
Interestingly, overproduction of IFN-? and NO appears to be the root cause of these 
deleterious side effects ( 134 ). It is clear, however, that both innate and acquired 
responses contribute to trypanosome control ( 133 ), and experimental models suggest 
that IFN-?, but not IL-4, is linked to host resistance ( 135 ).

Another important extracellular protozoan, Giardia, is a flagellated intestinal parasite, 
which causes both acute and chronic diarrheal disease in many parts of the world. 
Despite its intestinal habitat, Giardia appears to be controlled by mechanisms distinct 
from those mediating resistance to most gastrointestinal nematodes. Several lines of 
evidence, including results from murine models and studies of natural resistance in 
humans, suggest that both antibodies and T cells are required for control of Giardia 
infections. Nevertheless, in contrast to the situation with gut nematodes, neither a Th2- 
or Th1-dominated CD4 T-cell response appears necessary for restriction of parasite 
growth ( 136 ). While a T-cell–dependent mechanism is clearly essential for resistance to 
acute infections ( 136 ), numerous studies have suggested that antibodies, particularly of 
the IgA isotype, are required to control chronic Giardia lamblia infections (reviewed in 
Faubert [ 137 ]).

The above examples stress that while intracellular and extracellular parasites often 
stimulate distinct immune response profiles, their immune control may involve 
overlapping immunologic effector arms.

MECHANISMS OF IMMUNE EVASION AND LATENCY

Pathogens that rely on an insect vector to complete their lifecycle, or are only 
sporadically transmitted from one host to another, are under strong evolutionary 
pressure to prolong their survival within the mammalian host. As the adaptive immune 
response is the principal barrier to the persistence of pathogens in the mammalian host, 
parasites have evolved diverse strategies to evade immune control mechanisms, either 



by evading immune recognition or by suppressing the immune response. The former 
strategy refers to the ability of some parasites to sequester within sites that are 
inaccessible to immune attack, to mask themselves with host antigens, to shed their 
own target antigens, or most notably, to undergo antigenic variation.

Evasion of Immune Recognition

The asexual blood stage of malaria would seem the most obvious example of a 
well-hidden parasite. Its ability to invade mature erythrocytes, which lack either class I 
or class II histocompatibility molecules, protects it from recognition by antibodies or 
effector T cells. Thus, while some parasitized erythrocytes might be cleared from the 
circulation, taken up by DC, and elicit a malaria-specific T-cell response, this response 
will do little to limit the enormous expansion of asexual-stage merozoites remaining 
within blood cells that have escaped clearance. Other intracellular protozoa appear to 
hide within immunologically privileged sites. The persistence of T. cruzi within heart or 
skeletal muscle, which is believed to underlie the pathogenesis of Chagas disease, 
occurs despite the fact that parasites are cleared from most other tissue ( 138 ). Infected 
muscle cells may be only poorly recognized as targets for CTL, poorly accessible to 
their homing, or they may have intrinsic defects in immune-mediated killing 
mechanisms. A similar form of sequestration has been proposed to explain the 
long-term persistence of Leishmania within fibroblasts and dendritic cells following their 
efficient killing by activated macrophages during the acute stage of infection ( 139 ). 
While persistent low-level infection of host cells has been proposed as an explanation 
for latency in T. gondii infection, the major parasite reservoir during chronic infection is 
undoubtedly provided by the tissue cyst, essentially a modified host cell carrying a 
specialized dormant parasite stage, the bradyzoite. Helminths (with the exception of 
Trichinella) do not invade host cells and therefore cannot use this strategy for evading 
immune recognition. Furthermore, because most multicellular helminth parasites do not 
replicate themselves within their mammalian hosts, they are not equipped to evade 
immune recognition by undergoing antigenic variation. Instead, they employ alternative 
mechanisms such as disguising their surfaces with host molecules and rapidly shedding 
membrane (tegument)-bound immune complexes ( 140 ). In addition, helminths have 
evolved a series of elaborate processes for inactivating antibody, complement, and 
cellular effector elements that threaten the parasite surface ( 141 ). Interestingly, recent 
data suggest that helminths may exploit host T-lymphocyte and cytokine signals as 
developmental triggers and if these signals are in low abundance or lacking in vivo, 
parasite growth may be aborted or severely attenuated ( 142 , 143 ).

Antigenic variation is an important mechanism of immune evasion shared by diverse 
classes of pathogenic protozoa, including African trypanosomes, Giardia, and malaria 
(reviewed in Deitsch et al. [ 144 ]). In each case, the antigens involved are highly 
immunogenic but poorly cross-reactive, and are encoded by large families of nonallelic 
genes. The best-studied example of antigenic variation in parasites is that of African 
trypanosomes, the etiologic agents of sleeping sickness. These organisms, such as T. 
brucei, produce waves of parasitemia by generating subpopulations that express 
antigenically different forms of the major surface variant–specific glycoprotein (VSG). 
These molecules are so densely packed together that they prevent antibody from 



binding to subsurface epitopes of the VSG coat or to any other components of the 
plasma membrane. The growth of trypanosomes in the bloodstream results in a strong 
B-cell response to exposed VSG epitopes, leading to the elimination of organisms 
expressing the relevant VSG and the selection of organisms that have switched 
expression to another VSG. This switching occurs independent of antibody and at 
relatively high frequency. In addition to antibody-dependent variant-specific clearance of 
trypanosomes in the vascular compartment, parasite control within the extravascular 
tissue compartment has been shown to involve a parasite antigen–specific Th1 
response, associated with IFN-?–dependent activation of macrophages ( 135 ). An 
internal subregion of the VSG appears to be the major epitope driving the Th1 
response, and this region is also highly variable.

G. lamblia also undergoes surface antigenic variation. In this case, the antigens belong 
to a family of variant-specific cysteine-rich zinc finger proteins (VSPs). After inoculation 
into mice of a single G. lamblia clone, the original VSP is expressed for approximately 2 
weeks and then is gradually replaced by other VSP, coincident with the appearance of 
variant-specific antibodies (reviewed in Nash [ 145 ]). Mice that are unable to make 
antibodies, however, are still able to control acute G. lamblia infection and, even in 
immunodeficient mice or gerbils, certain clones of G. lamblia are selected for or against, 
depending on the parasite clone and the host species ( 146 ). Thus, in addition to 
immune evasion, antigenic variation may be involved in other aspects of biologic 
selection, such as diversifying the host range of the parasite.

The generally accepted explanation for the slow acquisition of naturally acquired 
immunity to malaria is the fact that resistance is strain specific, and that an individual 
becomes immune only after being exposed to a large number of strains circulating in an 
endemic community. While allelic polymorphisms were originally thought to account for 
strain-specific immunity, it is now recognized that clonal antigenic variation is largely 
responsible for immune escape by blood-stage malaria parasites ( 147 , 148 ). Variable 
forms of parasite-derived protein at the surface of infected erythrocytes elicit antibodies 
that mediate a significant component of the strain-specific, host-protective response in 
both animal models and in human infection. For P. falciparum, these molecules are 
termed P. falciparum erythrocyte membrane protein-1 (PfEMP-1), and are encoded by 
members of the var family of genes (reviewed in Newbold [ 149 ]). The products of P. 
falciparum var genes are transported to the surface of infected erythrocytes and 
localized in electron-dense structures termed “knobs.” These structures confer on the 
infected red cell the ability to adhere to vascular endothelium via a variety of host 
receptors. When the brain or the placenta are the preferred targets of vascular 
adhesion, then the severe clinical forms of cerebral and pregnancy malaria may result. 
Cytoadherence is thought to have evolved in P. falciparum to prevent the passage of 
infected erythrocytes through the spleen, where they would be recognized as damaged 
or as foreign and removed from the circulation. Since antibodies against PfEMP-1 will 
prevent cytoadherence, then the purpose of antigenic variation is to ensure that 
parasites expressing new var gene products will continue to sequester and to avoid 
splenic clearance.



Evasion by Immune Suppression

Generalized immunodepression, which is a feature of many chronic parasitic infections, 
including malaria, African trypanosomiasis, and visceral leishmaniasis, appears in most 
instances to be secondary to other immune evasion strategies, and results from a 
variety of immune dysfunctions that high systemic parasite burdens can produce. These 
include disruption of normal lymphoid architecture, or the accumulation of 
parasite-derived metabolic products that are directly inhibitory to lymphocyte function, or 
that induce suppressor cell activities such as prostaglandin production by macrophages. 
The examples of immune suppression referred to below are thought to operate as more 
primary escape mechanisms that help parasites become well established within their 
mammalian hosts.

Because most helminths do not replicate themselves within their mammalian hosts, 
parasite loads usually increase only as a result of prolonged survival and accumulated 
exposure. In addition to masking or shedding their target antigens, a consistent picture 
of immune suppression has been established in human helminth infections. Peripheral 
blood T cells from patients with filariasis show impaired antigen-specific proliferative 
responses that do not necessarily reflect immune deviation toward a Th2 bias, since 
Th2 proliferation can also be inhibited by filarial antigens ( 150 ). Metabolic products of S. 
mansoni adult worms have also been shown to strongly inhibit lymphocyte proliferation, 
including primary and secondary Th2 responses ( 151 ). More recent findings indicate 
that alteration of antigen-presenting cell function may be a major mechanism of 
helminth-induced immunosuppression ( 152 ). Further intriguing data suggest that 
helminths may manipulate immune responses by mimicking host cytokine and cytokine 
receptors ( 150 ).

With regard to immunosuppressive antigens derived from parasitic protozoa, there are 
a surprising number of examples of variant antigens that may promote parasite survival, 
not by avoiding immune recognition but by modulating the immune response. The 
simultaneous presence of variant CSP T-cell epitopes (also referred to as altered 
peptide ligands), as might occur in African children infected with multiple allelic variants 
of malaria, was found to deliver an altered signal to the responding T cells that induced 
nonresponsiveness to its target agonist epitope ( 153 ). In the case of T. cruzi, which can 
express and secrete multiple members of the highly polymorphic surface sialidase 
superfamily at one time, epitope-specific T-cell responses are suppressed either by 
altered peptide ligand inhibition or because immune recognition is flooded with 
competing targets ( 154 ). An alternative role for variant PfEMP-1 and its equivalent in 
other malaria species that do not cytoadhere to endothelial cells has been proposed, 
based on the observation that infected erythrocytes adhere to dendritic cells and inhibit 
their maturation ( 155 ). In these studies, erythrocytes infected with parasite lines that do 
not express PfEMP-1 failed to adhere to dendritic cells or to affect their function. Thus, 
expression of variant parasite antigens at the surface of infected red cells may have 
evolved to suppress the development of protective immunity.

Lymphocyte polyclonal activation is a generalized mechanism of immune evasion 



among parasitic protozoa, including blood and tissue trypanosomes, Leishmania 
donovani, Toxoplasma gondii, and rodent malarias. These organisms possess 
mitogenic or superantigenic moieties that trigger polyclonal lymphocyte responses, 
resulting in a generalized depression of antigen-specific responses ( 156 ). The 
mechanism by which this occurs is not well defined; hyperstimulation may result in a 
state of clonal exhaustion, although it is also commonly associated with the presence of 
cells and cytokines with suppressive activities. Most pathogenic trypanosomes possess 
powerful B-cell mitogens, resulting in hypergammaglobulinemia, lymphocyte 
proliferation, and induction of nonspecific and autoreactive antibodies. The T. cruzi 
B-cell mitogen has been cloned and characterized as a eukaryotic proline racemase ( 
157 ). Both T-cell–dependent and –independent forms of polyclonal B-cell activation have 
been described. In the case of rodent malarias, mitogenic activation of T cells appears 
necessary for the amplification of B cells.

Immune Suppression and Latency

Immune suppressive mechanisms have also been shown to account for the persistence 
of parasites in their hosts following clinical cure of the disease. These are individuals 
that have therefore developed effective immunity to primary infection and that in many 
cases maintain strong immunity to reinfection despite the fact that they harbor 
persistent parasites. The ability to establish latency is a hallmark of many parasites and 
can have severe consequences in terms of reactivation disease, such as can occur 
under conditions of immunocompromise, as in HIV co-infection. In clinical and 
experimental forms of leishmaniasis, small numbers of viable organisms persist within 
lymphoid tissue and within the site of the former skin lesion following self-cure. IL-10 
was revealed to play an essential role in chronicity because the parasite was unable to 
establish latency in IL-10 KO mice ( 158 ). In addition, sterile immunity was achieved in 
WT mice treated during the chronic phase with anti–IL-10 receptor antibody ( Fig. 2). A 
high frequency of the CD4 + T cells found in sites of chronic infection released IL-10 
and were CD25/CTLA-4 positive ( 159 ), a phenotype that is consistent with the recently 
described T regulatory or “suppressor” subset ( 159a). The activation of these 
regulatory cells, while undoubtedly exploited by the parasite to prolong its survival within 
the immune host, is also host beneficial because they modulate the immunopathology 
that in many cases is the defining character of the disease.



 
FIG. 2. IL-10 receptor blockade as immunotherapy for latent infection. Following healing 
of their cutaneous lesions, L. major–resistant C57Bl/6 mice were treated with anti–IL-10 
receptor or control antibody ( top). Two weeks later, the number of parasites in the 
dermis was quantitated ( bottom). Parasite numbers per individual ear are shown, 
indicating that IL-10 receptor blockade results in rapid clearance of persistent parasites 
from the skin and sterile cure.

IMMUNOPATHOLOGIC MECHANISMS AND THEIR REGULATION

Immune pathology is generally viewed as the result of an inappropriate or excessive 
host response, but with many parasites it may be an inevitable outcome of persistent 
infection, which is often the case for many of the parasitic diseases. In terms of 
naturally stimulated host resistance, the most obvious type of protective immune 
response is that which allows an infected animal to clear its parasites. In reality, as 
discussed above, most parasites through their elaborate evasion strategies produce 
infections that are chronic or persistent in nature and are seldom completely eliminated 
by host immunity. The more usual situation is that the immune response is able to 
partially protect the host, thereby preventing lethal infection; however, in the process it 
may stimulate various types of immune-mediated pathology. Nonspecific immune 
responses such as fever and inflammation provide an essential first line of host defense 
against a variety of infectious pathogens. In ideal circumstances, this is a transient 
phase that terminates as soon as the host has acquired specific effector mechanisms 
such as antibodies or lymphokine-producing T-lymphocytes. If such protective 
mechanisms do not develop, or if they are not effective in eradicating the infection, then 
persistent inflammation and other nonspecific responses may be the only way of limiting 
the infection. This is the case for many parasitic diseases and it carries an inevitable 
risk of pathologic side effects.

This does not mean that all infections with the same parasite species lead to the same 
immune pathology. One of the most striking features of human parasitic disease is the 
great variability in clinical outcome, ranging from asymptomatic infection to fatal 
disease. Esophageal disease due to T. cruzi, portal hypertension due to S. mansoni, 



and nephrotic syndrome due to Plasmodium malariae are a few examples of the many 
immunopathologic complications that may occur in some infected individuals but not 
others. Part of this variability is determined by host genetics, while other potential 
determinants include parasite virulence factors, infectious dose, and the prior level of 
immunity. The picture may be complicated by coinfection with other infectious agents: 
for example, the severity of P. falciparum malaria appears to be increased by 
concomitant bacteremia but reduced by concomitant P. vivax infection, although the 
underlying mechanisms remain poorly understood ( 160 ). Similarly, co-infections of T. 
gondii and S. mansoni have also proven highly lethal in rodents, with liver damage 
being the primary cause of the enhanced morbidity ( 161 ). Even more striking is the 
recent data demonstrating that LPS derived from an endosymbiotic Wolbachia bacteria 
appears to be almost entirely responsible for the chronic inflammation and river 
blindness induced by filarial infection ( 162 , 163 ).

It is impossible to do justice to the remarkably broad range of immunologic mechanisms 
that contribute to the pathology of parasitic disease. Twenty years ago, much of the 
research in this field concerned the role of immune complexes, complement, and 
anaphylaxis. These areas remain important but the focus has shifted to the molecular 
basis of cellular processes such as inflammation, granuloma formation, and fibrosis. An 
important issue is how the host maintains the fine balance between a protective 
immune response and one that is liable to cause pathologic complications. It is 
becoming increasingly clear that this is one of the most critical determinants of a 
successful host–parasite relationship and, as such, it is of considerable importance for 
vaccinologists. Interestingly, in many parasitic infections this balance appears to be 
regulated by the coordinated actions of a few essential immunoregulatory cytokines.

This section focuses primarily on the question of how the balance between immune 
protection and immune pathology is regulated. The issue is both quantitative (e.g., the 
optimal amount of proinflammatory cytokines required when a parasite is first 
encountered by the immune system) and qualitative (e.g., the optimal balance between 
the Th1 response that promotes cell-mediated immunity and the Th2 response that 
promotes antibody generation and tissue remodeling). A fundamental biological 
dilemma is that the host has to deal with many different infectious pathogens and, even 
for a single species of parasite, with different strains. For example, a strain of P. 
falciparum or T. gondii that replicates slowly, releasing highly proinflammatory factors, 
may require a different regulatory response to a fast-replicating strain with little 
proinflammatory activity ( 160 ). In such circumstances, there may be no single optimal 
response and, however well the system is regulated, a certain proportion of natural 
infections will have a pathologic outcome.

The Quest for Homeostasis in the Anti-Infective Immune Response

Whereas a proinflammatory Th1 response is usually required to control intracellular 
infections, there is also a need to balance the response. The various effector 
molecules, particularly those associated with the Th1 pathway, are nonspecific in their 
action and can be detrimental if produced for too long, in excess, or in the wrong place. 
The potentially harmful molecules include NO, ROI, IL-1, IFN?, and TNF, which often 



operate in a synergistic fashion. Therefore, it is important to produce a sufficiently 
potent type 1 response to control the infection, while producing at the same time just 
enough of a type 2 or immunosuppressive response to prevent the protective response 
from causing pathology. IL-10, TGF-ß, and to a lesser extent IL-4, appear to be 
important in preventing the Th1 response from overshooting during infection.

There are also several examples wherein Th2 responses appear to be detrimental. 
Strong antibody responses may lead to the formation of antigen–antibody complexes or 
complement activation resulting in bystander lysis ( 164 ). Eosinophils, typically 
associated with the Th2 response, are involved in hypersensitivity reactions to the 
filarial worm Onchocerca volvulus ( 165 ). Th2 responses appear to be the primary cause 
of hepatic fibrosis, portal hypertension, and chronic morbidity in S. mansoni–infected 
mice ( 166 ). The available data suggest that IFN-?, IL-12, and IL-10 cooperate to keep 
Th2 responses in check. Thus, it is now clear that both type 1 and type 2 responses, 
under inappropriate conditions, can initiate tissue damage during infection. In summary, 
a successful resolution to infection requires precise titration of Th1 and Th2 responses, 
appropriate to the type of pathogen. This is not just in terms of amount but also where, 
when, and for how long these responses occur.

Pathogenesis of Chronic Th1 Responses

Control of intracellular pathogens such as Leishmania sp, T. gondii, and T. cruzi 
requires the coordinated activation of both antigen-specific cells (T-lymphocytes) and 
less specific responses (NK cells, neutrophils, and macrophages) with IFN-? and TNF 
playing critical roles by up-regulating macrophage activation and NO production ( 167 ). 
In L. monocytogenes–infected mice, IL-10 is induced simultaneously with IFN-? and 
TNF and promotes bacterial growth by down-regulating the host protective 
cell-mediated immune response. IL-10–deficient mice are highly resistant to L. 
monocytogenes, while mice treated with exogenous IL-10 succumbed to infection ( 168 ). 
Proinflammatory cytokine expression is increased and the rapid elimination of the 
organism in mice deficient in IL-10 decreases the number and size of granulomatous 
lesions in the liver and spleen, thus reducing the marked tissue destruction that is 
typically seen late in infection. Thus, in this intracellular infection, IL-10 potently inhibits 
both innate and acquired immunity and promotes development of tissue pathology. In 
contrast, IL-10–deficient mice inoculated with a normally virulent T. gondii strain or with 
a virulent strain of T. cruzi, succumb to infection within the first 2 weeks of infection ( 169 , 
170 ). In both of these infections, animals lacking IL-10 show increased suppression of 
parasite growth and, in the case of T. cruzi, inflammation and necrosis within the 
endocardium and interstitium of the myocardium is reduced. The increase in mortality 
appears to be caused by high systemic levels of IFN-?, TNF, and IL-12, produced in 
large part by activated CD4 + lymphocytes and macrophages. The livers of both T. 
gondii and T. cruzi–infected mice show numerous prominent foci of necrosis and 
increased cellular infiltration, composed of lymphocytes, macrophages, and necrotic 
cellular debris. Levels of IL-12 and IFN-? in sera of infected IL-10–deficient animals are 
four- to six-fold higher than in sera from control mice, as are mRNA levels of several 
proinflammatory cytokines ( 169 ). Similarly, macrophages from the mutant mice 



activated in vitro or in vivo with T. gondii secrete higher levels of TNF, IL-12, and 
inducible NO than macrophages from control animals. The clinical manifestations of 
weight loss, hypothermia, hypoglycemia, and increased liver-derived enzymes in the 
blood, together with hepatic necrosis, suggest that the IL-10 KO mice die in response to 
an overwhelming systemic immune response, resembling that observed during septic 
shock. In support of this conclusion, administration of anti-CD4, anti–IL-12, or anti–TNF 
Abs reduces mortality in IL-10 KO mice ( 169 , 170 ). Thus, in these models, IL-10 plays a 
major role in protecting the host against an excessive and lethal type 1–cytokine 
response.

The above findings indicate that IL-10 can be either protective or detrimental. A 
possible explanation for the somewhat unexpected lethal outcome observed with T. 
gondii or T. cruzi–infected IL-10–deficient mice, is that both pathogens infect virtually all 
nucleated cells and are characterized by an acute phase in which the parasite 
disseminates throughout the body. This induces an overwhelming systemic immune 
response in the absence of the immunoregulatory cytokine IL-10. In contrast, when WT 
or IL-10–deficient mice are infected with L. monocytogenes or L. major, macrophages 
serve as the primary host cells and the infection is localized within granulomatous foci. 
In these circumstances, systemic cytokine levels remain relatively low ( 170 ), and the 
absence of IL-10 boosts the protective type 1 cytokine response, but not to the extent 
that it induces damage to host tissues ( 158 ). Thus, depending on timing, dose, and 
strain of parasite, the production of a particular set of cytokines can be either protective 
or detrimental, and this may be largely dictated by the nature of the host–parasite 
interaction.

Interestingly, mortality of T. gondii–infected IL-10–deficient mice is prevented by either 
systemically priming mice with soluble T. gondii antigens prior to infection ( 171 ) or by 
simultaneously blocking the CD28-B7 and CD40-CD40L co-stimulatory pathways ( 172 ). 
In both situations, the mutant mice mount impaired type 1 cytokine responses and are 
protected from infection-induced immunopathology. The production of IL-12 is markedly 
decreased in the antigen-sensitized IL-10–deficient mice. These findings suggest that 
the immunoprotective effect of IL-10 in this model is mediated through its ability to 
regulate the functional activity of dendritic cells or other antigen-presenting cells.

In studies where infection is initiated with peroral administration of T. gondii cysts, the 
natural route of infection, it has become apparent that there is great potential for an 
unregulated type 1 response to cause fatal inflammatory disease in the intestine. This 
was particularly well demonstrated in a comparison of the outcome of infection with the 
ME49 strain of T. gondii in C57BL/6 and BALB/c mice ( 173 ). When challenged perorally 
with a high dose of cysts, C57BL/6 mice develop a potent type 1 response and severe 
ileal inflammation that can be averted by a mAb that neutralizes IFN-?. In contrast, the 
type 1 response in BALB/c mice was more subdued and the animals avoided intestinal 
damage. IL-4 and/or other anti-inflammatory cytokines such as IL-10 play a role in 
controlling the magnitude of the type 1 response because in a mouse strain that is 
resistant to peroral infection, the absence of a functional IL-4 gene leads to increased 
mortality. Interestingly, in the latter situation, IL-4 -/- mice that survive the acute intestinal 
disease, subsequently exhibit reduced brain pathology and parasite burdens. Similarly, 



IL-10–deficient mice perorally infected with T. gondii also succumb rapidly to infection, 
but in contrast to intraperitoneal infections, mortality is attributed to type 1–mediated 
intestinal rather than hepatic pathology ( 174 ).

Much has been written about the pathologic consequences of excessive 
proinflammatory cytokine production in malaria ( 175 ). In experimental murine models of 
malaria, the proinflammatory response may be either protective or pathologic in various 
circumstances. During the preerythrocytic stage in the liver, when parasite burden is 
relatively low and the infection is clinically asymptomatic, there is evidence that IL-12, 
IFN-?, and NO each play an important role in preventing the infection from progressing 
further ( 176 ). Once the parasites invade erythrocytes and grow to large numbers, the 
risk–benefit equation is less clear. Although TNF, IL-12, and IFN-? have been shown to 
inhibit blood-stage parasites and thereby exert a protective function ( 176 ), at this stage 
the cytokine response is systemic and some pathologic side effects are inevitable. The 
most common clinical consequence in humans is fever, while life-threatening 
complications, such as profound anemia and cerebral malaria occur in a proportion of 
infections due to P. falciparum, but not other species. Mice with malaria do not develop 
fever but, depending on the specific host–parasite combination, they may develop 
profound anemia, fatal neurologic symptoms, or multiorgan failure; TNF has been the 
cytokine most consistently associated with severe pathology in most of these models ( 
175 ). Moreover, polymorphisms of the promoter regions of TNF ( 177 ) have been 
associated with susceptibility to severe complications of P. falciparum malaria in African 
children. One interpretation of these findings is that a strong early proinflammatory 
cytokine response is protective while a strong late response is pathologic ( 178 ).

Recent experimental studies suggest that IL-10 and TGF-ß cooperate to down-regulate 
potentially pathogenic proinflammatory cytokine responses in malaria ( 179 ). 
IL-10–deficient mice infected with P. chabaudi chabaudi showed increased mortality 
compared with normal WT litter mates, although peak parasitemias did not differ 
markedly. Instead, acute infection was characterized by an enhanced type 1 cytokine 
response ( 180 ). The IFN-? response was retained in the chronic phase of infection, 
whereas control mice ultimately developed a dominant type 2 cytokine response. Thus, 
susceptibility of IL-10–deficient mice to an otherwise nonlethal infection results not from 
fulminant parasitemia but from a sustained and enhanced proinflammatory cytokine 
response.

Evidence for a protective role for TGF-ß in blood-stage infection comes from a murine 
model of P. berghei infection, where susceptible strains of mice show increased IFN-? 
and reduced TGF-ß mRNA expression compared with resistant strains ( 179 ). Treatment 
of infected mice with a neutralizing antibody to TGF-ß exacerbated the virulence of P. 
berghei and caused P. c. chabaudi infection, which normally resolves spontaneously, to 
become lethal. Although administration of rTGF-ß to P. berghei–infected mice slowed 
the rate of parasite proliferation, this was accompanied by a marked decrease in serum 
TNF-ß levels, and it was concluded that the protective effects of this cytokine are less 
due to its effects on parasite growth than to its down-regulation of inflammatory 
responses ( 178 ). These observations are consistent with the role of TGF-ß as an 



immunosuppressive cytokine. TGF-ß was shown to directly induce IL-10 expression in 
macrophages and it has been proposed that this may explain its protective effects, 
down-regulating potentially pathogenic type 1 responses and TNF production in favor of 
a Th2-type profile.

Pathogenesis of Chronic Th2 Responses

Schistosomiasis is caused by three major species of helminth parasites, S. mansoni, 
Schistosoma haematobium, and Schistosoma japonicum. Upon infection, adult 
parasites of S. mansoni migrate to the mesenteric veins where they live up to 10 years 
or more, laying hundreds of eggs per day. Some of the eggs become entrapped in the 
microvasculature of the liver and once there, induce a granulomatous response ( 181 ). 
Subsequently, fibrosis and portal hypertension may develop, which is the primary cause 
of morbidity in infected individuals and in some cases may be lethal. Consequently, 
much of the symptomatology of schistosomiasis is attributed to the egg-induced 
granulomatous inflammatory response and associated pathology.

Granulomas are pathogenic, primarily not because they cause hepatic failure in the 
short term, but rather because they precipitate fibrosis, increased portal blood pressure, 
and the development of portal systemic shunts ( 181 ). Th cells are essential for 
granuloma formation, while all other lymphocyte types examined so far (including B 
cells, CD8 cells, NK T cells, and ?d T cells) are not ( 181 ). It is interesting to note, 
however, that B-cell–deficient (µMT) mice mount an exacerbated granulomatous 
response and, unlike WT animals, fail to down-modulate pathology late in infection ( 182 

). Moreover, perinatal exposure to specific anti-SEA idiotypes has been shown to 
induce long-term effects on survival, pathology, and immune response patterns in mice 
subsequently infected with S. mansoni ( 183 ), further suggesting that Ab-mediated 
signaling events strongly influence the magnitude of the granulomatous response. The 
importance of Th2 cells in these pathologic processes was shown by experiments in 
which mice vaccinated with egg Ag plus IL-12 to induce an egg-specific Th1 response 
upon subsequent infection, developed smaller granulomas and less severe fibrosis than 
did nonvaccinated infected controls ( 184 ). Decreased fibrosis was associated with a 
diminished Th2 response and accentuated type 1 cytokine production. Additionally, 
mAb anti–IL-4 treatment of infected mice tends to reduce granuloma size and fibrosis ( 
181 ), although the same outcome is not always observed when different strains of IL-4 -/-

 mice are studied ( 185 ). It is important to note, however, that Th1 cytokines (IL-2, IFN-?) 
also contribute to granuloma formation but their role is more prominent in the early 
stages of the response where they affect peak granuloma size but not the formation of 
fibrotic pathology ( 184 , 186 ).

While granulomas are widely thought to be detrimental to the infected host, it is clear 
that the egg-induced lesions also serve a requisite host-protective function during 
infection, particularly in S. mansoni infections. In chronically infected hosts, 
schistosome eggs provide a continuous antigenic stimulus for the immune response. If 
these antigens are not sequestered or neutralized effectively, they may damage host 
tissues, with the liver being particularly sensitive. In support of this conclusion, 



T-cell–deprived, nude, SCID, and egg-tolerized mice infected with S. mansoni die 
earlier than comparably infected, immunologically intact control mice because they are 
unable to satisfactorily mount a granulomatous response ( 187 , 188 ). Widespread 
microvesicular hepatic damage induced by toxic egg products contributes to the poorer 
survival of infected immunosuppressed mice. Presumably, the chronic detrimental 
effects associated with granulomas represent a better alternative (for host and parasite) 
than that of the host dying soon after parasite egg production begins. Granuloma 
formation therefore seems to be a compromise solution to allow the host to live with the 
infection.

During granuloma development, the dominant CD4 + T-cell response changes from a 
Th1 response of short duration to a sustained Th2 response that is most prominent at 
the height of granulomatous activity. The development of the Th2 response is highly 
dependent on IL-4; therefore, it was expected that IL-4–deficient mice might develop 
less severe disease. Nevertheless, consistent with the requirement to form granulomas, 
studies with IL-4–deficient mice indicate that Th2 responses play an essential host 
protective role during infection with S. mansoni ( 185 , 189 ). Unlike WT mice that develop 
chronic disease when infection intensities are moderate, infected 
Th2-response–defective, C57BL/6 IL-4–deficient mice suffer from an acute disease, 
which is characterized by cachexia and significant mortality. The primary cause of 
morbidity in the infected IL-4 -/- animals appears to be due to the formation of numerous 
nonhemorrhagic lesions on the mucosal surface of the small intestine ( 185 ). Little 
change in hepatic pathology was detected in these mice. Evidence suggests that IL-4 is 
required for the efficient passage of eggs through the intestinal wall ( 188 ). 
Consequently, eggs are trapped in the intestine, causing significant intestinal 
inflammation and ultimately increased systemic exposure to bacterial toxins. This 
combined with the decreased Th2- and enhanced Th1-type response results in an 
increase in proinflammatory cytokine expression that contributes to the significant 
weight loss and death of the IL-4–deficient mice ( 185 , 188 ).

These observations suggest that development of the egg-specific Th2 response is 
required to prevent the deleterious effects of sustained proinflammatory cytokine 
expression. Indeed, morbidity can be partially ameliorated in IL-4–deficient animals with 
a neutralizing antibody against TNF, and disease severity can be correlated with the 
level of NO made in vitro by their LPS-activated spleen cells ( 189 ). Interestingly, IL-10 
plays a role similar to IL-4 during infection with S. mansoni ( 166 ) and has been 
postulated to be a central regulator of both IFN-? and proinflammatory cytokine 
production in human schistosomiasis ( 190 ). In mouse studies, marked increases in 
IFN-?, TNF, and iNOS expression are detected in infected IL-10–deficient animals, and 
this correlates with the development of significant morbidity and mortality. Even greater 
mortality is observed in mice exhibiting deficiencies in both IL-4 and IL-10 ( 166 ). These 
double cytokine–deficient animals uniformly die between week 7 and 9 postinfection 
and at a rate that far exceeds the mortality observed in their single cytokine–deficient 
counterparts. The double cytokine–deficient animals also develop the strongest and 
most highly polarized Th1-type response, and elevated serum aspartate transaminase 
levels suggest that mortality is attributable in part to acute hepatotoxicity. cDNA 
microarray experiments conducted on granulomatous tissues suggest that neutrophils 



and an altered pattern of apoptosis in the liver may also contribute to the severe 
pathology of the infected type 1 polarized mice ( 191 ). Still other studies suggest that 
IL-4, and perhaps IL-10, protect the host by down-regulating the generation of reactive 
oxygen and nitrogen intermediates that damage the liver ( 192 ). Regardless of the exact 
mechanisms involved, these observations clearly demonstrate that IL-4 and IL-10 are 
both required to prevent Th1 responses from overshooting and becoming pathologic 
during infection with S. mansoni.

While the studies described above confirm a protective role for type 2–associated 
cytokines, other studies indicate that these mediators also contribute to the 
development of hepatic fibrosis, the primary cause of chronic morbidity in 
schistosomiasis. Specifically, the Th2-associated cytokine IL-13 was shown to act as 
the dominant fibrogenic mediator in this disease ( 193 ) ( Fig. 3). Perhaps even more 
striking is the recent observation that infected IL-13–deficient mice survive longer than 
WT control animals. These findings confirm that IL-13 contributes to the morbidity of the 
infected host. Recombinant IL-13 stimulates collagen synthesis in fibroblasts; therefore, 
the detrimental effects of IL-13 may be mediated directly through its profibrogenic 
activity ( 193 ). Type-2 cytokines were also recently shown to induce the 
arginase-dependent production of proline in macrophages, an essential amino acid 
involved in collagen production; thus, providing additional mechanistic explanation for 
the pathogenic potential of persistent type 2 cytokine responses ( 194 ). These results, 
when combined with the findings from IL-4–deficient mice, suggest that IL-4 is 
host-protective while IL-13 is host-damaging during chronic murine schistosome 
infection. This conclusion is supported by recent studies conducted in IL-10/IL-12 and 
IL-10/IFN-?–deficient mice that develop exacerbated type 2 cytokine responses ( 166 , 195

 ). These double cytokine–deficient animals develop ten times as many egg-specific 
IL-13–producing cells than do similarly infected WT controls and, consequently, hepatic 
fibrosis is increased significantly. The double cytokine–deficient mice also show 
significant morbidity and mortality at the chronic stage of infection. Interestingly, 
however, their pathologic reaction is distinct from the acute hepatotoxic tissue response 
observed in the type 1–polarized, IL-10/IL-4–deficient mice ( 166 ). Indeed, blood is 
frequently found in their intestines, which suggests these type 2–exaggerated animals 
develop portal hypertension and collateral blood circulation that ultimately contributes to 
their death. Together, these observations demonstrate that IL-10, IL-12, and IFN-? are 
all required to prevent the overshooting of Th2 responses during infection with S. 
mansoni. Thus, in schistosomiasis, distinct but equally detrimental forms of lethal tissue 
pathology develop when the immune response is biased toward an extreme Th1- or 
Th2-type phenotype. Therefore, co-dominant but controlled Th1/Th2 responses may 
provide the best protection from severe egg-induced immunopathology.



 
FIG. 3. Pivotal role of IL-13 in schistosome egg–induced hepatic fibrosis. C57BL/6 mice 
were infected with S. mansoni cercariae and treated with sIL-13Ra2-Fc or control Ig on 
week 6 through week 12 postinfection. Mice were sacrificed and liver sections stained 
with picrosirius red (dark-staining areas around granulomas) to identify collagen and 
examined at 25-X magnification. Note the presence of granulomas in the liver of 
sIL-13Ra2–treated mice, yet absence of significant collagen staining. The insert in the 
second panel shows the relative change in granuloma size in animals deficient in IL-4, 
IL-13, or simultaneously deficient in IL-4 and IL-13, relative to wild-type mice. Note that 
granuloma size decreases only in mice deficient in both cytokines.

PARASITE VACCINE STRATEGIES

There is as yet no safe, uniformly effective vaccine against any human parasitic 
infection. The lack of progress in this field is due to many factors, including the low 
priority that has historically been given to development of vaccines against diseases 
confined mainly to the developing world. The greater impediments, however, may be 
related to the nature of parasitic infections themselves. In contrast to those bacterial 
and viral infections for which highly effective vaccines exist, and for which there is 
complete immunity induced by primary infection, most antiparasite vaccines will need to 
outperform the immune response to natural infection. Further, virtually all bacterial or 
viral vaccines that are currently in use mediate their protection by inducing a strong, 
long-lived humoral response that inhibits attachment or invasion, promotes clearance, 
or neutralizes released toxins. By contrast, there are no vaccines that are uniformly 
effective against diseases caused by intracellular pathogens that require cellular 
immunity to mediate protection. Thus, the manner in which potentially protective 
antigens can be administered to generate and maintain appropriate T-cell responses 
has yet to be proven in a clinical setting; there are no empiric models for these sorts of 
vaccines. Consequently, for the development of vaccines against intracellular 
protozoa—for example, malaria, Leishmania, T. cruzi, and toxoplasma—simply 
identifying target antigens will not be sufficient; novel and rational approaches to 
vaccine design and delivery will need to be explored. The vaccination strategies that are 
currently being explored to meet these challenges are considered in the general context 
of B- and T-cell antiparasite vaccines. Note that the examples provided are by no 
means exhaustive, but reflect general principles of vaccination against extracellular and 
intracellular targets.

B-Cell Vaccines

Vaccination against Intestinal Protozoa Parasitic protozoa that have an exclusive 
extracellular lifestyle in their mammalian hosts and are sensitive to antibody mediated 
control include the intestinal pathogens E. histolytica and G. lamblia. Most deaths from 
E. histolytica arise from amebic liver abscess, the major extraintestinal manifestation of 



disease. An amebic serine–rich protein (SREHP) is a highly immunogenic surface 
antigen of E. histolytica, containing multiple tandem octapeptide and dodecapeptide 
repeats. Passive immunization with antibodies to SREHP protects SCID mice from 
amebic liver abscess. Parenteral immunization with recombinant SREHP, or with a 
SREHP-based DNA vaccine, was highly effective in protecting gerbils against amebic 
liver abscess ( 196 ). Specific serum and mucosal antibodies targeting surface antigens 
are also known to be important in elimination of Giardia from the host intestine. Giardia 
vaccines containing whole trophozoite preparations protected animals even when 
challenged with heterologous strains ( 197 ). Thus, an immune response to variant 
surface antigens, which are known to be targets of cytotoxic antibodies, appears not to 
be essential for control of acute infection, and supports an alternative role for antigenic 
variation in, for example, diversifying the host range of the parasite ( 146 ). 
Vaccines Targeting Extracellular Stages of Malaria Because both preerythrocytic- 
and erythrocytic-stage malaria parasites are at least transiently exposed to humoral 
antibody, vaccine strategies based on eliciting high-titered antibodies that can inhibit 
their invasion of red blood cells or hepatocytes have long been favored vaccine 
candidates. Antibodies that inhibit the invasion of erythrocytes by the extracellular 
merozoite stage of malaria in vitro are found in some, but not all, individuals living in 
malaria endemic regions. Although the significance of these inhibitory antibodies to 
naturally acquired resistance remains unclear, their target antigens nonetheless remain 
the prime candidates for asexual malaria vaccines (reviewed in Miller et al. [ 198 ] and 
Richie and Saul [ 199 ]) ( Fig. 4). One of the main targets of invasion-inhibitory antibodies 
is merozoite surface protein (MSP1), which was the first purified malaria protein to be 
used as a vaccine ( 200 ). The 19-kDa C-terminal fragment of MSP1 is the only part of 
the larger molecule to be taken into the red cell during invasion. Native and 
recombinant forms of P. falciparum MSP1 19 and a longer fragment MSP1 42 have 

been demonstrated to protect Aotus monkeys ( 201 ). MSP1 42 is currently in clinical 
trials. A recombinant protein 190LCS.T3 from the N-terminal half of MSP1 has also 
protected Aotus monkeys against challenge ( 202 ). While MSP1 proteins from different 
isolates of P. falciparum show considerable allelic polymorphism, the regions 
corresponding to the 19-kDa fragment and to 190LCS.T3 are relatively conserved. 
Other antigen targets of antibodies that inhibit P. falciparum growth in vitro include 
MSP2 and RESA, also known as Pf155, that is discharged from dense granules in the 
merozoite apical region during invasion. A vaccine formulated from recombinant 
fragments of each of the molecules significantly decreased parasite density in children 
from an endemic area of Papua New Guinea ( 203 ). It is important to note that the 
efficacy of vaccines targeting conserved epitopes expressed by extracellular 
asexual-stage malaria parasites is dependent on the induction of high antibody titers 
that may not be maintained by natural exposure. 



 
FIG. 4. Stage-specific vaccine targets in malaria parasites. Left: Figure depicts the life 
cycle of malaria and the immune effector mechanisms that target the various 
developmental forms of the parasite. From Malaria Vaccine Initiative website, 
www.malariavaccine.org/mal-what_is_malaria.htm, with permission. Right: The table 
lists the major candidate vaccine antigens identified at these stages and the proposed 
mechanism by which immunization would act against each target. Adapted from Richie 
and Saul ( 199 ), with permission.

By contrast, blood-stage antigens that appear to be under strong selection pressure in 
the field are the variant antigens present on infected erythrocytes that mediate adhesion 
to endothelial cells. Clinical data are consistent with the idea that the accumulation of a 
large repertoire of PfMEP1 variant-specific antibody responses, as is found in immune 
adults, is necessary for clinical immunity to malaria. Thus, a vaccine that will confer 
solid blood-stage immunity in children will be extremely difficult to develop because it 
would need to contain an enormous number of as yet undefined variant antigens. 
However, recent epidemiologic data also suggest that the risk of severe manifestations 
of the disease are reduced after only a very few clinical episodes ( 204 ) and that 
parasites causing severe disease tend to express a subset of variant surface antigens ( 
205 ). Thus, a finite number of variant antigens might be sufficient to elicit broad immunity 
against severe disease. The general malaria vaccine candidates that are currently 
being investigated contain two structural domains, termed DBLa CIDR1a, chosen 
because they appear in the semiconserved head structure of all PfEMP1 molecules 
sequenced to date ( 206 ). A similar approach is being used to develop a vaccine against 
pregnancy-associated malaria. The variant antigens of parasites sequestered in the 
placenta during pregnancy have been shown to be distinctive in both their adhesive and 
antigenic properties ( 207 ). The pregnancy malaria vaccine would theoretically work by 
targeting the DBL? domain that mediates binding of infected erythrocytes to the 
placenta. Studies in the 1980s demonstrated that the sporozoite coat protein, the 
circumsporozoite protein (CSP), was the target of protective antibodies (reviewed in 
Nussenzweig and Nussenzweig [ 95 ] and Nussenzweig and Zavala [ 208 ]). The dominant 
antibody epitope was represented by the CSP central repeat sequences (NANP n in P. 
falciparum). Vaccines targeting the immunodominant CS protein B-cell epitope have 
been extensively tested to induce preerthrocytic immunity in malaria ( Fig. 4). The 
induction of anti-CS antibodies alone, however, is not adequate to confer sterilizing 
immunity against malaria liver stages, and vaccines targeting the CD4 and CD8 
epitopes contained within the CS protein are currently being developed (see below). 
Effective transmission-blocking immunity works primarily by an antibody-mediated 
mechanism that acts against the extracellular sexual stages of the parasite within the 
midgut of a blood-feeding mosquito (reviewed in Carter et al. [ 209 ]) ( Fig. 4). 
Transmission-blocking immunity has been induced in vivo by immunization with 



gametes of avian, rodent, and monkey malarias. A series of potential 
transmission-blocking vaccine candidates have been identified and the genes encoding 
these surface proteins have now been isolated and sequenced. Although in vitro data 
suggest that antibodies against such antigens may block transmission ( 210 ), the high 
levels of antibodies required will not be maintained by natural boosting since their target 
antigens are confined to invertebrate stages of the parasite. Clearly, an optimal vaccine 
against malaria would need to target multiple antigens and induce immunity against all 
stages. However, by targeting certain antigens confined to asexual blood stages, the 
induction of an adult-like immune status among high-risk infants in Sub-Saharan Africa 
could greatly diminish severe disease and death caused by P. falciparum. 

T-Cell Vaccines

Vaccination against Leishmaniasis Vaccines against intracellular parasites will need 
to induce long-lived cellular immune responses. As already discussed, for diseases 
such as malaria, leishmaniasis, Chagas disease, and toxoplasmosis, Th1 and/or CD8 + 
T-cell responses are the effector mechanisms required for protective immunity. An 
inherent problem with most nonliving vaccines is their relative inefficiency in generating 
these sorts of cellular responses. A major advance in T-cell vaccine development was 
the demonstration that proteins derived from L. major could elicit a powerful Th1 
response and protective immunity if given with recombinant IL-12 as adjuvant ( 211 ). 
IL-12– or IL-12–inducing adjuvants such as BCG, CpG-oligodinucleotides (CpG-ODN), 
or CD40L, have since been used repeatedly in Leishmania models to potentiate the 
efficacy of whole-cell killed or recombinant protein vaccines ( 212 ). More recently, 
however, a serious shortcoming of this approach has been appreciated. When mice 
were challenged with L. major 3 months as opposed to 2 weeks after immunization, the 
protein plus rIL-12 vaccine was no longer effective ( 213 ). In contrast, a DNA vaccine 
encoding the same antigen remained effective, as did the protein given with IL-12 DNA 
as adjuvant. These results suggest that for the cellular immunity induced by T-cell 
vaccines to be durable, then persistence of antigen and/or regulatory cytokines may be 
crucial. Similar findings have recently been reported ( 214 ) in which transfer of immune 
cells from subclinical mice could protect naïve BALB/c mice against a pathogenic 
challenge and could completely clear the parasite, leaving the mice susceptible to a 
rechallenge infection. This susceptibility was associated with the disappearance of both 
parasite-specific effector and memory T cells from secondary lymphoid organs. Such 
loss of memory T cells following antigen clearance might well explain the repeated 
failures of a whole-cell killed L. major vaccine plus BCG to reduce the incidence of 
cutaneous leishmaniasis in individuals living in areas of relatively low transmission, 
where natural boosting is unlikely to have occurred. These results are somewhat 
surprising in light of a number of adoptive transfer studies that have clearly 
demonstrated that both CD4 + and CD8 + memory T cells can be sustained in the 
absence of antigen. The data might be reconciled, however, in the context of more 
refined notions about memory T cells as representing heterogeneous populations of 
central as distinct from effector/memory cells ( 215 ). Whereas the former are small, 
resting, recirculating cells that need to be restimulated with antigen and reeducated with 
IL-12 to differentiate into IFN?–producing or cytolytic effectors, the latter are larger, 
tissue-seeking cells that readily secrete cytokine or have direct cytolytic activity ex vivo. 



Most importantly, it is effector/memory cells that are likely to be required for protection, 
and persistent antigen appears necessary to maintain a population of these cells. The 
requirement for persistent antigens places major constraints on the development of 
T-cell vaccines using killed cells or recombinant proteins, and reinforces the rationale 
for live vaccines. The only vaccination strategy against leishmaniasis that has worked in 
humans is leishmanization, which is based on the life-long convalescent immunity that 
is acquired following induction of a lesion at a selected site with small doses of a 
cutaneous strain. Unfortunately, leishmanization using virulent strains can be 
associated with severe pathology, and the practice has been discontinued. The 
generation of safe, live attenuated vaccines using molecular genetic approaches has 
been accomplished by targeted deletion of genes involved in parasite survival or 
virulence. Promastigotes lacking the DHFR gene were able to persist in macrophages 
for several days and provided partial protection against cutaneous leishmaniasis ( 216 ). 
Promastigotes deleted of genes encoding a family of cysteine proteinases were 
completely attenuated and also produced partial protection against cutaneous disease ( 
217 ). However, as live parasite vaccines will be extremely difficult to standardize and to 
deliver in field settings, there has been considerable interest in developing DNA 
vaccination strategies because, as already indicated, they are capable of eliciting 
long-lived humoral and cellular immune responses in vivo. Protective immunity against 
cutaneous or visceral leishmaniasis has been demonstrated in mice using single or 
multivalent DNA vaccines encoding a diversity of leishmania antigens, including gp63, 
LACK, PSA-2, cysteine proteinase, TSA, LmST11, and histones (reviewed in Handman 
[ 212 ]). Importantly, the DNA vaccines could be administered subcutaneously or 
intramuscularly and they did not require adjuvants. Another advantage of DNA vaccines 
is their ability to elicit specific CD8 + T cells. While CD8 + T cells contribute to 
leishmania resistance, they are especially important to the control of infections involving 
T. cruzi and T. gondii, which require effector CD8 + T cells to kill parasites within cells 
lacking MHC class II molecules. Furthermore, because T. cruzi escapes from the 
parasitophorous vacuole and becomes cytoplasmic, many of its released antigens have 
access to the class I processing pathway. Immunization using plasmid DNA encoding 
the trypomastigote surface antigen (TSA-1) elicited long-lasting class I–restricted CTL 
and protected mice against lethal T. cruzi infection ( 218 ). Similarly, immunization with 
plasmid DNA encoding the T. gondii dense granule protein GRA4 induced high levels of 
specific antibodies and cellular responses and protected mice against a lethal oral 
challenge with T. gondii cysts ( 219 ). 
Vaccination against Malaria Liver Stages Because certain stages of malaria 
parasites infect and replicate in hepatocytes, which express MHC class I, infected 
hepatocytes are targets of CD8 + T-cell responses, and both CTL and IFN-? producing 
CD8 + cells have been implicated in preerythrocytic liver stage immunity ( Fig. 4). 
Irradiated Plasmodium sporozoites, which can infect hepatocytes but do not progress to 
a blood-stage infection, have been shown to protect rodents, monkeys, and humans 
against malaria by inducing CD8 + T-cell responses against preerythrocytic antigen 
(reviewed in Hoffman and Doolan [ 220 ]). Similar to that described following sterile cure 
in leishmaniasis, immunity using irradiated sporozoites was lost in rats that were treated 
with a drug that eliminated parasites in the liver prior to rechallenge ( 221 ). Efforts to 
mimic the protection generated by irradiated sporozoites using nonliving protein- and 
DNA-based vaccines have yielded encouraging results. A synthetic peptide 



representing the 102-amino acid–long C-terminal region of the P. falciparum CS protein 

elicited strong CD8 + and CD4 + T cells responses as well as antisporozoite antibodies, 
in human volunteers, particularly when given with the water-in-oil adjuvant Montanide 
ISA-720 ( 222 ). A construct consisting of a recombinant hybrid particle that includes 19 
NANP repeats and the C-terminus of CS fused to the hepatitis-B surface antigen 
coexpressed in yeast with unfused HbsAg (RTS,S) and incorporating a new oil in water 
adjuvant (ASO2) induced strong antibody and T-cell responses in adults already primed 
to CS by preexposure to malaria. Most significantly, vaccine efficacy during the first 9 
weeks of follow-up was 71%, but decreased to 0% over the next 6 weeks ( 223 ). DNA 
vaccination strategies are being pursued with a view toward improving the durability and 
potency of the cellular response. Intramuscular injection of mice with plasmid DNA 
encoding the P. yoelii CSP induced high levels of antibodies and cytotoxic 
T-lymphocytes against the P. yoelii CSP, and the mice had significant reduction in 
liver-stage parasite burden after challenge ( 224 ). In a seminal study, immunization of 
malaria-naïve volunteers with a P. falciparum homolog of this DNA vaccine elicited 

antigen-specific CD8 + T cells with CTL activity ( 225 ). A mixture of five plasmids 
encoding distinct P. falciparum antigens expressed by irradiated sporozoites in 
hepatocytes, including CS, TRAP, exported protein 2, and liver-stage antigen 1, is being 
tested in clinical trials ( 220 ). However, as the responses to plasmid alone has been 
relatively weak even after repeated immunizations, the use of sequential immunizations 
using various heterologous prime/boost protocols are being tested to enhance the 
effectiveness of preerythrocytic vaccines (reviewed in Schneider et al. [ 226 ]). Priming 
with plasmid DNA encoding CSP and boosting with recombinant adenovirus or pox 
virus, such as modified vaccinia virus Ankara (MVA), has induced complete protection 
and very high levels of IFN-?–secreting CD8 + T cells. Clinical trials of the vaccinia 
vector used alone and in the prime/boost combination have been initiated. 
Vaccination to Prevent Pathology In many parasitic infections, disease is not directly 
induced by the parasite but instead is a consequence of the host immune response. 
Because these pathogens are so well adapted to their hosts, it may therefore be easier 
and more efficient to design immune interventions that prevent parasite-induced 
immunopathology rather than the infection itself. While this approach will not lead to 
eradication of the parasite, it would likely reduce or alleviate the health consequences 
of infection. The feasibility of an antipathology vaccine was demonstrated in a murine 
model of schistosomiasis ( 184 ). Because disease in schistosomiasis is largely due to 
the granulomatous pathology that develops around parasite eggs trapped in target host 
tissues, a valid approach toward immunoprophylaxis for schistosomiasis is to vaccinate 
to minimize granulomatous pathology. In WT mice, granuloma size and collagen 
deposition are correlated with the intensity of the type 2 response, and immunologic 
interventions, such as the administration of IL-4 and IL-13 antagonists, reduces both the 
size of granulomas and magnitude of fibrosis (discussed above) ( 181 , 193 ). In 
extensions of these studies, mice immunized with parasite egg antigens plus IL-12 ( 227 ) 
or CpG oligonucleotides ( 228 ) to induce an egg-antigen–specific type 1 response, upon 
subsequent infection, exhibited far less severe egg-associated liver disease than did 
infected nonimmunized controls. Importantly, several immunodominant egg antigens 
have been described in recent studies ( 229 , 230 ), thus it may be possible to design 
recombinant antipathology vaccines that duplicate the promising results produced with 
these crude parasite extracts. 



Vaccines against Helminths Infection with helminthic parasites remains a significant 
health problem in many tropical countries. While control measures are available in 
some areas, in most cases, patients living in endemic regions are quickly reinfected. 
Therefore, vaccines that reduce parasite and/or egg burdens would be a valuable tool 
to complement existing disease prevention programs and could represent a less costly 
and more practical approach than repeated chemotherapy. Nevertheless, while many 
subunit vaccines have been described and tested in various animal models, suboptimal 
levels of protection have hindered the development of all but a few of these candidate 
vaccines ( 231 ). Significant advances in vaccination technology over the past decade 
have made it possible to engineer vaccines that elicit strong cellular and humoral 
immunity. Novel DNA vectors, improved delivery systems, new adjuvants, and 
immunomodulatory cytokines allow significant augmentation of the immune response to 
vaccines and preferential induction of specific effector mechanisms, including antibody 
isotypes, T helper (Th)–cell subsets and cytotoxic T cells. However, in order to 
effectively harness and implement these advances, it will be necessary to first better 
elucidate the immune mechanisms responsible for killing helminth parasites. The best 
examples of successful immunization against helminths are provided by vaccine models 
utilizing radiation-attenuated larval parasites. With the irradiated schistosome vaccine, 
while complete sterilizing immunity appears to be an unachievable goal, immunity 
approaching 60% to 80% is clearly possible, and has served as the “gold standard” for 
schistosome vaccine development ( 232 ). The cumulative evidence from vaccine studies 
conducted in numerous gene KO mice suggest that irradiated parasites can induce 
protection via both Th1- and Th2-dependent pathways ( 103 ). Of interest, however, the 
protective mechanisms evoked may depend on the time and number of immunizations. 
Thus, a single vaccination with attenuated parasites induces protection that is highly 
dependent on IFN-? and IL-12 ( 129 , 232 ), while mice immunized multiple times develop 
immunity that operates through Th1- and Th2-dependent pathways ( 103 , 233 ). In each 
case, however, studies conducted in IFN-?–deficient and B-cell–deficient mice clearly 
demonstrate that humoral and cellular mechanisms are both required for the generation 
of optimal immunity ( 130 , 234 ). Interestingly, while high IgE and IgA isotype levels often 
correlate with immunity in humans, vaccine studies conducted in IgE-deficient mice 
have revealed no specific requirement for an IgE Ab response ( 235 ). While there has 
been extensive research on defined vaccines against helminth infection (reviewed 
recently by Maizels et al. [ 236 ]), none of the candidate antigens have yet to be shown to 
be protective in humans. Based on antibody responses in schistosome-vaccinated 
mice, a set of six vaccine candidate antigens has been put forward for phase I trials and 
at least one of the antigens (GST) has completed phase I and is entering phase II trial. 
These antigens include glutathione-S-transferase (P28/GST), paramyosin (Sm97); IrV5 
(myosin-like 62-kDa protein); triose phosphate isomerase (TPI); Sm23, integrated 
membrane protein; and Sm14, fatty acid–binding protein ( 237 ). A number of filarial 
vaccine candidates have also been described and are being tested, which include 
chitinase, tropomyosin, paramyosin, and several larval antigens called the “abundant 
larval transcript family” (ALT) ( 236 ). While these accomplishments represent a 
significant advance for the field of helminthology, it is important to note that all of the 
candidate antischistosome vaccine antigens have, at best, provided only partial 
immunity, with none consistently reaching a required threshold of 40% protection. It is 
hoped, however, that ongoing improvements in vaccination technology, combined with 
greater knowledge of the mechanisms controlling resistance, will allow development of 



more efficacious and better-defined vaccines for these complex organisms. 

CONCLUSIONS

The period since the publication of the last version of this chapter in Fundamental 
Immunology has been a time of both intense activity and reflection for the field of 
immunoparasitology. During this period, public recognition of the importance of malaria 
as one of three major global infectious diseases (along with AIDS and tuberculosis) has 
resulted in the launching of major government and private foundation supported vaccine 
programs aimed primarily at moving candidate immunogens into clinical trials. In 
addition to its urgent public health importance, this research should deepen our 
understanding of protective immune responses against parasites in humans and 
hopefully stimulate the creation of similar vaccine programs directed against other 
parasitic diseases.

The last 4 years have also seen a rapid expansion in research dealing with innate 
determinants of the immune response to parasites and in innate effector functions. This 
work has important implications not only for understanding the basis of Th subset 
selection by parasites but also for providing insights useful in the design of new 
adjuvants and immunomodulators. While the latter is a potential benefit of studies on 
the innate immune response to all microbial agents, the extreme immune response 
polarization induced by parasites offers some special advantages. In particular, studies 
on helminth infections provide a unique opportunity to decipher the innate determinants 
of the Th2 response and should represent an exciting research area in coming years. At 
the core of these, as well as investigations on the initiation of immunity to protozoa, will 
be studies on the nature of DC parasite interactions, a field that has already provided a 
series of intriguing observations on the functional regulation of this important APC 
population.

The study of immunoregulatory mechanisms in parasitic infection has also seen 
important progress in recent years with much of this work testifying to the multilayered 
complexity and tightly balanced interaction of antiparasitic immune responses. This 
work has forced us to rethink many of the paradigms concerning polarized effector 
functions and their regulation in parasitic infection. Thus, it is becoming increasingly 
evident that rather than being the product of a single arm of the immune response, 
effective immune control of parasites involves the coordination of both humoral and 
cellular elements dependent on both Th1 and Th2 cytokines. Moreover, the recent 
demonstration ( 159 ) that T reg cells can markedly inhibit protozoan-induced Th1 function 
has established that such suppression need not depend on cross-regulation by Th2 
cells. While by no means negating the Th1/Th2 paradigm, such observations suggest 
that its scope in explaining immunoregulatory mechanisms in parasitic infection may be 
more limited than envisioned in the past.

Although the field still lacks many of the important tools (e.g., transgenesis for 
helminths) available to those studying less complex prokaryotic pathogens, the 
enormous advances and sophisticated insights of past decades have placed 
immunoparasitology back into the mainstream of infectious disease immunology. 
Although in one sense an extremely positive development, this trend is forcing the field 



to redefine its own identity and uniqueness. We have sought to emphasize what we 
believe are the key elements. Of these, the most important are the intricate 
evolution-based co-adaptation of parasites and the immune system, and the exciting 
challenge of designing interventions that disrupt this balance in the favor of the host. 
Clearly, immunologists have many more lessons to learn from studying the 
host–parasite relationship and it is perhaps only with these lessons that we will achieve 
the long sought after goal of effective vaccines for preventing parasitic disease.

ACKNOWLEDGMENTS

We are grateful to Allan Saul, Ricardo Gazzinelli, Denise Doolan, Ed Pearce, Chris 
Hunter, Tom Nutman, Rick Tarleton, Carole Long, and Stephanie James for their 
invaluable advice in the preparation of this chapter.

REFERENCES

1.    Scott P, Natovitz P, Coffman RL, et al. Immunoregulation of cutaneous leishmaniasis. T cell lines that 
transfer protective immunity or exacerbation belong to different T helper subsets and respond to distinct 
parasite antigens. J Exp Med 1988;168:1675–1684.

2.    Heinzel FP, Sadick MD, Holaday BJ, et al. Reciprocal expression of interferon gamma or IL4 during 
the resolution or progression of murine leishmaniasis. Evidence for expansion of distinct helper T cell 
subsets. J Exp Med 1989;169:59–72.

3.    Noben-Trauth N, Paul WE, Sacks DL. IL-4- and IL-4 receptor–deficient BALB/c mice reveal 
differences in susceptibility to Leishmania major parasite substrains. J Immunol 1999;162:6132–6140.

4.    Joiner KA. Complement evasion by bacteria and parasites. Annu Rev Microbiol 1988;42:201–230.

5.    Norris KA, Bradt B, Cooper NR, et al. Characterization of a Trypanosoma cruzi C3 binding protein 
with functional and genetic similarities to the human complement regulatory protein, decay-accelerating 
factor. J Immunol 1991;147:2240–2247.

6.    Norris KA. Stable transfection of Trypanosoma cruzi epimastigotes with the trypomastigote-specific 
complement regulatory protein cDNA confers complement resistance. Infect Immun 1998;66:2460–2465.

7.    Pearce EJ, Hall BF, Sher A. Host-specific evasion of the alternative complement pathway by 
schistosomes correlates with the presence of a phospholipase C–sensitive surface molecule resembling 
human decay accelerating factor. J Immunol 1990;144:2751–2756.

8.    Puentes SM, Da Silva RP, Sacks DL, et al. Serum resistance of metacyclic stage Leishmania major 
promastigotes is due to release of C5b-9. J Immunol 1990;145:4311–4316.

9.    Saraiva EM, Pimenta PF, Brodin TN, et al. Changes in lipophosphoglycan and gene expression 
associated with the development of Leishmania major in Phlebotomus papatasi. Parasitology 
1995;111:275–287.

10.    Kweider M, Lemesre JL, Santoro F, et al. Development of metacyclic Leishmania promastigotes is 
associated with the increasing expression of GP65, the major surface antigen. Parasite Immunol 
1989;11:197–209.

11.    Brittingham A, Morrison CJ, McMaster WR, et al. Role of the Leishmania surface protease gp63 in 



complement fixation, cell adhesion, and resistance to complement-mediated lysis. J Immunol 
1995;155:3102–3111.

12.    Mosser DM, Edelson PJ. The mouse macrophage receptor for C3bi (CR3) is a major mechanism in 
the phagocytosis of Leishmania promastigotes. J Immunol 1985;135:2785–2789.

13.    Braga LL, Ninomiya H, McCoy JJ, et al. Inhibition of the complement membrane attack complex by 
the galactose-specific adhesion of Entamoeba histolytica. J Clin Invest 1992;90:1131–1137.

14.    Raper J, Fung R, Ghiso J, et al. Characterization of a novel trypanosome lytic factor from human 
serum. Infect Immun 1999;67:1910–1916.

15.    Smith AB, Esko JD, Hajduk SL. Killing of trypanosomes by the human haptoglobin-related protein. 
Science 1995;268:284–286.

16.    De Greef C, Hamers R. The serum resistance-associated (SRA) gene of Trypanosoma brucei 
rhodesiense encodes a variant surface glycoprotein-like protein. Mol Biochem Parasitol 1994;68:277–284.

17.    Xong HV, Vanhamme L, Chamekh M, et al. A VSG expression site–associated gene confers 
resistance to human serum in Trypanosoma rhodesiense. Cell 1998;95:839–846.

18.    Andrews NW. The acid-active hemolysin of Trypanosoma cruzi. Exp Parasitol 1990;71:241–244.

19.    Joiner KA, Fuhrman SA, Miettinen HM, et al. Toxoplasma gondii: fusion competence of 
parasitophorous vacuoles in Fc receptor-transfected fibroblasts. Science 1990;249:641–646.

20.    James SL, Sher A, Lazdins JK, et al. Macrophages as effector cells of protective immunity in murine 
schistosomiasis. II. Killing of newly transformed schistosomula in vitro by macrophages activated as a 
consequence of Schistosoma mansoni infection. J Immunol 1982;128:1535–1540.

21.    Herbert DR, Lee JJ, Lee NA, et al. Role of IL-5 in innate and adaptive immunity to larval 
Strongyloides stercoralis in mice. J Immunol 2000;165:4544–4551.

22.    Gazzinelli RT, Hieny S, Wynn TA, et al. Interleukin 12 is required for the T-lymphocyte–independent 
induction of interferon gamma by an intracellular parasite and induces resistance in T-cell–deficient hosts. 
Proc Natl Acad Sci U S A 1993;90:6115–6119.

23.    Tripp CS, Wolf SF, Unanue ER. Interleukin 12 and tumor necrosis factor alpha are co-stimulators of 
interferon gamma production by natural killer cells in severe combined immunodeficiency mice with 
listeriosis, and interleukin 10 is a physiologic antagonist. Proc Natl Acad Sci U S A 1993;90:3725–3729.

24.    Hunter CA, Chizzonite R, Remington JS. IL-1 beta is required for IL-12 to induce production of 
IFN-gamma by NK cells. A role for IL-1 beta in the T cell-independent mechanism of resistance against 
intracellular pathogens. J Immunol 1995;155:4347–4354.

25.    Hunter CA, Ellis-Neyer L, Gabriel KE, et al. The role of the CD28/B7 interaction in the regulation of 
NK cell responses during infection with Toxoplasma gondii. J Immunol 1997;158:2285–2293.

26.    Scharton-Kersten TM, Sher A. Role of natural killer cells in innate resistance to protozoan infections. 
Curr Opin Immunol 1997;9:44–51.

27.    Hunter CA, Bermudez L, Beernink H, et al. Transforming growth factor-beta inhibits 
interleukin-12–induced production of interferon-gamma by natural killer cells: a role for transforming 
growth factor-beta in the regulation of T cell-independent resistance to Toxoplasma gondii. Eur J Immunol 



1995;25:994–1000.

28.    Hunter CA, Sher A. Innate immunity to parasitic infections. In: Kaufman S, Sher A, Ahmed R, eds. 
The immunology of infectious disease. Washington, DC: ASM Press, 2001:111–125.

29.    Bregenholt S, Berche P, Brombacher F, et al. Conventional alpha beta T cells are sufficient for 
innate and adaptive immunity against enteric Listeria monocytogenes. J Immunol 2001;166:1871–1876.

30.    Kasper LH, Matsuura T, Fonseka S, et al. Induction of gammadelta T cells during acute murine 
infection with Toxoplasma gondii. J Immunol 1996;157:5521–5527.

31.    Scalise F, Gerli R, Castellucci G, et al. Lymphocytes bearing the gamma delta T-cell receptor in 
acute toxoplasmosis. Immunology 1992;76:668–670.

32.    Hisaeda H, Nagasawa H, Maeda K, et al. Gamma delta T cells play an important role in hsp65 
expression and in acquiring protective immune responses against infection with Toxoplasma gondii. J 
Immunol 1995;155:244–251.

33.    Tsuji M, Mombaerts P, Lefrancois L, et al. Gamma delta T cells contribute to immunity against the 
liver stages of malaria in alpha beta T-cell–deficient mice. Proc Natl Acad Sci U S A 1994;91:345–349.

34.    Janeway CA Jr. Approaching the asymptote? Evolution and revolution in immunology. Cold Spring 
Harb Symp Quant Biol 1989;54:1–13.

35.    Ropert C, Gazzinelli RT. Signaling of immune system cells by glycosylphosphatidylinositol (GPI) 
anchor and related structures derived from parasitic protozoa. Curr Opin Microbiol 2000;3:395–403.

36.    Almeida IC, Gazzinelli RT. Proinflammatory activity of glycosylphosphatidylinositol anchors derived 
from Trypanosoma cruzi: structural and functional analyses. J Leukoc Biol 2001;70:467–477.

37.    Schofield L, McConville MJ, Hansen D, et al. CD1d-restricted immunoglobulin G formation to 
GPI-anchored antigens mediated by NKT cells. Science 1999;283:225–229.

38.    Molano A, Park SH, Chiu YH, et al. Cutting edge: the IgG response to the circumsporozoite protein 
is MHC class II–dependent and CD1d-independent: exploring the role of GPIs in NK T cell activation and 
antimalarial responses. J Immunol 2000;164:5005–5009.

39.    Schnare M, Barton GM, Holt AC, et al. Toll-like receptors control activation of adaptive immune 
responses. Nat Immunol 2001;2:947–950.

40.    Velupillai P, Harn DA. Oligosaccharide-specific induction of interleukin 10 production by B220 + cells 
from schistosome-infected mice: a mechanism for regulation of CD4 + T-cell subsets. Proc Natl Acad Sci 
U S A 1994;91:18–22.

41.    Sousa CR, Hieny S, Scharton-Kersten T, et al. In vivo microbial stimulation induces rapid CD40 
ligand-independent production of interleukin 12 by dendritic cells and their redistribution to T cell areas. J 
Exp Med 1997;186:1819–1829.

42.    Aliberti J, Reis e Sousa C, Schito M, et al. CCR5 provides a signal for microbial induced production 
of IL-12 by CD8 alpha + dendritic cells. Nat Immunol 2000;1:83–87.

42a.    Aliberti J, Valenzuela JG, Carruthers VB, et al. Molecular mimicry of a CCR5 binding-domain in the 
microbial activation of dendritic cells. Nature Immunology 2003 in press (May).

43.    Reiner SL, Zheng S, Wang ZE, et al. Leishmania promastigotes evade interleukin 12 (IL-12) 



induction by macrophages and stimulate a broad range of cytokines from CD4 + T cells during initiation of 
infection. J Exp Med 1994;179:447–456.

44.    Belkaid Y, Butcher B, Sacks DL. Analysis of cytokine production by inflammatory mouse 
macrophages at the single-cell level: selective impairment of IL-12 induction in Leishmania-infected cells. 
Eur J Immunol 1998;28:1389–1400.

45.    Gorak PM, Engwerda CR, Kaye PM. Dendritic cells, but not macrophages, produce IL-12 
immediately following Leishmania donovani infection. Eur J Immunol 1998;28:687–695.

46.    Konecny P, Stagg AJ, Jebbari H, et al. Murine dendritic cells internalize Leishmania major 
promastigotes, produce IL-12 p40 and stimulate primary T cell proliferation in vitro. Eur J Immunol 
1999;29:1803–1811.

47.    von Stebut E, Belkaid Y, Jakob T, et al. Uptake of Leishmania major amastigotes results in activation 
and interleukin 12 release from murine skin-derived dendritic cells: implications for the initiation of 
anti-Leishmania immunity. J Exp Med 1998;188:1547–1552.

48.    Piedrafita D, Proudfoot L, Nikolaev AV, et al. Regulation of macrophage IL-12 synthesis by 
Leishmania phosphoglycans. Eur J Immunol 1999;29:235–244.

49.    Maldonado C, Trejo W, Ramirez A, et al. Lipophosphopeptidoglycan of Entamoeba histolytica 
induces an antiinflammatory innate immune response and downregulation of toll-like receptor 2 (TLR-2) 
gene expression in human monocytes. Arch Med Res 2000;31:S71–S73.

50.    Aliberti J, Hieny S, Sousa CR, et al. Lipoxin-medited inhibition of IL-12 production by DCs: a 
mechanism for the regulation of microbial immunity. Nat Immunol 2002;3:76–82.

51.    Reiner SL, Locksley RM. The regulation of immunity to Leishmania major. Annu Rev Immunol 
1995;13:151–177.

52.    Launois P, Maillard I, Pingel S, et al. IL-4 rapidly produced by V beta 4 V alpha 8 CD4 + T cells 
instructs Th2 development and susceptibility to Leishmania major in BALB/c mice. Immunity 
1997;6:541–549.

53.    Julia V, Rassoulzadegan M, Glaichenhaus N. Resistance to Leishmania major induced by tolerance 
to a single antigen. Science 1996;274:421–423.

54.    Bix M, Wang ZE, Thiel B, et al. Genetic regulation of commitment to interleukin 4 production by a 
CD4(+) T cell–intrinsic mechanism. J Exp Med 1998;188:2289–2299.

55.    Maillard I, Launois P, Himmelrich H, et al. Functional plasticity of the LACK-reactive Vbeta4-Valpha8 
CD4(+) T cells normally producing the early IL-4 instructing Th2 cell development and susceptibility to 
Leishmania major in BALB / c mice. Eur J Immunol 2001;31:1288–1296.

56.    von Stebut E, Belkaid Y, Nguyen BV, et al. Leishmania major-infected murine langerhans cell-like 
dendritic cells from susceptible mice release IL-12 after infection and vaccinate against experimental 
cutaneous leishmaniasis. Eur J Immunol 2000;30:3498–3506.

57.    Guler ML, Gorham JD, Hsieh CS, et al. Genetic susceptibility to Leishmania: IL-12 responsiveness in 
TH1 cell development. Science 1996;271:984–987.

58.    Malherbe L, Filippi C, Julia V, et al. Selective activation and expansion of high-affinity CD4 + T cells 
in resistant mice upon infection with Leishmania major. Immunity 2000;13:771–782.



59.    Bretscher PA, Wei G, Menon JN, et al. Establishment of stable, cell-mediated immunity that makes 
“susceptible” mice resistant to Leishmania major. Science 1992;257:539–542.

60.    Laskay T, Diefenbach A, Rollinghoff M, et al. Early parasite containment is decisive for resistance to 
Leishmania major infection. Eur J Immunol 1995;25:2220–2227.

61.    Constant SL, Lee KS, Bottomly K. Site of antigen delivery can influence T cell priming: pulmonary 
environment promotes preferential Th2-type differentiation. Eur J Immunol 2000;30:840–847.

62.    Nabors GS, Nolan T, Croop W, et al. The influence of the site of parasite inoculation on the 
development of Th1 and Th2 type immune responses in (BALB/c × C57BL/6) F1 mice infected with 
Leishmania major. Parasite Immunol 1995;17:569–579.

63.    Jankovic D, Sher A, Yap G. Th1/Th2 effector choice in parasitic infection: decision making by 
committee. Curr Opin Immunol 2001;13:403–409.

64.    Finkelman FD, Urban JF Jr. The other side of the coin: the protective role of the TH2 cytokines. J 
Allergy Clin Immunol 2001;107:772–780.

65.    Chiaramonte MG, Schopf LR, Neben TY, et al. IL-13 is a key regulatory cytokine for Th2 
cell–mediated pulmonary granuloma formation and IgE responses induced by Schistosoma mansoni eggs. 
J Immunol 1999;162:920–930.

66.    Jankovic D, Kullberg MC, Noben-Trauth N, et al. Single cell analysis reveals that IL-4 receptor/Stat6 
signaling is not required for the in vivo or in vitro development of CD4 + lymphocytes with a Th2 cytokine 
profile. J Immunol 2000;164:3047–3055.

67.    Schmitz J, Thiel A, Kuhn R, et al. Induction of interleukin 4 (IL-4) expression in T helper (Th) cells is 
not dependent on IL-4 from non-Th cells. J Exp Med 1994;179:1349–1353.

68.    Park AY, Hondowicz BD, Scott P. IL-12 is required to maintain a Th1 response during Leishmania 
major infection. J Immunol 2000;165:896–902.

69.    Yap G, Pesin M, Sher A. Cutting edge: IL-12 is required for the maintenance of IFN-gamma 
production in T cells mediating chronic resistance to the intracellular pathogen, Toxoplasma gondii. J 
Immunol 2000;165:628–631.

70.    Jankovic D, Kullberg MC, Hieny S, et al. In the absence of IL-12 CD4 + T cell responses to 
intracellular pathogens fail to default to a Th2 pattern and are host protective in an IL-10-/- setting. 
Immunity 2002;16:429–439.

71.    Schulz O, Edwards DA, Schito M, et al. CD40 triggering of heterodimeric IL-12 p70 production by 
dendritic cells in vivo requires a microbial priming signal. Immunity 2000;13:453–462.

72.    MacDonald AS, Straw AD, Bauman B, et al. CD8(-) Dendritic cell activation status plays an integral 
role in influencing Th2 response development. J Immunol 2001;167:1982–1988.

73.    Whelan M, Harnett MM, Houston KM, et al. A filarial nematode-secreted product signals dendritic 
cells to acquire a phenotype that drives development of Th2 cells. J Immunol 2000;164:6453–6460.

74.    Muller I, Pedrazzini T, Farrell JP, et al. T-cell responses and immunity to experimental infection with 
Leishmania major. Annu Rev Immunol 1989;7:561–578.

75.    Denkers EY, Yap G, Scharton-Kersten T, et al. Perforin-mediated cytolysis plays a limited role in 



host resistance to Toxoplasma gondii. J Immunol 1997;159:1903–1908.

76.    Doolan DL, Hoffman SL. The complexity of protective immunity against liver-stage malaria. J 
Immunol 2000;165:1453–1462.

77.    Kumar S, Tarleton RL. The relative contribution of antibody production and CD8 + T cell function to 
immune control of Trypanosoma cruzi. Parasite Immunol 1998;20:207–216.

78.    Belosevic M, Finbloom DS, Van Der Meide PH, et al. Administration of monoclonal anti–IFN-gamma 
antibodies in vivo abrogates natural resistance of C3H/HeN mice to infection with Leishmania major. J 
Immunol 1989;143:266–274.

79.    Torrico F, Heremans H, Rivera MT, et al. Endogenous IFN-gamma is required for resistance to 
acute Trypanosoma cruzi infection in mice. J Immunol 1991;146:3626–3632.

80.    Scharton-Kersten TM, Wynn TA, Denkers EY, et al. In the absence of endogenous IFN-gamma, 
mice develop unimpaired IL-12 responses to Toxoplasma gondii while failing to control acute infection. J 
Immunol 1996;157:4045–4054.

81.    McDonald V. Host cell-mediated responses to infection with Cryptosporidium. Parasite Immunol 
2000;22:597–604.

82.    Wei XQ, Charles IG, Smith A, et al. Altered immune responses in mice lacking inducible nitric oxide 
synthase. Nature 1995;375:408–411.

83.    Nashleanas M, Scott P. Activated T cells induce macrophages to produce NO and control 
Leishmania major in the absence of tumor necrosis factor receptor p55. Infect Immun 2000;68:1428–1434.

84.    Wilhelm P, Ritter U, Labbow S, et al. Rapidly fatal leishmaniasis in resistant C57BL/6 mice lacking 
TNF. J Immunol 2001;166:4012–4019.

85.    Bogdan C, Rollinghoff M, Diefenbach A. Reactive oxygen and reactive nitrogen intermediates in 
innate and specific immunity. Curr Opin Immunol 2000;12:64–76.

86.    Good MF, Doolan DL. Immune effector mechanisms in malaria. Curr Opin Immunol 
1999;11:412–419.

87.    Yap GS, Sher A. Effector cells of both nonhemopoietic and hemopoietic origin are required for 
interferon (IFN)-gamma- and tumor necrosis factor (TNF)-alpha–dependent host resistance to the 
intracellular pathogen, Toxoplasma gondii. J Exp Med 1999;189:1083–1092.

88.    Scharton-Kersten TM, Yap G, Magram J, et al. Inducible nitric oxide is essential for host control of 
persistent but not acute infection with the intracellular pathogen Toxoplasma gondii. J Exp Med 
1997;185:1261–1273.

89.    Collazo CM, Yap GS, Sempowski GD, et al. Inactivation of LRG-47 and IRG-47 reveals a family of 
interferon gamma–inducible genes with essential, pathogen-specific roles in resistance to infection. J Exp 
Med 2001;194:181–188.

90.    Pfefferkorn ER, Eckel M, Rebhun S. Interferon-gamma suppresses the growth of Toxoplasma gondii
 in human fibroblasts through starvation for tryptophan. Mol Biochem Parasitol 1986;20:215–224.

91.    Good MF. Towards a blood-stage vaccine for malaria: are we following all the leads? Nat Rev 
Immunol 2001;1:117–125.



92.    Anstey NM, Weinberg JB, Hassanali MY, et al. Nitric oxide in Tanzanian children with malaria: 
inverse relationship between malaria severity and nitric oxide production/nitric oxide synthase type 2 
expression. J Exp Med 1996;184:557–567.

93.    Cohen S, McGregor IA, Carrington S. Gamma globulin and acquired immunity to malaria. Nature 
1961;192:733–737.

94.    Druihle P, Perignon JL. Mechanisms of defence against P. falciparum asexual blood stages in 
humans. Immunol Lett 1994;41:115–120.

95.    Nussenzweig V, Nussenzweig RS. Circumsporozoite proteins of malaria parasites. Cell 
1985;42:401–403.

96.    Hoffman SL, Franke ED. Inducing protective immune responses against the sporozoite and liver 
stages of Plasmodium. Immunol Lett 1994;41:89–94.

97.    Good MF, Kaslow DC, Miller LH. Pathways and strategies for developing a malaria blood-stage 
vaccine. Annu Rev Immunol 1998;16:57–87.

98.    Kang H, Remington JS, Suzuki Y. Decreased resistance of B cell–deficient mice to infection with 
Toxoplasma gondii despite unimpaired expression of IFN-gamma, TNF-alpha, and inducible nitric oxide 
synthase. J Immunol 2000;164:2629–2634.

99.    Nutman TB, Kumaraswami V. Regulation of the immune response in lymphatic filariasis: 
perspectives on acute and chronic infection with Wuchereria bancrofti in South India. Parasite Immunol 
2001;23:389–399.

100.    Finkelman FD, Wynn TA, Donaldson DD, et al. The role of IL-13 in helminth-induced inflammation 
and protective immunity against nematode infections. Curr Opin Immunol 1999;11:420–426.

101.    King CL. Transmission intensity and human immune responses to lymphatic filariasis. Parasite 
Immunol 2001;23:363–371.

102.    Grencis RK. Cytokine regulation of resistance and susceptibility to intestinal nematode infection - 
from host to parasite. Vet Parasitol 2001;100:45–50.

103.    Wynn TA, Hoffmann KF. Defining a schistosomiasis vaccination strategy—is it really Th1 versus 
Th2? Parasitol Today 2000;16:497–501.

104.    Bancroft AJ, Else KJ, Sypek JP, et al. Interleukin-12 promotes a chronic intestinal nematode 
infection. Eur J Immunol 1997;27:866–870.

105.    Bancroft AJ, McKenzie AN, Grencis RK. A critical role for IL-13 in resistance to intestinal nematode 
infection. J Immunol 1998;160:3453–3461.

106.    Bancroft AJ, Artis D, Donaldson DD, et al. Gastrointestinal nematode expulsion in IL-4 knockout 
mice is IL-13 dependent. Eur J Immunol 2000;30:2083–2091.

107.    Artis D, Humphreys NE, Bancroft AJ, et al. Tumor necrosis factor alpha is a critical component of 
interleukin 13–mediated protective T helper cell type 2 responses during helminth infection. J Exp Med 
1999;190:953–962.

108.    Helmby H, Takeda K, Akira S, et al. Interleukin (IL)-18 promotes the development of chronic 



gastrointestinal helminth infection by downregulating IL-13. J Exp Med 2001;194:355–364.

109.    Schopf LR, Hoffmann KF, Cheever AW, et al. IL-10 is critical for host resistance and survival during 
gastrointestinal helminth infection. J. Immunol 2002; In press.

110.    Urban JF Jr, Noben-Trauth N, Donaldson DD, et al. IL-13, IL-4Ralpha, and Stat6 are required for 
the expulsion of the gastrointestinal nematode parasite Nippostrongylus brasiliensis. Immunity 
1998;8:255–264.

111.    Urban JF Jr, Noben-Trauth N, Schopf L, et al. Cutting edge: IL-4 receptor expression by non-bone 
marrow–derived cells is required to expel gastrointestinal nematode parasites. J Immunol 
2001;167:6078–6081.

112.    Urban JF Jr, Schopf L, Morris SC, et al. Stat6 signaling promotes protective immunity against 
Trichinella spiralis through a mast cell– and T cell–dependent mechanism. J Immunol 
2000;164:2046–2052.

113.    Khan WI, Vallance BA, Blennerhassett PA, et al. Critical role for signal transducer and activator of 
transcription factor 6 in mediating intestinal muscle hypercontractility and worm expulsion in Trichinella 
spiralis–infected mice. Infect Immun 2001;69:838–844.

114.    Finkelman FD, Shea-Donohue T, Goldhill J, et al. Cytokine regulation of host defense against 
parasitic gastrointestinal nematodes: lessons from studies with rodent models. Annu Rev Immunol 
1997;15:505–533.

115.    Bell RG. The generation and expression of immunity to Trichinella spiralis in laboratory rodents. 
Adv Parasitol 1998;41:149–217.

116.    Shea-Donohue T, Sullivan C, Finkelman FD, et al. The role of IL-4 in Heligmosomoides 
polygyrus-induced alterations in murine intestinal epithelial cell function. J Immunol 2001;167:2234–2239.

117.    Khan WI, Blennerhassett PA, Deng Y, et al. IL-12 gene transfer alters gut physiology and host 
immunity in nematode-infected mice. Am J Physiol Gastrointest Liver Physiol 2001;281:G102–110.

118.    Rotman HL, Yutanawiboonchai W, Brigandi RA, et al. Strongyloides stercoralis: 
eosinophil-dependent immune-mediated killing of third stage larvae in BALB/cByJ mice. Exp Parasitol 
1996;82:267–278.

119.    Korenaga M, Hitoshi Y, Takatsu K, et al. Regulatory effect of anti–interleukin-5 monoclonal antibody 
on intestinal worm burden in a primary infection with Strongyloides venezuelensis in mice. Int J Parasitol 
1994;24:951–957.

120.    Yoshida T, Ikuta K, Sugaya H, et al. Defective B-1 cell development and impaired immunity against 
Angiostrongylus cantonensis in IL-5R alpha-deficient mice. Immunity 1996;4:483–494.

121.    Vallance BA, Blennerhassett PA, Deng Y, et al. IL-5 contributes to worm expulsion and muscle 
hypercontractility in a primary T. spiralis infection. Am J Physiol 1999;277:G400–408.

122.    Dombrowicz D, Capron M. Eosinophils, allergy and parasites. Curr Opin Immunol 
2001;13:716–720.

123.    Donaldson LE, Schmitt E, Huntley JF, et al. A critical role for stem cell factor and c-kit in host 
protective immunity to an intestinal helminth. Int Immunol 1996;8:559–567.

124.    Faulkner H, Humphreys N, Renauld JC, et al. Interleukin-9 is involved in host protective immunity to 



intestinal nematode infection. Eur J Immunol 1997;27:2536–2540.

125.    Faulkner H, Renauld JC, Van Snick J, et al. Interleukin-9 enhances resistance to the intestinal 
nematode Trichuris muris. Infect Immun 1998;66:3832–3840.

126.    Richard M, Grencis RK, Humphreys NE, et al. Anti–IL-9 vaccination prevents worm expulsion and 
blood eosinophilia in Trichuris muris–infected mice. Proc Natl Acad Sci U S A 2000;97:767–772.

127.    Kullberg MC, Berzofsky JA, Jankovic DL, et al. T cell-derived IL-3 induces the production of IL-4 by 
non–B, non–T cells to amplify the Th2-cytokine response to a non-parasite antigen in Schistosoma 
mansoni-infected mice. J Immunol 1996;156:1482–1489.

128.    Marquet S, Abel L, Hillaire D, et al. Genetic localization of a locus controlling the intensity of 
infection by Schistosoma mansoni on chromosome 5q31-q33. Nat Genet 1996;14:181–184.

129.    Wynn TA, Reynolds A, James S, et al. IL-12 enhances vaccine-induced immunity to schistosomes 
by augmenting both humoral and cell-mediated immune responses against the parasite. J Immunol 
1996;157:4068–4078.

130.    Jankovic D, Wynn TA, Kullberg MC, et al. Optimal vaccination against Schistosoma mansoni 
requires the induction of both B cell– and IFN-gamma–dependent effector mechanisms. J Immunol 
1999;162:345–351.

131.    Hoffmann KF, James SL, Cheever AW, et al. Studies with double cytokine-deficient mice reveal 
that highly polarized Th1- and Th2-type cytokine and antibody responses contribute equally to 
vaccine-induced immunity to Schistosoma mansoni. J Immunol 1999;163:927–938.

132.    Babu S, Ganley LM, Klei TR, et al. Role of gamma interferon and interleukin-4 in host defense 
against the human filarial parasite Brugia malayi. Infect Immun 2000;68:3034–3035.

133.    Black SJ, Seed JR, Murphy NB. Innate and acquired resistance to African trypanosomiasis. J 
Parasitol 2001;87:1–9.

134.    Sternberg JM. Immunobiology of African trypanosomiasis. Chem Immunol 1998;70:186–199.

135.    Hertz CJ, Filutowicz H, Mansfield JM. Resistance to the African trypanosomes is IFN-gamma 
dependent. J Immunol 1998;161:6775–6783.

136.    Singer SM, Nash TE. T-cell–dependent control of acute Giardia lamblia infections in mice. Infect 
Immun 2000;68:170–175.

137.    Faubert G. Immune response to Giardia duodenalis. Clin Microbiol Rev 2000;13:35–54.

138.    Tarleton RL, Zhang L. Chagas disease etiology: autoimmunity or parasite persistence? Parasitol 
Today 1999;15:94–99.

139.    Bogdan C, Gessner A, Solbach W, et al. Invasion, control and persistence of Leishmania parasites. 
Curr Opin Immunol 1996;8:517–525.

140.    Pearce EJ, Sher A. Mechanisms of immune evasion in schistosomiasis. Contrib Microbiol Immunol 
1987;8:219–232.

141.    Maizels RM, Bundy DA, Selkirk ME, et al. Immunological modulation and evasion by helminth 
parasites in human populations. Nature 1993;365:797–805.



142.    Davies SJ, Grogan JL, Blank RB, et al. Modulation of blood fluke development in the liver by 
hepatic CD4 + lymphocytes. Science 2001;294:1358–1361.

143.    Wolowczuk I, Nutten S, Roye O, et al. Infection of mice lacking interleukin-7 (IL-7) reveals an 
unexpected role for IL-7 in the development of the parasite Schistosoma mansoni. Infect Immun 
1999;67:4183–4190.

144.    Deitsch KW, Moxon ER, Wellems TE. Shared themes of antigenic variation and virulence in 
bacterial, protozoal, and fungal infections. Microbiol Mol Biol Rev 1997;61:281–293.

145.    Nash TE. Antigenic variation in Giardia lamblia and the host’s immune response. Philos Trans R 
Soc London B Biol Sci 1997;352:1369–1375.

146.    Singer SM, Elmendorf HG, Conrad JT, et al. Biological selection of variant-specific surface proteins 
in Giardia lamblia. J Infect Dis 2001;183:119–124.

147.    Brown KN, Brown IN. Immunity to malaria: antigenic variation in chronic infections of Plasmodium 
knowlesi. Nature 1965;208:1286–1288.

148.    Howard RJ, Barnwell JW, Kao V. Antigenic variation of Plasmodium knowlesi malaria: identification 
of the variant antigen on infected erythrocytes. Proc Natl Acad Sci U S A 1983;80:4129–4133.

149.    Newbold CI. Antigenic variation in Plasmodium falciparum: mechanisms and consequences. Curr 
Opin Microbiol 1999;2:420–425.

150.    Maizels RM, Gomez-Escobar N, Gregory WF, et al. Immune evasion genes from filarial 
nematodes. Int J Parasitol 2001;31:889–898.

151.    Langlet C, Mazingue C, Dessaint JP, et al. Inhibition of primary and secondary IgE-response by a 
schistosome-derived inhibitory factor. Int Arch Allergy Appl Immunol 1984;73:225–230.

152.    MacDonald AS, Loke P, Allen JE. Suppressive antigen-presenting cells in helminth infection. 
Pathobiology 1999;67:265–268.

153.    Gilbert SC, Plebanski M, Gupta S, et al. Association of malaria parasite population structure, HLA, 
and immunological antagonism. Science 1998;279:1173–1177.

154.    Millar AE, Wleklinski-Lee M, Kahn SJ. The surface protein superfamily of Trypanosoma cruzi 
stimulates a polarized Th1 response that becomes anergic. J Immunol 1999;162:6092–6099.

155.    Urban BC, Ferguson DJ, Pain A, et al. Plasmodium falciparum–infected erythrocytes modulate the 
maturation of dendritic cells. Nature 1999;400:73–77.

156.    Greenwood BM. Possible role of a B-cell mitogen in hypergammaglobulinaemia in malaria and 
trypanosomiasis. Lancet 1974;1:435–436.

157.    Reina-San-Martin B, Degrave W, Rougeot C, et al. A B-cell mitogen from a pathogenic 
trypanosome is a eukaryotic proline racemase. Nat Med 2000;6:890–897.

158.    Belkaid Y, Hoffmann KF, Mendez S, et al. The role of interleukin (IL)-10 in the persistence of 
Leishmania major in the skin after healing and the therapeutic potential of anti-IL-10 receptor antibody for 
sterile cure. J Exp Med 2001;194:1497–1506.

159.    Belkaid Y, Piccirillo CA, Mendez S, et al. CD4+ CD25+ regulatory T cells control Leishmania major 



persistence and immunity. Nature 2002;420:502–7.

159a.    Shevach EM. Certified professionals: CD4(+)CD25(+) suppressor T cells. J Exp Med 
2001;193:41–46.

160.    Wynn TA, Kwiatkowski D. Pathology and Pathogenesis of Parasitic Disease. In: Kaufmann S, Sher 
A. and Ahmed, eds. Immunology of infectious diseases, Washington DC: ASM Press, 2001:293–306.

161.    Marshall AJ, Brunet LR, van Gessel Y, et al. Toxoplasma gondii and Schistosoma mansoni 
synergize to promote hepatocyte dysfunction associated with high levels of plasma TNF-alpha and early 
death in C57BL/6 mice. J Immunol 1999;163:2089–2097.

162.    Taylor MJ, Cross HF, Bilo K. Inflammatory responses induced by the filarial nematode Brugia 
malayi are mediated by lipopolysaccharide-like activity from endosymbiotic Wolbachia bacteria. J Exp Med
 2000;191:1429–1436.

163.    Saint Andre A, Blackwell NM, Hall LR, et al. The role of endosymbiotic Wolbachia bacteria in the 
pathogenesis of river blindness. Science 2002;295:1892–1895.

164.    Infante-Duarte C, Kamradt T. Th1/Th2 balance in infection. Springer Semin Immunopathol 
1999;21:317–338.

165.    Kaifi JT, Diaconu E, Pearlman E. Distinct roles for PECAM-1, ICAM-1, and VCAM-1 in recruitment 
of neutrophils and eosinophils to the cornea in ocular onchocerciasis (river blindness). J Immunol 
2001;166:6795–6801.

166.    Hoffmann KF, Cheever AW, Wynn TA. IL-10 and the dangers of immune polarization: excessive 
type 1 and type 2 cytokine responses induce distinct forms of lethal immunopathology in murine 
schistosomiasis. J Immunol 2000;164:6406–6416.

167.    Yap GS, Sher A. Cell-mediated immunity to Toxoplasma gondii: initiation, regulation and effector 
function. Immunobiology 1999;201:240–247.

168.    Dai WJ, Kohler G, Brombacher F. Both innate and acquired immunity to Listeria monocytogenes 
infection are increased in IL-10-deficient mice. J Immunol 1997;158:2259–2267.

169.    Gazzinelli RT, Wysocka M, Hieny S, et al. In the absence of endogenous IL-10, mice acutely 
infected with Toxoplasma gondii succumb to a lethal immune response dependent on CD4 + T cells and 
accompanied by overproduction of IL-12, IFN-gamma and TNF-alpha. J Immunol 1996;157:798–805.

170.    Holscher C, Mohrs M, Dai WJ, et al. Tumor necrosis factor alpha-mediated toxic shock in 
Trypanosoma cruzi-infected interleukin 10-deficient mice. Infect Immun 2000;68:4075–4083.

171.    Reis e Sousa C, Yap G, Schulz O, et al. Paralysis of dendritic cell IL-12 production by microbial 
products prevents infection-induced immunopathology. Immunity 1999;11:637–647.

172.    Villegas EN, Wille U, Craig L, et al. Blockade of costimulation prevents infection-induced 
immunopathology in interleukin-10–deficient mice. Infect Immun 2000;68:2837–2844.

173.    Liesenfeld O, Kosek J, Remington JS, et al. Association of CD4 + T cell-dependent, 
interferon-gamma-mediated necrosis of the small intestine with genetic susceptibility of mice to peroral 
infection with Toxoplasma gondii. J Exp Med 1996;184:597–607.

174.    Suzuki Y, Sher A, Yap G, et al. IL-10 is required for prevention of necrosis in the small intestine and 
mortality in both genetically resistant BALB/c and susceptible C57BL/6 mice following peroral infection with 



Toxoplasma gondii. J Immunol 2000;164:5375–5382.

175.    Kwiatkowski D, Perlmann P. Inflammatory processes in the pathogenesis of malaria. Harwood 
Academic Publishers, 1999.

176.    Li C, Seixas E, Langhorne J. Rodent malarias: the mouse as a model for understanding immune 
responses and pathology induced by the erythrocytic stages of the parasite. Med Microbiol Immunol (Berl) 
2001;189:115–126.

177.    Knight JC, Udalova I, Hill AV, et al. A polymorphism that affects OCT-1 binding to the TNF 
promoter region is associated with severe malaria. Nat Genet 1999;22:145–150.

178.    Omer FM, Kurtzhals JA, Riley EM. Maintaining the immunological balance in parasitic infections: a 
role for TGF-beta? Parasitol Today 2000;16:18–23.

179.    Omer FM, Riley EM. Transforming growth factor beta production is inversely correlated with 
severity of murine malaria infection. J Exp Med 1998;188:39–48.

180.    Li C, Corraliza I, Langhorne J. A defect in interleukin-10 leads to enhanced malarial disease in 
Plasmodium chabaudi chabaudi infection in mice. Infect Immun 1999;67:4435–4442.

181.    Cheever AW, Yap GS. Immunologic basis of disease and disease regulation in schistosomiasis. 
Chem Immunol 1997;66:159–176.

182.    Jankovic D, Cheever AW, Kullberg MC, et al. CD4 + T cell-mediated granulomatous pathology in 
schistosomiasis is downregulated by a B cell-dependent mechanism requiring Fc receptor signaling. J Exp 
Med 1998;187:619–629.

183.    Montesano MA, Colley DG, Eloi-Santos S, et al. Neonatal idiotypic exposure alters subsequent 
cytokine, pathology, and survival patterns in experimental Schistosoma mansoni infections. J Exp Med 
1999;189:637–645.

184.    Wynn TA, Cheever AW, Jankovic D, et al. An IL-12-based vaccination method for preventing 
fibrosis induced by schistosome infection. Nature 1995;376:594–596.

185.    Brunet LR, Finkelman FD, Cheever AW, et al. IL-4 protects against TNF-alpha-mediated cachexia 
and death during acute schistosomiasis. J Immunol 1997;159:777–785.

186.    Rutitzky LI, Hernandez HJ, Stadecker MJ. Th1-polarizing immunization with egg antigens correlates 
with severe exacerbation of immunopathology and death in schistosome infection. Proc Natl Acad Sci U S 
A 2001;98:13243–13248.

187.    Fallon PG, Dunne DW. Tolerization of mice to Schistosoma mansoni egg antigens causes elevated 
type 1 and diminished type 2 cytokine responses and increased mortality in acute infection. J Immunol 
1999;162:4122–4132.

188.    Fallon PG, Richardson EJ, Smith P, et al. Elevated type 1, diminished type 2 cytokines and 
impaired antibody response are associated with hepatotoxicity and mortalities during Schistosoma 
mansoni infection of CD4-depleted mice. Eur J Immunol 2000;30:470–480.

189.    Pearce EJ, La Flamme A, Sabin E, et al. The initiation and function of Th2 responses during 
infection with Schistosoma mansoni. Adv Exp Med Biol 1998;452:67–73.

190.    King CL, Medhat A, Malhotra I, et al. Cytokine control of parasite-specific anergy in human urinary 



schistosomiasis. IL-10 modulates lymphocyte reactivity. J Immunol 1996;156:4715–4721.

191.    Hoffmann KF, McCarty TC, Segal DH, et al. Disease fingerprinting with cDNA microarrays reveals 
distinct gene expression profiles in lethal type 1 and type 2 cytokine-mediated inflammatory reactions. 
FASEB J 2001;15:2545–2547.

192.    La Flamme AC, Patton EA, Bauman B, et al. IL-4 plays a crucial role in regulating oxidative 
damage in the liver during schistosomiasis. J Immunol 2001;166:1903–1911.

193.    Chiaramonte MG, Donaldson DD, Cheever AW, et al. An IL-13 inhibitor blocks the development of 
hepatic fibrosis during a T-helper type 2–dominated inflammatory response. J Clin Invest 
1999;104:777–785.

194.    Hesse M, Modolell M, La Flamme AC, et al. differential regulation of nitric oxide synthase-2 and 
arginase-1 by type 1/type 2 cytokines in vivo: granulomatous pathology is shaped by the pattern of 
l-arginine metabolism. J Immunol 2001;167:6533–6544.

195.    Vaillant B, Chiaramonte MG, Cheever AW, et al. Regulation of hepatic fibrosis and extracellular 
matrix genes by the Th response: New insight into the role of tissue inhibitors of matrix 
metalloproteinases. J Immunol 2001;167:7017-7026.

196.    Zhang T, Stanley SL Jr. DNA vaccination with the serine rich Entamoeba histolytica protein 
(SREHP) prevents amebic liver abcess in rodent models of disease. Vaccine 1999;18:868–874.

197.    Olson ME, Ceri H, Morck DW. Giardia vaccination. Parasitol Today 2000;16:213–217.

198.    Miller LH, Good MF, Kaslow DC. Vaccines against the blood stages of falciparum malaria. Adv Exp 
Med Biol 1998;452:193–205.

199.    Richie TL, Saul A. Progress and challenges for malaria vaccines. Nature 2002;415:694–701.

200.    Holder AA, Freeman RR. Immunization against blood-stage rodent malaria using purified parasite 
antigens. Nature 1981;294:361–364.

201.    Stowers AW, Chen L-H, Zhang Y, et al. A recombinant vaccine expressed in the milk of transgenic 
mice protects Aotus monkeys from a lethal challenge with Plasmodium falciparum. Proc Natl Acad Sci U S 
A 2002;99:339–344.

202.    Herrera MA, Rosero F, Herrera S, et al. Protection against malaria in Aotus monkeys immunized 
with a recombinant blood-stage antigen fused to a universal T-cell epitope: correlation of serum gamma 
interferon levels with protection. Infect Immun 1992;60:154–158.

203.    Genton B, Betuela I, Felger I, et al. A recombination blood-stage malaria vaccine reduces 
Plasmodium falciparum density and exerts selective pressure on parasite populations in a Phase I/IIb trial 
in Papua New Guinea. J Infect Dis 2002;185:820–827.

204.    Gupta S, Snow RW, Donnelly CA, et al. Immunity to non-cerebral severe malaria is acquired after 
one or two infections. Nat Med 1999;5:340–343.

205.    Bull PC, Kortok M, Kai O, et al. Plasmodium falciparum–infected erythrocytes: agglutination by 
diverse Kenyan plasma is associated with severe disease and young host age. J Infect Dis 
2000;182:252–259.

206.    Duffy PE, Craig AG, Baruch DI. Variant proteins on the surface of malaria-infected 



erythrocytes—developing vaccines. Trends Parasitol 2001;17:354–356.

207.    Duffy PE, Fried M. Malaria during pregnancy: parasites, antibodies and chondroitin sulphate A. 
Biochem Soc Trans 1999;27:478–482.

208.    Nussenzweig RS, Zavala F. A malaria vaccine based on a sporozoite antigen. N Engl J Med 
1997;336:128–130.

209.    Carter R, Mendis KN, Miller LH, et al. Malaria transmission-blocking vaccines—how can their 
development be supported? Nat Med 2000;6:241–244.

210.    Stowers AW, Keister DB, Muratova O, et al. A region of Plasmodium falciparum antigen Pfs25 that 
is the target of highly potent transmission-blocking antibodies. Infect Immun 2000;68:5530–5538.

211.    Afonso LC, Scharton TM, Vieira LQ, et al. The adjuvant effect of interleukin-12 in a vaccine against 
Leishmania major. Science 1994;263:235–237.

212.    Handman E. Leishmaniasis: current status of vaccine development. Clin Microbiol Rev 
2001;14:229–243.

213.    Gurunathan S, Prussin C, Sacks DL, et al. Vaccine requirements for sustained cellular immunity to 
an intracellular parasitic infection. Nat Med 1998;4:1409–1415.

214.    Uzonna JE, Wei G, Yurkowski D, et al. Immune elimination of Leishmania major in mice: 
implications for immune memory, vaccination, and reactivation disease. J Immunol 2001;167:6967–6974.

215.    Seder RA, Hill AV. Vaccines against intracellular infections requiring cellular immunity. Nature 
2000;406:793–798.

216.    Titus RG, Gueiros-Filho FJ, de Freitas LA, et al. Development of a safe live Leishmania vaccine 
line by gene replacement. Proc Natl Acad Sci U S A 1995;92:10267–10271.

217.    Alexander J, Coombs GH, Mottram JC. Leishmania mexicana cysteine proteinase-deficient 
mutants have attenuated virulence for mice and potentiate a Th1 response. J Immunol 
1998;161:6794–6801.

218.    Wizel B, Garg N, Tarleton RL. Vaccination with trypomastigote surface antigen 1-encoding plasmid 
DNA confers protection against lethal Trypanosoma cruzi infection. Infect Immun 1998;66:5073–5081.

219.    Desolme B, Mevelec MN, Buzoni-Gatel D, et al. Induction of protective immunity against 
toxoplasmosis in mice by DNA immunization with a plasmid encoding Toxoplasma gondii GRA4 gene. 
Vaccine 2000;18:2512–2521.

220.    Hoffman SL, Doolan DL. Malaria vaccines-targeting infected hepatocytes. Nat Med 
2000;6:1218–1219.

221.    Scheller LF, Azad AF. Maintenance of protective immunity against malaria by persistent hepatic 
parasites derived from irradiated sporozoites. Proc Natl Acad Sci U S A 1995;92:4066–4068.

222.    Lopez JA, Weilenman C, Audran R, et al. A synthetic malaria vaccine elicits a potent CD8(+) and 
CD4(+) T lymphocyte immune response in humans. Implications for vaccination strategies. Eur J Immunol
 2001;31:1989–1998.

223.    Bojang KA, Milligan PJ, Pinder M, et al. Efficacy of RTS,S/AS02 malaria vaccine against 
Plasmodium falciparum infection in semi-immune adult men in The Gambia: a randomised trial. Lancet 



2001;358:1927–1934.

224.    Hoffman SL, Sedegah M, Hedstrom RC. Protection against malaria by immunization with a 
Plasmodium yoelii circumsporozoite protein nucleic acid vaccine. Vaccine 1994;12:1529–1533.

225.    Wang R, Doolan DL, Le TP, et al. Induction of antigen-specific cytotoxic T lymphocytes in humans 
by a malaria DNA vaccine. Science 1998;282:476–480.

226.    Schneider J, Gilbert SC, Hannan CM, et al. Induction of CD8 + T cells using heterologous 
prime-boost immunisation strategies. Immunol Rev 1999;170:29–38.

227.    Wynn TA, Eltoum I, Oswald IP, et al. Endogenous interleukin 12 (IL-12) regulates granuloma 
formation induced by eggs of Schistosoma mansoni and exogenous IL-12 both inhibits and 
prophylactically immunizes against egg pathology. J Exp Med 1994;179:1551–1561.

228.    Chiaramonte MG, Hesse M, Cheever AW, et al. CpG oligonucleotides can prophylactically 
immunize against Th2-mediated schistosome egg-induced pathology by an IL-12-independent 
mechanism. J Immunol 2000;164:973–985.

229.    Chen Y, Boros DL. Polarization of the immune response to the single immunodominant epitope of 
p38, a major Schistosoma mansoni egg antigen, generates Th1- or Th2-type cytokines and granulomas. 
Infect Immun 1999;67:4570–4577.

230.    Asahi H, Osman A, Cook RM, et al. Schistosoma mansoni phosphoenolpyruvate carboxykinase, a 
novel egg antigen: immunological properties of the recombinant protein and identification of a T-cell 
epitope. Infect Immun 2000;68:3385–3393.

231.    Hagan P, Doenhoff MJ, Wilson RA, et al. Schistosomiasis vaccines: a response to a devils’ 
advocate’s view. Parasitol Today 2000;16:322–323.

232.    Wilson RA, Coulson PS. Strategies for a schistosome vaccine: can we manipulate the immune 
response effectively? Microbes Infect 1999;1:535–543.

233.    Anderson S, Shires VL, Wilson RA, et al. In the absence of IL-12, the induction of Th1-mediated 
protective immunity by the attenuated schistosome vaccine is impaired, revealing an alternative pathway 
with Th2-type characteristics. Eur J Immunol 1998;28:2827–2838.

234.    Anderson S, Coulson PS, Ljubojevic S, et al. The radiation-attenuated schistosome vaccine 
induces high levels of protective immunity in the absence of B cells. Immunology 1999;96:22–28.

235.    El Ridi R, Ozaki T, Kamiya H. Schistosoma mansoni infection in IgE-producing and IgE-deficient 
mice. J Parasitol 1998;84:171–174.

236.    Maizels RM, Holland MJ, Falcone FH, et al. Vaccination against helminth parasites—the ultimate 
challenge for vaccinologists? Immunol Rev 1999;171:125–147.

237.    Bergquist NR, Colley DG. Schistosomiasis Vaccines: Research to Development. Parasitol Today 
1998;14:99–104.

238.    Morel CM. Reaching maturity–25 years of the TDR. Parasitol Today 2000;16:522–528.

239.    Murray CJ, Lopez AD. Progress and directions in refining the global burden of disease approach: a 
response to Williams. Health Econ 2000;9:69–82.

240.    van der Werf MJ, de Vlas SJ, Looman CW, Nagelkerke NJ, Habbema JD, Engels D. Associating 



community prevalence of Schistosoma mansoni infection with prevalence of signs and symptoms. Acta 
Tropica. 2002;82:127–137.



Chapter 39 Viral Immunology

Fundamental Immunology

Chapter 39
Hildegund Ertl Viral Immunology

OBSTACLES TO VIRAL ENTRY AND EARLY REPLICATION
RECOGNITION OF VIRUSES BY THE INNATE IMMUNE SYSTEM
NON–ANTIGEN-SPECIFIC ANTIVIRAL DEFENSE MECHANISMS
INDUCTION OF ANTIGEN-SPECIFIC IMMUNE RESPONSES

 Presentation of Viral Antigens to the Immune System

 Antigen Processing for Activation of CD4+ T Cells

 Antigen Processing for Activation of CD8+ T Cells

 Activation of B Cells
THE EFFECTOR FUNCTIONS OF ANTIGEN-SPECIFIC IMMUNE MECHANISMS
IMMUNOLOGICAL MEMORY
THE MUCOSAL IMMUNE SYSTEM
PERSISTENT VIRUS INFECTIONS
AUTOIMMUNITY AFTER VIRUS INFECTIONS
VIRAL SUPERANTIGENS
VIRAL SUBVERSION OF IMMUNE RESPONSES

 Escape by Mutations

 Escape by Hiding

 Escape by Latency

 Escape by Destruction of Immune Cells

 Escape by Subverting Antigen Processing and Antigen Presentation

 Inhibition of T Cell–Mediated Target Cell Lysis

 Inhibition of Natural Killer Cell Activity

 Inhibition of Complement Activation

 Interference of Cytokine Functions

 Crystallized Fragment (Fc) Receptor Mimetics
SUMMARY

REFERENCES

The essence of all viruses, a heterogenous group of small genetic entities surrounded 
by proteinous structures that facilitate transfer of the genome across cell membranes, is 
their uncompromising parasitism. Unlike other pathogens their propagation, the ultimate 
driving force in nature, is absolutely dependent on cells of animals, plants, or bacteria. 
Viruses can be subdivided, depending on their genome, into ribonucleic acid (RNA) and 
deoxyribonucleic acid (DNA) viruses. RNA viruses are divided into single-strand 
(negative or positive) or double-strand RNA viruses. DNA viruses are either single- or 
double-strand. RNA viruses are further classified into segmented and nonsegmented 
viruses, and both RNA and DNA viruses are, moreover, distinguished into those that 
are enveloped and those that are not. The taxonomy of viruses includes orders, families 
and subfamilies, and genera and species. For example, the order Mononegavirales 
includes the family Rhabdoviridae, the genus Lyssavirus, and the species of rabies 
virus ( Table 1). Of the more than 70 viral families identified to date, 24 contain viruses 



that infect humans. Altogether, more than 400 viruses cause disease in their human 
hosts, and more than 100 of those belong to the Rhinovirus genus ( Table 2). 
Considering the multitude of viruses that are pathogenic in humans, it is not surprising 
that, in spite of advances in modern medicine, viral infections are still among the 
leading causes of human morbidity and mortality worldwide.

 
TABLE 1. Taxonomy of viruses: examples

 
TABLE 2. Viruses pathogenic in humans

By the 1970s, infectious diseases in developing countries had markedly declined and 
were no longer considered a major threat. Vaccines to many of the common childhood 
infectious diseases were available, and improved hygiene and antibiotics had 
diminished the impact of bacterial infections. At the same time, a number of new 
viruses made their appearance. In 1967, factory workers at a German pharmaceutical 
company and a veterinarian and his wife in Belgrade in the former Yugoslavia died of a 
hemorrhagic disease caused by a new virus, the Marburg virus ( 1 ). In 1976, an 
epidemic with a related virus, the Ebola virus, occurred in Yandongi in Zaire with a 
mortality rate exceeding 90% of those infected ( 2 ). In 1993, a new strain of Hantavirus 
called Muerto Canyon caused an outbreak in the Four Corners region in the United 
States with a mortality rate of over 70%; young and otherwise healthy adults were 



commonly afflicted ( 3 ).

In 1999, West Nile virus appeared in New York City ( 4 ). The following year, the virus 
spread into New Jersey and Pennsylvania, and by 2001, the virus had gained a foothold 
along the East Coast of North America.

Vaccines are available thus far for only a fraction of the identified human viral 
pathogens. They provide the most efficacious medical intervention to reduce the 
incidence of virus-associated morbidity and mortality. Smallpox virus, which had 
decimated populations in Asia and Europe for centuries, was eradicated in the 1970s 
through a global vaccination campaign started in 1967 under the guidance of the World 
Health Organization ( 5 ). Complete elimination of this virus was feasible because an 
efficacious inexpensive vaccine that provided protective immunity after a single 
noninvasive application was available against this strictly human pathogen, which was 
not sheltered by an animal reservoir. Poliovirus, which also infects only humans and for 
which an inexpensive, efficacious vaccine is at hand, is expected to become extinct 
soon.

Infections with some viruses can be treated with antiviral drugs, which suppress viral 
replication. Such drug treatment successfully decreases the viral burden in patients 
infected with the human immunodeficiency virus type 1 (HIV-1) and prolongs or even 
prevents progression to the acquired immunodeficiency syndrome (AIDS).

Although modern medicine with its vaccines and drugs has dramatically reduced the 
impact of viral infections on human health, new viruses emerge constantly and, with 
increased global travel, spread far too rapidly for medicinal interventions to keep ahead. 
The immune system thus remains the body’s prime source of defense against viruses. 
Viruses, which mutate more speedily than mammalian genomes, are constantly 
adapting to the defense mechanisms of their unwilling hosts to ensure their own 
survival. Some viruses induce acute disease, which ends with the elimination of all 
infected cells. Other viruses establish persistent infections by dodging the hosts’ 
immune system. Some of those, such as papillomaviruses, adenoviruses, retroviruses, 
and some hepadnaviruses, integrate into the genome of the host cells. This can lead to 
the transformation of cells either through viral oncoproteins, such as the E6 and E7 of 
oncogenic types of human papillomaviruses that inactivate p53 and retinoblastoma 
gene product, respectively, or through activation of cellular oncoproteins. Herpesviruses 
can persist within the host indefinitely by establishing a stage of latency in permissive 
cells when viral protein synthesis is virtually shut off, thus allowing the virus to escape 
immune surveillance. Details on pathways that permit viruses to dodge elimination by 
the immune system are described in more detail in the section on viral subversion of 
immune responses in this chapter.

OBSTACLES TO VIRAL ENTRY AND EARLY REPLICATION

Most viruses infect their hosts through the mucosal surfaces of the airways, the 
conjunctivae, the gastrointestinal tract, or the urogenital tract. Others invade through the 
skin or through direct inoculation into a tissue. The first layer of defense against an 



invading pathogen is provided not by the immune system but rather by nonspecific 
barriers, such as the nearly impenetrable keratinous outer layer of the skin or the acidic 
environment of the upper intestinal and the female genital tracts. Once viruses 
overcome these obstacles, they enter cells upon binding to specific receptors, either by 
fusion or by endocytosis. The CD4 molecule on T-lymphocytes serves as a receptor for 
HIV, which further uses CCR5 and CXCR4 chemokine receptors as co-receptors ( 6 ). 
Humans who lack the CCR5 chemokine receptor have increased resistance to 
progression of HIV-1 infections ( 7 ). Sialic acids permit entry of influenza viruses ( 8 ), 
and herpesviruses utilize heparan sulfate ( 9 ). Some receptors are expressed only on 
specialized cells such as CD21 and C3d on B cells, utilized by Epstein-Barr virus ( 10 , 11

 ) or the Coxsackie adenovirus receptor (CAR) that is put to use by adenoviruses and 
Coxsackie viruses ( 12 ). Sendai virus, a paramyxovirus, can penetrate the host cell wall 
by fusion. Many viruses can infect cells through multiple pathways. For example, 
adenoviruses infect CAR-positive cells very efficiently through binding of the viral fiber 
to CAR. The virus can also infect CAR-negative cells, albeit less efficiently, through 
interactions between the viral penton with cell surface integrins ( 13 ). The use of specific 
receptors commonly determines the tropism of the virus. It can also form the basis for 
the species specificity of some viruses. For example, polioviruses infect only human 
cells but can be propagated in transgenic mice genetically engineered to carry the 
human poliovirus receptor ( 14 , 15 ).

Another nonspecific defense mechanism employed by some cells such as epithelial 
cells and neutrophils are so-called defensins, which are a family of antimicrobial 
peptides 29 to 47 amino acids in length ( 16 , 17 ). Cationic defensins form pores in 
membranes rich in anionic phospholipids and have demonstrated antimicrobial activity 
against enveloped viruses, as well as against bacteria and fungi.

Upon entering the cells, the virus particles disassemble, releasing the viral genome, 
which is then transcribed either in the cytoplasm or, more commonly, in the nucleus. 
Most viruses rely strictly on the host cell machinery for production of new progeny. 
Some of the larger DNA viruses, such as poxviruses, which replicate in the cytoplasm, 
provide their own polymerases to facilitate early host cell-independent transcription. 
DNA viruses that reach the cytoplasm and, upon uncoating, release their genome into 
the nucleus encounter another cellular defense mechanism called nuclear domain 10 
(ND10) ( 18 ). ND10 is a complex of nuclear proteins, including the nuclear autoantigen 
Sp100 and the promyelocytic leukemia gene product. They form distinct dotlike 
structures in which DNA viruses such as herpes simplex virus type I, simian virus 40, 
and human adenovirus of the serotype 5 start their transcription and replication ( 19 ). 
The amount of ND10 per nucleus is up-regulated by interferon. An increase of ND10 
results in reduced viral replication through pathways not yet defined. Some viruses, 
such as those of the Alphaherpesvirinae and Betaherpesvirinae subfamilies, trigger 
dispersions of the proteins of the ND10 complex, which, again, indicates that these 
structures are part of a cellular defense system against foreign genetic material and that 
evasion thereof provides a survival advantage to viral pathogens ( 20 ).

RECOGNITION OF VIRUSES BY THE INNATE IMMUNE SYSTEM



Viruses that enter an organism are recognized as foreign and thus potentially 
dangerous because of their expression of pathogen-associated molecular patterns 
(PAMPs). PAMPs are recognized by an array of different receptors, called pattern 
recognition receptors, expressed on cells of the innate immune system and on epithelial 
cells that form the host’s boundary to the environment ( 21 ). Such receptors, studied 
mainly within the context of bacterial and protozoan infections, include the evolutionary 
highly conserved Toll-like receptors (TLRs) ( 22 ). TLRs are expressed on the cell 
surface and in the phagosomes of cells, which suggests that they serve to sample the 
content of phagocytosed material, which includes debris of dead cells. Ten types of 
TLRs have been identified to date that function as homodimers, heterodimers, or upon 
binding with co-receptors such as CD14 and MD-2a small protein that associates with 
TLR-4 ( 23 ). Ligand binding to different TLRs activates the same signal transduction 
pathways, which results through a cascade of events in phosphorylation and 
degradation of I?B, leading to release of NF?B, which, upon translocation into the 
nucleus, induces transcription of its target genes such as those encoding 
proinflammatory cytokines ( Fig. 1). This in turn promotes activation of type 1 immune 
responses, which promote the induction of CD8 + T-lymphocytes. Pattern recognition 
receptors that led to the induction of type 2 immune responses, best suited to combat 
infections with parasites such as helminthic infections, remain to be identified. 
Triggering of TLRs such as TLR-4 also causes up-regulation of co-stimulatory 
molecules on dendritic cells, as does ligand binding to TLR-2 by bacterial lipopeptides. 
Endogenous proteins such as heat-shock protein 60 may bind to the TLR-4, inducing a 
T helper type 1 (Th1)–type inflammatory reaction, including secretion of tumor necrosis 
factor a (TNF-a), interleukin (IL)–6, IL-12, and IL-15 ( 24 ). The fusion protein of 
respiratory syncytial virus has been suggested to bind to TRL-4 and CD14, a previously 
described receptor for bacterial lipopolysaccharides ( 25 ). Other viral proteins that carry 
PAMPs and interact with TLRs remain to be identified. Infectious viruses can also 
trigger a type 1 immune response by double-strand RNA, a common intermediate 
product of viral replication, which signals through TLR-3. One of the open reading frame 
products of vaccinia virusA52R, was shown to antagonize TLR-4 signaling ( 26 ). This 
strongly suggests that the TLR-4 pathway serves the hosts’ defense against this viral 
pathogen. In turn, vaccinia virus may have evolved to counteract TLR-4 signaling, thus 
increases its chance of survival. Unmethylated CpG sequences, uncommon in 
mammalian genomes but present in the genomes of bacteria ( 27 ), and some viruses 
such as Ebola virus bind to the TLR-9 receptor. This, within minutes, causes an 
increase in reactive oxygen species and inducible nitric oxygen synthetase and in 
induction of mitogen-activated protein kinases and NF?B. In B cells, macrophages, and 
dendritic cells, this leads to expeditious production of Th1-linked cytokines such as 
IL-12 and IL-18, which in turn induce production of interferon (IFN)–? ( 28 ), one of the 
most potent antiviral cytokines. Most viruses have suppressed contents of 
immunostimulatory CpG sequences, which reflects frequencies of CpG motifs below 
that expected from random codon usage. Other viruses contain immunoinhibitory CpG 
motifs, which counterbalance immunostimulatory motifs ( 29 ). It is possible that strong 
evolutionary forces favored viruses that avoid this pathway of immune activation. Ebola 
virus, a rather recent addition to the potpourri of human viral pathogens first identified in 
the mid-1970s, has a high content of immunostimulatory CpG sequences. This fledging 
virus, despite its zest to rapidly kill most of its hosts, has not yet succeeded in causing 



more than a few self-limited outbreaks in Central Africa. It thus still has to master the art 
of becoming a successful pathogen by causing more sustained infections while at the 
same time avoiding destruction by the immune system. Ebola viruses, like other 
viruses, will undoubtedly adapt to its new human host by rapid mutations and 
selections.

 
FIG. 1. Signaling through Toll-like receptors (TLRs). Viral products 
[pathogen-associated molecular patterns (PAMPs)], upon binding to TLRs, initiate 
signal transduction that leads to activation of NF?B and transcription of NF?B-controlled 
genes. The A52R protein of poxvirus interferes with this signaling pathway by 
inactivation of interleukin-1 receptor activating kinase.

NON–ANTIGEN-SPECIFIC ANTIVIRAL DEFENSE MECHANISMS

One of the best known antiviral mediators is interferon. Interferon is subdivided into type 
I interferons, which include IFN-a, IFN-ß, IFN-s, and IFN-t, and type II interferon, also 
called immune interferon or IFN-?. Monocytes/macrophages, lymphoblastoid cells, 
fibroblasts, and a number of additional cell types produce IFN-a, which consists of at 
least 23 variants. IFN-s shows sequence homology and functional similarity to IFN-a ( 30

 ) IFN-t has been identified only in cattle and sheep ( 31 ). Mainly fibroblasts and 
epithelial cells produce IFN-ß, which is encoded by a single gene. Both IFN-a and IFN-ß 
use the same receptor and have thus interchangeable functions. Double-strand RNA 
present in the viral genome or generated as an intermediate product of viral synthesis 
seems to be the main inducer of type I interferons ( 32 ). Viral glycoproteins can also 
induce production of interferons ( 33 ). Binding of a type I interferon to its receptor leads 
to phosphorylation of the tyrosine kinase 2 (TYK2) and Janus kinase 1 (Jak1). This in 
turn causes tyrosine phosphorylation of signal transducer and activator of transcription 
(STAT)–1 and STAT2 proteins, which, upon translocation into the nucleus, form a 
complex with other proteins, leading to activation of interferon-inducible genes ( 34 ). 
IFN-? is produced mainly by natural killer cells and subpopulations of activated 



T-lymphocytes in response to exogenous stimuli, such as components of viruses or 
bacteria, or endogenous inducers, such as IL-12 or IL-18. IFN-?, which binds to a 
receptor different from that for type I interferons, also leads via Janus kinases to the 
phosphorylation of STAT1 ( 35 ). Type I interferons are generally 10 to 100 times more 
potent as antiviral agents than is IFN-?. Both types of interferons affect viral 
multiplication at several levels. They can inhibit entry of the viruses into host cells by 
reducing expression of the viral receptors. Type I interferons induce production of the 
Mx protein that, through an as-yet ill-defined pathway, inhibits transcription of influenza 
viruses ( 36 ). Both types of interferon down-regulate viral regulatory elements such as 
the early promoter of cytomegalovirus ( 37 ). Both trigger expression of 
2'5'-oligoadenylsynthase and double-strand RNA kinase, which inhibit production of 
viral progeny. For some viruses, IFN-? can promote transcription. For example, the long 
terminal repeat of HIV-1 is activated by IFN-? ( 38 ). IFN-? induces nitric oxide 
synthases, which converts L-arginine to L-citrulline and nitric oxide. The latter has direct 
effects on poxviruses and herpesviruses by inhibiting DNA replication, synthesis of late 
viral proteins, and viral assembly. Production of early viral proteins is not affected by 
nitric oxide ( 39 ). In addition to their antiviral activity, interferons play a dominant role in 
other host defense mechanisms. They activate macrophages and natural killer cells. 
They promote Th1-type immune responses. They drive maturation of dendritic cells, 
induce or augment expression of class I and II major histocompatibility complex (MHC) 
determinants, co-stimulatory molecules of the B7 family, and proteins involved in 
antigen processing. Interferon-knockout mice show increased susceptibility to some 
viral infections. IFN-a has been licensed for treatment of chronic infections with hepatitis 
B ( 40 ) and C viruses ( 41 ) and for treatment of human papillomavirus–associated genital 
warts (condyloma acuminatum) ( 42 ).

In addition to inducing synthesis of interferons, many viruses stimulate production of 
other cytokines and chemokines, which elicit an inflammatory reaction at the site of 
infection. These cytokines include TNF-a, IL-1, IL-6, IL-12, IL-15, IL-18, 
colony-stimulating factors, and a myriad of chemokines, including IL-8, macrophage 
inflammatory protein (MIP)–1a, MIP-1ß, and monocyte chemotactic protein–1, a subset 
of cytokines that control lymphocyte trafficking. Other chemokines such as monokine 
induced by IFN-? (MIG) and interferon-inducible protein (IP)–10 are induced by IFN-?.

Through the induction of IL-12 and type I interferons, viruses activate natural killer (NK) 
cells. Type I interferons induce NK cells primarily with lytic activity, whereas IL-12 
triggers production of IFN-? by NK cells. NK cells have a number of activating 
receptors. These receptors, unlike those on a/ß receptor–positive T cells, lack antigen 
specificity, thus increasing the chance for inadvertent killing of normal cells. Therefore, 
as a safeguard, NK cells carry inhibitory receptors that bind partly to MHC determinants, 
which are expressed on most normal cells ( 43 ). Down-regulation of MHC determinants 
upon infection with some viruses such as adenoviruses both decreases their resistance 
to killing by CD8 + T cells and augments their susceptibility to NK cell–mediated killing. 
NK cells express a number of different invariant receptors that, upon their interaction 
with their ligands, cause release of perforin and lysis of the ligand-expressing cells ( Fig. 
2). The ligands have not yet been characterized, but it is tempting to speculate that they 



recognize PAMPs.

 
FIG. 2. Early immune defense mechanisms. Infections of cells with some viruses 
causes reduced expression of class I major histocompatibility complex (MHC) 
determinants. Natural killer (NK) cells become activated in absence of class I MHC 
molecules that on normal cells bind to inhibitory receptors. Once activated, NK cells 
secrete interferon (IFN)–? or perforin. Marginal zone B cells and B1 cells secrete 
immunoglobulin M (IgM) antibodies with low affinity to an array of pathogens. Such 
antibodies can bind and neutralize circulating virus.

INDUCTION OF ANTIGEN-SPECIFIC IMMUNE RESPONSES

Stimulation of cells of the adaptive immune system—that is, CD4 + and CD8 + T cells 
and B cells—takes at least 4 to 5 days. Viruses can replicate in a 12- to 24-hour cycle, 
and each individual virus particle can produce more than 100 progeny. A single virus 
growing without any hindrance could thus, within a 4-day period, produce 10 16 or more 
new virus particles, which is well in excess of the number of cells present in a human 
body, let alone of what the immune system could possibly contain. The innate immune 
system, together with other nonimmunological defense mechanisms, restrains viral 
propagation without affecting its complete elimination, thus providing sufficient time for 
activation of T and B cells.

Presentation of Viral Antigens to the Immune System

Induction of antigen-specific immune responses of the adaptive immune system 
requires presentation of viral antigens by professional antigen-presenting cells, which 
are, in general, dendritic cells ( 44 ). Dendritic cells, which are derived from bone marrow 
progenitors, are dispersed throughout an organism. They are exceptionally common in 
tissues that form the boundary to the outside world, such as the skin and mucosal 
surfaces. Dendritic cells within these tissues are immature. They constantly take up 
antigen, but they are ill suited to present the antigen to naïve T cells. Their class II MHC 
molecules, which must be expressed at the cell surface for presentation of antigenic 
peptides to CD4 + T helper cells, are localized mainly within intracellular compartments. 



They carry only low levels of co-stimulatory signals, and they lack CCR7 receptor 
expression, which promotes homing to lymphoid tissues, in which activation of T cells 
takes pace. They express other chemokine receptors, such as CCR1, CCR2, CCR5, 
and CXCR1, which leads to their recruitment to inflammatory sites, where MIP-1a, 
MIP-1ß, and the “chemokine regulated upon activation, normal T-cell expressed, 
presumably secreted” (RANTES) are produced. Invasion of pathogens triggers 
maturation of dendritic cells. Maturation after an infection can be mediated by direct 
binding of substances derived from the pathogen to the dendritic cells’ pattern 
recognition receptors ( 45 ). Alternatively, maturation of dendritic cells can be a 
consequence of the induction of proinflammatory cytokines or of cell damage or cell 
death after viral infection. Cell damage or death causes the release of heat-shock 
proteins, shown to bind to TLR-4 ( 46 ). During maturation, dendritic cells initially 
increase and then gradually decrease antigen uptake. Dendritic cells internalize antigen 
through phagocytosis, receptor-mediated endocytosis, or pinocytosis. Some viruses, 
such as adenoviruses, can directly infect dendritic cells, partly through 
receptor-facilitated uptake. Other viruses such as paramyxoviruses enter dendritic cells 
through fusion of the viral envelope with the cell membranes. Some viruses such as 
Lyssavirus species cannot infect dendritic cells directly. Their presentation relies either 
on phagocytosis of viral particles or on pinocytosis of antigen released from infected 
cells. Once dendritic cells receive a maturation signal, they initially up-regulate and then 
down-regulate expression of CCR1, CCR5, and CXCR1 and thus at first become more 
sensitive and then resistant to recruitment by proinflammatory chemokines. While 
down-regulating CCR1, CCR5, and CXCR1, they increase expression of CCR7. CCR7 
renders cells responsive to secondary lymphoid tissue chemokine and EB11-ligand 
chemokine, two CCR7-binding ligands that are produced in T cell–rich areas of 
lymphoid tissues, to which mature dendritic cells migrate ( 47 ). Early after activation, 
dendritic cells transiently secrete increased levels of chemokines, such as MIP-1a and 
MIP-2, that are chemoattractants for immature dendritic cells ( 48 ). Upon maturation, 
dendritic cells up-regulate expression of cell surface–expressed class II MHC and 
co-stimulatory molecules. At a later time after maturation, dendritic cells produce 
macrophage-derived chemoattractant, which attracts already activated T cells ( 49 ).

These delicately orchestrated changes after a maturation signal optimize the dendritic 
cells’ ability to detect an incoming invasion of a pathogenic entity and to inform the 
adaptive immune system of the nature of such pathogens ( 50 ) ( Fig. 3). Dendritic cells 
are localized at the boundaries that are the most common ports of entry for a viral 
invasion. They carry an array of receptors that can recognize a pathogen or a stress 
signal from an insulted cell. Once these receptors encounter their ligands, dendritic 
cells start to mature. They first increase their uptake of antigens to improve their ability 
to inform lymphocytes with the appropriate specificity of the nature of the invader. They 
recruit additional immature dendritic cells to further optimize communication with the 
adaptive immune system. Once this is achieved, they retreat from the site of invasion to 
lymph nodes to activate the adaptive immune system.



 
FIG. 3. Maturation of dendritic cells. A: Immature dendritic cells sample antigen and 
express CCR1, CXCR1, and CCR2. B: Shortly after activation, dendritic cells show 
increased uptake of antigen and expression of CCR1, CXCR1, and CCR2. C: Mature 
dendritic cells down-regulate expression of CCR1, CCR2, and CXCR and are no longer 
recruited to sites of inflammation. They up-regulate CCR7 and are recruited to lymph 
nodes. They up-regulate expression of class II major histocompatibility complex (MHC), 
CD40, and co-stimulatory molecules such as CD80 and CD86. D. Within lymph nodes, 
mature dendritic cells interact with T helper cells. Interaction of CD40 on dendritic cells 
and CD40 ligand on T helper cells causes further changes of dendritic cells, which are 
now able to activate naïve CD8 + T cells.

Dendritic cells determine the type of the induced T-cell response ( Fig. 4). In humans, 
dendritic cells are divided into myeloid, or type 1, dendritic cells and plasmacytoid, or 
type 2, dendritic cells [reviewed by Liu et al. ( 51 )]. Human type 1 dendritic cells, upon 
activation, secrete IL-12, thus sponsoring activation of Th1 responses. Type 2 dendritic 
cells produce markedly lower amounts of IL-12 and favor activation of T helper type 2 
(Th2) cells. In mice, the situation is reversed: Lymphoid dendritic cells secrete large 
amounts of IL-12, whereas myeloid dendritic cells produce more modest amounts of 
IL-12. Depending on the stimulus and the surrounding cytokine milieu, human type 1 
dendritic cells can induce Th2 responses. The density of dendritic cells affects the 
outcome of the induced type of the immune response: High concentration favors 
activation of Th1 responses. The duration of activation of the dendritic cells plays a role; 
shortly after activation, dendritic cells produce IL-12. After prolonged activation, 
dendritic cells cease to synthesize IL-12 and then favor induction of Th2 responses, 
commonly observed during chronic viral infections. Dendritic cells isolated from different 
tissues act differently: Those from the spleen favor activation of Th1 responses, 
whereas those from the liver or intestinal tract sponsor Th2 responses. Upon virus 
infection, murine type 2 dendritic cells produce large amounts of type I interferon, which 
facilitates maturation of dendritic cells and induces T helper cells independently of IL-12 
to produce IFN-? and IL-10. Virus infection of type 1 dendritic cells causes release of 
IL-12, which also induces T helper cells to produce IFN-? but not IL-10. Most virus 
infections induce mixed responses that are predominantly but not exclusively of the Th1 
type, which suggests that both type 1 and type 2 dendritic cells may be activated upon 
viral infections. Immature human type 1 dendritic cells express high levels of TLR-1, 
TLR-2, and TLR-3; low levels of TLR-5, TLR-6, TLR-8, and TLR-10; and no TLR-4, 
TLR-7, or TLR-9. Immature type 2 dendritic cells, in contrast, express high levels of 
transcript for TLR-7 and TLR-9; low levels of TLR-1, TLR-6 and TLR-10; but no TLR-2, 
TLR-3, TLR-4, TLR-5, or TLR-8 ( 52 ). TLR-3, which binds to double-strand viral RNA, is 
expressed in type 1 and not type 2 dendritic cells, which suggests that viral infections 
activate mainly human myeloid dendritic cells, which in general favor activation of Th1 
responses. Additional viral PAMPs remain to be identified to elucidate a role for type 2 
dendritic cells in the activation of antiviral immune responses.



 
FIG. 4. Interactions between viruses and dendritic cells. Type 1 dendritic cells carry 
Toll-like receptor 3 (TLR-3), which binds to double-strand viral ribonucleic acid (RNA). 
This in turn causes release of interleukin-12 (IL-12), which promotes activation of a T 
helper type 1 (Th1)–type immune response. Type 2 dendritic cells do not carry TLR-3 
receptors. Yet-to-be-identified viral products bind to thus far uncharacterized pattern 
recognition receptors, initiating release of type I interferon.

Antigen Processing for Activation of CD4 + T Cells

Upon maturation, antigen-expressing dendritic cells migrate to the T cell–rich areas of 
lymph nodes, where they initially activate CD4 + T cells, which are pivotal to provide 
help for stimulation of B cells and CD8 + T cells. CD4 + T cells are stimulated by 
peptides presented by class II MHC molecules ( 53 ). Class II MHC molecules, upon 
synthesis of a and ß subunits, assemble in the endoplasmic reticulum with invariant 
chain. This polypeptide stabilizes the overall structure of the complexes. The invariant 
chain contains a peptide sequence, class II–associated invariant peptide, that 
promiscuously binds to the groove of class II MHC dimers, thus preventing binding of 
other peptides within the endoplasmic reticulum. The class II MHC/invariant chain 
complexes are translocated to an endosomal/lysosomal storage area called class II 
MHC–enriched compartments, which are abundant in immature dendritic cells. During 
maturation of dendritic cells, the invariant chain is degraded by cathepsin S, which in 
immature dendritic cells is inhibited by cystatin C and whose synthesis is induced by 
proinflammatory cytokines. Antigen taken up by dendritic cells progresses from early to 
late endosomes and then to lysosomes, in which they are broken down by disulfide 
reduction and enzymatic proteolysis. Class II MHC dimers released from the invariant 
chains enter a later compartment, the so-called class II MHC vesicles. Loading of 
peptides derived from exogenous proteins can take place in this compartment, which 
then fuses with the cell membrane displaying the class II MHC/peptide complexes on 
the cell surface. Immature dendritic cells constantly synthesize class II MHC molecules 
to replace those that are degraded in the class II MHC–enriched compartments. Mature 



dendritic cells shut off synthesis of class II MHC molecules and rely on the long-half life 
of cell surface expressed (more than 10 hours) and recycled class II MHC molecules to 
present antigen to CD4 + T cells.

Naïve CD4 + T cells, whose T-cell receptors (TCRs) are complementary to the class II 
MHC/peptide complex displayed by the dendritic cells in the context of co-stimulatory 
signals, become activated, proliferate, and differentiate into effector cells ( 54 ). CD4 + T 
cells mature either into Th1- or Th2-type cells ( 55 ). The choice of pathway may be 
influenced partly by the nature of the antigen-presenting dendritic cells ( 56 ). Th1 cells 
release IFN-? and lymphotoxin, aid activation of CD8 + T cells, and, in mice, promote 
generation of antibodies of the immunoglobulin (Ig) G2a isotype. Th2 cells secrete IL-4, 
IL-5, and IL-10; promote B cells that secrete IgG1, IgE, or IgA; and activate mast cells 
and eosinophils. The cytokine milieu during CD4 + T cell activation determines whether 
they develop into Th1 or Th2 cells. IL-12 promotes activation of Th1 cells ( 57 ), whereas 
IL-4 sponsors differentiation into Th2 cells. If both are present concomitantly, IL-4 
overrides the functions of IL-12. IL-10 inhibits the activity of IL-12 and thus favors 
generation of Th2 cells ( 58 ). Upon recognition of pathogens, the innate immune system 
presumably determines the type of the T helper cells best suited to protect an organism. 
Most viruses trigger release of interferons from NK and dendritic cells and thus 
generate a Th1 response. Most immune responses are not exclusively of one type or 
the other but, rather, reflect mixed responses in which one type of T helper cell 
predominates. Measles virus in humans, for example, induces an early Th1 response 
that, during the late course of the infection, switches to a Th2 response, which persists 
for several weeks. The apparent immunosuppression after a measles virus infection 
affects mainly Th1-linked immune responses and may result from the prolonged Th2 
response and its dampening effect on activation of Th1 cells ( 59 ).

Antigen Processing for Activation of CD8 + T Cells

CD8 + T cells recognize antigenic peptides associated with class I MHC determinants 
that, unlike class II MHC molecules, are expressed on the majority of cells. Viruses 
have evolved a number of mechanisms to interfere with the class I MHC 
antigen-presentation pathway, which stresses the importance of this T-cell subset in the 
organism’s defense against viral infections. Class I MHC molecules, unlike class II MHC 
molecules, associate mainly with peptides derived from de novo synthesized proteins, 
constantly reporting intracellular events to the outside. Newly synthesized class I MHC 
heavy chains associate in the endoplasmic reticulum with calnexin, which promotes 
appropriate folding of the protein. The folded heavy chain then binds ß 2-microglobulin. 
The correct folding of the class I MHC heavy chain is facilitated by calreticulin. The 
resulting complex binds to tapasin, providing a link to the transporter associated with 
antigen presentation (TAP), which connects the endoplasmic reticulum with the 
cytoplasm, in which viral proteins are being synthesized ( 60 ). Newly produced proteins 
that are faulty or incorrectly folded are degraded in the cytoplasm by a complex of 
proteolytic enzymes that assemble into a proteasome complex ( 61 ). Synthesis and 
posttranslational modifications of this complex are affected by IFN-? ( 62 ). Peptides that 



are derived upon enzymatic cleavage of proteins are transported into the endoplasmic 
reticulum though TAP ( 63 ). TAP shows preference for peptides of 8 to 13 amino acids 
in length and, depending on the species of the host cell, for peptides with certain motifs 
such as hydrophobic carboxyl terminals ( 64 ). Once peptides reach the endoplasmic 
reticulum, they bind to the groove of class I MHC determinants ( 65 ), provided they carry 
the appropriate anchor residues ( 66 ). It has been estimated that each class I MHC 
molecule has the potential to bind any of 10,000 peptides. Nevertheless, upon virus 
infection, a CD8 + T-cell population that recognizes one or two epitopes commonly 
dominates the response ( 67 ).

Upon binding of peptides, the class I MHC heavy chain/ß 2-microglobulin complex 
releases calreticulin and tapasin and is transported through the Golgi apparatus to the 
cell surface. Dendritic cells can also present exogenous antigen in the context of class I 
MHC determinants, which is crucial for the activation of CD8 + T cells against viruses 
that fail to directly infect dendritic cells ( 68 ). Presentation of exogenous antigen is 
dependent on proteasome and TAP and takes place in the endoplasmic reticulum. 
Peptides that contain a signal sequence can cross from the cytoplasm into the 
endoplasmic reticulum independently of TAP. Upon reaching the endoplasmic 
reticulum, these peptides are degraded further by peptidases until they reach a size that 
is compatible with binding to the cleft of class I MHC molecules. Nonclassical class I 
MHC molecules such as CD1 ( 69 ) or H-2M3 ( 70 ) can also present antigen—in part, 
nonpeptide antigen such as lipids—to the immune system. The role of these alternative 
pathways for antiviral defense is not yet understood.

Dendritic cells that display antigenic peptides in association with class I MHC molecules 
can activate CD8 + T cells with the corresponding receptors. Induction of CD8 + T cells 
to most viruses depends on CD4 + T helper cells. T-cell help does not require 
concomitant binding of activated CD4 + T cells and naïve CD8 + T cells to dendritic cells 
displaying the CD4 + T cells’ antigen in the context of class II MHC molecule and the 
CD8 + T cells’ epitopes associated with class I MHC molecules. Such a simultaneous 
meeting among three rare cells (i.e., an antigen expressing dendritic cell, a specific CD4 
+ T cell, and a CD8 + T cell with the appropriate TCR) would be infrequent and thus not 
guarantee efficient activation of CD8 + T cells. It is more likely that such interaction 
occurs sequentially ( 71 ). Dendritic cells, upon binding of T helper cells, receive an 
additional activation signal through CD40 expressed on the surface of T cells binding to 
the dendritic cells’ CD40 ligand ( 72 ). Dendritic cells thus conditioned can now stimulate 
naïve CD8 + T cells directly without further cognate interactions with CD4 + T cells. 
Some viruses such as influenza virus, Sendai virus, or adenovirus induce CD8 + T-cell 
responses in CD4- or class II MHC–deficient mice. Upon infection of dendritic cells, 
these viruses presumably furnish the same activation signals that are otherwise 
provided by CD40–CD40 ligand interactions. Induction of a cytolytic T-cell response in 
absence of T-cell help indicates that CD4 + T cell–derived growth factors are not 
absolutely required for activation of CD8 + T cells. Nevertheless, T helper cells 
commonly augment the CD8 + T-cell response even to viruses that can induce CD8 + T 



cells independently of CD4 + T cells. CD8 + T cells proliferate far more vigorously than 
CD4 + T cells upon encountering their antigen. At the height of the immune response, 
depending on the antigen, up to 20% to 40% of all central CD8 + T cells are those with 
specificity to a single epitope of the pathogen ( 73 ). Upon activation, CD8 + T cells 
proliferate, partly in response to growth factors provided by T helper cells. IL-2 sponsors 
mainly proliferation of T cells ( 74 ), and IL-1 indirectly increases proliferation of T cells by 
up-regulating expression of the IL-2 receptor ( 75 ). IL-15 and IL-21 serve as growth 
factors for activated T cells ( 76 , 77 ).

Activation of B Cells

B cells are induced by soluble antigen. Activation of B cells is achieved most effectively 
by antigen complexed by natural antibodies to the crystallized fragment (Fc) ? receptor 
on follicular dendritic cells. Activation of B cells is facilitated by co-stimulatory signals 
from T helper cells. Once B cells encounter their antigen, they proliferate. The 
immunoglobulin hypervariable region mutates, and B cells, which secrete high-affinity 
antibodies proliferate. B cells with immunoglobulin mutations that result in loss of affinity 
undergo programmed cell death ( 78 ). Isotype switching is controlled by T helper cells. B 
cells proliferate in response to a number of cytokines such as IL-1, IL-2, IL-4, IL-6, 
IL-10, IL-13, IL-15, and IL-21 ( 79 ). IL-4 promotes B-cell maturation, which is enhanced 
by ligation of CD40 ( 80 ). IL-5 acts synergistically with IL-4 by enhancing CD40 
expression. IL-13 has an effect similar to that of IL-4; together, these two cytokines also 
block programmed cell death of B cells. Proliferation of B cells is inhibited by 
transforming growth factor ß. In mice, isotype switching of B cells toward IgE and IgG1 
is mediated by IL-4 and IL-13, switching toward the IgG2a isotype is favored by IFN-?, 
and switching toward IgA is facilitated by transforming growth factor ß ( 81 ).

B cells can be separated according to their anatomical location into B1 cells, which are 
found in the peritoneal cavity, and conventional B2 cells, found in lymphoid tissues ( 82 ). 
B cells in the spleen can be subdivided into marginal zone B cells and follicular B cells ( 
83 ). B1 cells are the source of natural antibodies that facilitate activation of 
antigen-specific B cells in lymphoid tissues. Natural antibodies may play a crucial role in 
impairing early viral dissemination ( 84 ). They are able to form complexes with a wide 
variety of viral pathogens. Such complexes are selectively retained in lymphoid tissues, 
thus reducing the spread of the pathogen to other vital organs.

Marginal zone B1 cells have a preactivated phenotype and, like B2 cells, respond very 
rapidly to viral pathogens by secretion of IgM antibodies, which in general have low 
affinity to the antigen. This response, which is independent of T helper cells, peaks after 
3 to 4 days and is then followed by antibodies originating from follicular B cells in lymph 
nodes and spleens. Once B1 cells or marginal zone B cells become activated, they 
terminally differentiate into plasma cells. They do not contribute to the memory 
response but undergo programmed cell death. B cells have thus evolved to respond 
very rapidly with “unedited” antibodies of low affinity to an incoming pathogen ( Fig. 2). 
These antibodies are secreted without further input from T helper cells that are not yet 
fully activated at this early stage after an infection. A T helper cell–independent B-cell 



response has an increased risk for cross-reactivity with self-antigen. To lessen the 
threat of permanent damage from autoantibodies, the B cells that provide early 
antibodies are not destined to become part of the memory B-cell pool. Follicular B cells 
respond later, and their activation is controlled by T helper cells. Some viruses induce 
potent IgG responses independently of T helper cells ( 85 ). Several avenues that cause 
T helper cell–independent activation of B cells can be envisioned. Viruses with complex 
structures that carry repetitions of a pattern may activate B cells directly by cross-linking 
of the immunoglobulin receptors ( 86 ). A subset of NK cells that expresses T-cell 
markers, termed NK1.1 cells, responds to viral infection with release of copious 
amounts of cytokines ( 87 ), which may facilitate differentiation and proliferation of B 
cells. Other viruses may express epitopes that have sequence similarity to common 
environmental antigens that trigger a memory rather than a primary B-cell response.

THE EFFECTOR FUNCTIONS OF ANTIGEN-SPECIFIC IMMUNE 
MECHANISMS

Upon activation, antibody-secreting B cells home to the bone marrow and, to a lesser 
extent, to the spleen. T cells are recruited to the sites of inflammation, where the virus 
replicates. Activated T cells express different chemokine receptors and have a higher 
density of certain types of adhesion molecules (leukocyte function–associated antigen 1 
or integrin a4) than do naïve T cells; these features allow them to leave blood vessels 
and to enter inflamed tissues ( 88 ). Once activated, T cells that reach an area of 
inflammation interact through their adhesion molecules with P- and E-selectins, 
intracellular and vascular cell adhesion molecules, and CD34 that are expressed at 
increased levels on vascular endothelial cells in presence of cytokines such as IL-1 or 
TNF-a. These interactions initially cause a loose attachment of the lymphocytes, 
followed by their rolling along the vessel walls ( 89 ). Chemokines secreted at the site of 
inflammation carry heparin-binding sites that cause them to be retained in the 
extracellular matrix close to their site of origin. Once the lymphocytes reach an area rich 
in chemokines corresponding to their receptors, they bind firmly to the vascular 
endothelial cells and eventually emigrate out of the vessels into the tissue. Recruitment 
of activated T cells is driven by chemokines and not by the antigen specificity of the 
TCRs ( 90 ). Thus, all activated T cells are recruited to an inflammatory site. T cells that 
at these sites encounter their specific antigen commence effector functions, whereas T 
cells recruited serendipitously either down-regulate expression of their chemokine 
receptors and depart from the tissue or undergo activation-induced cell death ( 91 ). 
Unlike naïve T cells, T cells at the effector cell stage respond to antigen presented by 
MHC determinants without further need for co-stimulatory signals. Otherwise, 
recognition of antigen follows the same rules seen during the induction phase. 
Antibodies secreted by activated B cells bind to extracellular intact antigen or to proteins 
expressed on the cell surface. CD8 + T cells react to peptides from de novo 

synthesized proteins displayed by class I MHC molecules. CD4 + T cells recognize 
peptides from processed exogenous antigen displayed by class II MHC molecules that 
are expressed only on specialized cells such as dendritic cells, macrophages, and B 
cells. This recognition pattern determines the role of the different antigen-specific 
immune effector mechanisms in clearing a virus infection. Antibodies act best against 
soluble antigen, such as viruses released from dying cells. Antibodies to certain viral 



surface proteins can neutralize the virus by impairing its ability to infect other cells. 
Nonneutralizing antibodies to structural viral proteins can facilitate phagocytosis of the 
virus particles. Antibodies of the IgG1 isotype in humans or the IgG2a isotype in mice 
that bind viral proteins expressed on the surface of infected cells can recruit 
complement and thus affect the demise of the infected cells. Because such proteins are 
commonly expressed only late in infection, which is when virus replication is partly 
completed, this can actually facilitate rather than inhibit the spread of the virus. 
Although antibodies, especially those that are neutralizing, are undeniably the most 
effective immune mechanisms for preventing or lessening a viral invasion, they are less 
suited to completely clear an already established infection. Viruses, being obligatory 
intracellular pathogens, are best combated by CD8 + T cells, which evolved to 
recognize antigen synthesized within a cell displayed by class I MHC molecules. All 
nucleated cells, with the exception of neurons, express such class I MHC molecules. 
Although neurons, at least in vitro, can be induced to express class I MHC determinant 
upon treatment with IFN-?, production of IFN-? by T cells in vivo requires their initial 
receptor engagement with peptide-class I MHC determinants. Strictly neurotropic 
viruses such as rabies virus thus successfully evade recognition by CD8 + T cells. The 
central nervous system is otherwise shielded from the immune system by the 
blood–brain barrier, which is impermeable to resting lymphocytes or larger molecules 
such as antibodies, and by the lack of a lymphatic draining system. This state of 
immune privilege presumably provides an advantage to the host. Neurons are 
irreplaceable, and their destruction by a potent CD8 + T cell response may be more 
troublesome for the well-being of the afflicted individual than is a neuronal infection with 
a noncytopathic virus. The disadvantage of such an immunologically privileged status is 
a lack of defense against highly virulent neurotropic viruses such as rabies virus, which 
can readily overwhelm an organism once it successfully establishes an intracerebral 
infection.

CD8 + T cells can eliminate virus-infected cells through a number of mechanisms. They 
can kill them by the release of perforin ( 92 ), a membrane pore-forming protein similar to 
complement. Perforin-knockout mice show an increased susceptibility to certain virus 
infections ( 93 ). Activated CD8 + T cells express Fas ligand (CD95L) on their surface. 
Interactions of CD95L with Fas (CD95) expressed on virus-infected cells induce the 
infected cells’ death by apoptosis ( 94 , 95 ). Activated T cells also express TNF-related 
apoptosis-inducing ligand (TRAIL), which, upon binding to the corresponding receptor 
such as the apoptosis-inducing proteins DR4 or DR5, instigates programmed cell death. 
CD4 + T cell–mediated lysis through TRAIL has been demonstrated for tumor cells and 
antigen-presenting cells ( 96 ). The role of this death pathway in antiviral immunity 
remains to be elucidated.

Upon engagement of their receptors, most CD8 + T cells release IFN-?, which not only 
reduces viral replication but also clears persistent infection with certain viruses such as 
lymphocytic choriomeningitis virus (LCMV) ( 97 ) or hepatitis B virus (HBV) ( 98 ). CD8 + T 
cells, unlike CD4 + T cells and antibodies, recognize predominantly viral antigens that 
are produced early during viral propagation ( 99 ). This may relate to the inhibition of 
cellular protein synthesis upon viral infection, which may interfere with the class I MHC 



antigen–processing pathways and in turn favor presentation of early viral proteins that 
are produced before the cellular machinery is taken over by the virus. Recognition of 
early viral antigens by CD8 + T cells is advantageous for the host because it allows lysis 
of infected cells before new viral progeny have been assembled, thus very efficiently 
preventing further spread of the virus. Upon infections with certain viruses, especially 
those inclined to establish persistent infections, CD4 + T cells, in addition to CD8 + T 
cells, are necessary to control the spread of the virus ( 100 ). This may in part relate to 
the ability of CD4 + T cells to secrete IFN-? and TNF-a to activate macrophages and to 
promote activation of CD8 + T cells.

Once the effector phase has been terminated upon removal of the infectious agent, 
most of the virus-specific CD8 + T cells undergo activation-induced cell death ( 101 , 102 ). 
Frequencies of antigen-specific CD8 + T cells decline sharply until they reach the 
steady-state level during the immunological memory phase ( 103 ). Frequencies of 
virus-specific CD4 + T cells also decline. Because this population does not expand 
upon activation as dramatically as CD8 + T cells do, their decline is equally less 
pronounced ( 104 ). The absolute frequencies of the virus-specific T cells at the height of 
the effector phase depend on a number of parameters, such as the antigenic load, 
interactions between the virus and the antigen-presenting cells, the type of the ensuing 
immune response (Th1/Th2), and the duration of antigen presentation ( Fig. 5). This 
has been studied in part with recombinant viral vaccines that encode the same 
transgene product but differ in characteristics of the carrier. For example, E1-deleted 
adenoviral recombinants that are noncytopathic and thus persist in transduced cells 
until they are eliminated by CD8 + T effector cells induce markedly higher frequencies 
of CD8 + T cells to the transgene product than do vaccinia virus recombinants, which 
rapidly kill the infected cells ( 105 ).



 
FIG. 5. Kinetics of immune response during acute viral infection. This is a virtual kinetic 
of an acute immune response after an infection. Kinetics of T- and B-cell responses 
differ, depending on the virus.

IMMUNOLOGICAL MEMORY

The adaptive immune system, unlike the innate immune system, establishes memory, 
which, upon reencounter of the same pathogen, mounts an accelerated and enhanced 
response of B and T cells that generally eliminate the virus before the infection 
becomes clinically apparent. The existence of immunological memory was already 
appreciated in ancient Greece. In 631 B.C., a plague struck Athens, and the year-long 
epidemic left Athenians so demoralized that they ended up defeated by the far less 
advanced Spartans. Thucydides, a wealthy young philosopher, chronicled that year, 
observing that survivors of the plague were rendered resistant for life against this 
bacterial disease, whose etiology at that time was obscure ( 106 ). In 1781, a measles 
epidemic struck the isolated Faroe Islands ( 107 ). Once the epidemic ran its natural 
course, the Faroe Islanders did not reencounter this pathogen until 65 years later, when 
a new epidemic infected nearly all its inhabitants except for the elderly population, 
which had been infected more than six decades earlier. Immunological memory is thus 
long-lived and provides protection against some pathogens for life. In addition, this 
natural experiment on a remote island demonstrates that protective memory is 
maintained without periodic encounter of the antigen.

Memory T cells carry phenotypic markers that distinguish them from naïve T cells. 
Naïve T cells are CD44 low, whereas memory T cells are CD44 high. Memory T cells are 
distinct from effector T cells in that the former are low in CD25 and CD69, which are 
expressed highly on activated effector T cells ( 108 , 109 ). Memory T cells of a given 
specificity are present at higher frequencies than naïve T cells to an individual epitope. 
The memory T-cell population is maintained at remarkably stable levels; dying cells are 
replaced by cell divisions, which for CD8 + T cells are driven by IL-15 ( 110 ). Persistence 
of memory T cells is independent of antigen ( 111 ); a maintenance of CD8 + T cell 



memory appears to depend on CD4 + T cells. Memory T helper cells are committed to 
become either Th1 or Th2 cells upon reactivation ( 112 ). Although the threshold for 
reactivation of memory T cells is lower than that for initiation of naïve T cells, memory T 
cells still must reencounter the antigen expressed in the context of MHC-restricting 
elements and co-stimulatory signals. Proliferation of memory T cells upon antigenic 
challenge takes place within lymphatic tissues. Memory T cells differentiate into effector 
cells more rapidly than do naïve T cells ( 113 ); however, this process nevertheless takes 
3 to 4 days. Because viruses can overwhelm an organism during this time span, the 
role of memory T cells in providing protection to a reinfection with a pathogen has been 
considered as being marginal. Studies ( 114 ) have shown that memory CD8 + T cells 
can be subdivided into two anatomically separated populations. The first, central 
memory CD8 + T cells, are found in lymph nodes, in the spleen, and in peripheral blood. 
They are CCR7 +, which forms the basis for their preferential homing to lymphatic 
tissues. The second subset of CD8 + memory T cells, which is CCR7 -, homes to 
nonlymphoid tissues and to the spleen ( 115 ). These T cells, which can be found in the 
liver, fatty tissue, the peritoneal cavity, the kidneys, and other organs and tissues, are 
maintained at surprisingly high frequencies. Unlike the central CCR7 + memory CD8 + T 
cells, the CCR7 - subset retains effector function. CCR7 - memory CD8 + T cells lyse 
target cells and release cytokines without further activation or expansion. This subset of 
memory CD8 + T cells, effector-memory cells, may thus represent a crucial first line of 
defense against an invasion with a familiar pathogen.

Antibodies, which persist for a lengthy time after a primary infection, provide a crucial 
barrier to reinfection. Antibody titers are maintained by periodic reactivation of B cells 
through antigen released from antigen-antibody complexes on follicular dendritic cells ( 
116 ). Systemic antibody titers can persist for decades. Antibodies secreted at mucosal 
surfaces are relatively short-lived ( 117 ). This may reflect a difference in life span 
between bone marrow plasma cells, which produce the antibodies found in serum, and 
plasma cells, which secrete mucosal antibodies. Once antigen-antibody depots are 
depleted from lymphoid tissues, the antibody response declines. Maintenance of 
memory B cells at a quiescent stage is apparently independent of antigen ( 118 ). Upon 
reencounter of the antigen, memory B cells proliferate rapidly and produce antibodies 
with already mature affinity as a result of hypermutation and selection during the 
primary response, thereby providing a qualitatively improved defense against the 
invading pathogen ( 119 ).

THE MUCOSAL IMMUNE SYSTEM

The immune system can be subdivided roughly into two separate, albeit interactive, 
entities: a central immune system localized in the spleen and lymph nodes, which 
patrols the inner tissues and organs, and a mucosal immune system, which covers in 
humans a total surface area of approximately 400 m 2 of mucosa of the airways, the 
intestines, and the urogenital tract, which are the most common ports of entry for 
pathogens. Mucosal surfaces, such as those of the intestinal tract or the airways, are 
constantly bombarded with “harmless” antigens, including those present in food, that 



are best tolerated. The inner tissues and organs, however, are in a sterile environment, 
which warrants more stringent control against foreign antigens. The two immune 
systems that control the central organism and the mucosal surfaces are thus faced by 
different challenges and have, as a result, distinct characteristics. The central immune 
system has been extremely well characterized since the early 1970s. Less is known 
about the mucosal immune system.

The mucosal immune system consists anatomically of (a) local inductive sites, called 
organized mucosa-associated lymphoid tissue (O-MALT), such as tonsils, Peyer’s 
patches, and the appendix, and (b) effector sites present directly in the mucosal 
epithelium, called diffuse mucosa-associated lymphoid tissue (D-MALT) [reviewed by 
Neutra et al. ( 120 )]. Some mucosal surfaces, such as those of the vagina, lack an 
O-MALT system. Therefore, lymphocyte stimulation upon vaginal infection relies on 
antigen transport to local lymph nodes. The epithelium that covers the mucosal 
surfaces differs, depending on the anatomical location: For example, the intestine is 
covered by a single epithelial layer, whereas the vagina is covered by a multilayered 
squamous epithelium that varies in thickness with the menstrual cycle. Transport of 
antigen from the mucosal surface to the O-MALT system or the local lymph nodes 
occurs in the intestine and the airways by M cells, whereas mucosal surfaces covered 
by a squamous epithelium rely on local dendritic cells for transport of antigen to the 
inductive sites ( 120 ). Mucosal dendritic cells may differ functionally from those in the 
central immune system ( 121 ). A potential role of M cells in antigen presentation also 
remains to be resolved ( 122 ).

Not only is the anatomy of the mucosal immune system different from that of the 
systemic immune system, but also the individual immune cells show distinct 
characteristics ( 123 ). The best studied population is that of the intraepithelial 
lymphocytes (IELs) of the intestine. They appear relatively late in development 
[approximately 2 to 4 weeks after birth in mice ( 124 )] and initially are composed mainly 
of T cells expressing the ?/d receptor ( 125 ). These ?/d T cells are eventually joined by T 
cells carrying the a/ß receptor. The number of IELs increases substantially between 6 
and 20 weeks; by 20 weeks, most of the intraepithelial T cells express a/ß receptors ( 
125 ). Some of the a/ß T cells are double positive for CD4 and CD8; such T cells are not 
found in the spleen or lymph nodes. Most of the double-positive mucosal T cells carry 
homodimers of the CD8 a chain, rather than heterodimers of a and ß, which are found 
on CD8 + T cells of the central immune system. T cells that carry the ?/d TCR and are 
single positive for CD8 also lack CD8 ß chain expression ( 123 ). Some of the 
intraepithelial T cells (both a/ß and ?/d TCR +) develop within the mucosal immune 
system independently of the thymus ( 126 ). Antigen recognition by double-positive CD8 
a/a and TCR ?/d T cells is different from that by single-positive and a/ß TCR-expressing 
T cells; double-positive CD8 ?/d T cells of the mucosal immune system fail to respond 
to activation with anti-TCR antibodies and, furthermore, express potentially autoreactive 
antigen receptors ( 127 ). This has led to the conclusion that this T-cell subset might be 
immature and functionally inactive. T cells that express the ?/d receptor have been 
shown to have effector functions; for example, they have antimicrobial activity ( 128 ), 
secrete cytokines ( 129 ), and promote the development of IgA-secreting B cells ( 130 ). 



Mice that lack ?/d T cells fail to develop IgA-secreting B cells in Peyer’s patches and the 
intestinal lamina ( 130 ). Many of the ?/d T cells seem to recognize antigen, including 
nonprotein structures, directly without the need for presentation by classical MHC 
determinants ( 131 ). T cells expressing either the ?/d or the a/ß receptor are present in 
vaginal epithelium. The ?/d T cells have a distinctive phenotype that in some aspects 
resembles that of those cells in the skin: they are CD4 -CD8 - and CD45 + and express 
an invariant TCR (V?4 and Vd1) ( 132 ). Not only is a portion of the T cells of the mucosal 
immune system of primordial origin, predating “modern” single-positive a/ß-expressing 
T cells by approximately 200 million years, but also some of the B cells (so-called B1 
cells) belong to a more primitive system. A portion of gut B cells (which can also be 
found in the pleural and peritoneal cavity) are phenotypically IgM high, B220 low, CD23 -, 
Mac-1 +, and Ly-1 +, as opposed to “modern” B cells, which are Ly-1 - and B220 high. 
Although “modern” B cells secrete high-affinity antibodies with exquisite specificity, the 
B1 cells secrete mainly IgM and IgA with low affinity and broad cross-reactivity. B cells 
derive from the bone marrow, whereas B1 cells are capable of self-renewal.

Oral immunization causes activation of Th2-type cells at mucosal surfaces, which 
secrete IL-4 and IL-5 but not IL-2 or IFN-? in response to antigen ( 129 , 133 ). Cytokines 
are released by both double-positive and CD4 +CD8 - TCR a/ß + IELs. Although 
targeting of antigen to mucosal surfaces generally favors stimulation of Th2 cells, some 
antigens, such as those presented by a recombinant Salmonella species, give rise to 
Th1-type responses ( 134 ), which suggests that the nature of the antigen and its carrier 
affects the type of the response. The mucosal immune response can also be shifted 
toward a Th1-type pathway by concomitant oral application of IL-12, which was shown 
to redirect the T-cell response both in the spleen and in Peyer’s patches without 
affecting IgA secretion at mucosal surfaces ( 135 ). Some studies addressed activation of 
cytolytic T cells by using redirected lysis. These studies showed that both ?/d and a/ß 
intraepithelial T cells have lytic capabilities ( 136 ).

PERSISTENT VIRUS INFECTIONS

Many viruses cause an acute disease during their replication, resulting in activation of 
adaptive immune responses that successfully eliminate all virus-infected cells. 
Examples of such acute infections include those with orthomyxoviruses (influenza 
virus), paramyxoviruses (mumps virus, measles virus, respiratory syncytial virus), 
reoviruses (rotavirus), and picornaviruses (poliovirus, hepatitis A virus, rhinoviruses). 
Some of these viruses, such as poxviruses or adenoviruses, are cytopathic. Cytopathic 
viruses cause the death of the infected cells, whereas noncytopathic viruses, such as 
LCMV, propagate without killing their host cells. Cytopathic viruses either are 
completely eliminated by the immune system or kill the infected organism. 
Noncytopathic viruses, on the other hand, can establish very long-lasting infections and 
successfully evade complete destruction by immune effector mechanisms. Different 
viruses establish different types of chronic infections, and each provides a unique 
challenge to the immune system.

Treatment of persistent viral infections predates modern medicine, as shown by the 



following citation from Mark Twain’s Tom Sawyer about warts that are caused by 
infections with some types of human papillomaviruses (HPV). Huckleberry Finn’s 
remedies were unorthodox and imaginative but probably nevertheless effective:

“You take and split the bean, and cut the wart as to get some blood, and 
then you put the blood on one piece of the bean and take and dig a hole and 
bury it ’bout midnight at the crossroads in the dark of the moon…” or “You 
take your cat and go and get in the graveyard ’long about midnight when 
somebody that was wicked has been buried; and when it’s midnight a devil 
will come, or maybe two or three, but you can’t see ’em, you can only hear 
something like the wind, or maybe hear ’em talk; and when they are taking 
the feller away you heave your cat after ’em and say ‘Devil follow corpse, cat 
follow devil, wart follow cat, I’m done with you!’ That’ll fetch any wart.”

Huckleberry Finn’s proposed cure for HPV-infected skin lesions by cutting the wart until 
blood is drawn may actually have an immunological basis. The injury of the wart 
initiates an inflammatory reaction, especially if it is done with a dirty pocketknife at some 
crossroad in the middle of the night by a child. This in turn causes maturation of 
resident dendritic cells, which, upon processing some of the viral proteins released from 
the infected cells, induce activation of a T-cell response to HPV, which could clear the 
infected cells and thus induce regression of the warts. The efficacy of Huck’s alternative 
therapy may just be another example of the effect of the conscious/subconscious mind 
on the immune system.

A typical example of a viral family that establishes persistent infections is that of 
retroviruses such as the HIV, described in detail in Chapter 42. Other human 
retroviruses include human T-cell leukemia viruses (HTLV) types 1 and 2, which cause 
adult T-cell leukemia. HTLV-1 infections are most commonly found in Japan, the 
Caribbean, and parts of Africa and South America. HTLV-2–associated adult T-cell 
leukemia is restricted to certain ethnic groups in the Americas and in Africa. Patients 
develop both B- and T-cell responses to the antigens of HTLV, which control disease 
progression but are incapable of completely eradicating the virally transformed cells ( 137

 ).

Rabies virus, a cytopathic virus can cause symptoms in humans within 10–14 days, 
which inevitably progress to eventually fatal encephalitis. In other patients, rabies virus 
that is generally transmitted through the bite of an infected mammal such as a dog, fox, 
raccoon, or bat leads to encephalitis 20 to 30 years after exposure. The time of 
exposure to rabies virus can be tracked quite accurately. Rabies virus strains prevailing 
in different countries and in different mammalian species show sufficient sequence 
variability to pinpoint the geographic origin of the infection. Patients residing in the 
United States have been reported to develop a rabies virus infection caused by a virus 
prevalent in dogs of Asia but not North America. The patients’ histories revealed that 
they visited or emigrated from Asia more than 20 years earlier, where they contracted 
an infection with rabies virus that remained clinically asymptomatic for decades. During 
the incubation time, such patients fail to develop immunity to rabies virus. It is currently 
unknown where the virus remains dormant and what ultimately causes its reactivation. 
The long latency between infection and disease does not reflect a typical persistent 



infection, inasmuch as rabies virus most probably fails to replicate during these long 
incubation periods.

Adenoviruses, which produce generally mild infections of the respiratory or intestinal 
tract, can persist in lymphoid tissues for several years ( 138 ). Although adenoviruses, 
like many of the complex DNA viruses, have developed a number of pathways to evade 
the immune system, the underlying basis for their persistence is currently not 
understood.

Certain Arenaviridae entities such as LCMV establish lifelong infections upon 
inoculation into neonatal rodents or upon maternal–fetal transmissions ( 139 ). LCMV 
antigens are expressed within the thymus, causing T-cell tolerance in immunologically 
immature animals. Infected animals develop vigorous antibody responses, which fail to 
clear the virus but rather lead to immunocomplex disease such as glomerulonephritis 
and eventual kidney failure ( 140 ). Adoptive transfer of CD8 + T cells to LCMV clears the 
infection in carrier mice, which implies that the unresponsiveness of this T-cell subset is 
the reason for the viral persistence ( 141 ). Inoculation of adult mice with high doses of 
some strains of LCMV can establish persistent infections by leading to exhaustion of 
peripheral CD8 + T LCMV antigen-specific T cells ( 142 ). Apparently, the overwhelming 
number of virus-infected cells causes activation of all available CD8 + T cells to 
LCMV-associated antigens, including those destined for the memory T-cell pool. Upon 
activation to effector cells, the CD8 + T cell eventually undergo programmed cell death, 
causing complete elimination of CD8 + LCMV antigen-specific T cells. Infection of 
thymic epithelial cells with LCMV induces tolerance of new T cells derived from bone 
marrow progenitors. This form of immunological exhaustion has not been observed with 
other persistent viral infections that perpetually provide potent stimulation to CD8 + T 
cells, such as HIV-1.

Herpesviruses establish persistent infections that follow a lytic/latent life cycle. Viral 
latency is characterized by decreased viral gene expression and is another mechanism 
by which viruses avoid immune surveillance and establish persistent infections. Upon 
the initial infection of host cells, they commence production of new viral progeny, which 
results in the death of the infected cells. This is referred to as the lytic cycle of the virus. 
Viruses derived from the primary site of infection either can produce more viral progeny 
upon infection of additional cells or can establish a latent infection during which viral 
protein production is virtually shut off ( 143 ). T cells can recognize herpesvirus antigens 
during the lytic cycle of the virus but fail to detect a target during latency. Upon 
reactivation of herpesviruses as a result of stress such as ultraviolet light exposure or 
hormonal imbalance, the virus reenters a lytic cycle, during which newly synthesized 
viral proteins reactivate antigen-specific CD8 + and CD4 + T cells, which eventually 
control the recurrent infection ( 144 ). Different types of herpesvirus differ in their tropism 
and hence in their pathogenicity. Herpes simplex viruses initially infect epithelial cells 
and then, upon retrograde axonal transport, establish latent infections in neurons. Upon 
reactivation, the virus is transported back to the skin or mucosa, where it replicates ( 145 

). Epstein-Barr virus (EBV), a potentially oncogenic herpesvirus, infects B cells. It can 
cause lymphoproliferative disease and lymphomas in immunosuppressed individuals ( 



146 ). This can be treated in transplant recipients by lowering of the immunosuppressive 
regimen, which allows resurgence of T cells that eliminate the EBV-infected B cells. 
Patients with X-linked hyperproliferative disease are prone to develop fulminant 
infections with EBV ( 147 ). These patients have a mutation of the signaling 
lymphocyte-activation molecule (SLAM)–associated protein (SAP). SAP-knockout mice 
are impaired in their ability to develop Th2 responses and generate enhanced CD8 + T 
cell responses to viral challenge, which indicates that the SAP signal transduction 
pathway is an inhibitor for CD8 + T-cell proliferation ( 148 ). EBV can cause Burkitt’s 
lymphoma, which is prevalent in North Africa and South America. The EBV remains 
immunologically silent in Burkitt’s lymphoma by means of evasive actions of the virus. 
Nevertheless, the slight increase of the incidence of Burkitt’s lymphomas in patients 
with AIDS suggests that a competent immune system can at least partly control the 
development of the EBV-associated malignancies ( 149 ).

Cytomegalovirus persists in cells of the bone marrow, and, again, immunosuppressed 
individuals are at increased risk for fatal infections after viral reactivation ( 150 ). Other 
herpesviruses such as varicella-zoster virus or human herpesviruses 6, 7, or 8 (the last 
being associated with Kaposi’s sarcoma) also cause severe disease primarily in 
immunocompromised individuals ( 151 ), which indicates that, in general, a competent 
immune system successfully controls herpesvirus reactivation.

HPVs can establish persistent infections upon integration into the host cells’ genome. 
Most HPVs cause harmless, albeit unattractive, proliferation of keratinocytes in the skin 
or the genital mucosa. Skin warts, which are common in children, often regress 
spontaneously, presumably upon activation of an immune response. Genital warts are 
highly infectious but can be treated either surgically or by topical application of 
interferon ( 152 ). Most patients rapidly clear genital infections with oncogenic types of 
HPV through cellular immune responses to the early viral proteins. Some patients 
develop persistent infections, which after years of latency can lead to cervical cancer ( 
153 ). HPV-associated genital malignancies remain the second most common type of 
cancer in women worldwide. Immunosuppressed women have a significantly higher 
incidence of cervical cancer ( 154 ). This indicates that adaptive immune responses 
either clear virus-infected cells early before they transform or alternatively eliminate the 
transformed cells, which express the viral E6 and E7 oncoproteins, before the 
malignancy reaches a size that is diagnosed.

Hepatitis C virus, a flavivirus, and HBV, a hepadnavirus, can establish persistent 
hepatic infections that cause chronic inflammatory liver disease and liver failure or 
hepatocellular carcinoma ( 155 ). It is currently not clear why a fraction of patients 
develop persistent infections but others clear the virus completely during the acute 
infection. Patients chronically infected with HBV have relatively weak CD8 + T-cell 
responses to this virus ( 156 ), which may contribute to the inability to eradicate it 
completely. In contrasts, carriers of hepatitis C virus have vigorous CD8 + T-cell 
responses to multiple viral antigens ( 157 ). Hepatitis C virus mutates more rapidly than 
HBV, and the resulting viral variants may continuously escape immune-mediated 
destruction ( 158 ). During chronic infections, CD8 + T cells control the viral load while at 



the same time contributing to liver injury ( 159 ). Patients with chronic hepatitis virus 
infections are currently treated with type I interferon, which in some but not all patients 
results in clearance of the virus-infected cells.

In rare cases, measles virus can cause subacute sclerosing panencephalitis after a 7- 
to 10-year delay after the primary infection ( 160 ). In this disease, a small amount of 
virus particles enters neurons and slowly spreads throughout the central nervous 
system. Because the central nervous system and especially class I MHC–negative 
neurons provide a safe haven for viruses, the immune system remains ignorant of the 
simmering infection.

During chronic infections, viruses may escape the immune system by mutation of T-cell 
epitopes. Although the T-cell repertoire may contain cells with receptors that optimally fit 
these mutants’ epitopes, the immune system may fail to take advantage of such cells. 
This phenomenon, called “original antigenic sin,” was initially described for B-cell 
responses to influenza virus ( 161 ). Individuals infected with an influenza virus of a given 
serotype generate high-affinity antibodies to this virus. Upon reencounter with a variant 
of the original virus, the individual’s immune system mounts a secondary B-cell 
response. The B cells secrete antibodies that have a perfect fit for the initial virus but 
markedly lower affinity for the virus causing the ongoing infection. The immune system 
thus remembers but is unable to adjust to the changed needs of the infected individual. 
Cytolytic T cells can fall into the same trap, which can lead to impaired clearance of viral 
mutants that arise during the course of a chronic infection ( 162 ).

AUTOIMMUNITY AFTER VIRUS INFECTIONS

Virus infections can lead to the development of autoimmune diseases ( 163 ). This can 
be attributed to molecular mimicry, in which a viral antigen shows sequence homology 
with a self-protein ( 164 ); to epitope spreading ( 165 ); or to abnormal regulation of T-cell 
responses ( 166 ).

Many proteins derived from pathogens show sequence homology with proteins of the 
hosts. The immune system is tolerant of the hosts’ proteins. Tolerance against 
self-proteins is maintained through clonal deletion of autoreactive lymphocytes, anergy, 
ignorance, or an active form of suppression. Ignorant or anergic T cells can become 
autoreactive if stimulated within the context of an infection with a virus expressing 
cross-reactive epitopes that are produced at higher concentrations, at an unusual 
location, or within the context of a cytokine-rich environment. For example, a 
monoclonal antibody to Coxsackie B4 virus was found to cross-react with a protein 
present in heart muscle, which implicates autoimmunity as an underlying reason for 
cases of idiopathic myocarditis after Coxsackie virus infections ( 167 ).

Epitope spreading is implicated in causing acute disseminated encephalomyelitis after 
measles infection. This rare complication is associated with an immune response to 
myelin basic protein similar to that seen in experimental allergic encephalitis or multiple 
sclerosis. Theiler’s murine encephalitis virus induces a CD4 + T cell–mediated 



demyelinating disease that also resembles experimental allergic encephalitis or multiple 
sclerosis. The virus initially damages the central nervous system, which causes the 
release of sequestered antigens such as myelin basic protein. Within an inflammatory 
environment, epitopes of myelin basic protein became processed by antigen-presenting 
cells, which leads to the induction of autoreactive CD4 + T cells, which in turn 
perpetuates the disease. This form of virus-induced autoimmune reaction is called 
epitope spreading; this term reflects the fact that the damage caused by the virus 
infections allows the induction of immune responses to self-proteins that are otherwise 
ignored by the immune system.

VIRAL SUPERANTIGENS

Superantigens are proteins or polypeptides that cause massive activation of CD4 + T 
cells expressing a given TCR Vß chain. This activation, which can be fatal for the host 
as a result of the toxicity of the resulting, often overwhelming, cytokine production, 
eventually leads to elimination of the induced CD4 + T-cell population. Superantigens 
best characterized for bacterial products bind to the lateral face of class II MHC 
molecules distant from the peptide-binding groove. The superantigen then interacts with 
the Vß chain of the TCRs, causing activation of all T cells expressing the corresponding 
TCR chain. This initially leads to vigorous proliferation of the T cells, followed by their 
activation-induced cell death. At the end, the organism is virtually depleted of T cells 
expressing this Vß chain. Superantigens are expressed by murine type B retroviruses 
such as mouse mammary tumor viruses, which induce massive negative selection of T 
cells in the thymus and in the periphery ( 168 ). A number of human viral pathogens have 
been postulated to carry superantigens, but this has been demonstrated with some 
certainty only for rabies virus. The rabies virus nucleoprotein, which is the most 
abundant protein of the viral capsid, binds to the MHC determinants of different murine 
or human haplotypes. In susceptible humans, the rabies virus nucleoprotein causes 
proliferation and then deletion of T cells expressing Vß8 TCR ( 169 ); in mice, T cells 
expressing Vß7 or Vß6 receptor are affected ( 170 ). Depletion of these T-cell subsets 
apparently provides a survival advantage to the host. Mice depleted of T cells 
expressing the Vß6 and Vß7 TCR show increased resistance to an infection with rabies 
virus. They also fail to develop the pronounced paralysis observed in mice that carry 
these T cells. In humans, an infection with rabies virus can lead either to a paralytic 
form, indicative of spinal cord and peripheral nervous system damage, or to an 
encephalitic form, also called furious rabies, reflecting damage of the central nervous 
system ( 171 ). The paralytic form of rabies may be linked to an autoimmune reaction 
after hyperactivation of the immune system by the superantigen activity of the 
nucleoprotein.

VIRAL SUBVERSION OF IMMUNE RESPONSES

Viruses, especially the large, more complex DNA viruses have a number of strategies 
for evading the hosts’ immune system. One strategy is to obscure their identity by 
mutations. Viruses can also hide in cells inaccessible to the immune system, or they 
can assume a state of latency in which they cannot be recognized. Some viruses infect 
and kill immune cells, they can down-regulate immune responses by altering the cells’ 



antigen processing pathway, or they can interfere with the activity of cytokines. 
Poxviruses, herpesviruses, and adenoviruses encode a large number of proteins that 
interfere with activation of innate and adaptive immune responses. Many of these 
proteins show homology with cellular proteins of their hosts. In view of the size 
limitations of viral genomes, the multitude of genes that serve to subvert immune 
responses must clearly provide an evolutionary advantage to the virus. For 
immunologists, these proteins and their mode of action reveal the soft spots of viruses 
that are most suited for a successful attack by the immune system.

Escape by Mutations

Viruses mutate far more rapidly than mammalian cells. In the presence of a neutralizing 
antibody response, viral variants that have lost or modified the antibody’s targets are 
selected. Such mutations most commonly affect viral surface proteins that provide 
epitopes for neutralizing antibodies, but they can also be seen on internal viral proteins 
in which selection is prompted by the activity of T cells ( 172 ).

Escape by Hiding

As mentioned earlier, the central nervous system is an immunologically privileged site in 
which viruses are relatively sheltered from the immune system. A number of viruses 
take advantage of this and establish neuronal infections. A typical example is rabies 
virus, which multiplies in neurons. Once the virus is ready to be transmitted to the next 
host, it spreads via axonal flow to the periphery to infect cells of the salivary gland. The 
neuronal damage changes the behavior of the infected animal so that it becomes 
aggressive and inclined to attack others, thus further facilitating the spread of the virus. 
Although effector or memory T-lymphocytes can cross the blood–brain barrier, the 
immune system lacks the needed signals in the periphery to activate rabies 
virus–specific T cells and is thus incapable of controlling the infection.

Escape by Latency

As discussed previously, upon infection of cells, herpesviruses can shut off viral protein 
synthesis and enter a state of latency. The immune system remains ignorant of latently 
infected cells that do not express viral antigens. This allows the virus to evade complete 
destruction during the height of an acute immune response. Once the immune system 
assumes a more relaxed stage of memory, the virus can reactivate and replicate 
unhindered for a few days until T cells convert from memory cells back to effector cells. 
These short bursts of viral replication suffice to produce ample amounts of virus to allow 
its spread to other organisms.

Escape by Destruction of Immune Cells

A number of viruses infect cells of the adaptive immune system, leading to the demise 
of those cells. The best example is HIV-1 virus, which infects and destroys CD4 + T 
cells, as described in more detail in another chapter.



Rather than directly infecting immune cells, viruses can kill such cells indirectly and 
focus more specifically on those that are directed against their antigens. For example, 
HBV can establish persistent infections. Although this is more common in 
maternal–fetal transmission, in which the immature immune system becomes tolerant of 
the viral antigens, some adults are also incapable of completely clearing an HBV 
infection. It is speculated that HBV-infected cells actively kill HBV-specific CD8 + T 
cells. Inflammatory cytokines can induce Fas expression on hepatocytes, the main 
target of HBV ( 173 ). T effector cells not only express Fas in order to induce 
programmed cell death of infected Fas ligand–positive cells, but they themselves also 
carry Fas ligand, which eventually triggers their own apoptosis. Although expression of 
Fas ligand on effector T cells is vital to negatively regulate an immune response, it also 
renders T cells susceptible to a premature death by cells that express Fas. Some type 
of tumor cells express Fas and thus successfully evade destruction of cytolytic T cells. 
HBV-infected Fas-positive hepatocytes may have the same effect on CD8 + T cells that, 
upon recognition of their target antigen, are killed before they can deliver a lethal hit 
against the virus-producing cells. This would also explain the discrepancy of the CD8 + 
T-cell responses during acute, as opposed to chronic, HBV infections. During the acute 
phase of the infection, patients have a vigorous CD8 + T-cell response against 
HBV-infected cells; this response is markedly lower in viral carriers. Other mechanisms 
such as immunological exhaustion or induction of tolerance may contribute to this 
lowered T-cell response ( 174 ).

Escape by Subverting Antigen Processing and Antigen Presentation

A number of viruses have devised strategies to impair presentation of their antigens by 
the class I MHC pathway, thus reducing activation of antigen-specific CD8 + T cells. 
This again stresses the importance of this cell subset for antiviral defense. Nearly every 
step of the class I MHC presentation pathway can be interfered with, and some viruses 
encode multiple proteins that act at different levels of the class I MHC processing 
pathway ( Fig. 6, Table 3) ( 175 ). Interference of class II MHC processing is less 
common but has also been described ( 176 ).



 
TABLE 3. Inhibition of antigen presentation through the class I MHC pathway

 
FIG. 6. Inhibition of antigen presentation by class I major histocompatibility complex 
(MHC) molecules. A number of viral proteins ( gray outline) interfere with the class I 
MHC presentation pathway.

Inhibition of Class I or II Major Histocompatibility Complex Synthesis The Vpu and 
Tat proteins of lentiviruses can interfere with synthesis of class I MHC molecules ( 177 , 
178 ). Human cytomegalovirus (HCMV) can impair class II MHC expression through two 
distinct pathways ( Fig. 7). Class II MHC molecules are expressed only on a subset of 
cells, and its expression is regulated at the transcriptional level through control 
elements that include those that allow both constitutive and cytokine-induced 
transcription of the class II MHC genes. The class II MHC transactivator (CIITA) is 
essential for constitutive and induced transcription and is the rate-limiting factor of class 
II MHC production ( 179 ). One of the four promoters controlling CIITA production is 
activated by IFN-?, which, upon binding to its receptors, triggers through Janus kinases 
a signal transduction cascade that eventually results in transcription of 
interferon-inducible genes. HCMV inhibits the up-regulation of class II MHC expression 
by IFN-? by decreasing the amount of Janus kinases ( 180 ). In addition, HCMV can 



interfere further downstream with the CIITA promoter ( 181 ). 

 
FIG. 7. Inhibition of class II major histocompatibility complex (MHC) synthesis. 
Cytomegalovirus proteins ( gray outline) inhibit synthesis of class II MHC determinants.

Inhibition of Peptidases The metalloproteases CD10 and CD13 serve as amino 
peptidases that trim peptides to a size that allows their binding to the groove of class I 
or II MHC molecules. Proteins of HCMV block the activity of CD10 and CD13 ( 182 ). 
Whereas CD10 expression is apparently blocked at the transcriptional or translational 
level, CD13 seems to be retained within the endoplasmic reticulum. 
Inhibition of Transporter Associated with Antigen Processing The peptide 
transporter TAP is needed to shuttle peptides from the cytoplasm to the endoplasmic 
reticulum, in which they associate with class I MHC determinants. TAP peptide 
transport is inhibited by a protein of HCMV, US6, which acts from the luminal site of the 
endoplasmic reticulum. This protein binds to TAP and prevents binding of adenosine 
triphosphate, which is needed for peptide transport ( 183 ). ICP47 polypeptide from 
herpes simplex virus inhibits TAP by binding to TAP’s peptide binding site, thus 
preventing its association with other peptides. This results in an insufficient number of 
peptides in the endoplasmic reticulum for binding to class I MHC molecules ( 184 ). 
TAP-independent peptide loading of class I MHC molecules is not affected by US6 or 
ICP47. EBV encodes a protein that weakly binds the IL-10 receptor. Like cellular IL-10, 
the EBV protein reduces expression of TAP and of class II MHC ( 185 ). Another IL-10 
homolog, UL111A, is encoded by HCMV ( 186 ). 
Retention of Class I Major Histocompatibility Complex Molecules in the 
Endoplasmic Reticulum Once class I MHC molecules have bound peptide, they must 

be transported to the cell surface to present the peptides to CD8 + T cells. A number of 
viral products interfere with this transport by either retaining or destroying class I MHC 
molecules within the endoplasmic reticulum. The US3 protein of HCMV ( 187 ) and the 
E3-19K protein of adenovirus ( 188 , 189 ) bind to polymorphic parts of class I MHC within 



the endoplasmic reticulum. Upon binding of these viral proteins the class I MHC 
molecules are unable to leave the endoplasmic reticulum. Neither of these proteins 
interferes with peptide loading. 
Retention of Class I Major Histocompatibility Complex in a Pre-Golgi/Golgi 
Compartment The m152 gene of murine cytomegalovirus (MCMV), which encodes a 
40-kDa glycoprotein (gp), affects retention of peptide-loaded class I MHC molecules in 
a pre-Golgi compartment ( 190 ). Direct binding of m152/gp40 to class I MHC molecules 
has not been demonstrated thus far. 
Dislocation of Class I Major Histocompatibility Complex into the Cytoplasm US11 
and US2 proteins of HCMV dislocate the class I MHC molecules from the endoplasmic 
reticulum to the cytoplasm, in which they are rapidly degraded ( 191 ). In the presence of 
US2 protein, the intracellular half-life of class I MHC is reduced from approximately 6 
hours to less than 2 minutes; this demonstrates that this pathway of class I MHC 
destruction is highly efficient. US2 protein in the endoplasmic reticulum binds to class I 
MHC molecules while they are being glycosylated, causing them to fold incorrectly. The 
complex is then transported through Sec61 pores back into the cytoplasm, in which, 
upon deglycosylation, both proteins—the class I MHC molecule and the viral 
protein—are degraded. The US11 protein has a similar mode of action but, unlike US2, 
does not become demolished upon translocation into the cytoplasm. 
Dislocation of Class I Major Histocompatibility Complex Molecules into 
Lysosomes The m6/gp48 protein of MCMV binds to class I MHC ß 2-microglobulin 
complexes in the endoplasmic reticulum. During transport of the complex to the cell 
surface, the m6/gp48 protein, whose cytoplasmic tail has a two-leucin motif, targets the 
complex to lysosomes, in which they are proteolytically digested ( 192 ). 
Interference with Surface-Expressed Class I Major Histocompatibility 
Complex/Peptide Complexes The MCMV-encoded gp34 is transported to the cell 
surface upon forming a complex with class I MHC molecules ( 193 ). It is not yet known 
whether binding of gp34 interferes with binding of TCRs to the class I MHC peptide 
complexes. The Nef protein of HIV-1 binds to the AP-2 adaptor protein and augments 
endocytosis of class I MHC molecules, thus reducing their overall numbers on the cell 
surface ( 194 ). The K3 and K4 proteins of the herpesvirus HHV8 also lower expression 
of cell surface class I MHC molecules by enhancing their endocytosis ( 195 ). Both 
proteins show specificity for certain human leukocyte antigen (HLA) types; K3 reduces 
expression of HLA-A, HLA-B, HLA-C, and HLA-E, whereas K5 affects mainly HLA-A 
and HLA-B. K3 shows sequence homology with IE1 of bovine herpesvirus 4, and K5 
resembles the open reading frame 12 of herpes simplex virus. All these proteins carry a 
zinc finger motif with an internal hydrophobic domain. These proteins translocate to 
membranes and may sponsor ubiquination of cell membrane–associated proteins, 
which leads to their proteolytic degradation ( 196 ). 

Inhibition of T Cell–Mediated Target Cell Lysis

T cells kill virus-infected target cells through induction of programmed cell death. A 
number of viral proteins prevent apoptosis ( Fig. 8) and thus preserve the cells that 
support their replication. Apoptosis can be triggered by Fas–Fas ligand (CD95) 
interactions. The intracellular domain of CD95 contains a death effector domain. These 
domains bind to corresponding death effector domains on adaptor proteins such as 



Fas-associated death domain. Upon binding of the extracellular part of the receptor, the 
cytoplasmic tail binds to death-inducing signal complex, which contains caspase-8 
(FLICE). This results in activation of FLICE, which in turn activates caspase-3, which, 
through cleavage of cellular proteins, induces cell apoptosis. Activation of FLICE is 
inhibited by cellular FLICE-like inhibitor proteins ( 197 ). Another apoptotic pathway 
involves mitochondrial damage, which, upon “permeabilization” of the mitochondrial 
membrane, causes activation of caspase-9.

 
FIG. 8. Inhibition of apoptosis by viral antigens. A number of viral proteins ( gray outline) 
inhibit apoptosis, thus preventing T cell–mediated lysis of infected cells before new viral 
progeny has been assembled.

Poxviruses inhibit apoptosis of infected cells through a number of pathways. They 
produce either a serine protease inhibitor–like molecule, cytokine response modifier A 
(CrmA) (cowpox), or SPI-2 (vaccinia virus). CrmA inhibits the activity of caspases such 
as IL-1ß–converting enzyme and caspase-8, which are part of the death pathway ( 198 ). 
In addition, both proteins bind to granzyme B, a serine protease that is part of the lytic 
granules that are secreted by cytolytic T cells upon recognition of their target ( 199 ). 
SPI-1 is another serine protease produced by orthopoxviruses. This protein does not 
inhibit Fas-mediated cell death. It binds to cathepsin G, a cellular serine protease of the 
chymotrypsin family ( 200 ).

The MC159 protein of molluscum contagiosum virus is a c-FLIP homolog that binds to 
Fas-associated death domain and the precursor form of caspase-8, thus inhibiting its 
activation ( 201 ). Some herpesviruses such as HHV8 encode a FLICE inhibitory protein, 
termed v-FLIP, that prevents recruitment and activation of FLICE ( 202 ). Intracellular 



reactive oxygen intermediates, which trigger apoptotic cell death, can be reduced by 
cellular enzymes such as glutathione peroxidase, a selenocysteine-containing protein. 
The MC66 of molluscum contagiosum virus shows 74% sequence homology to this 
enzyme ( 203 ) and was shown to protect cells from death caused by reactive oxygen 
intermediates ( 204 ). MC66 does not interfere with apoptosis induced through Fas.

The p28 protein of ectromelia virus (mousepox) ( 205 ) and the N1R protein of Shope 
fibroma virus have a RING zinc finger motif that inhibits apoptosis induced by ultraviolet 
light. The M11L protein of myxomavirus localizes to mitochondrial membranes and 
prevents their “permeabilization” upon cell damage, thus inhibiting activation of 
caspase-9 ( 206 ). The MT4 of myxomavirus localizes to the endoplasmic reticulum and 
was shown to inhibit apoptosis through an as yet undefined pathway ( 207 ).

Inhibition of Natural Killer Cell Activity

NK cells, unlike T cells, can commence effector function without prior editing through 
negative selection. To prevent uncontrolled killing of vital cells, NK lymphocytes carry 
receptors that, upon recognition of class I MHC molecules, inhibit cytokine synthesis or 
release of toxic substances. Cells infected with viruses that down-regulate class I MHC 
surface expression thus become susceptible to lysis by NK cells. In order to avoid this 
destruction by NK cells, cytomegalovirus encodes two proteins, m144 and UL18, which 
serve as class I MHC decoys ( 208 , 209 ) ( Fig. 9). HCMV down-regulates the expression 
of most type of HLA molecules without strongly impairing HLA-E expression. 
Cell-surface expression of HLA-E is generally TAP dependent. In uninfected cells, 
HLA-E presents a peptide present in the signal sequence of HLA-C. Processing of this 
peptide, needed for its transport into the endoplasmic reticulum for binding to HLA-E, 
requires TAP, which is inhibited in HCMV-infected cells. The signal sequence of UL40, 
another HCMV-encoded protein, carries a sequence with a potential binding motif to 
HLA-E ( 210 ). It is feasible, albeit not yet proved, that this peptide associates with HLA-E 
independently of TAP, thus allowing its translocation to the cell surface. Expression of 
HLA-E in turn inhibits NK cell–mediated lysis.



 
FIG. 9. Inhibition of natural killer (NK) cell functions. Viral products ( gray outline) inhibit 
NK cell activity by providing class I major histocompatibility complex (MHC) decoys.

Inhibition of Complement Activation

Complement can directly inactivate some viruses or affect lysis of virus-infected cells 
upon binding of antibodies to cell surface–expressed viral antigens. Complement is 
activated through the alternative pathway as a direct consequence of viral infection or 
later on through the traditional pathway upon formation of antigen-antibody complexes. 
Both pathways converge after formation of the C3 complex. A family of proteins, which 
carry a consensus motif, negatively regulates the activation of complement. The VCP 
protein of vaccinia virus contains four copies of this motif and can inhibit both pathways 
of complement activation at several levels. VCP binds C3b and C4b, thus inhibiting their 
function and causing their accelerated degradation ( 211 ).

Interference of Cytokine Functions

Viruses have developed three mechanisms that affect the activity of cytokines ( Table 
4). They can produce proteins that mimic cytokines and bind to the same receptors. 
They can produce antigens that mimic cytokine receptors and thus neutralize the 
corresponding factors. Finally, they can directly interfere with the synthesis of cytokines.



 
TABLE 4. Interference of Cytokine Functions

Cytokine Mimetics EBV produces an IL-10–like molecule ( 212 ) that inhibits synthesis 
of IL-12 and thus the generation of Th1 immune responses. Similarly, the UL111A open 
reading frame of HCMV has sequence homology with IL-10 ( 213 ). UL146 and 147 of 
HCMV encode an IL-8–like molecule that may affect lymphocyte trafficking ( 214 ). 
Receptor Mimetics Herpesviruses and poxviruses encode a number of secreted 
proteins that bind chemokines or cytokines, thus preventing their binding to the 
corresponding cellular receptors. Four proteins of HCMV (UL33, UL78, US27, and 
US28) show homology with the CCR1 receptor ( 215 ). MC148 protein of Molluscipox 
virus shows similarity to the CCR8 chemokine receptor ( 216 ). The protein lacks the 
signaling domain and thus functions as an antagonist. Both Leporipoxvirus and 
Orthopoxvirus species encode secreted proteins (M-T1 and p35, respectively) that have 
functional homology to chemokine receptors and thus interfere with lymphocyte 
trafficking ( 217 ). The M104L protein of poxvirus shows some similarity to MIG ( 218 ), an 
interferon induced monokine of the CXC chemokine family. The B8R protein of vaccinia 
virus binds to IFN-? ( 219 ), whereas B18R binds to type I interferons ( 220 ). The 
poxvirus-encoded GIF binds to both GM-CSF and IL-2 ( 221 ). HCMV encodes UL144, 
which is a homolog of the TNF receptor supergene family ( 222 ). Its functions are 
currently unknown. Shope fibroma virus and myxomavirus encode a single TNF 
receptor homolog called T2 ( 223 ), whereas Orthopoxvirus species encode one to three 
different TNF receptor homologs, called CrmB, CrmC, and CrmD ( 224 ). T2, CrmB, and 
CrmD bind TNF-a and lymphotoxin A, whereas CrmC associates only with TNF-a. T2, 
CrmC, and CrmD block TNF-a–mediated cell lysis. The T2 protein in addition prevents 
apoptosis of CD4 + T cells. This activity is independent of TNF-a. Poxviruses encode 
M135R (myxomavirus) and B18R (vaccinia virus), two proteins that bind and 
consequently inhibit IL-1ß ( 225 ). 
Inhibition of Interleukin-1 Cleavage IL-1ß is synthesized as a precursor that requires 
cleavage by caspase-1 to gain functional activity. The same caspase also cleaves the 
precursor molecule of IL-18. Cowpoxvirus encodes a serine protease inhibitor, CrmA, 
that inhibits the function of caspase-1 ( 226 ). The activity of CrmA is not restricted to 



caspase-1 but also affects additional caspases involved in apoptosis ( 227 ). 
Inhibition of Interferons Viruses of two distinct families, the paramyxoviruses and 
human papillomaviruses, inhibit transcriptional activation by interferons ( Fig. 10). Type I 
interferons are produced early after infection, whereas immune interferon is synthesized 
later by activated T cells. Both have potent antiviral activities, which are mediated partly 
through downstream pathways upon induction of synthesis of other proteins. Type I 
interferons and immune interferon bind to different receptors. Binding of type I 
interferons leads to phosphorylation of Jak1/TYK2 kinases, whereas binding of the 
immune interferon receptor causes phosphorylation of Jak1 and Jak2. Jak1/TYK2, once 
activated, phosphorylate STAT1 and STAT2, which form a heterodimer, whereas 
Jak1/Jak2 phosphorylate only STAT1, causing its homodimerization. The STAT dimers 
translocate to the nucleus, where they assemble with other proteins into a 
transcriptional activating complex. This complex contains interferon responsive factors 
(IRFs), which bind to motifs present on interferon-inducible promoters. 

 
FIG. 10. Inhibition of interferons by viral proteins. Viral proteins ( gray outline) inhibit the 
functions of interferons (IFNs).

Viruses of the paramyxovirus family, which is composed of a number of different 
viruses, including Sendai virus, human parainfluenza virus types 2 and 3, simian virus 
5, and mumps virus have several strategies to abrogate interferon signaling. The simian 
virus 5 V protein causes proteolytic degradation of STAT1, thus inhibiting both signaling 
through type I and immune interferons ( 228 ). Human parainfluenza virus type 2 
interferes only with STAT2, thus inhibiting the activity of type I interferon without 
affecting that of IFN-? ( 229 ). Normal levels of both STAT1 and STAT2 are detectable in 
Sendai virus or human parainfluenza virus type 3–infected cells. Nevertheless, in 
infected cells, both STAT proteins show lack of serine 727 phosphorylation, which is 
needed for their optimal transcriptional activity. HPVs inhibit the activity of interferon 
through the early proteins E6 and E7 that, in oncogenic types of papillomavirus, 
interfere with cell cycle regulation. The E6 protein binds and inactivates IRF-3 ( 230 ). 



The E7 protein binds to IRF-1 and histone deacetylase, thus silencing the activity of the 
transactivator on IFN-inducible promoters. Other viral proteins act downstream on the 
activity of interferon-induced proteins ( 231 ). The M-T7 protein of myxoma virus and the 
B8R protein of vaccinia virus (both of which belong to the poxvirus family) show 
sequence homology with the IFN-? receptor. Both proteins bind to IFN-?, inhibiting its 
ligation to its receptor. Vaccinia virus also encodes a type I interferon inhibitor that 
shows sequence homology with the type I interferon receptor. The protein kinase R is 
induced by interferons. It negatively regulates protein synthesis through phosphorylation 
of the translation initiation factor eIF-2. The E3L protein of vaccinia virus inhibits 
activation of protein kinase R. The K3L protein of vaccinia virus is a homolog of eIF-2, 
which serves as a decoy for activated protein kinase R. 
Inhibition of Interleukin-18 IL-18 is a cytokine that, like IL-12, induces IFN-? 
production and thus sponsors NK and Th1 cell activation. Molluscum contagiosum 
virus, as well as Orthopoxvirus species, secrete IL-18–binding proteins, which prevent 
the interaction of the cytokine with its natural receptor. IL-18 is produced as a precursor 
molecule that is cleaved by caspase-1 into its active form. The CrmA protein of vaccinia 
virus inhibits the activity of this caspase ( 232 ). 

Crystallized Fragment (Fc) Receptor Mimetics

MCMV encodes a crystallized fragment (Fc) ? receptor–like molecule that subverts 
antibody-mediated lysis of infected cells ( 233 ).

SUMMARY

Understanding how the immune system copes with viruses, the smallest of all genetic 
entities that cause transmittable diseases in humans, is crucial to eventually lessening 
their toll on human well-being. Viruses come in many forms. They change rapidly, and 
new types of viruses are constantly arising or crossing species barriers. The immune 
system remains the best defense against viral infections. Understanding the complex 
interactions between the immune system of the host and the invading viral pathogen will 
eventually enable researchers to devise better strategies for annihilating viral diseases. 
In the meantime, it is sobering to realize that these small genetic entities seem to 
understand and dodge the immune system far better than the people who have devoted 
their time to studying it.
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INTRODUCTION

This chapter focuses on infections with intracellular bacteria, emphasizing in particular 
the general immune mechanisms underlying protection and pathogenicity. Intracellular 
bacteria comprise numerous pathogens, some of which are of utmost medical 
importance whereas others play only an inferior role. Ancient (but still existent) as well 
as newly emerging diseases are caused by intracellular bacteria. Of paramount 
significance for humans are Mycobacterium tuberculosis, Mycobacterium leprae, 
Salmonella enterica serovar Typhi, and Chlamydia trachomatis, the etiologic agents of 
tuberculosis, leprosy, typhoid, and trachoma, respectively, which, together, afflict more 
than 600 million people. An association of Chlamydia pneumoniae with cardiovascular 
diseases has been claimed. Some opportunistic pathogens such as Mycobacterium 
avium/Mycobacterium intracellulare are gaining increasing significance with the growing 
number of immunodeficient patients, such as acquired immune deficiency syndrome 
(AIDS) sufferers.

As can be deduced from their name, intracellular bacteria live inside host cells for most 
of their lives. Intracellular living implies coexistence with the abused host cells; 
accordingly, many intracellular bacteria are of low toxicity by themselves. These 
characteristic features have direct consequences for the immune response evoked. 
Because of their intracellular location, these pathogens are relatively well shielded from 
humoral immunity. However, during intracellular living, microbial proteins are processed 
and peptides presented in the context of major histocompatibility complex (MHC) 
molecules, thus promoting activation of T-lymphocytes. Accordingly, acquired 
resistance against and pathogenesis of intracellular bacterial infections crucially depend 
on T-lymphocytes. Although CD4 T-lymphocytes are central to acquired resistance, 
recent evidence suggests contribution by CD8 T cells as well as additional 
unconventional T cells. Moreover, while macrophage activation by interferon ? (IFN-?) 
is crucial for antibacterial protection, additional functions are often required for 
clearance of infection.



GENERAL PRINCIPLES OF PATHOGENICITY AND VIRULENCE OF 
INTRACELLULAR BACTERIA

Characteristic Features of Intracellular Bacteria

Bacterial pathogens are microorganisms that cause disease in a given host species. 
The term pathogenicity embodies the quality of a whole microbial species comprising 
several strains of varying virulence—that is, of varying disease-causing strength. Only 
rarely is infectious disease the direct and invariable consequence of an encounter 
between host and pathogen. Rather, it is the eventual outcome of complex interactions 
between them. Because this is particularly relevant to our understanding of infections 
with intracellular bacteria, the principal steps are discussed briefly.

Some intracellular bacteria, in particular Rickettsia sp, are introduced directly into the 
bloodstream by insect bites from where they have ready access to internal tissues. 
Most intracellular bacteria, however, enter the host through the mucosa, and bacterial 
entry is frequently initiated by adhesion to cells of the epithelial mucosa ( 1 ). Major ports 
of entry are the lung for airborne pathogens such as M. tuberculosis and Legionella 
pneumophila, and the intestine for food-borne pathogens such as S. enterica and 
Listeria monocytogenes. Subsequently, intracellular bacteria pass through the epithelial 
layers. Either they actively induce transcytosis (i.e., endo- and exo-cytosis) through the 
epithelial cells or they are passively translocated within macrophages. Bacteria may be 
removed by nonspecific defense mechanisms such as mucociliary movements and gut 
peristalsis, or they may be destroyed by professional phagocytes without necessitating 
the specific attention of the immune system. Cells that survive these nonspecific 
defense reactions colonize deeper tissue sites and stably infect a suitable niche. At this 
stage, the host generally pays sufficient attention to the infectious agent as indicated by 
the development of a specific acquired immune response.

Infection is abortive when the immune system succeeds in eliminating the pathogen 
before overt clinical disease develops. Alternatively, tissue damage increases to a 
significant level before the immune system succeeds in controlling the pathogen 
effectively and clinical disease develops. This is the case with many extracellular 
bacteria that cause diseases of acute type, but less common in the case of intracellular 
bacteria. Finally, it is possible that the immune response restrains the infectious agent 
but fails to completely eradicate it. Under these conditions, a long-lasting equilibrium 
between microbial persistence and the immune response unfolds. This balance, 
however, remains labile and can be tipped in favor of the pathogen at a later time, 
converting infection into disease.

The time lapse between host entry and expression of clinical disease is often termed 
incubation time and from what has been said above, it follows that in many intracellular 
bacterial infections the incubation times are long-lasting to lifelong. By improving the 
immune response or by impairing bacterial growth (typically accomplished by 
chemotherapy), or both, disease can be overcome. Ideally, bacterial eradication is 
achieved; alternatively, some dormant bacteria continue to persist in niches poorly 



accessible to the immune response.

To reemphasize the relevant steps leading to diseases caused by intracellular bacteria:

Commonly, infection is clearly separated from disease, and the immune response 
is already induced at the stage of infection.
Infection persists in face of dynamic interactions between pathogen and immune 
mechanisms.
The host–pathogen relationship represents a highly sophisticated form of 
parasitism that does not necessarily lead to disease but rather allows for 
long-lasting coexistence.
Infection includes the potential to harm the host severely at a later stage, and 
pathogenesis is strongly influenced by the immune response.

Hallmarks of an “Idealized” Intracellular Bacterium

Although this chapter focuses on general mechanisms underlying immunity to 
intracellular bacteria, it is important to emphasize that this group is extremely 
heterogeneous despite several commonalities. Therefore, the major hallmarks of 
intracellular bacterial infections will first be described for a nonexistent “idealized” 
intracellular bacterium and compared with an “idealized” extracellular bacterium ( Table 
1). Subsequently, characteristics of selected intracellular bacteria will be specified.

Hallmark 1. As implied by the name, the intracellular lifestyle represents the 
distinguishing feature of intracellular bacteria. Yet, invasion of host cells is not restricted 
to these pathogens, and transient trespassing through epithelial cells is a common 
invasion mechanism of both intracellular and extracellular pathogens.
Hallmark 2. T cells are the central mediators of protection against intracellular bacterial 
infections. These T cells do not interact with microbes directly, but instead interact with 
the infected host cell. In contrast, antibodies that recognize microbial antigens directly 
are of exquisite importance for defense against extracellular bacteria.
Hallmark 3. Infections with intracellular bacteria are accompanied by delayed-type 
hypersensitivity (DTH), which expresses itself after local administration of soluble 
antigens as a delayed-tissue reaction mediated by T cells and effected by 
macrophages.
Hallmark 4. Tissue reactions against intracellular bacteria are granulomatous; and 
protection against, as well as pathology caused by, intracellular bacteria are centered 
on these lesions. Rupture of a granuloma promotes bacterial dissemination and 
formation of additional lesions at distinct tissue sites. In contrast, tissue reactions 
against extracellular bacteria are purulent and lead to abscess formation or systemic 
reactions.
Hallmark 5. Intracellular bacteria express little or no toxicity for host cells by themselves, 
and the pathology is primarily a result of immune reactions, particularly those mediated 
by T-lymphocytes. In contrast, extracellular bacteria produce various toxins that are 
directly responsible for tissue damage.
Hallmark 6. Intracellular bacteria coexist with their cellular habitat for long periods of 
time. A labile balance develops between persistent infection and protective immunity, 
resulting in long incubation time and in chronic disease. Accordingly, infection is clearly 



dissociated from disease. In contrast, extracellular bacteria typically cause acute 
diseases that develop soon after their entry into the host and are terminated once the 
immune response has developed. Thus, the transition of infection into clinical disease 
occurs rapidly.

 
TABLE 1. Hallmarks of intracellular bacterial infections

Hallmarks 1 to 4 should be considered essential, and hallmarks 5 and 6 conditional, 
criteria for defining intracellular bacteria.

Of course, the ideal intracellular bacterium as characterized above does not exist. M. 
tuberculosis probably resembles it most. Yet, at the height of active tuberculosis, 
tubercle bacilli replicate extracellularly in the detritus of dissolved host cells in an 
unrestricted way ( 2 ). Experimental listeriosis of mice fulfills many criteria (though not 
all) but takes an acute course of disease ( 3 ). In typhoid, antibodies participate in the 
protective immune response, and in leprosy they contribute to pathogenesis ( 4 ).

Two Types of Intracellular Bacteria: Facultative and Obligate Intracellular

With respect to their preferred habitat, intracellular bacteria can be divided into two 
groups: Those pathogens which do not essentially depend on the intracellular habitat 
include M. tuberculosis, M. bovis, M. leprae, S. enterica, Brucella  sp, L. pneumophila, L. 

monocytogenes, and Francisella tularensis ( Table 2) ( 2 , 3 , 5 , 6 , 7 , 8 , 9 and 10 ). 
Although these pathogens favor mononuclear phagocytes (MP) as their biotope, other 
types of host cells are infected as well. M. leprae, for example, lives in numerous host 
cell types, notably in Schwann cells and hepatocytes serve as an important reservoir for 
L. monocytogenes. Although M. tuberculosis can infect a variety of mammalian cells in 
vitro, in vivo it seems to restrict itself to macrophages.



 
TABLE 2. Major infections of humans caused by facultative intracellular bacteria

So-called obligate intracellular bacteria fail to survive outside host cells. These bacteria 
prefer nonprofessional phagocytes as their habitat—for example, endothelial and 
epithelial cells. Nevertheless, they are sometimes found in MP as well. Rickettsiae and 
chlamydiae are representatives of this group. They include Rickettsia prowazekii, 
Rickettsia rickettsii, Rickettsia typhi, Rickettsia tsutsugamushi, and Coxiella burnetii, the 
etiologic agents of louse-borne typhus, Rocky Mountain spotted fever, typhus, scrub 
typhus, and Q-fever, respectively ( 11 ). Various biovars of Chlamydia trachomatis, which 
are responsible for trachoma, conjunctivitis, urogenital infections, and lymphogranuloma 
venerum, as well as C. psittaci and C. pneumoniae, causative agents of psittacosis or 
rare types of pneumonia, respectively, also belong to this group ( Table 3) ( 12 ). C. 
pneumoniae infection is considered a cofactor in the development of atherosclerotic 
cardiovascular disease ( 13 ).

 
TABLE 3. Major infections of humans caused by obligate intracellular bacteria

Preferential living in macrophages does not depend on specific invasion mechanisms 
but rather on highly sophisticated intracellular survival strategies. Yet, most facultative 
intracellular bacteria express specific invasion factors if only to cross epithelial layers. In 
contrast, selection of nonprofessional phagocytes as habitat essentially depends on 
invasion molecules whereas survival inside these cells is generally less hazardous.

Because this chapter focuses on general mechanisms underlying the immune response 
to intracellular bacteria, some selectivity is required and major emphasis is given to (a) 
experimental listeriosis of mice because this model has proven most productive in the 
exploration of the immune mechanisms responsible for acquired resistance against 
intracellular bacteria; (b) tuberculosis, which not only represents the paradigm of 
intracellular bacterial infections but also is of paramount medical importance; and (c) S. 
enterica infection, which is increasingly used for elucidating the intracellular lifestyle of 
bacteria. Where appropriate, other infections will be included in the discussion. The 
genomes of L. monocytogenes, M. tuberculosis, S. enterica (serovars Typhi and 



Typhimurium) have been sequenced, providing new insights into the molecular 
strategies that these pathogens use for infection ( 14 , 15 , 16 and 17 ).

SPECIFIC FEATURES AND EXAMPLES

M. tuberculosis and Tuberculosis

This paradigmatic intracellular bacterium is an acid-fast bacillus with a replication time 
of more than 20 hours. Tubercle bacilli are obligate aerobes and hence prefer tissue 
sites with high oxygen pressure such as the lung. M. tuberculosis as well as other 
mycobacteria contain abundant lipids, glycolipids, and waxes that are responsible not 
only for the hydrophobic character of the mycobacteria, but also for their acid fastness, 
strong adjuvanticity (mycobacteria are the crucial components of Freund’s complete 
adjuvant), resistance against complement lysis, and resistance against acids, alkalines, 
and simple disinfectants. Most importantly, these glycolipids are central to intracellular 
survival inside activated MP. More recent findings have revealed that certain 
mycobacterial glycolipids serve as antigenic targets for a small population of 
unconventional T cells in humans. The importance of glycolipids is reflected by the 
large number of M. tuberculosis genes encoding enzymes involved in fatty acid 
metabolism and catabolism. M. tuberculosis and, to a lesser extent, M. bovis cause 
tuberculosis, which is of paramount medical importance globally ( 18 , 19 ). The disease is 
characterized by long incubation time, dormant infection, and protracted course. 
Consistent with this, the genome of M. tuberculosis comprises several genes that 
enable survival under nutrient deprivation and low oxygen pressure, which may play a 
role during mycobacterial persistence.

It is estimated that every year 8 million new cases arise and 2 million people die of this 
disease, making M. tuberculosis one of the major killers. On the other hand, it has been 
estimated that one-third of the entire world population (2 billion people) are infected with 
M. tuberculosis. Infected individuals harbor M. tuberculosis inside small granulomas at 
sequestered tissue sites. Persistence of M. tuberculosis in these seclusions does not 
remain unrecognized by the immune system; rather, it is controlled by T cells ( 20 ). 
Hence, the vast majority (>90%) of infected people remain healthy, and only a minority 
develop disease following weakening of the immune response. Primary infection 
generally proceeds via the aerosol route, and the lung remains the principal site of 
infection as well as disease. Nevertheless, any other tissue site can be infected 
following reactivation of dormant foci and hematogenic/lymphogenic dissemination. 
Tuberculosis of adults primarily develops through reactivation of dormant foci; only 
rarely does reinfection of individuals already harboring dormant M. tuberculosis cause 
disease. In 1927, Calmette and Guérin developed an attenuated strain of M. bovis, 
termed Bacille Calmette Guérin (BCG). At present, this strain is the most widely used 
viable vaccine globally. Although BCG is efficacious in preventing miliary tuberculosis in 
young children, its protective efficacy against pulmonary tuberculosis in adults is 
insufficient. Whole genome DNA microarray analyses have led to the identification of 
129 genes present in M. tuberculosis but absent from BCG ( 21 ). These genes are 
considered central to the virulence of M. tuberculosis, and may also comprise important 



antigens.

L. monocytogenes and Listeriosis

This bacterium is a gram-positive, non–spore-forming, facultatively anaerobic rod. 
Recent molecular biology analyses have revealed several virulence factors of L. 
monocytogenes that are instrumental for cell invasion, intracellular replication, and 
cell-to-cell spread ( 5 , 14 ). Listeriolysin is a sulfhydril-activated, pore-forming cytolysin 
that is active at the low pH existing in the phagosome and promotes escape from the 
phagosomal into the cytoplasmic compartment. Two different phospholipase C 
molecules and a lecithinase contribute to the escape of L. monocytogenes into the 
cytoplasm and to cell-to-cell spread. Transition from the phagosome into the cytosol not 
only is essential for virulence, but also markedly influences the type of T-cell response 
evoked, because it promotes loading of MHC class I molecules with antigenic peptides. 
The ActA gene product is involved in intracellular movements and promotes cell-to-cell 
spreading, while intracellular survival may be further facilitated by a metalloprotease. 
Several internalins and p60-like proteins encoded by the Iap gene are involved in 
invasion of nonphagocytic host cells and crossing of the intestinal barrier. The PrfA 
gene positively regulates expression of several virulence factors such as listeriolysin, 
lecithinase, and phospholipase C. Listeriosis is primarily a disease of sheep and cattle 
and only rarely occurs in humans. L. monocytogenes infection of experimental mice has 
provided an extremely helpful tool for elucidating the mechanisms central to our 
understanding of immunity to intracellular bacteria ( 3 ). Despite the capacity of L. 
monocytogenes organisms to survive in resting macrophages, they are readily killed 
once macrophages are activated. Therefore, murine listeriosis is an acute infection that 
is easily terminated following T-cell activation. Even in the absence of T cells, listeriosis 
is quite efficiently if incompletely controlled. These features must be kept in mind in 
interpreting data from murine listeriosis experiments.

S. enterica and Salmonellosis

According to the latest nomenclature, all salmonellae belong to a single species termed 
S. enterica ( 4 , 22 ). This species encompasses more than 2,000 serovars including S. 
enterica serovar Typhi, the causative agent of human typhoid, and S. enterica 
Typhimurium, which is responsible for a similar disease in mice. The salmonellae are 
widespread in nature and infect a vast variety of animals, including mammals, reptiles, 
and birds. Some salmonellae, such as S. enterica Typhimurium have a broad host 
range; others are highly restricted, such as S. enterica Typhi, which is almost 
exclusively restricted to humans. Comparison of the genomes of S. enterica 
Typhimurium and Typhi revealed that approximately 10% of the genes of Typhimurium 
are missing in Typhi, suggesting that they are important for the broader host spectrum 
of the former ( 15 , 16 ). The genome of S. enterica comprises several insertions termed 
the Salmonella pathogenicity islands (SPI), which, as the name suggests, encode 
genes central to pathogenicity. This includes secretion systems, virulence factors, and 
ion transporters. Typically, salmonellosis is food-borne, and in the susceptible host the 
pathogens cause diseases ranging from mild enterocolitis to severe diarrhea. Some 
salmonellae, having passed through the gut epithelium, can cause bacteremia, which 



sometimes results in enteric fever or typhoid. Although human typhoid is now much 
better controlled than it was in the past, it still causes severe health problems globally, 
with approximately 16 million new cases every year, resulting in 600,000 deaths. The 
diarrheal diseases caused by various S. enterica serovars are a major threat to 
humankind as well. Findings, described in the remaining part of this chapter, are almost 
exclusively derived from experiments in mice with S. enterica Typhimurium. Although 
this model reflects numerous aspects of human typhoid, it must be kept in mind that 
some of these findings cannot be extrapolated to other serovars of S. enterica, 
including Typhi.

ENTRY INTO, KILLING BY, AND SURVIVAL WITHIN HOST CELLS

For intracellular bacteria, entry into host cells represents the central requirement for 
survival in, as well as elimination by, the host. Host-cell–directed uptake, called 
“phagocytosis,” is a feature of the so-called professional phagocytes that comprise 
polymorphonuclear granulocytes (PNG) and MP. Entry induced by the pathogen is 
termed invasion: It allows entry into nonphagocytic cells (nonprofessional phagocytes). 
Contact between host cells and pathogens proceeds either directly via receptor–ligand 
interactions or indirectly via deposition on the surface of the pathogen of host molecules 
for which physiologic receptors exist on the target cell.

Depending on the cellular target, the final outcome of host cell entry varies markedly.

1. Nonprofessional phagocytes are nonphagocytic, and hence entry depends on 
expression of surface receptors that can be misused for invasion. Because of their 
low antibacterial activities, they primarily serve as a habitat.

2. PNG are short-lived. Because they are highly phagocytic and express potent 
antibacterial activities constitutively, uptake by PNG is generally fatal for the 
pathogen.

3. MP are phagocytic and express medium to high antibacterial activities depending 
on their activation status. Accordingly, they serve both as habitat and as effector 
cell.

In the following, the major steps from uptake to bacterial elimination by, or survival in, 
host cells will be described with emphasis on the major target of intracellular bacteria, 
the MP ( Fig. 1).



 
FIG. 1. The multiple encounters between mononuclear phagocytes and intracellular 
bacteria.

Adhesion and Invasion

Adhesion to mammalian cells is a common feature of bacterial pathogens. It is a 
prerequisite for extracellular colonization and for host cell invasion. Bacterial adhesins 
that solely expedite adhesion to host cells are expressed by numerous extracellular 
bacteria. In contrast, invasion-inducing molecules are a feature of bacteria that 
permanently or transiently enter host cells. The intracellular bacteria covered here live 
in host cells permanently, whereas other pathogens, such as Shigella sp and Yersinia 
sp intrude host cells transiently ( 23 ).

Although induced by the bacterium, invasion is ultimately a function of the host cell. 
Following adhesion, invasion can be induced in either of the following two ways: First, 
cell signaling by host cell receptors that were the target of adhesion induces uptake; 
second, uptake is induced independently from the molecules that mediate adhesion ( 23 

). The term “zipper mechanism” has been suggested for the highly selective 
receptor-mediated bacterial entry, whereas the term “trigger mechanism” has been 
proposed for indiscriminate, apparently adhesion-independent, uptake ( 24 ).

Entry by Zipper Mechanisms Host cell invasion by Yersinia sp and L. monocytogenes 
are examples of invasion via the “zipper mechanism” ( 23 ). Invasion of Yersinia sp is 
specific for an integrin receptor. Its binding induces phagocytic mechanisms in 
nonprofessional phagocytes similar to those that are constitutively operative in MP. 
Host entry of L. monocytogenes through the intestinal epithelia is mediated by internalin 
on the surface of this pathogen and E cadherin on human epithelial cells ( 23 , 25 ). 
Murine E cadherin does not serve as a receptor for internalin due to an amino acid 
substitution in position 16 ( 26 ). Schwann cells, a major target of M. leprae, are shielded 
by a basal lamina composed of laminin, collagen, and proteoglycans. The unique 
tropism of M. leprae for peripheral nerves appears to be due to bacterial binding to 
laminin. This molecule, which serves as natural ligand for integrins, thus provides a link 
between pathogen and Schwann cell ( 27 ). 
Entry by Trigger Mechanisms Different molecules and mechanisms participate in host 



cell entry by S. enterica. Interactions between S. enterica with host cells causes 
“membrane ruffling” at the site of attachment followed by bacterial entry ( 23 ). Ruffling 
induces indiscriminate uptake even of other particles in the vicinity of S. enterica. This 
process has been termed macropinocytosis. S. enterica triggers its uptake by exploiting 
the signaling machinery of the host cell, thus inducing cytoskeletal rearrangements. In 
certain mouse cells, S. enterica induces phosphorylation of the receptor for the 
epidermal growth factor (EGF) ( 28 ). Yet, S. enterica can also enter cells that do not 
express the EGF receptor. This pathogen possesses two type III secretion systems that 
allow it to directly manipulate intracellular molecules within host cells ( 29 , 30 ). SopE 
(Salmonella outer proteins) are secreted into the host cells rapidly after contact. SopE 
activate the small GTP binding protein CDC42 of the Ras superfamily, which, in turn, 
induces the reorganization of the actin cytoskeleton, promoting bacterial invasion 
through membrane ruffling. A homolog of SopE (termed SopE2) performs similar 
functions, and hence the two molecules may partly compensate each other’s functions. 
The transiently intracellular pathogen Shigella sp utilizes similar mechanisms for uptake 
via membrane ruffling ( 31 ). 

Recognition Receptors for Microbes

Professional phagocytes express receptors for conserved molecular structures on 
microbial pathogens that are normally absent from the mammalian host. These 
structures are termed “pathogen-associated microbial patterns” (PAMP). The broad 
spectrum of microbes is recognized in this manner by a limited number of host receptor 
molecules ( 32 ). Binding to these receptors induces a variety of biological responses in 
host cells. By means of these so-called “pattern recognition receptors” (PRR), host cells 
expressing these receptors, such as professional phagocytes, promptly identify and 
respond to bacterial invaders ( 33 ). The type of microbial phagocytosis, the type of 
immediate effector response of professional phagocytes and the type of inflammation 
are determined in this manner. Moreover, the early inflammatory milieu markedly 
influences the type of the ensuing acquired immune response. These PRR are 
described below.

The Toll-like receptor (TLR) family, which senses distinct structures unique for 
microbes encompassing glycolipds, lipoproteins, heat-shock proteins, flagella, and 
oligodeoxynucleotides that induce intracellular signaling and host cell activation ( 
Fig. 2) ( 34 , 35 and 36 ) 

 
FIG. 2. The Toll-like receptor family.



Lectin-like glycoproteins with specificity for sugars commonly expressed on the 
bacterial cell surface that induce microbial uptake ( 37 )
Surface molecules, notably CD14, with specificity for glycolipids, such as 
lipopolysaccharide (LPS) of gram-negative bacteria and certain 
lipoarabinomannans (LAM) of mycobacteria ( 38 , 39 )

In addition, the following receptors for host-derived molecules promote microbial 
recognition either directly through cross reactivity, or indirectly: scavenger receptors, Fc 
receptors (FcR), complement receptors (CR), and fibronectin receptors (FnR). Some of 
these receptors promote binding and endocytosis only whereas others also activate 
host cells and hence are central for the immediate activation of the immune system 
following pathogen escape. The former group comprises CD14, mannose receptors, 
and scavenger receptors, while the latter comprises FcR and, most notably, TLR.

Pattern Recognition Receptors that Mediate Signaling Recent interest in the signals 
that rapidly trigger the immune system to respond to infection has focused on TLR. The 
mammalian TLR family comprises at least 10 members named TLR-1 to TLR-10 ( Fig. 
2). These TLR not only interact with PAMP, but are also capable of transducing signals 
into the cell causing rapid activation. Signal transduction pathways utilized by TLR 
follow a common sequence shared with the IL-1 receptor signaling pathway, which 
ultimately leads to the phosphorylation of NF?B. Stimulation via TLR results in rapid 
activation of innate host defense mechanisms such as secretion of proinflammatory 
cytokines and production of reactive nitrogen intermediates (RNI). Moreover, 
TLR-mediated activation causes release of IL-12, promoting the induction of protective 
T-cell responses ( 34 , 35 and 36 , 40 ). TLR are particularly abundant on professional 
phagocytes and professional antigen-presenting cells (primarily MP and dendritic cells 
[DC]), and hence are well suited to both activating the immune system and determining 
the type of the ensuing immune response. In addition, TLR are found on various other 
host cells, such as endothelial cells and intestinal epithelial cells. Ligands for several 
TLR have been defined recently. TLR-2 respond to LAM and lipoproteins, for example, 
from M. tuberculosis. TLR-3 responds to double-stranded RNA as a molecular pattern 
of numerous viruses. TLR-4 is specific for LPS from many gram-negative bacteria. 
TLR-5 interacts with bacterial flagellin from both gram-positive (e.g., L. monocytogenes) 
and gram-negative bacteria (e.g., S. enterica). TLR-9 recognizes oligonucleotides 
comprising unmethylated CpG nucleotides characteristic for bacterial DNA. TLR are not 
restricted to microbial PAMP, and can also respond to some host components 
indicative of inflammation, such as the heat-shock proteins (Hsp), which interact with 
TLR-4. Some TLR form heterodimers, further broadening the spectrum of recognized 
ligands. Thus, TLR-2 and TLR-6 heterodimers react with peptidoglycan from 
gram-positive bacteria and zymosan from yeast. Generally, TLR interact with their 
ligands in the phagosome, therefore depending on prior recognition of the respective 
ligand and induction of microbial engulfment by additional receptors. This, for example, 
explains cooperation between CD14 and TLR-4 in LPS stimulation. 
Pattern Recognition Receptors that Mediate Microbial Binding and Uptake Three 
types of lectin-like receptors can be distinguished ( 32 , 37 , 41 ): the mannose-type 
receptor recognizes N-acetylglucosamine, mannose, glucose, and L-fucose; the 
galactose-type receptor is specific for N-acetylgalactosamine and galactose; and the 



fucose-type receptor is specific for L-fucose. Broad distribution of these sugars on 
various microbes guarantees the broad target spectrum of professional phagocytes. 
LAM with terminal mannan (ManLAM) is primarily recognized by the mannose type 
receptor. In contrast, LAM lacking these mannose caps and having terminal arabinose 
cannot be recognized through these receptors. Evidence has been presented that 
CD14 is involved in recognition of these AraLAM moieties ( 42 ). 
Pattern Recognition Receptors that Recognize Host Molecules A group of 
receptors, which are collectively termed scavenger receptors, react with host serum 
lipoproteins ( 43 , 44 ). Some of these receptors also bind microbial surface molecules 
and circumstantial evidence suggests that they may participate in host defense against 
bacterial infection. Indirect recognition of bacteria by professional phagocytes involves 
immunoglobulin G (IgG), breakdown products of the complement component C3, or 
fibronectin as ligands; and the FcR and the complement receptors, CR1, CR3, and CR4 
or the FnR, respectively, on the part of the host cell ( 45 , 46 and 47 ). Binding of specific 
IgG antibodies to bacteria promotes phagocytosis via FcR and—after complement 
activation—by CR1, CR3, or CR4, in addition. FcR binding generally activates the 
respiratory burst, resulting in the activation of reactive oxygen intermediates (ROI) ( 48 ). 
Many intracellular bacteria such as M. tuberculosis, M. leprae, and L. pneumophila 
induce breakdown of C3 and, as a corollary, their own uptake. The phenolic glycolipid 
of M. leprae and the major outer-membrane protein of L. pneumophila, for example, 
promote uptake via CR through C3 fixation. C3 fixation and activation by M. leprae 
surface glycolipid either proceed through the antibody-independent alternative pathway 
or are promoted by low concentrations of cross-reactive serum antibodies through the 
classical pathway of complement activation. C3b deposition on the cell wall of the 
pathogenic mycobacteria M. tuberculosis, M. leprae, and M. avium is promoted by the 
natural complement component C2a. Apparently, these microbes first cleave serum C2 
to become the C3 convertase, C2a, which then causes formation from C3 of C3b and 
its fixation ( 49 ). Some intracellular bacteria directly bind to CR3 independent of C3 
activation. Direct binding to CR3 involves either the RGD sequence or a lectin-like 
binding site for ß-glucan. Thus, CR3 serves as both PRR and as a receptor for host 
molecules. CR-promoted uptake may interfere with the generation of ROI in MP and 
hence may represent a bacterial evasion mechanism. CR3-deficient mice and wild-type 
animals, however, control tuberculosis equally well ( 50 ). Some intracellular bacteria, 
such as L. pneumophila and C. psittaci, enter MP by an unusual engulfment process 
called “coiling phagocytosis” ( 51 ). Coiling is promoted by C3 breakdown products and 
does not stimulate ROI secretion. In contrast, FcR-facilitated uptake of L. pneumophila 
is normal and induces neither coiling nor interference with the ROI burst. CR-mediated 
uptake of particles does not trigger the oxidative burst, suggesting that it represents a 
general evasion mechanism that facilitates intracellular survival. Fibronectin binds to 
FnR through an RGD sequence, so that intracellular bacteria expressing 
fibronectin-binding molecules may be taken up via this pathway. For example, M. 
tuberculosis secretes a family of 32-kD molecules with fibronectin-binding activity. 
Fibronectin, however, appears to be a weak and inefficient inducer of phagocytosis that 
requires additional internalization mechanisms ( 45 , 52 ). In fact, members of the 32-kD 
molecular complex act primarily as mycolyl transferases and thus are involved in cell 
wall biosynthesis rather than in host cell adhesion of mycobacteria ( 53 ). Probably, 
intracellular bacteria misuse a variety of other proteins present in serum or secretion. 



Thus, M. tuberculosis was found to bind to heparin or to surfactant protein, which may 
promote adhesion and perhaps uptake by epithelial cells in the lung ( 54 , 55 and 56 ). 

Invasion of Nonprofessional Phagocytes

Intracellular bacteria generally do not attempt to avoid phagocytosis; rather, they often 
promote their own engulfment. Microbe-directed uptake allows entry into nonphagocytic 
cells and hence can be seen as an evasion mechanism from phagocytosis by 
professional phagocytes. The target spectrum of intracellular bacteria ranges from very 
broad to highly specific. M. leprae is found in a large variety of host cells and hence 
shows a broad target cell spectrum. L. monocytogenes enters the host through the gut 
epithelium and its major target besides MP is the hepatocyte; M. tuberculosis is almost, 
if not exclusively, restricted to MP, although pneumocytes have been proposed as a 
safe “first niche” in the lung. Note that intracellular bacteria are often capable of entering 
a variety of the in vitro cell lines. These in vitro experiments do not necessarily reflect 
the in vivo situation, and care should be taken in extrapolating from them. For the 
obligate intracellular bacteria, nonprofessional phagocytes rather than MP represent the 
preferred habitat. These bacteria are primarily found in endothelial and epithelial cells ( 
12 ).

Phagosome Maturation, Acidification, and Phagosome–Lysosome Fusion

Phagocytosis of inert particles initiates a series of events that ultimately lead to the 
formation of a phagolysosome ( Fig. 1) ( 46 , 57 ). The following three major stages can 
be distinguished.

Early phagosome characterized by a slightly acidic to neutral pH and membrane 
markers, such as mannose receptor, the tryptophane aspartate-containing coat 
protein (TACO), and the transferrin receptor with its ligand transferrin
Late phagosome characterized by pH <5.5 and the acquisition of the vacuolar 
ATPase proton pump
Phagolysosome as the result of fusion between phagosomes and lysosomes 
characterized by pH <5.5, high density of lysosome-associated membrane 
proteins (LAMP) and typical lysosomal enzymes

It should be kept in mind that the three stages are not distinctly separated, but rather 
form a continuum involving the sorting of membrane proteins, as well as budding of and 
fusion with other vesicles. During this dynamic process, the phagosomes successively 
interact with the corresponding endosomes and subsequently with lysosomes ( 58 ).

Acquisition of a vacuolar ATPase proton pump plays a central role in acidification ( 59 ). 
Immediately after phagocytosis, the phagosome becomes alkaline for a short time 
before acidification is initiated. The basic milieu is optimal for the activity of defensins 
and basic proteins, whereas the acidic pH is optimal for lysosomal enzymes. Defensins 
are small (3.5–4.0 kD) peptides rich in arginine and cysteine ( 60 , 61 ). They are 
abundant in PNG and present in some, though not all, MP (depending on species and 



tissue location). Purified defensins are microbicidal for certain intracellular bacteria such 
as S. enterica and L. monocytogenes. A virulence factor of S. enterica for mice, phoP, 
has been implicated in resistance against defensins ( 4 ). Contribution of lysosomal 
enzymes to bacterial killing is small. Their major task is the degradation of already killed 
bacteria. These enzymes reside in the lysosome and are delivered into the phagosome 
during maturation through several independent waves and they reach their optimum 
activity during later stages, that is, in the phagolysosome.

Most intracellular bacteria interfere with phagosome maturation and alter the 
phagosome in order to facilitate and support their own survival ( 46 , 57 , 62 ). These 
include L. pneumophila, M. tuberculosis, S. enterica,  and C. psittaci. Although 
mechanistically incompletely understood, mycobacterial sulfatides and some 
mycobacterial glycolipids impede phagolysosome fusion. Antibody-coated M. 
tuberculosis organisms lose their capacity to block discharge of lysosomal enzymes, 
suggesting an auxiliary function of antibodies in cell-mediated protection against 
tuberculosis ( 63 ). Finally, the robust, lipid-rich cell wall of mycobacteria renders them 
highly resistant against enzymatic attack. M. tuberculosis as well as M. avium arrest 
phagosome maturation at an early stage. They restrict phagosome acidification via the 
exclusion of the proton pump from the phagosome. Additional mechanisms may 
contribute to this event, such as NH4 + production by M. tuberculosis. Consistent with 

intraphagosomal NH4 + production, the urease of M. tuberculosis is active at low pH. It 

has been known for long that NH4 + also interferes with phagosome lysosome fusion. 
Recently, exogenous ATP has been shown to promote phagolysosome fusion resulting 
in concomitant death of macrophages and killing of M. bovis BCG ( 64 , 65 ).

Phagosome maturation is somewhere arrested between the early and the late stage by 
M. tuberculosis, M. bovis BCG, L. pneumophila, S. enterica, and C. trachomatis, all of 
which replicate in nonacidified vacuoles. Phagosomes containing S. enterica, M. bovis 
BCG, or C. trachomatis appear uncoupled from the maturation process through which 
phagosomes containing inert particles proceed ( 46 ). S. enterica remains in the 
spacious membrane-bound phagosome that is formed after uptake by the trigger 
mechanism. The vacuole containing C. trachomatis, which lacks any specific 
phagosome markers, is loaded with ATP by an unknown mechanism that is required by 
C. trachomatis. The L. pneumophila–containing phagosome is surrounded by 
mitochondria, and later by ribosomes connected with the endoplasmic reticulum. 
Evidence has been presented that L. pneumophila exploits an intracellular compartment 
with some features of autophagosomes.

Intracellular Iron

Intracellular bacteria require iron, and production of ROI and RNI also depends on iron. 
Thus, competition for the intracellular iron pool between the intracellular pathogen and 
the host cell markedly influences the outcome of their relationship ( 66 , 67 and 68 ). To 
improve their iron supply, mammalian cells utilize specific molecules. In the extracellular 
host milieu, iron is tightly bound to transferrin and lactoferrin, and the transferrin–iron 



complex is taken up by host cells via transferrin receptors. The lactoferrin–iron complex 
is not taken up into the cell. Iron is released from the transferrin–transferrin receptor 
complex under the reducing conditions of the early phagosome. This event is controlled 
by Hfe (the product of the hereditary hemachromatosis gene). Hfe reduces iron uptake 
either by inhibiting transferrin receptor internalization or by blocking iron release from 
transferrin in the early phagosome. The Nramp system is involved in iron transport from 
the phagosome to the cytosol, where iron is bound to ferritin. Accordingly, iron 
availability is controlled in multiple ways, including transferrin receptor expression on the 
cell surface, lactoferrin concentration in the extracellular space, and intracytosolic 
ferritin concentrations. Many intracellular bacteria, including M. tuberculosis and S. 
enterica, accommodate themselves in the early phagosomes, where the abundance of 
iron-loaded transferrin guarantees a high availability of iron. In order to successfully 
compete for iron, these bacteria possess a variety of iron-binding proteins. These 
include iron chelators (siderophores), transferrin-binding proteins, heme-like proteins, 
and ABC transporters. Expression of genes involved in iron uptake is controlled by a 
conserved mechanism involving the Fur protein. IFN-?–activated MP down-modulate 
transferrin receptor expression and intracellular ferritin, resulting in reduced iron 
availability within the phagosome. The iron content of the phagosome in the resting MP 
seems to be sufficient for L. pneumophila. However, the available iron is markedly 
reduced in IFN-?–activated MP and, as a consequence, L. pneumophila, which lacks 
efficient iron uptake mechanisms, starves from iron deprivation in activated 
macrophages. In contrast, M. tuberculosis possesses a potent iron acquisition system 
comprising exochelins and mycobactins. The exochelins successfully compete for iron 
under limiting conditions and transfer it to mycobactins in the cell wall ( 69 , 70 ).

Tryptophan Degradation

Increased degradation of the amino acid tryptophan has been associated with killing of 
C. psittaci and the intracellular protozoan pathogen, Toxoplasma gondii ( 71 , 72 ). 
Although it is possible that limiting the intracellular availability of essential amino acids 
provides a potent antimicrobial mechanism, little is known about its general role in 
resistance against intracellular bacteria.

Toxic Effector Molecules

Killing of intracellular bacteria by MP and/or PNG is primarily accomplished by highly 
reactive toxic molecules, particularly ROI and RNI ( 48 , 73 , 74 and 75 ).

Many bacteria are susceptible to ROI in vitro. Yet, the contribution of ROI to killing of 
intracellular bacteria by MP remains unclear; in murine macrophages, RNI appear more 
important. Consistent with a central role of RNI in antibacterial defense, gene knockout 
(KO) mice with a deficient inducible NO synthase (iNOS) (which is responsible for RNI 
production, as discussed below) suffer from slightly worsened listeriosis and markedly 
exacerbated tuberculosis ( 76 , 77 ). In the mouse, ROI and RNI act consecutively to 
defend against S. enterica infection ( 78 , 79 ). On the other hand, production of RNI by 
human MP at levels sufficiently high for bacterial killing remains controversial ( 80 ). 



However, evidence is accumulating to the effect that human MP from the site of 
intracellular bacterial infection possess the potential to produce RNI. Using antibodies 
with exquisite specificity for human iNOS, for example, this enzyme could be detected 
in a large proportion of alveolar macrophages from tuberculosis patients ( 81 ). ROI 
production is initiated by a membrane-bound NADPH oxidase, which is activated by 
IFN-? and by IgG–FcR binding:

O 2 - is further metabolized by superoxide dismutase (SOD):

In the presence of appropriate iron catalysts, the Haber–Weiss reaction takes place:

In addition, O 2 - is transformed into 1O 2. The 1O 2 and •OH radicals are short-lived 
powerful oxidants with high antibactericidal activity causing damage to DNA, membrane 
lipids, and proteins. (Note: O 2 -, hyperoxide anion; •OH, hydroxyl radical containing a 

free electron; 1O 2, singlet oxygen, a highly reactive form of O 2.)

Granulocytes and blood monocytes, but not tissue macrophages, possess 
myeloperoxidase (MPO), thus allowing halogenation of microbial proteins ( 48 ):

In addition to hypochlorous acid, chloramines are formed and both agents further 
increase the bactericidal power of the ROI system by destroying biologically important 
proteins through chlorination.

Nitric oxide is exclusively derived from the terminal guanidino-nitrogen atom of 
L-arginine ( Fig. 3). This reaction is catalyzed by iNOS, which leads to the formation of 



L-citrulline and NO •.

 
FIG. 3. Generation of nitric oxide from L-arginine.

NO • can act as oxidizing agent alone or it interacts with O 2 - to form the unstable 

peroxynitrite (ONOO -). This then may be transformed to the more stable anions, NO 2 -

 and NO 3 -, or decomposed to NO •:

NO • and ONOO - are highly reactive antimicrobial agents. NO • may be transformed to 
nitrosothiols expressing the most potent antimicrobial activity. In contrast, NO 2 - and 

NO 3 - are without notable effects on microorganisms.

Production of NO • is NADPH dependent and requires tetrahydrobiopterin as co-factor. 
Three distinct NOS isoenzymes are known. The two constitutive NOS (cNOS) exist in 
various host cells and account for basal NO synthesis, whereas iNOS is primarily found 
in professional phagocytes and is responsible for microbial killing. Its induction is 
controlled by exogenous stimuli such as IFN-?. This iNOS stimulation results in a burst 
of high RNI concentrations required for microbial killing, whereas the low NO levels 
produced by cNOS perform physiologic functions. The RNI exert their bactericidal 
activities by directly inactivating iron-sulfur containing enzymes, by S-nitrosylating 
proteins, by damaging DNA, or by synergizing with ROI.



Evasion of Killing by ROI and RNI

Binding to CR1/CR3 does not induce the respiratory burst and ROI production ( 47 ). 
The CR therefore provide a less dangerous way of entry for intracellular bacteria. 
Low-molecular-weight fractions, particularly of mycobacteria, such as phenolic glycolipid 
1 of M. leprae, scavenge ROI. Some intracellular bacteria may block the respiratory 
burst by interfering with protein kinase C activity. S. enterica mutants deficient in SPI2 
(Salmonella pathogenicity island 2) are susceptible to ROI ( 82 ). SPI2 enables S. 
enterica to exclude NADPH oxidase from the phagosomal membrane, thus interfering 
with ROI release into the Salmonella phagosome. Such a mechanism also affects iNOS 
activity. Finally, many intracellular bacteria produce superoxide dismutase and catalase 
that detoxify O 2 and H 2O 2, respectively. Production of ROI-detoxifying molecules by 
intracellular bacteria is not constitutive; rather, expression of these enzymes is 
controlled by regulators such as soxR or oxyR that sense for concentrations of O 2 or H 

2O 2, respectively. Accordingly, several transposon mutants of S. enterica that fail to 
survive inside murine MP are highly sensitive to ROI in vitro. Although less is known 
about specific mechanisms by which intracellular bacteria may interfere with killing by 
RNI, catalase and other antioxidative enzymes may indirectly inhibit RNI functions. ROI- 
and RNI-detoxifying gene products have been identified in M. tuberculosis ( 83 ). 
Because both ROI and RNI also affect host molecules, excess generation of these 
effector molecules is dangerous for the host as well.

Evasion into Cytoplasm

Evasion from the phagosomal into the cytoplasmic compartment represents a highly 
successful microbial survival strategy because bacterial killing is focused on the 
phagolysosome in order to limit self-damage of MP. This egression has been 
extensively studied in L. monocytogenes, but may also be utilized by other intracellular 
pathogens ( 5 ). Such experiments, however, need to be interpreted with care, and 
current evidence argues against perforation of the phagolysosome membrane by M. 

tuberculosis ( 18 ).

Cytoplasmic invasion by L. monocytogenes depends on listeriolysin, an SH-activated 
cytolysin. Deletion of the responsible gene renders L. monocytogenes avirulent. Other 
cytolysins such as phospholipases and lecithinase are likely involved in membrane 
transition but are insufficient on their own. Evasion of L. monocytogenes into the 
cytoplasmic compartment is, however, markedly reduced in IFN-?–activated 
macrophages in which the microbe entrapped in the phagosome rapidly succumbs to 
attack by ROI, RNI, and/or defensins.

Cell-to-Cell Spreading

L. monocytogenes is cleared from the blood by Kupffer cells, and from here it spreads 
to adjacent hepatocytes without reentering the extracellular milieu. This mechanism of 



cell-to-cell spreading has been carefully studied in vitro ( 84 ). Having entered the 
cytoplasm, L. monocytogenes is surrounded by fibrillar material that subsequently forms 
a tail composed of actin filaments. In this way, L. monocytogenes is pushed forward to 
the outer regions of the cell, where it induces pseudopod formation. Intracellular 
movement is achieved by coordinated actin polymerization at, and polarized release 
from, the bacterial surface ( 85 ). The ActA gene encodes a 90-kD protein located on the 
bacterial surface, which is responsible for these actin-based movements ( 5 ). A host 
cytosolic complex composed of eight polypeptides has been identified which, on binding 
ActA, induces actin polymerization ( 86 ). The pseudopod-containing L. monocytogenes 
is engulfed by the adjacent cell, and the microbe reaches the phagosome of the 
recipient cell still enclosed by the cytoskeletal material from the donor cell. The two 
plasma membranes of the host and recipient cell apparently fuse, thereby allowing the 
introduction of L. monocytogenes into the cytoplasm of the recipient cell. Thus, L. 
monocytogenes can infect numerous cells without contacting extracellular defense 
mechanisms. Shigella sp use similar mechanisms for evasion and intracellular 
movement, and a similar spreading mechanism seems to be employed by S. enterica 
and by R. rickettsii, but not by R. prowazekii and R. typhi.

Apoptosis

Death of mammalian cells occurs by two different forms: accidental and programmed 
cell death, resulting in necrosis or apoptosis, respectively ( 87 , 88 and 89 ). Necrosis is the 
result of cell destruction caused by various exogenous effector mechanisms, including 
those mediated by complement and cytolytic T-lymphocytes (CTL). Apoptosis, in 
contrast, is initiated by intrinsic mechanisms within the dying cell itself. This 
programmed cell death involves a series of tightly controlled enzymatic events, notably 
intracellular caspases. Several bacterial pathogens, including M. tuberculosis, S. 
enterica and L. monocytogenes, can activate the apoptotic machinery in cells after their 
uptake. The responsible molecules and mechanisms are incompletely understood in 
these cases. Perhaps the formation of small pores by listeriolysin from L. 
monocytogenes and by SipB of S. enterica initiate apoptosis. Apoptosis induced by 
Shigella flexneri has been studied in more detail, and it was found that its virulence 
factor, IpaB, not only participates in pore formation, but also interacts with the apoptotic 
machinery by binding to and activating caspases. Depending on the situation, either the 
host or the pathogen can primarily benefit from apoptosis. Exogenous ATP causes 
death of host cells harboring M. bovis BCG which, in turn, results in mycobacterial 
killing ( 64 , 65 ). Although this macrophage death has some resemblance to apoptosis, it 
is also distinct from conventional apoptosis induced through CD95 and mediated by 
caspases.

PROFESSIONAL PHAGOCYTES

Mononuclear Phagocytes

Metchnikoff ( 90 ) was the first to realize the importance of professional phagocytes in 
resistance against bacterial infections. He observed that leukocytes accumulated at the 



site of inflammation and bacterial growth, where they were heavily engaged in microbial 
engulfment and destruction. Metchnikoff distinguished two types of phagocytes: (a) the 
early-appearing and short-lived microphages that are now called PNG, and (b) the 
later-appearing long-lived macrophages still known under this name. The preferential 
localization of tubercle bacilli inside macrophages as already discovered by Koch ( 91 ) 
and Metchnikoff ( 90 ) pointed to the central role of these phagocytes in defense against 
intracellular bacteria. Metchnikoff also observed that during infection, macrophages are 
nonspecifically activated. Macrophage activation as an important factor of acquired 
resistance against bacterial infections was further substantiated by Lurie ( 92 ) and 
shown to be under the control of lymphocytes by Mackaness ( 3 ). Later, cytokines were 
identified as the mediator of macrophage activation ( 93 , 94 ).

It is now clear that many of the antibacterial activities described above are not 
constitutively expressed in MP. Rather, expression of full antibacterial activities by MP 
depends on appropriate stimulation by cytokines, with IFN-? being of paramount 
importance ( 95 , 96 ). Furthermore, significant differences exist among MP of different 
maturation status or from different species. For example, human blood monocytes, but 
not tissue macrophages, possess myeloperoxidase activity. High RNI levels are 
produced by murine MP and probably by human MP under certain conditions. Activation 
of MP coincides with increased phagocytosis, elevated CR, and reduced FcR 
expression, and a higher overall metabolic rate, to name but a few inducible activities. 
Most importantly, during macrophage activation, iNOS and NADPH oxidase, which 
initiate RNI or ROI production, respectively, are stimulated. In other words, activation by 
cytokines results in transition of MP from habitat supporting microbial replication into an 
effector cell capable of terminating, or at least restricting, microbial survival ( 97 ).

Polymorphonuclear Granulocytes

Although the role of PNG in intracellular bacterial infections has often been neglected, 
their high antibacterial potential allows them to kill many intracellular bacteria ( 98 ). 
However, PNG are short-lived and intracellular bacteria are sequestered in intracellular 
niches; hence, the overall contribution of PNG to defense against chronic infections 
remains small. Yet, during the early acute inflammatory response they help to reduce 
the initial bacterial load. This is particularly evident in experimental listeriosis, which is 
an acute disease: The first day of infection is characterized by extensive PNG infiltration 
at sites of listerial growth ( 99 ) and elimination of PNG by mAb treatment remarkably 
exacerbates listeriosis ( 100 , 101 ). While the listerial burden in the liver of mAb-treated 
mice was dramatically increased, the burden in the spleen remained virtually 
unchanged. This finding shows an organ-specific role of PNG in early antilisterial 
resistance. The central role of PNG in defense against S. enterica has been established 
in a similar experimental setting. In contrast, depletion of PNG apparently does not 
affect experimental tuberculosis in mice ( 102 ). PNG are also potent secretors of ROI 
and hypochlorous acid as well as of proteolytic enzymes such as elastase (a serine 
proteinase), collagenase, and gelatinase ( 48 , 102a, 102b). Such proteases express 
potent microbicidal activity. In particular, elastase has been shown to specifically 
destroy the virulence proteins of Shigella, Salmonella, and Yersinia organisms ( 102a, 
102b). These secretion products also act as mediators of tissue destruction. In the 



extracellular milieu, protease inhibitors are normally present, preventing tissue damage 
by these proteases. However, the concomitant secretion of hypochlorous acid 
inactivates these proteinase inhibitors, thus promoting cell lysis. Accordingly, PNG have 
been shown to cause inflammatory liver damage by destroying infected hepatocytes 
during early listeriosis ( 99 ). MP are less potent secretors of proteinases and fail to 
produce the major inactivator of proteinase inhibitors, hypochlorous acid. Thus, 
established granulomas, such as productive granulomas in chronic tuberculosis, are 
dominated by MP and are characterized by necrosis and fibrosis and lack signs of 
tissue liquefication. During reactivation, however, PNG may eventually be recruited to 
tuberculous granulomas and then contribute to granuloma caseation and liquefication.

CENTRAL ROLE OF ACQUIRED IMMUNE RESPONSE

Acquisition of resistance against intracellular bacteria crucially depends on 
T-lymphocytes that, ideally, accomplish sterile bacterial eradication. When a “normal” 
immune status is provided, bacterial clearance is rapidly achieved in the case of 
susceptible bacteria such as L. monocytogenes. In the case of resistant pathogens 
such as M. tuberculosis, clearance frequently remains incomplete and is arrested at the 
stage of bacterial containment to, and growth control at, distinct foci. Bacterial 
containment and eradication occur in granulomatous lesions. The longer the struggle 
between host and microbial pathogen continues, the more essential the granuloma 
becomes. Granuloma formation and perpetuation are orchestrated by T-lymphocytes. 
The cross talk in the granuloma between T-lymphocytes, MP, and the other cells is 
promoted by cytokines.

The T-cell requisite is probably best exemplified by the high incidence of tuberculosis 
and other intracellular bacterial infections in patients suffering from T-cell deficiencies, 
particularly AIDS. It is not contradicted by experiments showing transient resistance of 
nu/nu and severe combined immunodeficient (SCID) mice against experimental 
listeriosis. Although these T-cell–deficient mice are capable of controlling experimental 
listeriosis for relatively long periods of time, primarily by means of highly activated 
natural killer (NK) cells that produce IFN-?, they ultimately fail to eradicate their 
pathogens ( 103 ). In the long run, therefore, these animals succumb to disseminated 
listeriosis.

At the same time, T-lymphocytes are an unavoidable element of the pathogenesis of 
intracellular bacterial infections. First, expanding granulomas impair tissue functions by 
occupying space and affecting surrounding cells. Second, the physiologic functioning of 
infected host cells may be affected by specific T-lymphocytes.

Dendritic Cells

MP not only serve as major habitat for intracellular bacteria, they are also potent 
antigen-presenting cells. However, MP are not the most efficacious antigen-presenting 
cells, and their capacity may even be reduced during infection. DC comprise a 
heterogeneous leukocyte population that share the common feature of being the most 
efficacious antigen-presenting cells ( 104 , 105 , 106 , 107 and 108 ). DC endocytose-soluble 



proteins efficiently, but have a poor phagocytic capacity. Nevertheless, recent evidence 
points to a critical role of DC in infections with intracellular bacteria. First, DC 
themselves can be infected by intracellular bacteria, and can thus readily present 
accessible antigens from their resident microbes. Second, the transport of microbial 
antigens from infected MP to bystander DC can combine the high phagocytic and 
degradative capacity of MP with the high antigen-presenting capacity of DC.

The superior antigen-presenting capacity of DC can be deduced to three major 
features: abundant MHC and CD1 molecules to present antigens to T cells, abundant 
TLR to rapidly sense infection, and co-stimulatory molecules and cytokines that 
influence T-cell activation and differentiation. DC comprise different populations of both 
myeloid and lymphoid origin, and express high plasticity. During their development they 
express different functional capacities. In response to infection and inflammation, 
monocyte-derived DC migrate into draining lymph nodes where they differentiate into 
CD11 + cells that stimulate various T-cell populations that participate in the immune 
response against intracellular bacteria. The role of the CD11 - lymphoid DC cells in 
immunity to intracellular bacteria remains to be established. In sum, despite their 
relatively poor phagocytic and degradative activity, DC are central regulators of the 
acquired immune response to intracellular bacteria.

T-Cell Subpopulations

The peripheral T-cell system comprises several phenotypically distinct and stable 
populations ( Table 4). T-lymphocytes expressing the aß T-cell receptor (TCR) make up 
>90% of all T cells in secondary lymphoid organs and peripheral blood of humans and 
experimental mice. They are further subdivided into (a) CD4 aß T cells that recognize 
antigenic peptides presented by gene products of the MHC class II, and (b) CD8 aß T 
cells that interact with antigenic peptides in the context of MHC class I molecules.

 
TABLE 4. Conventional and unconventional T cells in antibacterial immunity

Undoubtedly, these conventional aß T cells are of primary importance for antibacterial 
resistance, although good evidence exists that unconventional T cells also participate in 
control of intracellular bacteria ( 97 ). These unconventional T-cell populations are listed 



below.

CD8 aß T cells that recognize bacterial peptides presented by nonclassical MHC 
class Ib molecules
Double-negative (DN), CD4, or CD8 aß T cells that recognize bacterial glycolipids 
presented by group 1 CD1 molecules
CD4 or DN aß T cells that generally coexpress the NK cell marker and are specific 
for group 2 CD1 molecules
?d T-lymphocytes with specificity for antigenic ligands presented in different 
manners

Conventional CD4 and CD8 aß T Cells Both MHC class II–restricted CD4 aß T cells 
and MHC class I–restricted CD8 aß T cells participate in acquired resistance against 
intracellular bacteria. Most intracellular bacteria reside in the phagosomal compartment 
of MP and hence pathogen-derived peptides have ready access to the MHC class II 
presentation pathway ( Fig. 4). However, some microbes are capable of egressing into 
the cytosol. Accordingly, intracellular bacteria can be grouped as “phagosomal 
pathogens” or “cytosolic pathogens” ( 109 ). The phagosomal pathogens encompass 
most intracellular bacteria with the exception of Rickettsia sp and L. monocytogenes, 
which are clearly cytosolic pathogens. Obviously, antigens from cytosolic pathogens 
can be readily introduced into the MHC class I processing pathway, thus promoting 
activation of CD8 T cells ( 110 , 111 ). Yet, CD8 T cells have also been isolated from mice 
infected with phagosomal pathogens, such as M. tuberculosis and S. enterica. The 
following, speculative and not mutually exclusive, pathways for the introduction of 
antigen to MHC class I, independent from bacterial egression into the cytosol, are 
conceivable. 

1. Some intracellular bacteria possess cytolysins that would permit translocation into 
the cytosol of secreted proteins or peptides without requiring bacterial egression 
from the phagosome.

2. The early phagosome retains MHC class I molecules, which may allow direct 
loading of peptides from bacteria such as M. tuberculosis and S. enterica that 
reside in this compartment.

3. Some phagosomal bacteria, such as S. enterica, possess a specific secretion 
apparatus that translocates proteins into the cytosol of host cells ( 112 ).

4. Bacteria containing phagosomes have thorough exchange with corresponding 
endosomes, which may allow peptide loading of vacuolar MHC class I molecules ( 
113 ).

5. Antigens from bacteria that persist in the phagosome may leak into the cytosolic 
compartment ( 114 ).

6. Antigenic peptides from phagosomal bacteria are loaded to surface-expressed 
MHC class I molecules by regurgitation ( 113 ). This pathway may involve 
sensitization of bystander cells.

7. Numerous intracellular bacteria induce apoptosis in their host cells. Apoptosis 
results in the formation of vesicles containing antigenic cargo that can be shuttled 
to bystander cells. Engulfment of these antigen-loaded vesicles results in 



stimulation of MHC class I–restricted CD8 T cells ( 18 , 115 ).

 
FIG. 4. Multiple antigen processing pathways for stimulation of T cells during bacterial 
infections.

Alternatives 6 and 7 could also explain the efficient antigenic presentation by DC via 
cross-priming ( 116 ). While macrophages are the preferred habitat of intracellular 
bacteria, their antigen-presenting capacity is weaker than that of DC. Hence, the 
transport of antigens from infected macrophages to bystander DC would improve 
antigen presentation during infection ( Fig. 4). It is now beyond doubt that various 
pathways of MHC class I antigen presentation exist. Yet, the antigen-processing 
pathways for MHC class I remarkably differ in their efficacy. The most efficacious 
means for antigen introduction into the MHC class I processing machinery are bacterial 
egression into the cytosol. Accordingly, cytosolic pathogens are the most potent 
stimulators of CD8 T cells, whereas CD4 T-lymphocytes are primarily stimulated by 
phagosomal pathogens. Reciprocally, phagosomal or cytosolic pathogens are primarily 
controlled by CD4 or CD8 T cells, respectively. Intracellular bacteria also invade 
nonprofessional phagocytes, some of which do not express MHC class II molecules 
constitutively. Consequently, such cells remain unrecognized by CD4 T-lymphocytes 
and provide a hiding place for intracellular bacteria—a situation that has consequences 
for the course of disease. Because MHC class I molecules are expressed by almost 
every cell, CD8 T-lymphocytes have the potential of surveying the whole body. This is 
particularly important for those intracellular bacteria that hide in MHC class II - host 
cells. Obviously, recognition of these cells depends on CD8 T-lymphocytes (and 
perhaps unconventional T cells, as discussed below). L. monocytogenes, on the one 
hand, resides in nonprofessional phagocytes with low antibacterial potential and, on the 
other hand, promotes MHC class I presentation of its antigens. This may explain the 
predominance of MHC class I–restricted CD8 T-lymphocytes in defense against 
experimental listeriosis both by number and by biological relevance. In contrast, M. 
bovis BCG is primarily restricted to MP and remains in the phagosome. This is 
compatible with its preferential control by MHC class II–restricted CD4 T-lymphocytes. 
Although M. tuberculosis primarily resides in MP, its high resistance to antibacterial 
effector mechanisms may require the concerted action of both CD4 and CD8 T cells ( 20

 ). In this situation, a discrepancy may arise between strong dependence on CD8 T cells 
and insufficient activation of these cells. 



Unconventional T Cells During recent years, several populations of unconventional 
T-lymphocytes have been identified, some of them showing unique specificity for 
bacterial ligands. Some of these T cells do not follow the rule of MHC/peptide 
recognition by the TCR and recognize unusual ligands either directly or in the context of 
nonclassical MHC class Ib or CD1 molecules. In some cases, unconventional T cells 
recognize ligands unique to bacteria suggesting an important role for these T cells in 
antibacterial resistance. This also provides strong evidence that these unconventional T 
cells are the end result of a long-lasting coevolution between bacterial pathogens and 
their mammalian host. It is conceivable that specificity for ligands that are unique to 
bacteria provides a powerful means for distinguishing foreign invaders from 
self-antigens. 
MHC Class Ib–Restricted CD8 T Cells In the mouse, CD8 T cells with protective 
activity have been identified that are restricted by nonclassical MHC class Ib molecules 
( 110 , 111 ). In murine salmonellosis, these CD8 T cells are restricted by Qa-1 ( 117 ). In 
murine listeriosis, these T cells recognize N-formyl-methionine (N-f-met)–containing 
peptides presented by H-2M3 ( 118 ). In mammalian cells, only a few N-formylated 
proteins exist, these being of mitochondrial origin. In contrast, many bacterial proteins 
contain the N-f-met sequence ( Table 4). (Furthermore, N-f-met–containing peptides 
have proinflammatory activity for MP and PNG, as discussed below.) Thus, it appears 
that MHC class Ib gene products are specialized for presentation of these bacterial 
antigens ( 119 ). The peptide-binding groove of H2-M3 has room for small peptides only. 
Consistent with this, the recently identified N-f-met peptides from L. monocytogenes are 
penta- or hexa-peptides, as compared to the nonapeptides typically presented by 
classical MHC class I molecules. While the nonclassical MHC class Ib molecules are 
noncovalently bound to ß2m on the cell surface as are classical MHC class I molecules, 
N-f-met peptide presentation seems to originate in the phagosome ( Fig. 4) ( 120 ). 
Consistent with this notion, killed listeriae are a source of N-f-met peptides for H2-M3 
presentation. Yet, it seems likely that N-f-met peptides can also be loaded to H2-M3 
from listeriae residing in the cytosol. Nonclassical MHC class Ib–restricted CD8 T cells 
specific for N-f-met peptides have also been isolated from mice infected with M. bovis 
or M. tuberculosis and their role in protection has been revealed recently ( 121 , 122 ). 
Thus, activation of MHC class Ib–restricted, N-f-met peptide–specific CD8 T cells may 
be a general phenomenon of intracellular bacterial infections in mice. It remains to be 
established, however, whether a similar type of unconventional CD8 T cells also exists 
in humans. 

CD1 Molecules and Antigen Presentation

Although the CD1 polypeptides share several features with MHC class I or Ib 
molecules, they are encoded outside of the MHC ( 123 ). On the one hand, CD1 and 
MHC class I or Ib heavy chains have some homologies, and both CD1 and MHC class I 
molecules are generally surface expressed in association with ß2m. On the other hand, 
their unique functional features and their genomic location outside the MHC define CD1 
polypeptides as a distinct family of nonpolymorphic antigen-presenting molecules. In 
humans, four major types of CD1 molecules can be distinguished (CD1a to CD1d), 
which in turn fall into two groups: group1 encompasses CD1a/b/c, and group 2 
comprises CD1d. The group 1 CD1 molecules, which are primarily expressed on 
conventional antigen-presenting cells, are capable of presenting mycobacterial 



glycolipids to T cells ( Fig. 4). The distribution and functional role of group 2 CD1 
molecules is less well understood. However, group 2 CD1 molecules have been 
identified on numerous host cells. Only group 2 CD1 molecules exist in the mouse. 
These CD1d molecules are recognized by murine NK T cells described below ( 124 ). 
CD1 molecules form a bifurcated hydrophobic cleft in which two hydrophobic lipid tails 
can be accommodated ( 125 ).

Group 1 CD1–Restricted DN, CD4, or CD8 T Cells In humans, unconventional aß T 
cells of DN, CD4, or CD8 phenotype have been described with the unique capacity to 
recognize mycobacterial glycolipids presented by group 1CD1 molecules ( 126 ). Several 
mycobacterial ligands have been identified so far, including mycolic acids and LAM, 
both of which are abundant components of the mycobacterial cell wall ( Table 4). The 
lipid tails of these antigens are anchored in the hydrophobic cleft of the CD1 molecule, 
whereas the carbohydrate part is recognized by the TCR. Variations in the carbohydrate 
structure therefore account for different T-cell specificities. The group 1 CD1 molecules 
CD1 a, b, and c meet their antigenic ligands in different intracellular compartments ( 127 

). Glycoplipids are introduced to CD1b in the late phagosome and phagolysosome, 
whereas CD1a is found mainly at the cell surface and probably also in the early 
phagosome. CD1c is localized both on the cell surface and in phagosomes at different 
stages of maturation. M. tuberculosis arrests phagosome maturation at an early stage. 
However, cell wall glycolipids are shed from mycobacteria and transported to lysosomal 
vesicles where they can interact with CD1b molecules. Moreover, mycobacterial 
glycolipids have been identified in apoptotic vesicles, where they could be transferred 
from infected macrophages to bystander DC. In contrast to DC, macrophages are 
virtually devoid of surface-expressed group 1 CD1 molecules ( 127 ). Hence, the transfer 
of mycobacterial glycolipids from infected macrophages to bystander DC appears to be 
an essential prerequisite for glycolipid presentation to T cells ( Fig. 4). The 
unconventional glycolipid specific aß T cells produce IFN-? and lyse target cells, 
strongly suggesting that they participate in anti-infective immunity. Similar 
T-lymphocytes have been identified in guinea pigs but not in mice, due to the lack of 
group 1 CD1 molecules in the latter. In the absence of an appropriate mouse model, a 
clear role for group 1 CD1–restricted T cells in antibacterial immunity has not yet been 
shown. Nevertheless, the data obtained with the human T cells demonstrate the impact 
of bacterial pathogens on the evolution of the T-lymphocyte system that apparently 
resulted in a highly specialized T-cell population with specificity for components highly 
abundant in the mycobacterial cell wall. 
NK T Cells with Specificity for Group 2 CD1 Molecules In mice, lymphocytes have 
been identified which coexpress the aß TCR and the NK cell marker, NK1 ( 124 ). The 
NK T cells are specific for group 2 CD1d (the only CD1 molecules that exist in mice). 
Binding of highly hydrophobic peptides, a-galactosyl ceramide from a sponge or 
N-glycosylceramides from malaria plasmodia to CD1d and T-cell recognition of this 
complex has been described. The recent identification of phosphatidylinositol 
tetramannoside as a CD1d-presented antigen of mycobacterial origin provides further 
evidence for the role of these T cells in the immune response to tuberculosis ( Table 4). 
Use of a restricted repertoire and of an invariant Va14-Ja281 chain would be consistent 
with recognition of highly conserved antigenic ligands. CD1d-deficient KO mice do not 
suffer from exacerbated tuberculosis, but treatment of mice with anti-CD1d monoclonal 
antibodies has been found to transiently ameliorate listeriosis and exacerbate 



tuberculosis ( 128 , 129 and 130 ). Moreover, NK T cells have been shown to be involved in 
granuloma formation induced by mycobacterial glycolipids ( 131 ). Hence, the role of 
these T cells in antibacterial immunity remains elusive. Although characterization of NK 
T cells was mostly done in the mouse system, CD1d-restricted T-lymphocytes 
expressing a homologous invariant Va chain have been described in humans. Thus, 
similar cells exist in humans. 

Multiple Roles of ß2 Microglobulin

Experiments with ß2m KO mice have been widely used to analyze the role of CD8 
T-lymphocytes in protection against intracellular bacteria. This strategy is based on the 
notion that the development of conventional CD8 T cells requires antigen presentation 
by MHC class I molecules, the surface expression of which depends, in turn, on ß2m. 
The ß2m KO mice therefore lack functional CD8 T cells. However, ß2m also controls 
the surface expression of various other molecules, including nonclassical MHC class Ib 
and CD1 molecules ( Fig. 4 and Table 4). As described above, unconventional T cells 
controlled by these presentation molecules contribute to the antibacterial immune 
response. Moreover, ß2m is involved in the surface expression of Hfe (hereditary 
hemachromatosis gene product), which regulates iron uptake, and of FcRn, which 
regulates Ig transport through intestinal epithelial cells. While the role of FcRn in 
antibacterial immunity is unknown, iron levels in the early phagosome are critical for 
bacteria residing in this cellular compartment. Hence, ß2m controls a variety of 
mechanisms central to protection against intracellular bacteria. Consistent with this 
notion, ß2m KO mice are far more susceptible to infection with the intracellular bacteria 
M. tuberculosis, L. monocytogenes, and S. enterica than KO mice deficient in MHC 
class I heavy chain ( 20 , 110 , 132 ). In light of these recent findings, experiments 
extrapolating ß2m deficiency to CD8 T-cell deficiency must be interpreted with care.

?d T Cells

A minor T-cell population in the peripheral blood and lymphoid organs of humans 
expresses an alternative TCR made up of a ? and a d chain. Although the role of these 
?d T cells in antibacterial immunity has not been fully revealed, recent years have 
witnessed compelling evidence that ?d T cells play a prominent role in antibacterial 
immunity ( 133 , 134 ).

?d T cells from the peripheral blood of healthy individuals are strongly reactive to 
mycobacterial components in vitro. The responsible entities have been identified as 
small-molecular-weight nonproteinaceous molecules, of which phosphate is an 
essential component ( 135 , 136 ). Isopentenyl pyrophosphate and alkyl derivatives thereof 
have been defined as natural ligands, but other components, including phosphosugars, 
phospho-esters, and nucleotides, serve as antigenic ligands as well ( Table 4). These 
phospholigands stimulate the major subset of ?d T cells in humans expressing the 
V?2Vd2 TCR combination with high junctional diversity. Despite this oligoclonal 
activation, a conserved TCR binding site is required for stimulation. The isopentenyl 
pyrophosphate represents a ubiquitous precursor of various metabolites, both in 
prokaryotes and eukaroytes. Apparently, the most active phospholigands are 



intermediates of isoprenoid biosynthesis from nonmevalonate precursors, which occurs 
in certain microorganisms such as M. tuberculosis and is absent in eukaryotes ( 137 , 138 

). In addition, these phospholigands are apparently presented to ?d T cells on the host 
cell membrane independently from known antigen-presenting molecules encoded by 
MHC or CD1 genes ( Fig. 4). The most likely explanation for these findings is direct 
recognition of phospholigands by the TCR?d. In contrast to the human system, murine 
?d T cells are not stimulated by these phospholigands.

Studies with ?d T-cell–deficient gene-deletion mutant mice or with mice treated with 
anti-?d TCR mAb suggest an auxiliary role of ?d T cells in antilisterial protection. The ?d 
T-cell–deficient KO mice die from a high inoculum of M. tuberculosis, but are not 
affected when confronted with a low inoculum of this pathogen ( 139 , 140 ). At present, it 
is safe to state that ?d T cells participate in antibacterial immunity, and that they do so 
by controlling inflammation. In most cases, this appears to be an auxiliary rather than 
an essential function. Increased numbers of ?d T cells have been frequently identified 
at sites of inflammation. In particular, an increased proportion of ?d T cells has been 
noted in lesions of leprosy patients during reactional stages and at the sites of DTH 
reaction to lepromin. In TCRd KO mice infected with the intracellular bacteria L. 
monocytogenes or M. tuberculosis, the characteristic granulomas do not develop. 
Instead, inflammatory abscess-like lesions emerge, reminiscent of the characteristic 
tissue response to purulent extracellular pathogens. Taken together, these findings 
indicate a role for ?d T cells in inflammation, and particularly in the formation of lesions 
at the site of bacterial infection.

Because ?d T cells are activated prior to aß T cells, they could fill a gap between early, 
nonspecific resistance mediated by the innate immune system and the later highly 
specific acquired immune responses mediated by aß T cells.

Although ?d T cells represent a minor population of all T cells in peripheral blood and 
lymphoid organs, bacterial pathogens can stimulate high numbers of ?d T cells. 
Oligoclonal stimulation of approximately 80% of all ?d T cells by phospholigands as 
compared to clonal stimulation of antigen-specific aß T cells accounts for this 
phenomenon. Finally, in the complete absence of aß T cells, ?d T cells can assume 
biological effector functions that are performed by aß T cells under normal conditions. 
Thus, ?d T cells possess a high compensatory plasticity.

The ?d T cells make up a large proportion of all T cells in mucosal epithelia, both in 
human and mouse ( 134 , 141 ). Because mucosal epithelia represents the major port of 
entry for many intracellular bacteria, a role in first-line defense of intraepithelial ?d T 
cells in gut and lung can be assumed. Although this is an intriguing assumption, 
convincing evidence to support this hypothesis is still missing.

T-CELL FUNCTIONS DURING COURSE OF INFECTION

T-Cell Functions

Generally speaking, T-lymphocytes perform three major functions: cytolytic functions 



and helper functions of Th1 and Th2 cells. Th cells produce various cytokines with Th1 
cells being characterized by potent IL-2 and IFN-? secretion and Th2 cells by potent 
IL-4 and IL-5 production ( 142 , 143 ). The cytolytic T-lymphocytes (CTL) lyse infected 
target cells by direct cell contact ( 110 , 144 ). Although each of the T-cell populations, as 
described above, can in principle perform numerous biological functions, some 
preference can be observed. CD8 T cells (either MHC class I– or MHC class 
Ib–restricted) are preferentially cytolytic. A role for CTL in immunity against L. 
monocytogenes has been demonstrated by the use of KO mice with deficient CTL 
functions ( 110 ). CD4 T cells as well as ?d T cells are typically cytokine-producing Th 
cells. Similarly, the CD1-restricted aß T cells are potent cytokine producers. 
IFN-?–producing Th1 cells are of paramount importance for acquired immunity against 
intracellular bacteria. In contrast to Th1 cells, Th2 cells do not contribute to acquired 
resistance against intracellular bacteria measurably and if default Th2 cell activation 
occurs, disease is exacerbated.

Contribution of Conventional and Unconventional T Cells to Protection: 
Implications for Vaccine Design

The findings described above emphasize that a number of distinct T-lymphocyte 
populations participate in the antibacterial host response. Without doubt, a hierarchy 
exists regarding the contribution of T-cell sets, with the conventional CD4 and CD8 aß T 
cells being of highest importance. Yet, unconventional T cells that make up only a minor 
population are probably required for efficient control to occur. This may be particularly 
important for combat of highly resistant bacteria such as M. tuberculosis. In principle, 
each of the different T-cell populations is capable of expressing various biological 
functions relevant to antibacterial immunity. Thus, other differences must exist if one 
considers high functional redundancy an insufficient explanation. These differences are 
summarized below.

Differential tissue expression of the restricting elements (MHC class I being 
broadly distributed, MHC class II and group 1 CD1 having a restricted tissue 
expression with preference for antigen-presenting cells)
Differential origin of the antigen-processing pathway (MHC class I starting in the 
cytosol; MHC class II, MHC class Ib, and CD1 originating in the endosome)
Differential physicochemical nature of the ligands (peptides being presented by 
MHC class I and MHC class II, glycolipids being presented by CD1, 
phospholigands being recognized by ?d T cells directly)
Differential kinetics of activation (?d T cells, NK T cells, and N-f-met–specific T 
cells frequently preceding conventional aß T cells)
Differential expression of nonclonal co-stimulatory receptors that control 
TCR-independent activation or inhibition by microbial pathogens. Examples of 
activating or inhibiting receptors are CD28 or CTLA-4, respectively

Identification of the spectrum of T-cell sets involved in antibacterial immunity as well as 
characterization of the stimulatory antigenic ligands form the basis for rational design of 
effective vaccines directed against intracellular bacteria. With regard to activation of 
conventional CD4 and CD8 T cells, two major issues deserve particular consideration ( 
Fig. 5). First, localization of the bacterial pathogen within the host cell influences the 



relative contribution of CD4 or CD8 T cells to antibacterial protection. Consequently, the 
use of vaccines, which are preferentially localized in the endosome and, thus, 
predominantly activate CD4 T cells, may be insufficient for control of microbial 
pathogens that are primarily defeated by CD8 T cells. Such discrepancy may explain 
the low efficacy of BCG against tuberculosis. Yet, as discussed above, alternative 
pathways exist that allow introduction of antigens from endosomal vaccines into the 
MHC class I processing machinery. Second, a profound impact of antigen display in 
secreted or somatic form on vaccine efficacy has been described ( 145 , 146 ). S. enterica 
or BCG vaccine carriers expressing the same listerial antigens confer protection against 
L. monocytogenes infection only when the vaccine displays the antigens in secreted 
form or on the surface. Because intracellular bacteria only survive within resting 
macrophages, secreted or surface-expressed proteins are already available for antigen 
processing in the initial phase of infection. Accordingly, only T cells directed against 
such antigens can be activated. Once MP have been activated by T cells, they can kill 
and degrade the intracellular pathogens and, thus, somatic proteins become available 
for antigen processing. Accordingly, at later times of infection, T-cell responses against 
somatic antigens arise. Because efficacious vaccines must activate the T-cell response 
promptly after infection, secreted proteins are superior vaccine antigen candidates over 
somatic ones.

 
FIG. 5. Influence of intracellular localization and antigen display on the protective T-cell 
response.

The nonpolymorphic nature of MHC class Ib and CD1 gene products circumvents 
problems associated with genetic variations among vaccines, as is the case for 
peptides presented by the highly polymorphic classical MHC molecules. On the other 
hand, experiments in the mouse suggest that MHC Ib (H2-M3)– and CD1 
(CD1d)–restricted T cells do not develop memory responses ( 147 ). Obviously, 
uncovering the rules underlying antigen processing and activation of distinct T-cell 
subsets will promote rational design of vaccines against intracellular bacteria ( 18 ).

Kinetics of Infection

The course of infection with intracellular bacteria can be conveniently separated into 



three stages ( Fig. 6). At each stage, cytokines are produced that perform two functions: 
First, they execute effector functions directed at reducing the microbial burden, and 
second, they express regulatory functions that influence the subsequent course of 
infection. The early stage is initiated within minutes after microbial entry and dominated 
by cells of the innate immune system, in particular PNG and MP, which are attracted to 
the site of bacterial replication by chemokines and proinflammatory cytokines. 
Phagocytosis and intracellular killing of bacterial pathogens by PNG and MP probably 
represents the predominant effector function at this early stage. At the same time, 
monocytes immigrating to the site of microbial deposition differentiate to DC, mature 
and migrate to draining lymph nodes. These DC as well as resident DC produce 
proinflammatory and immunoregulatory cytokines, notably IL-12, and thus influence the 
subsequent stages by promoting induction of the protective acquired immune response. 
The intermediate stage is characterized by NK cells, NK T cells, and ?d T cells, all of 
which produce IFN-?. Although NK T cells express a clonally distributed TCR, they 
recognize a limited set of antigens and hence lack the diversity of conventional T cells 
governing the late stage. Moreover, the cells operative at the intermediate stage can be 
activated via nonclonally distributed receptors such as TLR. The intermediate stage 
links the early (innate) with the late (acquired) immune response. At the late stage, 
conventional aß T cells with unique specificity are operative, which mobilize and sustain 
host defense mechanisms primarily in granulomatous lesions that result in effective 
control and ideally sterile eradication of the pathogen. Recent technical achievements 
have allowed a quantitative assessment of antigen-specific CD4 and CD8 T-cell 
populations that predominate in the late stage of infection ( 148 , 149 ). In the L. 
monocytogenes model, construction of tetrameric complexes comprising MHC class I 
molecules with an antigenic peptide revealed that during primary responses, 1% of all 
CD8 + T cells respond to single listerial epitopes.

 
FIG. 6. Predominance of Th1 over Th2 cell activities at the three stages of the immune 
response against intracellular bacteria. The role of regulatory T cells (T reg) in the 
down-regulation of agents of the immune response remains to be established.

During secondary responses, these populations expand to up to 10% of the CD8 + 
T-cell population. Hence, the proportion of antigen-specific T-lymphocytes activated 



during infection is far greater than previously assumed ( 147 ).

The length and importance of each stage are markedly influenced by the type of 
intracellular pathogen. In experimental listeriosis of mice, the complete sequence of 
host response lasts for less than 10 days, whereas in tuberculosis of humans it may 
endure for several years. The early stage is particularly important for control of L. 
monocytogenes organisms that divide rapidly and, at the same time, are highly 
susceptible to intracellular killing. The more robust and slowly dividing M. tuberculosis 
organisms are less vulnerable to this early stage of response. The relevance of the 
intermediate stage to microbial control is significantly influenced by the strength of the 
innate and the acquired immune response. The broader the window between these two 
stages is, the more important the intermediate stage becomes. In T-cell–deficient mice 
(e.g., nu/nu mice, SCID mice, or RAG-1 KO mice), the late stage fails to develop and, 
accordingly, the intermediate stage has to compensate for this lack ( 103 ). Such mice, 
therefore, provide a useful model for analyzing the role of NK cells in antibacterial 
immunity. Upon secondary infection, the conventional T cells are activated more rapidly 
from the pool of memory T cells. The early and intermediate stages become largely 
dispensable because invading pathogens are rapidly confronted with the late-stage 
immune response. Suffice it to say that this is the major principle of vaccination.

CYTOKINES IN ANTIBACTERIAL DEFENSE

Cytokines are central to resistance against intracellular bacteria ( Table 5). At all stages, 
cytokines are produced that perform regulator and/or effector functions. Although 
cytokines are essential for control of infection, they can also cause harm to the host. To 
avoid such harmful consequences, down-regulation of the immune response is required 
at later stages of infection. Neutralization of cytokines with specific antibodies and 
application of KO mice lacking defined cytokine or cytokine receptor genes have 
provided deep insights into the role of single cytokines. Identification of cytokines in 
lesions, in particular those from leprosy patients, has provided further information about 
the role of cytokines in antibacterial immunity. The highly intertwined steps of the 
anti-infectious host response controlled by cytokines are listed below.

Leukocyte recruitment to the site of bacterial deposition
Formation of granulomatous lesions
Activation of antibacterial functions in MP
Induction of a protective T-cell response
Down-regulation of the antibacterial host response to avoid harmful sequelae of 
an exaggerated immune response



 
TABLE 5. Cytokines in antibacterial immunity

Leukocyte Recruitment

Influx of inflammatory phagocytes occurs prior to the appearance of specific 
T-lymphocytes, and accordingly the relevant cytokines are primarily produced by MP, as 
well as by epithelial and endothelial cells in response to microbial invasion. Early 
produced cytokines with effector functions include the proinflammatory cytokines, TNF, 
IL-1, IL-6, and macrophage migration inhibitory factor (MIF), as well as chemokines ( 150 

, 151 , 152 , 153 and 154 ). The chemokine superfamily encompasses more than 50 related 
small-molecular-weight polypeptides ( 155 ). Four subgroups can be distinguished on the 
basis of a conserved cysteine motif: the CC chemokines with two unseparated terminal 
cysteine residues; the CXC chemokines with nonconserved amino acids separating the 
two terminal cysteine residues; the CX 3C chemokines with several amino acids 
separating the cysteine residues; and the C chemokine with only one terminal cysteine 
(C chemokine). Grouping of the large chemokine family can be further extended on the 
basis of different chemokine receptors ( 154 , 155 ). The CC chemokines preferentially act 
on MP, whereas PNG are primarily activated by CXC chemokines. Other leukocytes, 
including lymphocytes, eosinophils, and basophils may also be stimulated by these 
chemokines. The C and CX 3C chemokines primarily recruit NK cells and lymphocytes.

Chemokines as a group play an important role in early mobilization of host defense. KO 
mice lacking the receptor for the CC chemokine MCP-1 are more susceptible to 
listeriosis than controls ( 156 ). KO mice deficient in CC chemokine receptor 2 (CCR2) 
succumb to tuberculosis infection. In these mutants, the recruitment of macrophages, 
DC, and T cells to the lung is impaired ( 157 ). On the other hand, MCP-1–deficient KO 
mice control M. tuberculosis infection similarly to wild-type animals. MCP-1 acts through 
the CCR2 receptor like MCP-3 and MCP-5. It therefore appears that these chemokines 
are essential for antibacterial protection but compensate for each other ( 158 ). 
Experiments in other systems have revealed a central role of chemokines in early 
inflammation, in particular PNG and monocyte extravasation ( Fig. 7). In addition, some 
chemokines activate professional phagocytes and in this way probably promote early 
reduction of the bacterial load. The proinflammatory cytokines, IL-1, IL-6, TNF, and MIF 
are also involved in the early accumulation of inflammatory phagocytes at the site of 
bacterial growth. The essential role of IL-6 and TNF in antibacterial immunity is 
demonstrated by the exacerbated susceptibility to listeriosis and tuberculosis of KO 
mice with a deficient IL-6 or TNF type 1 receptor (TNF-R1) gene. Similarly, KO mice 
deficient in MIF suffer from exacerbated S. enterica infection ( 159 ). The 
proinflammatory cytokines, when produced in high amounts, cause acute-phase 



responses by inducing release of various plasma proteins from hepatocytes. However, 
they serve as endogenous pyrogens that stimulate fever, and TNF is also responsible 
for cachexia, the characteristic feature of wasting in infections with many intracellular 
bacteria, notably tuberculosis. Clinical trials showing that detrimental effects of 
excessive TNF production in tuberculosis and leprosy patients can be ameliorated by 
treatment with thalidomide emphasize the double-sided role of TNF in chronic infections 
( 159a, 160 ).

 
FIG. 7. Cellular interactions in an “idealized” granuloma. Mo, monocyte; Mo, 
macrophage.

Granuloma Formation

Experiments utilizing the respective KO mice emphasize a role of IFN-?, TNF-a, and 
lymphotoxin (LT)-a3 in granuloma formation and maintenance during tuberculosis ( 161 , 
162 , 163 and 164 ). Hereditary IFN-?R deficiency has been described in humans and these 
immunodeficient patients severely suffer and ultimately die of infections with 
intracellular bacteria ( 165 , 166 and 167 ). This high susceptibility was accompanied by 
impaired granuloma formation. The critical role of TNF-a in the containment of M. 
tuberculosis in humans was impressively demonstrated by the increased risk of the 
reactivation of tuberculosis in rheumatoid arthritis patients undergoing treatment with 
anti–TNF-a mAb ( 168 , 169 ).

Conversely, evidence has been presented that transforming growth factor beta (TGF-ß) 
and IL-10 counteract granuloma development ( 170 , 171 ). These cytokines probably 
minimize immunopathology by preventing formation of extensive lesions. Premature 



inhibition of granuloma formation, however, may interfere with optimum protection. The 
relatively easy access to clinical leprosy lesions has provided complementary insights 
into the function of cytokines in granulomatous lesions ( 172 ). Analysis of cytokine 
mRNA patterns in tuberculoid leprosy lesions has revealed abundant IL-1, TNF, 
granulocyte–macrophage colony-stimulating factor (GM-CSF), TGF-ß, IL-6, IL-2, IL-12, 
and IFN-? mRNA, indicating an involvement of these cytokines in the control of 
granuloma perpetuation ( 173 ). In contrast, IL-4, IL-5, and IL-10 mRNA levels are low to 
undetectable in these granulomas but relatively high in lepromatous lesions, suggesting 
a role of these cytokines in granuloma down-regulation. The recent development of 
DNA chip technology has facilitated the global analysis of host immune response at the 
level of the transcriptome. Although these experiments have been thus far restricted to 
in vitro analysis ( 174 ), in the near future valuable information about the signature 
response in granulomatous lesions can be expected.

Macrophage Activation

The activation of antibacterial macrophage properties by cytokines represents a central 
step in acquired resistance against intracellular bacteria. This step has been extensively 
studied in vitro using murine macrophages, and IFN-? has been identified as the major 
cytokine of MP activation. IFN-?–activated macrophages rapidly kill susceptible 
intracellular bacteria, such as L. monocytogenes. Although the question as to whether 
IFN-?–stimulated MP actually kill M. tuberculosis remains a matter of controversy, they 
markedly inhibit growth of these pathogens. RNI and ROI are the major effectors of 
bacteriostatic/bactericidal MP activities against most intracellular bacteria ( 46 , 175 ). 
IFN-?–stimulated MP often produce TNF, which synergizes with IFN-? in the activation 
of antibacterial macrophage functions. Consistent with such a central role of IFN-? in 
antibacterial immunity, IFN-?– or IFN-?R–deficient KO mice rapidly succumb to 
infections with L. monocytogenes, M. tuberculosis, S. enterica,  and other intracellular 
pathogens ( 20 , 162 , 163 ). The activation by cytokines of antibacterial functions in human 
MP is less well understood. First, the production of high levels of RNI by human MP 
remains a matter of debate, although more recent data consolidate profound RNI 
synthesis by MP from patients with infectious disease ( 73 ). Second, IFN-? fails to 
consistently induce tuberculostasis in human macrophages. Some tuberculostasis has 
been achieved in human MP by co-stimulation with IFN-? and TNF and maximum 
tuberculostasis can apparently be achieved by addition of 1,25-dihydroxyvitamin D3, the 
biologically active metabolite of vitamin D3 ( 176 , 177 ). This latter steroid is either taken 
up in the diet or produced in the skin after exposure to ultraviolet (UV) light ( 178 ). By 
1a-hydroxylation, vitamin D3 is converted to its circulating metabolite, 
1a-hydroxyvitamin D3. Further hydroxylation at C25 yields 1,25-dihydroxyvitamin D3, 
the biologically active component. Macrophages possess 1a-hydroxylase activity, which 
is controlled by IFN-?. It is therefore likely that in situ IFN-? can induce the autocrine 
1,25-dihydroxyvitamin D3 production that may be missing in certain in vitro systems. 
Further support for the central role of IFN-? in control of intracellular bacterial infections 
in humans stems from the identification of hereditary IFN-?R deficiency in young 
children who succumbed to infections with various intracellular bacteria or even to M. 

bovis BCG vaccination ( 165 , 166 and 167 ). Conversely, IFN-? treatment in adjunct to 
chemotherapy has been used successfully in the treatment of leprosy, tuberculosis, and 



atypical mycobacteriosis ( 179 ). Hence, IFN-? also plays a central role in host defense 
against intracellular bacteria in humans. This cytokine is produced by various cells that 
infiltrate the lesion in a sequential order. These are NK cells, ?d T cells, aß T cells of 
CD4, CD8 or DN phenotype, and even MP ( 180 ). In experimental listeriosis of mice, NK 
cells produce IFN-? 1 day after infection, IFN-?–producing ?d T cells appear by day 2, 
and IFN-?–secreting CD4 and CD8 aß T cells are demonstrable by day 5 ( Fig. 6).

Induction of a Protective T-Cell Response

The type of immune response and hence the course and ultimate fate of infection are 
determined soon after bacterial entry into the host ( 143 , 181 ). IL-12 is the crucial 
promoter of the protective immune response ( 182 , 183 ). It is rapidly produced by DC and 
MP in response to infection, activates NK cells, and stimulates maturation of Th1 cells. 
In either case, IFN-? production is the end result. TNF-a produced by infected 
macrophages synergizes with IL-12 for NK cell activation and IFN-? from activated NK 
cells further promotes IL-12 secretion via a positive feedback mechanism ( 103 ). In 
infections with microbes of weak stimulatory potential, IFN-? may be required for 
appreciable IL-12 secretion ( 184 , 185 ). In murine listeriosis, IL-12 is apparently essential 
for the generation of a protective primary immune response, whereas secondary 
challenge with L. monocytogenes of previously vaccinated mice shows partial IL-12 
independence ( 186 ). Similarly, IL-12 seems to be an important, but not absolute, 
requirement for immunity against tuberculosis ( 187 ). These findings argue against 
exclusive IL-12 dependency of IFN-? induction. Probably the more recently identified 
cytokine IL-18 is responsible for this partial IL-12 independence ( 188 ). Consistent with 
studies in the mouse system, patients with an intrinsic IL-12 defect suffer from lowered 
IFN-? titers accompanied by disseminated BCG and M. avium complex infections ( 167 , 
189 , 190 and 191 ).

Down-Regulation of Antibacterial Host Response to Avoid its Harmful Sequelae

Generally, IL-4–producing Th2 cells are not significantly activated in intracellular 
bacterial infections. Nevertheless, counterregulatory cytokines are produced during 
infection. IL-10 is secreted rapidly after infection and probably serves to control Th1 cell 
development ( 192 , 193 , 194 and 195 ). Both murine and human macrophages produce 
IL-10 concomitantly with IL-12 in response to bacterial infections, and in both systems 
IL-10 was found to decrease IL-12 secretion and, as a corollary, IFN-? production ( 196 ). 
Consistent with a down-regulatory role of IL-10 in antibacterial immunity, IL-10–deficient 
KO mice control listeriosis more efficiently, this being correlated with elevated 
production of numerous cytokines of relevance to protection, including IL-12 and IFN-? ( 
192 ). Precedent exists in murine toxoplasmosis for the importance of IL-10 in the control 
of antimicrobial immunity by preventing immunopathology caused by exaggerated IL-12 
and IFN-? responses. Once the bacterial pathogen is successfully defeated, the 
ongoing immune response must be confined to avoid severe harm to the host. In 
certain systems, IL-4–producing Th2 cells have been detected at later stages of chronic 
infections with bacterial pathogens, probably to counteract IFN-?–producing Th1 cells ( 
Fig. 6) ( 197 , 198 ). Macrophage deactivation and Th1 cell inhibition by TGF-ß and IL-10 



may further contribute to this event ( 170 , 171 , 199 ). Evidence from other experimental 
models suggests that a discrete regulatory T-cell population of CD4 +25 + phenotype is 
critical for the down-regulation of immune responses ( Fig. 6). Research of the impact of 
these cells on the termination of immunity to infectious agents is a challenging task for 
the future ( 199a). Although down-regulation of the anti-infective immune response has 
been largely ignored, it is probably essential for bringing back the activated immune 
response to normal levels. On the other hand, premature mobilization of 
down-regulatory immune mechanisms prior to successful pathogen defeat may cause 
disease exacerbation. Such an aberrant situation may lead to the lepromatous form of 
leprosy.

PREDOMINANCE OF TH1 OVER TH2 CELL ACTIVITIES IN 
INTRACELLULAR BACTERIAL INFECTIONS: INFLUENCE OF INNATE 
IMMUNE SYSTEM

The kind of infectious agent has a decisive influence on the type of cytokine-producing 
Th cells that develop as most appropriate defense mechanisms ( Fig. 6) ( 142 , 181 , 200 ). 
The two Th populations that arise, Th1 cells characterized by IFN-? and IL-2 secretion 
and Th2 cells typically producing IL-4 and IL-5, are derived from a common precursor 
cell, designated Th0 cell ( 143 ). Th1 cells combat intracellular pathogens, including 
bacteria, protozoa, and fungi, while Th2 cells are responsible for control of helminths ( 
142 , 181 , 200 ). Microbes and virions present in the extracellular milieu are also controlled 
by antibodies and hence Th2 cells. Conversely, uncontrolled Th1 or Th2 responses 
have been made responsible for autoimmune or allergic diseases, respectively. The 
distinction between Th1 and Th2 cells is made operationally on the basis of the type of 
cytokines produced and is, by no means, absolute. Stable surface markers that 
distinguish Th1 and Th2 cells have not been identified unequivocally. The ß2 chain of 
the IL-12 receptor (IL-12Rß2) is distinctive for Th1 cells in the human and murine 
systems ( 201 , 202 ). Reciprocally, the IL-1 receptor family member T1/ST2 is considered 
indicative of murine Th2 cells ( 203 ). Finally, Th1 and Th2 cells can be distinguished on 
the basis of their chemokine receptors ( 204 ).

As was said above, in infections with the vast majority of intracellular bacteria, potent 
Th1 responses develop and Th2 responses are virtually absent. The prominent Th1 
response caused by these infections has even been claimed to antagonize 
development of allergic diseases ( 205 ). Only in the case of leprosy, profound 
polarization towards a resistant tuberculoid or susceptible lepromatous pole occurs and 
some evidence suggests that a Th1/Th2 dichotomy underlies this polarization—at least 
in part.

How is the predominant Th1 response achieved at the different stages of anti-infective 
immunity? At the early stage of infection, IL-12 and IL-18 are produced rapidly after 
microbial entry into the host, which serve as the central signal for Th1 cell development. 
In contrast, prompt IL-4 and IL-10 secretion is low and short-lived. Evidence has been 
presented suggesting that Th1/Th2 cell polarization is directed by DC, which rapidly 
differentiate into DC1 and DC2 cells upon encounter with invading pathogens. 



Stimulation of DC precursors by bacterial components (PAMP) via TLR results in the 
development of DC1 cells that produce IL-12 and IL-18, thus promoting Th1 cell 
polarization. Components from helminths that are still not well defined stimulate the 
development of IL-4–producing DC2 cells, and hence promote Th2 cell polarization ( 104 

). NK T cells and ?d T cells that rapidly produce the Th1- or Th2-cell–promoting 
cytokines IFN-? or IL-4 following TCR stimulation by conserved microbial ligands could 
support DC polarization at this early stage ( Fig. 6).

Th1 and Th2 cell differentiation progresses through several stages that are initiated 
promptly after microbial entry into the host ( Fig. 6). Under the counterregulatory 
influence of Th1 and Th2 cytokines, gradually polarization becomes more stable. By 
promptly reacting to microbial components, the innate immune system determines the 
generation of the appropriate immune response. Default recognition of the infectious 
agent by the innate immune system, therefore, results in development of an 
inappropriate immune response, thus causing exacerbation of, rather than protection 
from, pathology. This has been best studied in the model of experimental infection of 
mice with the intracellular protozoal pathogen, Leishmania major ( 206 ). When 
challenged with L. major, C57BL/6 mice build up a potent Th1 response and are 
protected. In contrast, BALB/c mice develop a Th2 response accompanied by increased 
susceptibility to leishmaniasis.

IL-12 does not only act on Th1 cells, but also on NK cells and ?d T cells, the central 
players at the intermediate stage of infection. Activation of both cell types profits from 
co-stimulation with TNF-a that is secreted by activated macrophages concomitantly with 
IL-12. The IFN-? from NK cells further increases IL-12 production by macrophages via a 
positive feedback loop, thus greatly enhancing IL-12 production. Under the concerted 
action of IFN-? and IL-12, stable Th1 cell development is achieved. Conventional CD4 
and CD8 T cells as well as MHC class Ib–restricted CD8 T cells, CD1 controlled T cells, 
and ?d T cells acquire a Th1 phenotype during intracellular bacterial infections.

Although cytokines are the prime signal transmitters in Th-cell activation and 
polarization, cognate receptor interactions participate in this process. The most 
important ones are the CD40–CD154 system and the B7–CD28–CTLA-4 system ( 207 , 
208 ). The CD40–CD154 system was originally identified as an important regulator of 
B-cell activation and Ig class switching. Later it was found that interactions between 
CD40 on MP and DC with its ligand CD154 on T cells provides a bi-directional cross 
talk that participates in activation of either partner cell. The major function of 
CD40–CD154 interactions is to support IL-12 production induced by PAMP and by Th1 
cytokines, notably IFN-?. Thus, during the whole course of the anti-infective Th1 
response—from its initiation to the execution of effector functions—CD40–CD154 
interactions may participate. In KO mice with deficient CD40 or CD154 genes, IL-12 
and IFN-? secretion are impaired resulting in increased susceptibility to the intracellular 
protozoan parasite, L. major ( 209 ). Such disease exacerbation has not been observed 
in experimental listeriosis of CD154-deficient mutant mice ( 210 ). However, CD40 
signaling has been found to improve vaccine-induced immunity against L. 
monocytogenes ( 211 ). In these experiments, vaccination with killed organisms together 
with an agonistic anti-CD40 monoclonal antibody stimulated potent protection mediated 



by both CD4 and CD8 T cells. The B7 system comprises the B7-1 (CD80) and the B7-2 
(CD86) molecules on macrophages and DCs and the CD28 and CTLA-4 (CD152) 
receptors on T cells ( 208 ). The cross talk between B7 and CD28 supports the induction 
of primary T-cell responses. CTLA-4 interacts with B7 as well, but it inhibits T-cell 
activation. Consistent with a co-stimulatory role of CD28 in antibacterial protection, KO 
mice deficient in CD28 are highly susceptible to S. enterica infection and even fail to 
control infection with auxotrophic S. enterica vaccine strain ( 212 ). L. monocytogenes 
infection is also less well controlled in these mice ( 213 ). Microbial PAMP regulate 
surface expression of B7 molecules via TLR signaling, and the relative densities of B7-1 
and B7-2 molecules on the surface of antigen-presenting cells appear to influence the 
maturation of Th0 cells toward either the Th1 or the Th2 pole ( 208 ). The B7-1 and B7-2 
molecules are expressed in the vicinity of MHC molecules, and hence promote 
antigen-specific T-cell stimulation ( 107 ).

Employing both cytokines and cognate interactions provides the means for balanced 
amplification and tight control of the anti-infective immune response. Cytokines promote 
the broad-spectrum signaling that is required for accumulation and activation of 
leukocytes at the site of microbial replication. Cognate interactions between cell-surface 
receptors are more restricted and hence avoid activation of bystander cells that may 
cause undesirable tissue reactions or even activation of autoimmune responses. The 
coexistence of activating (e.g., CD28) and inhibitory (e.g., CTLA-4) molecules that 
compete for the same ligands (B7) allows further fine-tuning of the system. Finally, 
human polarized Th1 and Th2 cells express differential patterns of chemokine 
receptors that facilitate preferential attraction of Th1 cells to sites of bacterial growth, 
providing an additional control mechanism during infection ( 204 ).

DEATH OF INFECTED CELLS

Several lines of evidence suggest that the death of infected cells plays an important role 
in protection against and pathogenesis caused by intracellular bacteria. First, several 
intracellular bacteria, including S. enterica, Mycobacterium sp, and L. monocytogenes, 
have exploited ways to induce apoptosis in infected host cells. Apoptosis of infected 
macrophages as an important means of antigen presentation by bystander DC 
deserves further investigation. Subsequently, different host cells with killer potential 
enter the stage in succession. These are, in order of appearance, PNG, NK cells, ?d T 
cells, and aß T cells. PNG rapidly infiltrate the L. monocytogenes–infected liver where 
they not only contribute to listerial killing but also to hepatocyte damage ( 100 ). 
Elimination of these PNG markedly exacerbates listeriosis ( 101 ). Hepatocytes are highly 
permissive to listerial growth and both L. monocytogenes–induced apoptosis and 
PNG-mediated lysis of these host cells appears to play an important role in early 
antilisterial defense. NK cells are activated during intracellular bacterial infections ( 103 ). 
In vitro, activated NK cells lyse MP infected with a variety of intracellular bacteria, 
leaving uninfected target cells unaffected. Activated ?d T cells and CD1-restricted aß T 
cells are also capable of lysing bacteria-infected target cells. MHC I– and MHC 
Ib–restricted CD8 T cells as well as MHC class II–restricted CD4 T cells from mice 
infected with intracellular bacteria rapidly express cytolytic activities after restimulation 



in vitro. Similarly, CD8 and CD4 T cells expressing specific cytolytic activity have been 
isolated from patients suffering from bacterial infections. A role of CTL in antilisterial 
resistance has been corroborated by the finding that perforin-deficient KO mice with 
impaired CTL activity suffer from exacerbated listeriosis ( 110 ). At the same time, 
evidence has been presented that CD8 T cells cause liver damage in experimental 
listeriosis. CD4 and CD8 T cells in lesions of tuberculoid leprosy patients express 
phenotypic markers indicative for cytolytic activities ( 214 ). CTL generally employ two 
forms of killer mechanism: apoptosis through Fas/FasL interactions and lysis via 
perforin-dependent mechanisms ( 144 ). Using human CTL clones expressing either form 
of cytolytic mechanism, evidence was presented that perforin-dependent, but not 
apoptotic, macrophage death participates in bacterial growth inhibition ( 215 ). This 
antibacterial activity is probably caused by granulysin. Purified granulysin has potent 
bacteriocidal activity in vitro ( 216 ). Moreover, granulysin is expressed in granulomatous 
lesions of leprosy patients ( 214 ). It is most likely that an attack of MP by CTL 
coexpressing perforin and granulysin results in the killing of intracellular bacteria ( 172 , 
217 ). Perforin creates pores in the membranes of infected host cells, thus facilitating the 
translocation of granulysin to the intracellular microbes that are subsequently killed by 
the latter. Using mouse mutants, no major role for conventional CTL activity mediated 
by perforin or Fas/FasL interactions in the control of tuberculosis has been found thus 
far ( 218 , 219 ). However, macrophage death caused by ATP has been shown to result in 
mycobacteriostasis ( 64 , 65 ). CTL can induce cell death via secretion of ATP, and in this 
way they may participate in mycobacteriostasis ( 220 ). Binding of exogenous ATP to the 
P2Z receptor apparently causes fusion of phagosomes harboring mycobacteria within 
lysosomes and this fusion results in both cell death and mycobacteriostasis, 
independent from RNI and ROI.

Altogether, these findings suggest the participation of cell-destructive mechanisms in 
intracellular bacterial infections. The concerted action of perforin and granulysin can 
cause direct killing of intracellular bacteria, and by facilitating release from 
uncapacitated host cells (be they nonprofessional phagocytes or deactivated MP), lysis 
promotes bacterial killing by more potent effector mechanisms. Thus, bacteria taken up 
by blood monocytes immediately after their release from incapacitated cells could be 
killed more efficiently ( 221 ). On the other hand, death of nonprofessional phagocytes 
may contribute to pathogenesis by affecting physiologic organ functions. In addition, 
lysis of MP in the absence of bacterial killing is potentially harmful because it can 
facilitate microbial dissemination.

GRANULOMATOUS LESION

“Idealized Granuloma”

The encounter between intracellular bacteria and host defense is a local event centered 
on the granulomatous lesion that forms the focus of antibacterial protection ( 172 , 222 ). 
Failure to develop a granuloma or breakdown of an organized granuloma generally 
leads to disease exacerbation, often with fatal consequences. At the same time, 
expanding granulomas impair physiologic tissue function and, therefore, are central to 



pathogenesis. The “idealized” granuloma is a well-structured and organized lesion 
composed of T-lymphocytes of diverse phenotype and MP at differing maturation and 
differentiation stages ( Fig. 7). These include multinucleated giant cells, epithelioid cells, 
freshly immigrant monocytes, and mature MP, among which numerous CD4 T cells are 
interspersed. The whole is surrounded by an outer mantle primarily composed of CD8 
T-lymphocytes. Microorganisms are located inside the granuloma MP. As a result of 
necrotic death of the inner cells, a caseous, but still solid, center develops. Eventually 
the lesion is encapsulated by fibrosis and calcification. In the following, the development 
of an “idealized” granuloma is first described; subsequently, various forms of 
granulomatous lesions are discussed.

Leukocyte Extravasation

In the early phase of granuloma formation, extravasation of (and invasion by) PNG and, 
subsequently, blood monocytes is induced by proinflammatory signals mediated by 
bacterial components (N-f-met–containing peptides, such as f-Met-Leu-Phe or ligands 
for TLR), complement components (C5a), and cytokines ( Fig. 8). Infected MP produce 
numerous proinflammatory cytokines, such as IL-1, IL-6, and TNF-a, as well as various 
chemokines that stimulate local endothelial cells and blood phagocytes. In the lung, 
substance P, a neuropeptide produced by sensory neuronal cells, and MIF may further 
promote the inflammatory process ( 223 ). The inflamed endothelium around the primary 
lesion expresses elevated levels of adhesion molecules, thus promoting extravasation 
of inflammatory phagocytes ( Fig. 8) ( 224 ). Extravasation is mediated by interactions 
between leukocytes and endothelial cells by means of adhesion molecules ( 223 , 224 ). 
These include selectins, integrins, and members of the immunoglobulin (Ig) superfamily 
( Fig. 8).

 
FIG. 8. Influx of phagocytes and T-lymphocytes from the blood to the site of bacterial 
growth. Selectins and their receptors: E, E-selectin; P, P-selection; EL, E-selectin 
ligand; PL, P-selectin ligand; integrins: LFA-1, Mac-1, VLA-4; Ig superfamily molecules: 
ICAM-1, ICAM-2, VCAM-1; CR, chemokine receptor; CMG, glycosaminoglycan.



The L-selectins are found on leukocytes, whereas the P- and E-selectins are expressed 
by endothelial cells. Selectins are lectins that bind to carbohydrate ligands on the 
corresponding cell type. The integrins are heterodimers expressed on many cell types, 
including leukocytes and endothelial cells. At least six different integrins on leukocytes 
mediate binding to endothelial cells, notably LFA-1, Mac-1, and VLA-4. The ICAMs are 
members of the Ig superfamily that include ICAM-1, ICAM-2, ICAM-3, VCAM-1, and 
PECAM-1. ICAM-1 is strongly induced on leukocytes and endothelial cells. Endothelial 
cells constitutively express ICAM-2, VCAM-1, and PECAM-1, whereas resting 
leukocytes bear ICAM-3 and PECAM-1 on their surface. ICAM-1 interacts with the 
integrins LFA-1 and Mac-1, ICAM-2 and ICAM-3 with LFA-1, VCAM-1 with VLA-4, and 
PECAM-1 is engaged in homophilic interactions.

Contact between leukocytes and endothelial cells is initiated when the blood vessel is 
suddenly broadened in diameter at inflammation sites ( 224 ). Activated endothelial cells 
and leukocytes up-regulate surface expression of adhesion molecules and thus 
promote leukocyte binding to the endothelium. This sets into motion the cascade of 
adhesion events. Selectin-mediated interactions result in leukocyte tethering and rolling. 
Subsequently, integrin interactions with Ig superfamily molecules cause tight leukocyte 
adhesion to endothelial cells. Once leukocytes firmly adhere to the endothelium, 
transmigration to the inflammatory focus occurs. Up-regulation of P- and E-selectin 
expression primarily promotes PNG extravasation. In contrast, the L-selectins are 
constitutively expressed on virtually all leukocytes. Activated and memory T cells as well 
as inflammatory phagocytes, however, express higher levels of integrins such as LFA-1 
and VLA-4 and activated endothelial cells show elevated expression of Ig superfamily 
molecules. ICAM-1 and VCAM-1 up-regulation is primarily important for monocyte and 
T-cell transmigration to inflammatory foci. Recent findings have pointed to chemokine 
receptors as decisive factors for selective T-cell migration ( 154 , 204 ). Differential 
expression of chemokine receptors on human Th1 and Th2 cells, as well as naïve 
versus memory T cells, direct preferential migration of Th1 cells to the site of 
inflammation ( 204 , 225 ). Chemokines can bind to glycosaminoglycans bound to the 
endothelial surface without loss of biological activity. Interactions between chemokine 
receptors on lymphocytes and chemokines bound to endothelial cells further promote 
selective T-cell migration ( 226 ). The lack of CCR7 (receptor type 7 for CC chemokines) 
combined with the low expression of CD62L and the high expression of LFA and of 
a4ß1 integrin seems characteristic for effector memory Th1 cells that migrate to sites of 
inflammation. In summary, tethering and rolling, which is then succeeded by tight 
adhesion and subsequent extravasation of leukocytes, results in leukocyte 
accumulation at the site of microbial colonization, which forms the basis for granuloma 
formation.

Granuloma Formation

Although inflammatory PNG and MP restrict bacterial replication, they frequently fail to 
eradicate their pathogens. At the same time, these phagocytes release proteolytic 
enzymes that cause tissue damage. The early lesion, therefore, is often exudative. 
Eventually specific T-lymphocytes are activated in the draining lymph nodes. 
Recirculating T-lymphocytes passing by the inflammatory lesion are recruited by 



proinflammatory cytokines and chemokines through mechanisms described above.

Gradually, infiltrating cells become organized and form a granuloma predominantly 
consisting of MP. Although TNF and IFN-? participate in this event, LTa3 appears to be 
of particular importance. Although aß T cells are the dominant T-lymphocyte population 
throughout all stages of granuloma formation, a significant proportion of ?d T cells has 
been observed in the initial phase ( 134 ). These ?d T cells apparently play a role in the 
organization of a tight and well-structured granulomatous lesion because in their 
absence more loosely structured or even abscess-like lesions develop that represent 
the characteristic tissue reactions against purulent bacteria. Moreover, evidence has 
been presented for the participation of group 2 CD1–restricted NK T cells with reactivity 
for microbial glycolipids in the formation of granulomatous lesions. Finally, group 1 
CD1–restricted aß T cells have been isolated from skin lesions of leprosy patients 
indicating their participation in this tissue reaction. Upon antigen-specific interactions 
with infected MP and DC, T-lymphocytes produce IFN-?, thus activating antimicrobial 
macrophage functions.

Granulomas are at the forefront of protection by restricting bacterial replication at, as 
well as confining pathogens to, discrete foci ( Fig. 7). This is achieved by the following: 
activated MP capable of inhibiting bacterial growth, encapsulation promoted by fibrosis 
and calcification, and necrosis leading to reduced nutrient and oxygen supply. However, 
frequently microbial pathogens are not fully eradicated, and some microorganisms 
survive in a dormant form. A labile balance between microbial persistence and 
antibacterial defense develops, which lasts for long periods of time.

Macrophage activation strongly relies on IFN-?, which is sufficient in the mouse but 
requires support by TNF and 1,25-dihydroxyvitamin D3 in the human system. Fibrosis 
and necrosis are primarily promoted by TNF ( 151 ). MP are deactivated by various 
microbial components. Under the influence of these factors, immigrant blood 
monocytes mature into epithelioid cells and multinucleated giant cells. Sequestering of 
bacteria in these granuloma MP protects them from host cell attack. Release of these 
bacteria from lysed MP may facilitate their eradication by more proficient immigrant 
monocytes. Furthermore, release into the nutrient- and oxygen-deficient necrotic center 
may restrict bacterial survival. Although the granulomatous lesion may impair tissue 
functions, detriment to the host usually remains limited and infection does not 
necessarily cause clinical disease.

Tuberculosis

The productive and proliferative granuloma that effectively controls M. tuberculosis best 
resembles the “idealized” granuloma described above. This lesion can then progress in 
five directions as described below.

1. The labile balance between microbial persistence and local protection remains 
equilibrated and succeeds in perpetuating stable immunity in the absence of 
disease. In more than 90% of M. tuberculosis–infected individuals, the 
microorganism becomes dormant and infection enters into a latent stage ( 227 , 228 



). Recent studies in the mouse point to TNF-a, IFN-?, and RNI in the maintenance 
of latent infection. Both CD4 and CD8 T cells contribute to latency, and evidence 
has been presented that CD4 T cells perform critical functions in addition to IFN-? 
secretion resulting in RNI production ( 229 ).

2. In very rare cases, the proliferative granuloma succeeds in fully eradicating the 
microbial pathogens and disappears; an abortive infection has occurred.

3. In the face of a strong immune response, necrotic reactions prevail, thereby 
extending tissue injury. Extensive secretion of fibrogenic cytokines, including TNF 
and TGF-ß, may then lead to lung fibrosis. Yet, bacteria frequently remain 
restricted within the necrotic lesion. The clinical disease is thus confined to the 
affected organ (typically the lung), takes a more benign form, and is usually 
noncontagious.

4. Provided that cell destructive mechanisms endure, the granuloma becomes 
exudative and subsequently liquefies. Although mostly attributed to necrotic 
mechanisms, apoptosis also occurs in granulomatous lesions. In the liquefied 
cellular detritus, M. tuberculosis grows in an uncontrolled manner and extensive 
tissue damage markedly impairs the affected organ. It is in this cell detritus in 
which huge numbers (up to 10 9) of M. tuberculosis organisms emerge from which 
multidrug-resistant tubercle bacilli develop under incomplete chemotherapy. 
Microbial dissemination through blood circulation promotes infection of secondary 
organs, and rupture into the bronchoalveolar system facilitates spreading into the 
environment. Excessive TNF may be released into the circulation and cause 
cachexia ( 230 ). The disease takes a malignant form and is highly contagious.

5. In cases of insufficient or deficient T-cell immunity, the granuloma remains 
incomplete or breaks down and bacteria are disseminated. In cases of severe 
immunodeficiency as seen in AIDS patients or in newborn, productive granulomas 
do not develop at all and infection directly progresses to disseminated, generally 
fatal, miliary tuberculosis.

Experimental Listeriosis

In experimental listeriosis, development of lesions is arrested at the stage of infiltration 
by inflammatory phagocytes and specific T-lymphocytes. Because L. monocytogenes is 
rapidly eradicated, a highly structured granuloma does not develop. In fact, formation of 
lesions is not essentially required for elimination of L. monocytogenes. On the other 
hand, infiltration of PNG, MP, and T cells causes hepatocyte damage, which impairs 
liver function. Hence, in experimental listeriosis, lesions have a strong pathologic 
component.

Leprosy

The lesions in tuberculoid leprosy have much resemblance to those in tuberculosis. 
Toward the lepromatous pole, suppressive mechanisms dictate the fate of the 
granuloma. Lepromatous leprosy lesions are characterized by the presence of 
abundant M. leprae organisms and deactivated MP, such as foamy macrophages, as 
well as few T-lymphocytes expressing phenotypic markers characteristic for regulatory 
T cells with suppressive functions. Evidence for involvement of Th2-like activities in 



lepromatous leprosy lesions has been presented.

DELAYED-TYPE HYPERSENSITIVITY

An individual immune to an intracellular bacterium will develop a skin reaction at the site 
of local administration of soluble antigens from this agent. The reaction is characterized 
by monocyte infiltration and develops after 24 to 72 hours; that is, it is delayed. The first 
description of a DTH reaction against bacterial antigens was given in 1890 by Koch ( 91 

), who showed that guinea pigs infected with M. tuberculosis develop a specific 
inflammatory response against locally applied soluble culture filtrate, which he called 
tuberculin. In the 1930s, F. Seibert (cited in Kaufmann and Young [ 231 ]) produced a 
purified protein derivative (PPD) by removing the bulk of carbohydrates and enriching 
for proteins and peptides; PPD is still widely used.

It is now clear that DTH to antigens of intracellular bacteria is mediated by T cells 
primarily of the CD4 phenotype. Because soluble protein antigens generally fail to enter 
the MHC class Ia pathway, contribution of conventional CD8 T cells to the DTH reaction 
must be considered low to absent. An auxiliary role of ?d T cells, however, appears 
likely ( 134 ). It is not yet clear whether these ?d T cells respond to specific antigens or 
whether they are nonspecifically activated by inflammatory stimuli. Although the DTH 
reaction, like the granulomatous lesion, primarily consists of MP and is dependent on 
T-lymphocytes, it is a short-lived response lasting for the few days it takes for the 
proteins to have been degraded. Accordingly, pathology of a DTH reaction is generally 
minimal. Application of high antigen doses into the skin of individuals with active 
tuberculosis, however, can cause marked necrotic reactions leading to significant tissue 
damage.

GENETIC CONTROL OF RESISTANCE AGAINST INTRACELLULAR 
BACTERIA

Resistance against intracellular bacteria is genetically controlled, and inherited factors 
are of particular importance in chronic infections with broad clinical spectrum, such as 
tuberculosis and leprosy. Although the impact of host genetic mechanisms on the 
outcome of infectious disease has been recognized for a long time, our understanding 
of the underlying factors remains fragmented. First, resistance to infections is highly 
polygenic. Second, a marked heterogeneity exists within populations. Third, variability in 
the genome of the pathogen, as well as environmental factors such as the availability of 
nutrients, further affect the outcome of the host–pathogen relationship.

The significance of genetic factors was perhaps most dramatically illustrated by the 
Luebeck disaster, which occurred in 1927 when 251 babies had been vaccinated 
accidentally with viable M. tuberculosis instead of BCG. At the end of the 6-year 
observation period, six children (2%) still suffered from tuberculosis, 129 (51%) had 
become ill but recovered, 77 (31%) had died, and in 39 children (16%) clinical signs of 
tuberculosis had never developed ( 232 ). The marked influence of ethnic differences on 



the prevalence of tuberculosis further supports the role of genetic factors ( 233 ).

In the 1940s, Lurie studied native resistance to tuberculosis in rabbits, and by selective 
inbreeding he succeeded in establishing strains of rabbits that differed remarkably in 
their susceptibility to infection with M. tuberculosis ( 92 ). Similarly, congenic mouse 
strains that differ in their susceptibility to experimental infection with several intracellular 
bacteria have been developed ( 234 ).

At least three levels of the host–pathogen relationship serve as potential targets for 
genetic control. These three are briefly described below.

1. Genetic factors decide whether infection becomes abortive or establishes itself in 
a stable form. Convincing evidence for genetic control mechanisms at this level 
does not exist.

2. Genetic factors control transition from infection to disease. This control step 
segregates “susceptible” from “resistant” individuals. Such inherited influences are 
well proven in mice and are most likely in the human population.

3. Severity and/or form of disease are controlled by genetic factors. It is generally 
accepted that MHC class II–encoded factors influence the development of leprosy 
towards the tuberculoid or the lepromatous pole.

Control of Innate Antibacterial Resistance by the Nramp1 Gene

Studies in the mouse system have revealed a single dominant autosomal gene on 
chromosome 1, which is responsible for resistance against M. bovis BCG, M. 
lepraemurium, M. avium/M. intracellulare, S. enterica, and the protozoan pathogen 
Listeria donovani. In contrast, murine resistance against other intracellular bacteria, 
most remarkably M. tuberculosis, is apparently not controlled by this gene ( 234 ). 
Positional cloning led to the identification of a full-length cDNA sequence. The 
responsible gene has been named Nramp1 for natural-resistance–associated 
macrophage protein ( 235 , 236 ). The gene belongs to a family of genes that also 
encompasses Nramp2 on mouse chromosome 15. The human syntenic genes Nramp1 
and Nramp2 have been identified on chromosomes 2q and 12q, respectively ( 237 ). The 
Nramp1 gene product shows 85% identity/92% similarity with its murine cognate.

The functional importance of Nramp1 could be proven using transfected macrophage 
cell lines and by the generation of gene-disruption mutant mice ( 238 , 239 ). Differential 
susceptibility of Nramp1 s and Nramp1 r mouse strains can be traced to a single, 
nonconservative glycine to aspartic acid substitution at position 169 of the Nramp1 
gene product. Importantly, transfer of the glycine 169 allele of Nramp1 into animals of 
susceptible background reestablishes resistance to M. bovis BCG infection.

Expression of the Nramp1 gene product is restricted to professional phagocytes, 
whereas the Nramp2 product is found in various cell types ( 240 ). The Nramp1 
polypeptide is an integral membrane protein that contains several phosphorylation sites. 
It is found in the late endosome rather than on the outer surface of macrophages ( 241 ). 



Because it has characteristic features of transporter molecules, it is likely that Nramp1 
participates in ion transport in and out of the phagosome. The role of Nramp1 in 
controlling infectious diseases in humans remains controversial ( 167 , 242 , 243 ). Linkage 
of Nramp1 and leprosy has been reported for the Vietnamese population but not for 
populations in India and Africa. However, an association of Nramp1 with increased 
susceptibility to tuberculosis has been described recently in patients from African 
populations ( 244 ). These highly divergent results underline the highly polygenic nature 
of resistance to tuberculosis, comprising both host and exogenous factors.

Vitamin D Receptor

As discussed previously, 1,25-dihydroxyvitamin D3 participates in the activation of 
antibacterial capacities in human macrophages. Evidence for a role of the vitamin 
D–receptor polymorphism in resistance to pulmonary tuberculosis has been described 
in certain populations ( 242 , 245 , 246 ). The availability of 1,25-dihydroxyvitamin D3 
depends on uptake of the precursor and its conversion under the influence of UV light. 
Hence, susceptibility is influenced by both genetic and environmental factors, further 
complicating comparisons of different populations.

MHC Control of Severity and Form of Disease

Human malaria caused by the protozoan parasite Plasmodium sp represents the best 
example of the impact of MHC molecules on the severity of disease. Moreover, these 
studies emphasize the profound influence of natural selection against infection on MHC 
polymorphism ( 167 , 242 ). Segregation analyses in various human populations also 
indicate linkage of human leukocyte antigen (HLA) types with severity of tuberculosis 
and leprosy. Strong evidence exists to suggest an influence of the HLA on the 
development towards the tuberculoid or the lepromatous pole of leprosy. Although 
some linkage with MHC class I molecules has been observed in certain populations, 
MHC class II control appears to be more important ( 242 ). Originally, it was found that 
HLA-DR2 subtypes are linked with increased incidences of lepromatous leprosy, and 
that HLA-DR3 represents a linkage marker for tuberculoid leprosy. Recent 
population-based association studies, however, have provided evidence for an 
association between distinct HLA-DR2 alleles and susceptibility to tuberculoid leprosy. 
In tuberculosis, evidence for association of HLA-DR2 subtypes with pulmonary 
tuberculosis has been found. With more data from various population groups being 
available, it is becoming increasingly clear that HLA-DR associations with distinct 
disease forms differ among population groups, thus making it often impossible to 
extrapolate from one population to another. Again, these discrepancies underline the 
polygenic nature of resistance to infectious diseases.

CONCLUSIONS AND OUTLOOK

It is hoped that the reader of this chapter not only has become familiar with the principal 
mechanisms underlying immunity against intracellular bacteria but also realizes the 
great complexity of this system. Understanding intracellular bacterial infections requires 
knowledge not only of immunology, but also of molecular biology of the infectious agent 



and biology of the target cell. In vitro analyses can only provide incomplete answers to 
the questions relevant to antibacterial immunity and must be complemented by in vivo 
experiments.

Despite the high degree of complexity, such interdisciplinary research efforts almost 
certainly will provide rewards. First, understanding the performance of the immune 
system in bacterial infections can provide clues to questions pertinent to basic 
immunology. Knowledge of the rules underlying the extraordinary plasticity and 
adaptability of the immune system required for coping with transmutable “viable 
antigens” that developed during millennia of coexistence will provide deeper insights 
into the immunoregulation and evolution of the immune system. Second, applied 
questions will benefit equally well from these approaches. With the increasing 
inadequacy of chemotherapy in the control of bacterial infections, the need for 
adjunctive immune measures is gaining further importance. Rational strategies toward 
vaccination and immunotherapy will benefit from the deeper understanding of the 
immune mechanisms operative in intracellular bacterial infections. With the elucidation 
of the genomes of all major intracellular pathogens, and the elucidation of the human 
and murine genomes nearing completion, this type of interdisciplinary research has, in 
fact, entered a new phase. Global analyses at the transcriptome and proteome levels 
will undoubtedly provide a comprehensive view of this dynamic interplay in the near 
future. The reader may find it ironic that the spirit of these investigations remains the 
same as it was at the early beginnings of immunology, which started as an approach to 
the intervention of bacterial infections.
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Human interactions with bacteria are complex. A consortial relationship has developed 
between humans and microbes. Humans are composed of 10 12 human cells and are 
inhabited by 10 14 bacteria representing innumerable species. Relatively few of these 
bacteria are harmful in any way to humans. Little is known about the innate or acquired 
immune mechanisms that maintain this equilibrium. In large part, many diseases 
caused by bacteria are mistakes in which this consortial relationship breaks down and 
lines are crossed. The innate and adaptive responses to these transgressions can lead 
to dire consequences. In Lives of the Cell: Notes of a Biology Watcher,  Lewis Thomas ( 
1 ) pointed out that

“The microorganisms that seem to have it in for us in the worst way—the 
ones that really appear to wish us ill—turn out on close examination to be 
rather more like bystanders, strays, strangers in from the cold. They will 
invade and replicate if they get the chance, and some of them will get into 
our deepest tissues and set forth in the blood, but it is our response to their 
presence that makes the disease. Our arsenals for fighting off bacteria are 
so powerful, and involve so many different defense mechanisms, that we 
are in more danger from them than from the invaders. We live in the midst of 
explosive devices; we are mined.”

Although certain bacterial species are classified as pathogens, they can live in harmony 



on mucosal surfaces for long periods and never cause disease. The bacteria that can 
cause human disease are quite diverse. On the basis of the pathogenesis of infection 
and the resulting immune response, these bacteria can be categorized into two general 
types: those causing intracellular infections and those causing extracellular infections. 
Most bacteria causing intracellular infections avoid being killed after phagocytosis by 
either interfering with phagosome-lysosome fusion or by escaping from the phagosome 
and into the cytoplasm. Cellular immunity is critical against intracellular bacteria, as is 
described in Chapter 40. In contrast, the bacteria causing extracellular infections 
survive in the host by avoiding phagocytosis. They do this by presenting a surface that 
minimizes the opsonic and lytic effects of antibody and complement. Although 
extracellular bacteria do have the ability to enter and pass through cells as a means of 
moving from one in vivo environment to another, they are readily killed once captured 
by phagocytes. Accordingly, the host-defense against extracellular bacteria is critically 
dependent on humoral immunity complement and the production of specific antibody. 
Table 1 lists many of the important bacteria that can cause extracellular infections in 
humans, together with the diseases they cause and some of their major virulence 
factors. In this chapter, we describe the surface structures of many of these bacteria 
and provide examples of how they are able to infect their hosts and cause disease. We 
also describe the salient aspects of the innate immunity and antigen-induced immunity 
important in the host’s defense against these bacteria.

 
TABLE 1. Extracellular bacteria commonly associated with diseases

BACTERIAL SURFACE STRUCTURE OF GRAM-POSITIVE AND 
GRAM-NEGATIVE BACTERIA

Extracellular, as well as intracellular, pathogenic bacteria can be divided into two major 



tribes (gram-negative and gram-positive) on the basis of their staining characteristics 
with Gram’s stain. To illustrate the surface of bacteria in the two tribes, the surface 
structures of Streptococcus pneumoniae and Neisseria meningitidis are shown in Fig. 1. 
Three layers are commonly recognized: cytoplasmic membrane, cell wall, and outer 
layer. Although these layers are described later in detail, it is important to note that 
these definitions are operational and that, in reality, the layers are not entirely distinct. 
Molecules anchored in the cytoplasmic membrane or cell wall may extend into or 
through other layers. Thus, there are molecules other than peptidoglycan and capsular 
polysaccharide (PS) in the cell wall and the outer layer, respectively. It is also important 
to note that the capsule, O-antigens, and cell wall are not contiguous shields but are 
open enough to be permeable to secreted products and nutrients, as well as some 
immunological factors (e.g., antibodies and complement) ( Fig. 1).

 
FIG. 1. Schematic representation of the surfaces of Streptococcus pneumoniae ( A) 
and Neisseria meningitidis ( B) as examples of gram-positive and gram-negative 
bacteria, respectively. The cell wall polysaccharide of S. pneumoniae is often called 
C-polysaccharide. The inset in B shows lipopolysaccharide anchored to the outer leaflet 
of the outer membrane.

All bacteria have a cytoplasmic membrane, which is a phospholipid bilayer containing 
various proteins. This membrane is an osmotic barrier and forms a barrier for most 
molecules. The lipid bilayer is composed mainly of phospholipid and does not contain 
sterols. Many membrane proteins are transport proteins, and many physical 
connections between the cell wall and the membrane can be visualized by electron 
microscopy.

A cell wall is found in all of the pathogenic bacteria of both tribes, with the exception of 



Mollicute organisms (which include mycoplasmas). The cell wall surrounds the 
cytoplasmic membrane and is made of peptidoglycan, which is a highly cross-linked 
polymer of amino sugars ( N-acetyl glucosamine and muramic acid) and amino acids. 
The peptidoglycan polymerization is performed by enzymes, many of which are also 
referred to as penicillin-binding proteins. In comparison with gram-negative bacteria, 
gram-positive organisms have a thicker (20- to 30-nm vs. 2- to 4-nm) cell wall layer and 
can thus retain the Gram’s stain better. The cell walls help protect the bacteria from the 
extremes of the environment (especially differences in osmolarity). The thick cell wall of 
the gram-positive bacteria may be responsible for their resistance to 
complement-mediated lysis.

In addition to peptidoglycan, many gram-positive bacteria have PS associated with their 
cell walls, and this cell wall PS often extends into the capsular area. The cell wall PS of 
gram-positive bacteria varies among different bacteria, and the structure of the cell wall 
PS has been used to distinguish many different species of streptococci (i.e., groups A, 
B, C, and so forth) ( 2 , 3 ). Cell wall PS often has a phosphate group in the repeating 
unit, and it is then called a teichoic acid. In the pneumococcus, the teichoic acid is 
C-polysaccharide (C-PS), which is relatively invariant among pneumococcal strains ( 4 , 
5 ). In gram-positive bacteria, teichoic acid is often linked to lipid molecules, and this is 
then called lipoteichoic acids, which is attached to the cytoplasmic membrane and 
extends out through the cell wall ( 6 ). In pneumococci, the overall PS structures of 
lipoteichoic acid (also called F-antigen) and cell wall teichoic acid are very similar. They 
are thought to differ only in their mode of attachment to the bacterial surface ( 7 ).

The cell wall and outer layer of gram-positive bacteria are the locations of a number of 
cell-surface proteins involved in a variety of functions, including, but not limited to, 
adherence, enzyme activity against host substrates, nutrient transport, and interference 
with complement deposition. For instance, S. pneumoniae has pneumococcal surface 
protein A (PspA) ( 8 , 9 ), pneumococcal surface protein C (PspC) ( 10 , 11 ), 
pneumococcal surface adhesin A (PsaA) ( 12 ), autolysin ( 13 ), immunoglobulin A1 (IgA1) 
protease ( 14 , 15 ), C3 protease ( 16 ), and other less well-characterized proteins ( 17 , 18 ). 
C3 protease is able to inactivate native C3 in serum. PspA may also interfere with 
complement fixation ( 19 , 20 ) and may play a role in colonization ( 21 ). PspA, autolysin, 
and PsaA have all been shown to elicit protective immune responses in mice ( 12 , 22 , 23 

). PspC, which is also known as CbpA, SpsA, or C3-binding protein ( 24 , 25 ), plays an 
important role in bacterial adhesion to host cells because it binds to the secretory 
component of immunoglobulin A (IgA) or to the receptor for the platelet-activation factor 
(PAFR) ( 26 ). In addition to pneumococci, many other extracellular bacteria, including 
Neisseria and Haemophilus organisms, produce an IgA1 protease (IgA1 is the most 
common form of human secretory IgA) ( 14 , 15 ). Streptococcus pyogenes has highly 
variable and strain-specific M proteins, which can interfere with complement activation ( 
27 ).

In the pneumococcus, many of the proteins presently identified in the cell wall and outer 
layer have choline binding sites through which they attach to phosphocholine residues 
in the teichoic and lipoteichoic acids ( 19 , 28 ). In other gram-positive bacteria, such as 



group A streptococci and staphylococci, most surface proteins have a peptide motif of 
LPXTGX, which precedes a hydrophobic stretch referred to as a stop-transfer 
sequence. In staphylococci, the LPXTGX sequence is cleaved in the carboxyl direction 
to the threonine and covalently linked to the free amino group of a pentaglycine 
crossbridge in the bacterial cell wall ( 29 , 30 ), thus covalently attaching the protein to the 
cell wall. Some of these surface proteins have become candidates for the development 
of new protein-based vaccines ( 31 ). In contrast, few proteins are bound to the surface 
through this mechanism in pneumococci ( 32 ).

Gram-negative bacteria typically have thinner cell walls than do gram-positive bacteria. 
Another major difference in surface structure between gram-negative and gram-positive 
bacteria is the presence of an outer membrane on gram-negative bacteria. The outer 
membrane is an asymmetrical bilayer. The inner leaflet is primarily phospholipid. The 
outer, but not the inner, leaflet contains the lipid A component of lipopolysaccharide 
(LPS). In addition to enclosing the cell, the outer membrane contains proteins, 
enzymes, invasins, adhesins, and toxins, which are important in pathogenesis. These 
molecules are also recognition targets for the host cells, antibodies, bacteriophages, 
and bacterial conjugation. Although the outer membrane is a selective barrier, it is more 
permeable to ions than the cytoplasmic membrane and is relatively resistant to osmotic 
rupture. The space between the cell wall and the outer membrane is called periplasmic 
space and contains a variety of enzymes and proteins that act to bind and transport 
substrates against a gradient and form disulfide bonds. These proteins are generally 
hydrophobic and insert into the periplasmic membrane through 
hydrophobic–hydrophobic interactions. This space also contains cytoplasmic 
membrane–derived oligosaccharides, which help regulate cellular osmolarity.

The outer membrane of gram-negative bacteria contains LPS. LPS, also called 
endotoxin, is an amphipathic molecule with four distinct regions: lipid A, the inner core, 
the outer core and, in some species, the O-antigen. Lipid A is composed of a 
dihexosamine backbone to which between five and seven saturated (12- to 16-carbon) 
fatty acids are attached through amide and ester linkages. Lipid A is the principal toxin 
associated with most gram-negative bacteria. Lipid A is the major lipid component of 
the outer leaflet, and the acyl portion of lipid A is embedded in the phospholipid inner 
leaflet. The carbohydrate portion of the LPS is attached to the lipid A through a 
molecule unique to gram-negative bacteria called keto-deoxyoctanoate. This molecule, 
with its heptose moieties, forms the inner core of the LPS. The outer core is composed 
of 7 to 10 monosaccharide units whose arrangement is relatively conserved among 
gram-negative species ( 33 ).

In most gram-negative bacteria, the outer core of LPS is connected to a polysaccharide, 
called the O-antigen. It has repeating units containing 4–6 monosaccharides. The 
O-antigen forms a hydrophilic shield around the bacterium and forms a barrier to 
complement deposition on the bacterial cell surface. The O-antigen is variable in length, 
antigenically diverse, and confers serotypic specificity. The O-antigens of Escherichia 
coli, Klebsiella species, and Salmonella species have as many as 30 repeating units 
composed of four to six sugars each ( 33 ). In the case of the pathogenic Neisseria 
organisms, Haemophilus influenzae, and Haemophilus ducreyi, the LPS lacks 



O-antigens and the size of the carbohydrate region does not exceed 7,000 Da. The 
LPSs of these organisms have been called lipo-oligosaccharides to distinguish them 
from their longer relatives ( 34 ).

In addition to LPS, a number of proteins are found in the outer membrane. E. coli and 
Neisseria organisms have 20 to 30 distinct proteins in the outer membrane, whereas 
the Treponema pallidum outer membrane has very few. A major group of outer 
membrane proteins are porins, which facilitate the diffusion of small hydrophilic 
molecules through the outer membrane. The basic porin structure is a homotrimer 
arranged to form a channel with a discrete pore size through the outer leaflet. Although 
most porins are nonselective, some porins are components in transport systems for 
specific metabolites [e.g., the LamB porin of E. coli which mediates maltose transport ( 
33 )]. The expression of selective porins is generally regulated by the presence or 
absence of substrate in the environment. Some proteins in the outer leaflet form 
components of the pumping systems for removal of hydrophobic compounds (e.g., 
tetracycline) or form a specialized pore through which pili exit the membrane ( 33 , 35 ).

For most gram-positive and gram-negative bacteria, PS dominates the outer layer. S. 
pneumoniae has capsular PS that is covalently attached to the cell wall. In 
gram-negative bacteria, the outer layer is composed mainly of LPS and capsular PS. 
An exception to this general rule is Bacillus anthracis, whose capsule is poly-D-glutamic 
acid rather than a PS ( 36 ). The capsule PS is anchored to the outer membrane by acyl 
chains in N. meningitidis ( 37 ) or H. influenzae type b (Hib) ( 38 ).

The outer layer is well developed in bacteria that cause extracellular infections and has 
many features that help the bacteria circumvent the host immune system. First, the 
outer layer has properties that reduce the attachment of extracellular bacteria to 
eukaryotic surfaces, including those of phagocytes. In general, the PS capsules render 
the bacteria hydrophilic and negatively charged, like eukaryote cell surfaces, which are 
rich in sialic acid. The negatively charged surface makes the bacteria partly resistant to 
the alternative pathway of complement fixation by enhancing the degradation of C3b ( 39

 ) ( Chapter 34). Second, in some cases, elicitation of antibody is minimized because 
the capsular PS or LPS mimics host antigens, as is more fully described later in the 
section on antigen-specific host defense response. This mimicry may also reduce 
interactions between the bacteria and host surfaces. Third, the outer layer can 
physically mask most of the other bacterial surface components and thus minimize the 
number of exposed epitopes that can be recognized by the antibody and complement. 
Although the capsule is porous to antibodies and complement, the binding of antibodies 
and fixation of complement beneath the capsule surface are relatively ineffective at 
promoting opsonophagocytosis and blood clearance ( 40 ).

Finally, the shielding function of the outer layer is further augmented by the presence of 
proteins that can interfere with complement deposition. Examples of these proteins are 
PspA and the C3-binding protein in S. pneumoniae ( 20 , 41 ) or M protein of S. pyogenes
 ( 27 ). Extracellular bacteria (including Neisseria organisms, H. influenzae, group B 
streptococci, and S. pneumoniae) can modify their cell surfaces in order to adapt to 



different host environments, such as the natural environment independent of a host, the 
mucosa of a host, or more invasive host environments ( 42 , 43 , 44 , 45 and 46 ). For 
instance, bacteria may shut down the synthesis of capsular PS upon contact with the 
epithelial surface ( 47 ). This change facilitates the bacterial adhesion to the epithelial 
cells, perhaps by exposing the bacterial adhesion proteins. By decreasing capsule 
production, the bacteria become less hydrophilic and less negatively charged. This 
change facilitates their entry to the epithelial cells and their subsequent invasion into 
deeper tissues. Upon the emergence of the bacteria from the epithelial cells in the 
submucosa, capsule synthesis is resumed. The principal genetic mechanism for the 
reversible phenotype changes appears to be “phase variation,” caused by either 
slip-strand mispairing or recombinational events within the bacterial genome. The 
flexibility to express different surface properties helps bacteria successfully evade the 
host immune system and survive in many niches inside the host.

BACTERIAL VIRULENCE FACTORS

Extracellular bacteria often elaborate many molecules useful to their survival and 
proliferation in the host. These molecules are called virulence factors. Sequencing of 
the entire genomes of bacteria has shown that the genes for the virulence factors have 
generally originated from other organisms and exist as a part of large blocks of 
deoxyribonucleic acid (DNA)–containing multiple genes. These DNA blocks are called 
pathogenicity islands (PAIs). For instance, Helicobacter pylori has a PAI that is 41-kb 
long, contains 31 genes, and codes for type IV secretory pathway ( 48 ). Pathogenic 
bacteria usually contain one or two PAIs, but some (e.g., Salmonella organisms) 
contain up to five PAIs ( 49 ).

The best-known virulence factors are toxins, which are highly toxic to the host and can 
be responsible for the symptoms caused by the bacterial infection. The toxins can be 
grouped on the basis of their molecular structure and their mechanism of action ( 49 ). 
The largest group is called A-B toxins, which have two subunits. The A subunit has 
enzymatic activity, and the B subunit targets the A subunit to the host cells. This group 
includes diphtheria toxin, cholera toxin, pertussis toxin, and two anthrax toxins (lethal 
factor and edema factor). For instance, lethal factor of B. anthracis behaves as the A 
subunit and requires a B subunit protein, “protective antigen,” to enter into target cells. 
In some cases, the toxic effect of toxins can almost completely account for the 
detrimental symptoms of their respective infections. For example, cholera toxin blocks 
the uptake of sodium in the intestine and is responsible for severe diarrhea, causing 
dehydration that, if not treated, can kill people. Tetanus toxin causes central nervous 
system paralysis ( 50 ). Staphylococcal enterotoxin A, which is one of five 
membrane-damaging toxins produced by staphylococci, is the primary cause of 
staphylococcal food poisoning and plays a major role in invasive infections ( 51 ). Some 
strains of E. coli produce verotoxin, which may damage the microvasculature of the 
kidney and cause hemolytic uremic syndrome ( 52 , 53 ).

One group of virulence factors helps bacteria to acquire essential nutrients. Mucosal 
fluid and blood are low in free iron because of the presence of iron-binding proteins 
such as lactoferrin and transferrin. To successfully compete with the host for this vital 



metabolite, N. meningitidis, Neisseria gonorrhoeae,  and H. influenzae have complex 
surface transport systems that can obtain iron from human transferrin, lactoferrin, and 
hemoglobin ( 54 , 55 , 56 and 57 ). Pneumococci, which can also survive in blood and other 
body fluids, do not get iron from transferrin or lactoferrin but acquire iron from heme and 
hemoglobin released from lysed cells ( 58 ). E. coli and Salmonella organisms use a 
different mechanism to acquire iron. They secrete a low-molecular-weight iron chelator, 
called a siderophore, which removes iron from human proteins in the environment 
surrounding the bacteria. The iron–siderophore complex is then taken up by the 
bacterium, and the siderophore is degraded so that the iron can be freed for utilization ( 
59 , 60 ).

Another important class of virulence factor is involved in the adherence of bacteria to 
the host cells. Nasopharyngeal carriage of pneumococci is mediated largely by 
adherence to the host molecules N-acetyl-D-glucosamine ß1-3 galactose or 
N-acetyl-D-glucosamine ß1-4 galactose ( 26 , 61 ). In the lower respiratory tract, 
pneumococci can use phosphocholine to bind to PAFR without triggering the 
cell-signaling pathway ( 62 ). In contrast, nontypeable H. influenzae binds to and signals 
through PAFR. This occurs by the interaction of a nontypeable H. influenzae 
lipo-oligosaccharide glycoform-containing phosphocholine with the receptor ( 63 , 64 ). 
Many bacteria use a pilus for adhesion. The Pap pilus of E. coli binds the Gala1-4 Gal 
unit of cell-surface globoside in urethral epithelial cells ( 65 ). The Vibrio cholerae pilus 
allows attachment of the bacterium to the enterocyte for efficient toxin delivery ( 66 , 67 ). 
Bordetella pertussis has three adherence factors—a filamentous hemagglutinin, 
pertactin, and a pilus (fimbriae)—that allow it to attach to ciliated respiratory epithelial 
cells in the trachea and bronchi and thus enable it to resist the cleansing action of 
mucus flow ( 68 , 69 ).

Another class of virulence factor neutralizes host defenses. Pneumolysin from S. 
pneumoniae is a cytoplasmic protein, which is released during pneumococcal growth, 
and possibly also by autolysis of some of the bacteria ( 70 ). It can consume complement 
at a distance from the pneumococci and can interfere with the function of phagocytes ( 9

 , 71 ). Its presence also appears to impair the development of protective host responses 
against pneumococci ( 72 ). S. pyogenes and group B streptococci produce C5 
peptidases that inhibit chemotaxis of host phagocytes to the sites of infections ( 73 , 74 ). 
Some bacteria also produce C3 protease ( 75 ) or IgA1 protease ( 14 , 15 , 76 ). H. pylori 
produces urease, which can generate ammonia that can neutralize acid in the stomach 
and thereby promotes the survival of H. pylori.

Production of virulence factors is often closely regulated by bacteria in order to 
accommodate the changes in the environmental stimuli. In staphylococci, it has been 
shown that the amount of capsule is regulated in response to environmental stimuli ( 77 , 
78 ). One of the best studied of such regulatory systems is the BvgAS, a two-component 
regulatory system in B. pertussis ( 79 ). This system regulates the expression of 
adhesins, toxins, and other virulence factors. The system is controlled by external 



signals, including Mg 2+, temperature, and nicotinic acid. Two proteins, BvgS and BvgA, 
are involved in this regulatory system. BvgS, the sensor, is a kinase and is able to 
phosphorylate itself in response to the environmental signal. BvgA is in turn 
phosphorylated by BvgS. Phosphorylated BvgA is able to activate transcription of 
virulence genes through a change in its interaction with a 70-bp consensus sequence 
repeated in Bvg-regulated promoters ( 79 ). Two-component regulatory systems are 
frequently used to regulate the expression of genes associated with virulence ( 80 ).

Bacteria-to-bacteria signaling is another important mechanism for the control of 
virulence factors. This phenomenon, “quorum sensing” ( 81 ), has been shown to be 
operative in a large number of gram-negative and gram-positive species. The signal 
transmitted between the bacteria can be an acylated molecules (e.g., homoserine 
lactone) in gram-negative bacteria or a peptide in gram-positive bacteria. Quorum 
sensing has been shown to be important in biofilm formation in a number of bacterial 
species and for the expression of a number of virulence factors ( 81 , 82 ). Biofilms are 
communities of one or multiple bacterial species, adherent to each other and to a target 
surface.

In gram-positive bacteria, virulence factor genes generally encode for a signal 
sequence that permits the export of their product from the bacteria. Gram-negative 
bacteria have four specialized pathways for secreting virulence factors ( 49 , 83 ). Each 
pathway requires multiple molecules encoded by linked genes and shares similarity 
among different bacterial species. Although they are used for secreting virulence 
factors, these pathways were derived from the apparatuses used to perform their 
physiological functions. For instance, pathways III and IV are derived from pathways 
used for the export of flagella and conjugative pilus components, respectively. In some 
cases, bacteria use the pathway to inject virulence factors directly into the host cells. 
For instance, H. pylori injects cytotoxin-associated gene A (CagA) molecules directly 
into the host cells with a type IV secretory pathway. CagA is then phosphorylated by the 
host cells, and the phosphorylated CagA alters host cell structure ( 83 , 84 ).

An important characteristic of the virulence factors is their structural polymorphism. For 
instance, there are at least 100 different serological types of M proteins of S. pyogenes 
( 85 ). Similarly, pneumococci have 90 serologically distinct capsular PSs ( 86 ), and more 
than 20 non–cross-reactive groups of pneumococci are common in human disease ( 87 

). Other serologically variable proteins include IgA1 protease and PspA of pneumococci. 
Lipo-oligosaccharides of N. gonorrhoeae are unusual in that they can be modified by 
the host enzymes and host substances ( 88 ).

The polymorphism in the structure of many virulence factors allows the bacteria making 
them to avoid the antigen-specific host immunity. For instance, antibodies to one 
serotype of M protein do not cross-react with M proteins of other serotypes and do not 
provide protection against strains expressing other serotypes ( 89 ). Similarly, newly 
invading pneumococci can escape recognition by anticapsular antibodies produced in 
response to previous pneumococcal infections with other serotypes.



The polymorphism in virulence factors is achieved by various genetic mechanisms. 
Variation in M proteins is the result of sequence differences in the N-terminal (but not 
C-terminal) half of M proteins ( 90 ). S. pneumoniae has the genes for synthesizing 
capsular PS as a “genetic cassette” that can be exchanged among different strains ( 91 ) 
and may result in the shift in the serotype distribution after the use of vaccines, eliciting 
serotype-specific protection ( 92 , 93 and 94 ). Neisseria organisms have genetic 
machinery for rapid gene rearrangement ( 95 ), and this enables an individual bacterium 
to produce progeny expressing pili with different antigenic characteristics very quickly. 
The number of potential pilus-antigen variants within the progeny of a single organism is 
estimated to be more than 100,000 ( 96 ). In addition, N. gonorrhoeae expresses outer 
membrane surface proteins, designated Opa proteins, which can facilitate the 
internalization of the bacterium into an epithelial cell ( 46 ). The gene for each Opa 
protein has a series of CTCTT within the opa open reading frame. Recombination 
between CTCTT sequences varies the number of repeats ( 97 ); the number of repeats 
determines the translational frame of the gene and the ultimate expression of the 
complete protein. This slip-strand mispairing enables rapid variation in the Opa 
proteins, and the progeny of a single bacterium can express many variant Opa proteins 
on the surface.

BACTERIAL INVASION OF THE HOST

Both the keratinized skin and mucosal surfaces have inherent nonimmune defense 
mechanisms that modulate bacterial growth and minimize the risk of invasion. Healthy 
human skin is an effective physical barrier to infection by most human extracellular and 
intracellular pathogens. The keratinization of fully differentiated skin epithelium results 
in a relatively impermeable surface. In addition, lysozymes, toxic lipids and hydrogen 
ions secreted by cutaneous glands offer bacteriostatic protection for cutaneous pores 
and hair follicles ( 98 ). Occasionally, this defense can be breached by extracellular 
bacteria such as S. pyogenes or Staphylococcus aureus, causing cellulitis and abscess. 
More commonly, bacterial invasion through intact skin requires physical damage, such 
as abrasions, burns, or other trauma. For instance, cutaneous anthrax develops when 
B. anthracis enters the body through a break in the skin. Staphylococcus epidermidis, a 
member of the commensal skin flora, can infect indwelling catheters by spreading 
through the puncture site in the skin and may lead to bacteremia or colonization of 
prosthetic devices, including artificial heart valves and shunts. A major factor that 
enables these bacteria to cause disease is their ability to elaborate within the bacterial 
population a biofilm induced by quorum sensing (described previously), which facilitates 
its adhesion, is antiphagocytic, and acts as a barrier to antibiotic penetration ( 99 ).

Unlike the skin, the mucosal epithelium is not keratinized. Instead, mucosal areas, such 
as the gastrointestinal tract, nasopharynx, upper airway, and vagina, are moist and 
nutritionally rich. Thus, it is not surprising that mucosal areas contain a large number of 
bacteria. In oral secretions and gastrointestinal products, 10 8 and 10 11 bacteria per 
milliliter, respectively, may be found. To ensure their survival in the mucosal 
environment, extracellular bacteria elaborate many virulence factors required for 



acquisition of essential nutrients or for adherence to the host cells. In some cases, 
bacteria may subvert the host inflammatory response. Salmonella species can block the 
activation of NF?B and subsequent activation of the inflammatory response. They 
achieve this by preventing the degradation of I?B, which is essential for the 
translocation of NF?B from the cytoplasm to the nucleus ( 100 , 101 ). In some cases, 
pathogens locate in a less protected microenvironment within the mucosal areas. H. 
pylori survives in the very acidic stomach by burying itself in the mucus, which protects 
it from direct exposure to the acid and from the phagocytes. In other cases, 
collaboration among bacteria is essential for their successful colonization. For instance, 
bacterial collaboration can lead to the formation of biofilm that is critical for their survival 
( 102 ).

Mucosal sites have diverse species of bacteria. Most of the bacteria species found at 
the mucosal sites are harmless. In addition, reverse-transcription polymerase chain 
reaction studies of 16S ribosomal ribonucleic acid (RNA) suggest the presence of many 
additional unidentified (and, so far, unculturable) bacterial species on the mucosal 
surface ( 103 ). Many potentially pathogenic bacterial strains are also often found in the 
mucosal areas of healthy individuals without causing symptoms. S. pneumoniae, N. 
meningitidis, H. influenzae, and S. aureus are examples of pathogenic extracellular 
bacteria that are frequently carried in the nasopharynx of a healthy individual. The 
carriage rate of the pathogenic bacteria can be relatively high, as shown by the fact that 
50% to 60% of healthy young children may carry S. pneumoniae in their throats ( 92 ). 
Maintenance of the diverse species is dynamic. Bacterial species compete and regulate 
diversity among themselves. Many bacterial species produce molecules that suppress 
the growth of other bacterial species ( 104 ). The host may also control the diversity of 
colonizing bacteria by controlling the pH or other environmental conditions in the 
mucosal area. The presence of the host control is suggested by a striking example 
found among invertebrates in which the light organ of the bobtail squid is colonized by a 
single bacterial species, Vibrio fischeri ( 105 ). At present, little is known about how the 
host may regulate bacterial populations.

Because pathogenic bacteria are readily found in the mucosal area, several 
explanations have been advanced to explain the absence of the diseases they normally 
cause. One explanation is that the maintenance of diverse bacterial population is 
responsible for the prevention of the disease. For instance, the destruction of the 
normal gastrointestinal bacterial flora with a number of antibiotics can be associated 
with a selective expansion of Clostridium difficile and development of 
pseudomembranous colitis ( 106 ). Another explanation may be that the pathogenic 
bacteria carried in healthy persons are different from those isolated from patients. For 
instance, during nonepidemic periods, approximately 5% to 10% of the population are 
carriers of N. meningitidis, which is mostly nonencapsulated ( 107 ). During epidemics, 
30% to 60% of the population may carry meningococci, which are mostly encapsulated 
and the majority of which are of the same capsular type as the case strain causing the 
epidemic ( 108 ). A third explanation is that the pathogenic bacteria are frequently 
confined to mucosal area. Group B streptococci are carried asymptomatically in the 
lower intestine and the female genital tract but can be acquired by infants during 



parturition and cause life-threatening bacteremia and sepsis ( 109 ).

Another explanation centers on the differences among hosts. It has long been known 
that the presence of N. gonorrhoeae in the female genital tract is frequently 
asymptomatic, whereas its presence in boys and men is generally symptomatic and 
often associated with a deleterious disease ( 110 , 111 ). Investigations have shown that 
the mechanisms of pathogenesis of infection used by N. gonorrhoeae are different in 
men than in women ( 112 , 113 and 114 ). In women, initial attachment of N. gonorrhoeae to 
urethral and cervical epithelial cells is accomplished through pili ( 115 ). Infection of 
cervical cells is facilitated when their cell surface becomes ruffled in response to the 
interaction between gonococci and the complement receptor type 3 (CR3) on the 
surface of the cervical cells ( 113 , 114 ). The CR3 interaction may serve to down-regulate 
the inflammatory response during cervical gonorrhea. In men, clathrin-dependent, 
receptor-mediated endocytosis occurs by the interaction of a terminal galactose on 
gonococcal lipo-oligosaccharide with the human asialoglycoprotein receptor on the 
urethral epithelial cell. The epithelial cells are capable of evoking an inflammatory 
cytokine response that results in the recruitment of neutrophils ( 116 ). In addition, 
gonococci have been shown to bind to human sperm through the same receptor 
present on sperm.

Although the pathogenic extracellular bacteria can exist asymptomatically in the 
mucosa, they can more or less passively enter into less defended sites and cause focal 
infections. For instance, E. coli, normally present in the gut, may enter the urogenital 
tract and cause urinary tract infections. S. pneumoniae and Hib are often carried in the 
nasopharyngeal space, but they can invade nearby normally sterile cavities (e.g., the 
lungs and middle ear) and cause focal infections. Aspiration of bacteria from the 
nasopharynx into the lung undoubtedly occurs frequently with no ill effects; however, 
aspiration may lead to an infection when there is a pulmonary blockage (such as 
aspirated food), damage to the epithelial surface (such as that caused by smoking), or 
viral infection (respiratory syncytial virus or influenza) ( 3 , 117 ). Viral infections are 
important because they can lead to host expression of molecules, which are adhesive 
to pneumococci, in addition to the loss of host ciliary action ( 3 , 118 ). Some bacteria 
produce molecules that modify the host cell surfaces and reduce bacterial clearance 
from the upper airways. Some gram-positive bacteria produce hyaluronidase, 
neuraminidase, or both ( 119 , 120 and 121 ), which modify the host cell surfaces, release 
host sugars to the bacteria, and destroy host tissues important for drainage. 
Staphylococci and S. pyogenes are effectively cleared from the blood but can cause 
transient bacteremia as a result of breaks in the mucosal surface or in the skin. These 
circulating bacteria can, under rare conditions, cause focal infections, including cellulitis, 
in damaged (or bruised) tissue when the blood flow is interrupted ( 122 ).

Bacteria can actively invade deeper tissues by multiple pathways. They can enter 
through specialized cells (M cells) in the gut. Alternatively, they can breach a cellular 
barrier (epithelium or endothelium) by going through (transcytosis) or between 
(paracellular pathway) the cells ( 123 ). Porphyromonas gingivalis, an organism 
associated with adult periodontitis, may breach the epithelial layer by the paracellular 



pathway and produces enzymes useful in digesting the tight junction ( 124 ). Shigella 
organisms may breach the gut mucosa primarily by transcytosing through the M cells ( 
123 ). Two mechanisms of transcytosis have been described for pneumococci. In one, 
pneumococci may cross the bronchial epithelial cells by binding polymeric 
immunoglobulin receptor of the epithelial cells with CbpA (PspC) and traveling through 
the IgA secretory pathway in reverse ( 125 ). In the other, pneumococci may use 
phosphocholine to bind to PAFR, which is abundant on activated endothelial cells, 
epithelial cells, or pneumocytes ( 26 , 126 ). Nonencapsulated pneumococci appear to be 
more efficient in these processes than are encapsulated pneumococci, and the 
physiological significance of these mechanisms is still unclear. In many cases, the 
bacterial adhesion triggers changes in the host cell function, and this change can assist 
transcytosis. For instance, nontypeable H. influenzae can bind to PAFR on endothelial 
cells with lipo-oligosaccharide glycoform–containing phosphocholine and signal through 
the receptor ( 63 , 64 ). The bacteria enter vacuoles, but little is known about their 
trafficking within the epithelial cell.

ANTIGEN-NONSPECIFIC HOST DEFENSE RESPONSE

To protect itself from infections caused by highly adaptable bacteria, the host employs a 
multilayered defense. This includes the mechanical barriers and iron sequestration 
described previously, as well as phagocytes, complement fixation, lysozyme, and 
cytokine-mediated local inflammation. In addition, the host is protected with 
antigen-specific antibody (see the section on antigen-specific host defense response) 
and T cell–mediated cellular immunity. Antigen-specific immunity, although powerfully 
protective, takes from several days to weeks to develop after exposure to a pathogen. 
Consequently, the primary defense against bacteria during the early phase of infection 
remains the antigen-nonspecific host immunity. The importance and significance of 
nonspecific immunity is readily demonstrated by the relative ease with which colonies of 
mice with severe combined immunodeficiency, which lack antigen-specific immunity, 
can be maintained ( 127 ). This section describes several antigen-nonspecific host 
defense mechanisms, but for additional information, see Chapter 17.

Mucosal Defense

Although mucosal areas are rich in nutrients for bacteria, the proliferation of bacteria in 
the mucosal areas is largely held in check by mechanical cleansing actions and the lack 
of available iron. In the gastrointestinal tract, normal peristaltic motility, the secretion of 
mucus, and the detergent action of bile limit the number of bacteria. The movements of 
cilia along the bronchial tree continually remove aspirated bacteria, along with the 
mucus from the lower respiratory tract. Normal epithelial and tissue architecture are 
essential for the draining and expulsion of bacteria, and disruption of this mechanism by 
smoking, viral infections (e.g., influenza), or bacterial infection (e.g., pertussis) makes 
the host markedly susceptible to infection by bacteria that normally colonize just the 
upper airway. The increased frequency of lower respiratory tract infections in the elderly 
population results, in large part, from loss of function of the mucociliary elevator and 
increased aspiration of secretions containing bacteria from the upper respiratory tract ( 



128 , 129 ).

In addition to the removal of bacteria by mucus flow, mucosal fluid contains many 
antibacterial products such as lactoferrin, lactoperoxidase, mucin, lysozyme, and 
defensins ( 130 ). Lactoferrin, found in various body fluids, such as milk, saliva, and tears, 
binds iron and lowers the level of available iron (especially in areas with low pH) ( 131 , 
132 ). Mucin traps the microbes and facilitates their removal. IgA antibodies in mucosal 
fluid may inhibit colonization by blocking microbial adherence sites and by inactivating 
toxins. Lysozyme reduces bacterial load by cleaving 1-4 linkage of N-acetyl muramic 
acid in the bacterial peptidoglycan. Many bactericidal peptides, including defensins, 
disrupt the bacterial membrane and kill the bacteria ( 133 ). In the lung, surfactants such 
as SP-A and SP-D may be important in host defense by opsonizing bacteria for alveolar 
macrophages ( 134 ). SP-A–deficient mice were shown to be more susceptible than 
normal mice to group B streptococci infection in the lung ( 135 ).

Local Response to Bacterial Invasion (Acute Inflammation)

Upon entry into the host, many bacterial products initiate local inflammatory processes. 
The list of the bacterial products initiating these processes includes peptidoglycan, LPS, 
formyl-methionyl peptides (e.g., f-Met-Leu-Phe), lipoteichoic acid, exotoxins, 
lipoproteins, and glycolipids ( 136 ). Most of these molecules appear to bind a new class 
of pathogen pattern-recognition molecules, called Toll-like receptors (TLRs) (see 
Chapter 17). Lipoproteins or peptidoglycans stimulate the host cells by binding to 
TLR-2. Although LPS binds to CD14 and lipid binding proteins, it requires binding to 
TLR-4 for cell signaling, because mice with a mutated TLR-4 gene are unresponsive to 
LPS. Bacterial DNA, rich in unmethylated CpG motif, was shown to bind TLR-9. 
Double-strand RNA can bind TLR-3 and activate NF?B in the target cells ( 137 ). 
Bacterial flagellin can bind TLR-5 ( 138 ). In addition to the TLR molecules, many 
components of bacteria (e.g., peptidoglycan) can enhance the inflammatory process by 
activating complement through the alternative pathway ( 139 ) and generating 
inflammatory fragments.

During the initial phase of inflammation after a bacterial invasion, many cell types 
residing in the mucosa or skin (e.g., keratinocytes) may produce molecules important in 
controlling infections. Several studies revealed that mast cells are among the important 
resident host cells. Mast cells are abundant along the bronchial tree and epidermis of 
the skin and are classically known for their stores of histamine and serotonin ( 140 ). 
They are now known to contain preformed tumor necrosis factor a (TNF-a), as well as 
to be a major source of various cytokines. Mast cells account for 90% of interleukin 
(IL)–4– and IL-6–producing cells in the nasal cavity ( 141 ). Upon exposure to various 
bacterial products (e.g., LPS), mast cells release these cytokines, which are essential 
for the recruitment of neutrophils to the site of inflammation. The absence of mast cells 
can increase the susceptibility of animals to bacterial infections in the peritoneum or the 
lung, and their absence can be partially compensated for by administration of TNF-a ( 
142 , 143 ).



As the inflammatory process persists, additional cell types come to the site of 
inflammation. In the case of experimental pneumococcal pneumonia, neutrophils come 
to the lung in 12 to 24 hours, followed by the appearance of monocytes and 
macrophages in 48 hours ( 144 ). Few lymphocytes are observed in the lung during this 
time. Neutrophils and macrophages become activated by the bacterial products (e.g., 
LPS) and cytokines upon their arrival at the site of infection. Neutrophils and 
macrophages can rapidly phagocytize and kill the bacteria (see Chapter 35 for a 
detailed description of phagocytosis). Phagocytosis can occur by recognizing certain 
native molecular structures of the bacteria such as lectins, PS, and peptides (RGD 
sequence) ( 145 ), or by recognizing the host opsonins on the bacterial surface with CR3 
and crystallized fragment (Fc) receptors.

Inflammatory processes trigger the cascade of chemokine and cytokine release at the 
site of inflammation. Sequential appearance of chemokines has been noted in the 
pneumonia model ( 144 ). The peak levels of chemokines MIP-2 and KC are achieved in 
the lung less than 6 hours after infection. The peak levels of MIP-1a and MCP-1 are 
observed in 12 to 24 hours. Neutralizing MIP-1a and MCP-1 along with RANTES 
reduces macrophage recruitment. f-Met-Leu-Phe from bacteria may be also important 
in recruiting monocytes and neutrophils, because its antagonist can reduce the entry of 
these cells to the lung. The cytokines produced during acute inflammation can be 
divided into two groups: proinflammatory cytokines (e.g., IL-1 and TNF-a) and 
anti-inflammatory cytokines (e.g., IL-4). The molecules produced during inflammation 
can induce the expression of endothelial cell, intracellular, and vascular cell adhesion 
molecules on endothelial cells and selectins and integrins in leukocytes (see Chapter 
37), thereby modifying the properties of the cells at the site of inflammation (e.g., cell 
adhesion, vascular permeability).

Systemic Response to Bacterial Invasion

Once bacteria enter the systemic circulation, they are largely removed by the spleen or 
the liver ( 40 , 146 ). Persons lacking splenic function (because of sickle cell disease or 
splenectomy) are at increased risk of pneumococcal sepsis ( 147 , 148 ). Clearance of 
bacteria from the blood by these organs is facilitated because phagocytes are abundant 
and blood circulates slowly in these organs, because preexisting cross-reactive 
antibodies can fix complement ( 149 ), and because the alternative pathway or 
mannose-binding lectin can fix complement nonspecifically. The bacteria release many 
inflammatory bacterial products into the systemic circulation and trigger many systemic 
changes, such as fever and accumulation of leukocytes at the sites of infection.

Cytokines (e.g., IL-6, IL-1) and glucocorticoids trigger the acute-phase response by 
stimulating hepatocytes to produce and secrete a variety of molecules termed 
acute-phase reactants, such as coagulation factors, serum amyloid A protein, 
C-reactive protein (CRP), and collectins ( 150 ). Collectin molecules have a C-type lectin 
motif and a collagen-like motif, and they can bind to the surface of bacteria, activate 
complement along the classical pathway, and opsonize bacteria. For instance, 
mannose-binding lectin, a collectin, binds bacterial surface glycoproteins that contain 



mannose and N-acetyl glucosamine. Increased incidence of infection has been 
associated with low serum levels of mannose-binding lectin ( 151 , 152 ).

Because CRP was shown to protect animals from pneumococcal infections ( 153 , 154 ), 
explanations for the observations were sought. CRP can bind to phosphocholine, which 
is expressed on many pathogens. Because many pathogens appear to use 
phosphocholine to bind to the host cells ( 26 , 64 ), CRP may inhibit bacterial adhesion. 
Also, CRP can bind Fc receptor (FcR) expressed on the cell ( 155 , 156 ) and fix 
complement ( 157 ) and therefore may function like anti-phosphocholine antibodies. 
Indeed, CRP can kill H. influenzae in vitro in the presence of complement. Studies in 
transgenic mice confirmed that CRP is protective against microbial pathogens ( 158 ). 
This is consistent with its ability in vitro to bind microbes, activate the complement 
classical pathway, and engage Fc?RI and Fc?RII ( 159 ). In transgenic mice, however, 
protection also requires the alternative pathway of complement, and Fc?RI is 
dispensable.

One systemic response to infection is to lower the serum concentration of iron ( 131 ). 
This is achieved by an increase in the transferrin concentration in serum and by an 
increase in iron storage of tissues. Iron at the site of inflammation may be reduced by 
neutrophil-secreted lactoferrin. The reduction in the amount of iron available to bacteria 
can be a significant defensive measure ( 160 ). Moreover, even moderate reduction of 
iron intake ( 161 ) or use of an iron chelator ( 162 ) has been shown to be beneficial 
against infections by extracellular bacteria. In contrast, iron excess may predispose a 
person to infections ( 163 ).

In the past, study of molecules for their role in host defense in vivo was limited by the 
availability of a few natural mutations (or alleles). With the widespread use of targeted 
gene deletion and transgenic technology, many new molecules have been investigated 
for their in vivo role. Some of these studies relevant to extracellular bacterial infections 
are listed in Table 2. Although the story is still evolving, these studies have begun to 
show the complexity of host defense in molecular detail. For instance, studies have 
revealed unexpected relevance of some molecules to protection against bacterial 
infections. Lipoproteins are shown to be relevant to bacterial infections because 
lipoproteins can bind and neutralize LPS. Surfactant molecules are also important, and 
their mechanisms are under investigation. These studies further illustrate the 
differences in the protective mechanisms used against different groups of bacteria. C9 
deficiency predisposes a person to infection by gram-negative organisms such as N. 
meningitidis but not to infection by gram-positive bacteria. This information has 
supported the understanding that bactericidal killing is not the major protective 
mechanism against gram-positive bacteria.



 
TABLE 2. Genes associated with the changes in the susceptibility to extracellular 
bacterial infections

Several additional mutations are found to predominantly affect the defense against 
gram-negative organisms ( 164 ). The IL-1ß gene is allelic at various locations, but only 
the allelic homozygosity at position -511 of IL-1ß gene is associated with increased fatal 
outcome to N. meningitidis infections in humans, in comparison with heterozygosity at 
that position ( 165 ). The fact that heterozygous individuals are more protected than 
homozygotes also complicates the potential explanations. In addition, in vivo 
manifestations of the same genetic defect can be different in different genetic 
backgrounds. The effect of the btk mutation is largely limited to production of antibodies 
to PS antigens in mice ( 166 ), but the same mutation produces agammaglobulinemia in 
humans ( 167 ). Interestingly, an immunodeficient human patient with the inability to 
produce antibodies to PS (but not protein) antigens was found to have a mutation at btk 
( 168 ), which further emphasizes that background genes can have a profound effect on 
the in vivo role of one mutation. Last, phenotypic changes are complex. IL-10 gene 
deletion results in fewer bacteria but more tissue damage after an infection ( 169 ). Mrp-1 
deletion results in an increased resistance to pneumococcal infections ( 170 ). As 
additional information becomes available, a more comprehensive picture will emerge. 
This should help expand the use of immunoregulators (e.g., TNF-a antagonist) for 
treating autoimmune diseases ( 171 ) without compromising the patient’s ability to combat 
infections.

ANTIGEN-SPECIFIC HOST DEFENSE RESPONSE

In addition to antigen-nonspecific responses, the host mounts an adaptive, 
antigen-specific immune response. For protective responses to extracellular bacteria, B 
cell (not T cell)–mediated immune responses are critical, as shown by the clinical 
observations of patients with Bruton’s agammaglobulinemia. These patients, who have 
relatively normal T-cell function but lack B cells, suffer mostly from infections by 
extracellular bacteria and can be treated very successfully with passive administration 
of pooled gamma globulin ( 172 ). Protective B-cell responses are described in detail as 
follows.

Responses of the Host (B-Cell) Immune System to Bacteria

After an asymptomatic exposure or an infection, the host develops antibodies to many 



different bacterial antigens. For instance, the level of antibodies to various 
pneumococcal antigens increases in young children as they age, even without clinical 
infections ( 173 ). An infection, when it occurs, presents the host with a large load of 
antigens, especially free PS antigen. In fact, PS is readily detectable in the urine of 
many patients ( 174 , 175 ) and may be sufficient to neutralize the anti-PS antibodies in the 
host. Bacterial toxins are generally proteins and induce strong immune responses in a 
conventional T cell–dependent manner. In contrast, PS capsules are often elusive 
targets for the host immune system. PS antigens generally stimulate a subset of B cells 
( 176 ) with minimal help from T cells ( 177 ). PS does not bind MHC class II molecules as 
protein antigens do ( 178 ) and may actually interfere with the presentation of protein 
antigens ( 179 ). PS antigens do not usually induce the formation of germinal centers ( 180

 , 181 ), they elicit poor immune memory ( 182 ), and they easily tolerize B cells ( 182 , 183 ).

PS antigens commonly elicit oligoclonal antibodies, which utilize a restricted number of 
V-region genes ( 184 , 185 , 186 and 187 ) even among genetically unrelated humans ( 188 , 
189 ). In addition, the antibodies to PS exhibit few somatic mutations ( 189 , 190 ) and 
generally have low affinity ( 191 , 192 ). However, because the capsular PS and LPS 
O-antigens present repeating epitopes, even low-affinity antibody can bind with enough 
avidity to fix complement and cause opsonization and bacteriolysis.

The poor immunogenicity of PS antigens in comparison with protein antigens ( 193 ) 
contributes to the ability of surface PS to shield bacteria from the host immune system. 
Children do not produce antibodies to most PS antigens until they are several years old 
( 87 ), and they are particularly susceptible during the first few years of life to infections 
by encapsulated bacteria ( 194 ).

Although young children respond poorly to pure PS antigens, they readily produce 
antibodies to PS conjugated to a protein carrier. The clinical use of the “conjugate” 
vaccines inducing antibodies to Hib PS in young children has virtually eliminated Hib 
meningitis ( 195 ), as well as oropharyngeal colonization by Hib ( 196 ). Similar “conjugate” 
vaccine approaches have been used to produce a seven-valent pneumococcal vaccine 
and a meningococcal conjugate vaccine. Both vaccines were shown to be effective in 
clinical trials ( 197 , 198 ); however, the new pneumococcal conjugate vaccine is complex 
and relatively expensive.

Not all PS antigens are presented to the host as free PS molecules, and some PS 
antigens remain associated with the bacteria. When the bacteria enter the blood 
circulation, they localize at the marginal zone of the spleen ( 199 ). Bacterial PS antigens 
then stimulate the marginal zone B cells, which rapidly (within 2 to 3 days) become 
antibody-producing plasma cells. Marginal zone B cells have several unique 
characteristics. They have distinct phenotypes (CD21 hi, CD23 -), have unique 
response characteristics to polyclonal activators ( 200 ), and uniquely require a 
proline-rich tyrosine kinase (Pyk-2) for their development ( 201 ). In accordance with 
these findings, immune responses to the PS attached to bacteria have additional 
distinct features that indicate an involvement of T cells ( 202 ). Unlike free PS, the 



response to the PS attached to bacteria appears to require cofactors such as B7-2 ( 203 

) and CD40 ( 203 , 204 ). Also, the immune response to bacterial PS could be reduced with 
simultaneous injection of anti-CD4 and anti-CD8 antibodies, although the immune 
response was intact in mice lacking the T-cell receptor genes ( 205 , 206 ). In addition, 
other bacterial molecules would participate in this antibody response as adjuvant.

Preimmune animals have antibodies that cross-react with many structurally unrelated 
antigens. These antibodies are often labeled “natural antibodies.” The majority of these 
antibodies are of the immunoglobulin M (IgM) isotype and frequently bind autologous 
antigens. Various studies have suggested that natural antibodies are from B1 cells, 
which are found primarily in the peritoneum. Studies also suggest that these natural 
antibodies are important in the early phase of infections by bacteria or viruses ( 207 ). 
Anti-phosphocholine antibodies may be an example of natural antibodies. 
Anti-phosphocholine antibodies react with a phosphocholine epitope found on S. 
pneumoniae, H. influenzae, and Wuchereria bancrofti (a tissue nematode) ( 208 , 209 and 
210 ). Anti-phosphocholine antibodies may reduce the susceptibility of mice to 
pneumococcal infections ( 209 ). Deletion of the V-region gene, used to produce 
anti-phosphocholine antibodies, renders a mouse susceptible to pneumococcal 
infections ( 211 ).

In addition to natural antibodies, animals often have preexisting antibodies to a PS that 
often cross-react with structurally similar PS ( 212 , 213 and 214 ). This often occurs 
because many PS molecules have very similar structures. Sometimes it is difficult to 
distinguish the usual “anti-PS antibody” from the “natural antibodies.” Cross-reactions 
may play an important role in protecting the host against their first exposure to a 
bacterial species. For instance, human adults carry detectable amounts of antibodies to 
the Hib PS, even in the absence of vaccination, and are relatively resistant to H. 
influenzae infections ( 194 ). Although some of the antibodies may be the result of 
immunization by subclinical infections, the majority of human preimmune (but not 
postimmune) anti–Hib PS antibody cross-reacts with E. coli K100, whose PS capsule is 
an isopolymer of Hib PS ( 215 ). Experimental colonization of rats with E. coli K100 can 
protect them against Hib ( 216 ). About 1% of human immunoglobulin G (IgG) binds a 
carbohydrate epitope (Gala1?3Gal) ( 217 ), and this antibody can kill Trypanosoma and 
Leishmania in vitro ( 218 ). Cross-reactive antibodies binding the LPS core components 
are thought to be responsible for the protection from bacteremic dissemination of 
gonococci in nonimmune patients ( 149 ), although they cannot prevent infection of the 
genital tract ( 149 ).

Normal gut flora may be the antigenic stimulus for many of the cross-reactive anti-PS 
antibodies. About 1% of the population carries E. coli K100 in the gut at any time ( 219 ). 
Antibodies to (Gala1?3Gal) are found to bind many species of bacteria isolated from 
normal stool specimens ( 217 ). The gut flora may have additional interesting effects on 
the immune system. In some transgenic mice, inflammatory bowel diseases develop in 
the presence of normal intestinal flora but not in the absence of gut flora. In some 
animals, such as chickens and rabbits, microbial colonization of the gut appears to be 



necessary for the normal development of antibody V-region repertoires ( 220 ). Bacteria 
should therefore be considered as active participants in shaping the host immune 
system.

Protective Mechanisms of Antibodies

Antibodies to virulence factors may act by neutralizing their function. Antitoxin 
antibodies can protect a host by blocking their action or by increasing the removal rate 
of the toxins (e.g., blocking the binding to the host cell receptors). Antibodies to an E. 
coli adhesin can prevent experimental infections of E. coli ( 221 ), and antibodies to PsaA 
may inhibit its adhesion function. Antibody to M protein neutralizes its ability to interfere 
with complement and provides protection against infections by S. pyogenes. Antibodies 
to PspA, pneumolysin, autolysin, or PspC (CbpA) can protect animals from fatal 
pneumococcal sepsis. Although these antigens are being investigated as potential 
replacements for the expensive pneumococcal conjugate vaccines, the protective 
mechanisms are still unclear. The most recent hypothesis suggests that antibodies to 
PspA may alter the complement fixation on pneumococci ( 19 , 20 ). Antibodies to IgA1 
protease or iron-transport systems ( 55 , 56 and 57 ) can also protect against bacterial 
infections, most probably by neutralizing their normal functions.

Another mechanism of protection by antibodies may be the facilitation of in vivo removal 
of bacteria from circulation by enhancing the clearance of bacteria by the 
reticuloendothelial system. In the presence of the antibody, bacterial removal by the 
liver increases significantly ( 40 ). This enhancement is not observed in C3-deficient 
animals, which demonstrates the need for C3.

Antibodies to the capsule PS can provide protection by fixing complement on the 
surface of bacteria and by inducing bacteriolysis or opsonization. The bacteriolysis 
pathway can be significant in vivo in protection against gram-negative bacteria, as 
illustrated by the fact that persons with deficiencies of C5 to C9 components are 
susceptible to the infections by N. meningitidis ( 222 ). In contrast, antibodies and 
complement do not lyse gram-positive bacteria but opsonize them for phagocytic killing, 
as explained later ( 139 ). Host phagocytes cannot readily recognize and kill the intact 
encapsulated gram-positive bacteria. However, once they are coated with antibodies 
and complement fragments, the host phagocytes can readily recognize the bacteria with 
various recognition receptors and engulf the bacteria for intracellular killing. An FcR 
(CD16b) and a complement receptor (CR3) are some of the important recognition 
receptors. CR3, an integrin molecule, is a heterodimer of CD11b and CD18. Protection 
mediated by this antibody/complement-mediated opsonization is probably very 
important in vivo, because both complement deficiency and agammaglobulinemia 
predispose individuals to infections by many different extracellular bacteria ( 172 , 222 ). 
To be effective for opsonization, the epitope of the surface antigens must be exposed 
on the surface of the bacteria. Effective antibodies to the porins of N. meningitidis 
recognize the surface loop of the molecule ( 223 ). In most pneumococci, C-PS is mostly 
buried underneath the PS capsule. Although antibodies to the C-PS can fix complement 
( 40 ), anti–C-PS are not as effective against most S. pneumoniae as antibodies to 



capsular PS ( 224 ). Antibodies to C-PS are much more protective, however, against 
capsular type 27 pneumococci, in which the capsule itself contains C-PS epitopes ( 225 ).

Because antibody-mediated opsonization and bacteriolysis are dependent on the 
complement-fixing properties of the Fc region, the relative efficacies of antibodies of 
different immunoglobulin isotypes have been compared. IgM antibodies are produced 
early in the course of infections and should be important in the early phase of 
infections, because they fix complement very efficiently and can opsonize the bacteria. 
Selective deficiency of IgM antibodies was found to increase susceptibility to bacterial 
infections ( 226 ). Studies revealed that specific IgM antibodies agglutinate erythrocytes, 
fix complement, and lyse erythrocytes more readily than do IgG antibodies ( 227 ), and 
IgM antibodies are more effective in complement-mediated bacteriolysis ( 228 , 229 ); 
however, IgG antibodies are more effective than IgM antibodies at preventing infection 
of mice with pneumococci ( 230 , 231 ) or in opsonizing Hib in vitro ( 232 ). Moreover, some 
IgG subclasses have been reported to be more protective against specific viral ( 233 ) 
and fungal ( 234 ) infections than are antibodies to other subclasses. These results 
suggest that optimal opsonization requires not only complement receptors but also 
FcRs for IgG. In the absence of inflammation, IgM antibodies are confined to the 
intravascular space, whereas IgG antibodies can enter the extracellular space. 
Inflammation can make the vessels at the infection site permeable, however, and 
antibodies of all isotypes may enter the site of infection. In comparison with IgM 
antibodies, IgG antibodies may be especially efficient at neutralizing toxins, inasmuch 
as they have a longer half-life, generally have a higher affinity, and are already present 
in extravascular spaces before infection ( 235 ).

IgG subclasses differ in their ability to fix complement and to bind FcRs ( 236 , 237 ). It was 
also reported that IgG1 mouse monoclonal antibody is protective against Cryptococcus 
neoformans, but IgG3 mouse antibody is not ( 234 ). Consequently, the fact that 
antibodies to bacterial PS are found to be largely restricted to a single IgG subclass 
(IgG2 in humans and IgG3 in mice) has led to many studies of differences in the 
protective properties of anti-PS antibodies of different isotypes. Mouse IgG3 (but not 
other IgG subclasses) antibodies can associate with each other through their Fc regions 
( 238 ), and this feature may make the IgG3 antibodies to PS with low affinity more 
effective in binding the antigen than are antibodies of other isotypes of the same 
affinity. Although these observations provide a theoretical advantage for mouse IgG3, 
the same aggregation phenomenon has not been observed for human IgG2 antibodies. 
The full significance of IgG3 aggregation is not clear, however, inasmuch as anti-PS 
antibodies of the IgG3 isotype have not been observed to be any more efficacious 
against pneumococcal infections than antibodies of other isotypes ( 239 ).

Moreover, in contrast to expectations, many studies found that human IgG1 antibodies 
are slightly more effective than human IgG2 antibodies for opsonization and 
bacteriolysis ( 237 , 240 , 241 and 242 ). Neither of these isotypes appears to be essential, 
however, inasmuch as individuals lacking IgG1 and IgG2 subclass genes are healthy ( 
243 ). Furthermore, human IgG2 antibodies bind less strongly to CD16, CD32, and CD64 
than do IgG1 or IgG3 ( 244 ) and may not be effective for opsonization by neutrophils 



from the individuals homozygous for a specific CD32 allele ( 242 ). Together, these 
observations strongly suggest that human IgG2 (or mouse IgG3) subclass may not 
provide any unique advantage in defense against bacteria.

IgG (but not IgM and IgA) antibodies are transported across the placenta to the fetus 
during the late phase of gestation. The maternal antibodies provide significant amounts 
of protection to the neonates from many extracellular bacterial infections. Neonates with 
Bruton’s agammaglobulinemia are generally healthy for about 6 to 9 months, until their 
maternal antibodies are catabolized. Among IgG subclasses, IgG1 concentration in the 
cord blood is higher (1.8-fold) than that in mother’s blood, whereas IgG2 concentrations 
in both sites are comparable ( 245 ). Studies have suggested that IgG antibodies are 
actively transported across the placenta by neonatal FcR, which is structurally similar to 
the MHC class I molecules ( 246 ). This molecule may also be responsible for the rescue 
of the antibody molecules from intracellular catabolism ( 247 ).

IgA is highly heterogeneous in structure (it can exist as a monomer, as a polymer, or in 
secretory forms), and its function is still unclear. Although it has been reported that IgA 
can opsonize ( 248 ), fix complement ( 249 ), and facilitate the lysis of N. meningitidis ( 250 ), 
other studies have found that IgA does not fix complement in vitro ( 251 ) and may even 
inhibit the IgG-mediated complement-dependent killing ( 252 , 253 ). The ability of IgA to fix 
complement may also depend on its denaturation or its glycosylation status ( 229 , 254 ). 
Nevertheless, studies have indicated that IgA antibodies may fix complement by the 
mannose-binding lectin pathway ( 255 ), and human IgA antibodies against 
pneumococcal capsular PS can opsonize pneumococci for killing by polymorphonuclear 
neutrophils ( 256 ).

Bacteria that commonly colonize or infect mucosal areas often produce IgA1 protease, 
and IgA antibody has been found to provide protection in at least some cases ( 257 ). 
These findings suggest that IgA may play an important role as a part of the complex 
mucosal immune defense. It may function by aggregating the bacteria and facilitating 
their expulsion from mucosal areas. IgA may also block the invasion of bacteria through 
the mucosal epithelial cells, inasmuch as endocytosed IgA was found to block the 
transport of virus through the epithelial cells ( 258 ). IgA-deficient persons and mice are 
relatively healthy, however, and IgA-deficient mice could elicit normal protective 
immunity to experimental infections with influenza virus. IgM antibodies may function as 
secretory antibodies in IgA-deficient individuals ( 259 ).

Responses by T-Cell Immune System to the Extracellular Bacteria

Although the response to toxins from extracellular bacteria is T cell–dependent, 
antibodies to the toxins mediate protection and therefore the protective immunity 
against extracellular bacteria is clearly centered on the B-cell responses. Studies have, 
however, suggested additional roles for T cells in responses to extracellular bacteria 
and their products. Zwitterionic capsular PS of Bacteroides fragilis and S. pneumoniae 

serotype 1 can stimulate CD4 + T cells in the presence of antigen-presenting cells ( 260 ). 
It is also well established that PS associated with lipid can stimulate T cells in 



association with CD1 molecule ( 261 ). This may be relevant because capsular PS of 
gram-negative bacteria ( 38 ) and lipoteichoic acid of gram-positive bacteria are 
associated with lipid. Last, studies of vaccines against H. pylori in experimental animals 

suggested that the protection is associated with CD4 + T cells and not with the level of 
antibodies ( 262 ). Future studies will undoubtedly reveal additional roles for T cells in 
responses to extracellular bacteria.

The following experience showed that bactericidal anticapsular antibodies are the key 
factor in protection from systemic infections with Neisseria organisms ( 285 , 286 and 287 

). In the past, meningococcal epidemics were common among the military recruits. 
Gotschlich et al. were studying the military trainees at the U.S. Army basic training 
center at Fort Dix, New Jersey. As a part of their study, these investigators obtained 
blood samples from all of the recruits (more than 15,000 men) at the time of their 
arrival at the camp and obtained nasopharyngeal cultures from them at regular 
intervals during their training. During the study, an epidemic of meningococcal 
disease occurred, and eventually five cases of N. meningitidis serogroup C infection 
were identified among members of the same training battalion. Nasopharyngeal 
cultures obtained before the outbreak indicated that 53 recruits were colonized with 
N. meningitidis serogroup C, considered to be the case strain. Of these colonized 
recruits, 13 lacked bactericidal antibody to the case strain. The five cases of systemic 
meningococcal infection occurred among the 13 recruits who lacked this bactericidal 
antibody and had nasopharyngeal colonization with the case strain. Thus, in a 
meningococcal epidemic situation, if a person acquires the case strain in the 
nasopharynx and lacks bactericidal antibody, the risk of serious infection is 
approximately 30% to 40%. These findings led to the development and use of a 
tetravalent meningococcal capsular vaccine in military recruits, which has prevented 
epidemics in basic training centers since 1973.

DELETERIOUS HOST RESPONSE

Inflammatory response by the host inevitably causes some tissue damage, and in some 
bacterial infections, such as pneumonia and meningitis, this damage plays a significant 
role in disease pathological processes and symptoms. For instance, it has been shown 
with animal models of meningitis that inflammation associated with bacterial products 
(primarily cell walls) is the primary cause of neurological damage. Treatment of animals 
with antibiotics alone can eradicate the bacteria but does not prevent neurological 
damage. In contrast, it was shown that when inflammation was controlled by steroids 
administered along with the antibiotic, the amount of neurological damage was 
considerably reduced ( 263 ).

Antigen-Nonspecific Deleterious Response

Uncontrolled inflammation at the systemic level can produce septic shock, which can be 
triggered by several factors, including exotoxins (e.g., staphylococcal enterotoxin B) of 
gram-positive bacteria or LPS of gram-negative bacteria. Staphylococcal enterotoxin B 
binds the host’s class II molecules of the MHC region and can stimulate large numbers 



of helper T cells to release cytokines. Such toxins are termed superantigens, because 
they are often able to stimulate all T cells expressing one particular Vß TCR family. 
Septic shock can also be initiated when LPS from gram-negative bacteria binds CD14 
and a TLR and stimulates macrophages or monocytes to secrete inflammatory 
cytokines (see Chapter 17). In addition to cytokines, the stimulation of host cells by 
bacterial products leads to the release of other mediators of inflammation, such as 
arachidonic acid metabolites, activation of complement cascade, and activation of 
coagulation cascade. Excess release of the mediators leads to the failure of the 
vascular system and, finally, the failure of multiple organ systems. Studies using 
transgenic mice with defective genes have identified several molecules critical in 
developing the septic shock, such as TNF-a, one of its receptors (TNFRI), 
IL-1-converting enzyme, and intracellular adhesion molecule–1 ( 264 ). This approach 
also showed that CD14 and TLR-4 are critical for LPS-induced septic shock and CD28, 
a T-cell co-stimulation molecule, is necessary for superantigen-induced septic shock ( 
264 ).

Another example of uncontrolled host response is found with anthrax infections. Lethal 
factor binds the protective antigen immobilized on the macrophages and then 
stimulates the cells to secrete cytokines and reactive oxygen intermediates. These 
macrophage products are thought to kill the host, because the host dies even when the 
proliferation of the bacteria is controlled. When macrophage cells are removed from 
animals, the animals are resistant to anthrax toxins ( 265 ). This suggests that the 
macrophage response to the toxins is actually responsible for the death of the host.

Although inflammation is a significant cause of morbidity and mortality, it must also be 
regarded as the host’s primary protection from bacterial infections. Evidence for this 
hypothesis comes from studies with TLR-4–deficient mice, which, although nonreactive 
to LPS and completely resistant to LPS shock, are more susceptible to infection with 
gram-negative bacteria than are normal mice ( 266 , 267 ). Perhaps LPS is “toxic” because 
the host has evolved to use this common bacterial component as a trigger for host 
responses.

Antigen-Specific Deleterious Response

Many bacterial antigens express the epitopes cross-reactive with host antigens and 
thus have the potential to elicit antibodies during infections that cross-react with host 
tissue. For instance, the PS capsule of N. meningitidis group B mimics epitopes 
expressed in the central nervous system ( 268 ), such as N-acetylneuraminic acid 
epitope in the embryonic neural cell adhesion molecule ( 269 ). The LPS of many strains 
of N. meningitidis, N. gonorrhoeae, H. influenzae, and H. ducreyi express the epitope of 

a blood group antigen, p K ( 270 ). The LPS of Campylobacter jejuni and H. pylori 
express epitopes mimicking other host antigens, such as ganglioside and Lewis X, 
respectively ( 270 ). Epidemiological studies associated C. jejuni infections with the 
development of an autoimmune disease, Guillain-Barré syndrome ( 271 ). Studies with 
experimental animals found that immunization with S. pneumoniae can elicit antibodies 
to C-PS that can react with mouse kidney glomerulus and cause proteinuria ( 272 ). 



Further studies of this observation suggest that the B cells producing antibodies that 
cross-react with autoantigens may normally be eliminated by apoptosis ( 273 ).

Although the association between the previously noted examples of cross-reacting 
bacterial antigens and autoimmunity is unclear, S. pyogenes infection is associated with 
rheumatic fever and acute glomerulonephritis. Studies revealed that S. pyogenes can 
be divided into two classes with a monoclonal antibody to M protein ( 274 ) and that 
rheumatic fever develops only after an infection of S. pyogenes with class I strains ( 274 

). Class I and class II strains of S. pyogenes can also be readily distinguished by the 
linkage relationship of the M protein genes with the genes encoding related surface 
proteins ( 274 , 275 ). M proteins from some class I S. pyogenes express epitopes highly 
cross-reactive with epitopes of cardiac myosin, tropomyosin, vimentin, laminin, and 
keratin ( 276 , 277 and 278 ). An antibody molecule may bind to all of these protein 
molecules, because a major portion of these proteins is coiled-coil a helix ( 278 ). The 
polyreactive antibodies to M protein may directly damage myocardial and endothelial 
cells ( 279 ). In addition to antibodies, CD4 + and CD8 + T cells are found at the 
rheumatic heart valves ( 280 ), and the T cells proliferate in response to M protein 
peptides and heart proteins ( 281 ). These observations suggest that the T cells with 
cross-reactivity between M protein and myosin may be involved in the pathogenesis of 
rheumatic fever as well.

In addition to M protein, group A PS of S. pyogenes has been shown to express 
epitopes that are cross-reactive with myosin. This antibody to group A PS also binds M 
protein and other a helical molecules ( 278 , 282 , 283 ) and may be cytotoxic to cardiac 
myocardium and endothelium. Interestingly, the V region of antibodies to group A PS 
with myosin cross-reactivity is encoded by the same germline V-region genes used for 
antibodies binding only group A PS ( 284 ).

SUMMARY

Because extracellular bacteria can grow rapidly and produce toxins, some are potent 
pathogens. To combat these bacteria, higher organisms have developed a facet of the 
immune system centered on antibody molecules, complement, and phagocytes. This 
facet of the immune system is composed of multiple layers of protection. In the early 
stage of an infection, complement, phagocytes, and natural antibodies cross-reacting 
with many antigens are important in host defense. During the late stage of an infection, 
pathogen-specific antibodies appear. These antibodies generally mediate the ultimate 
protection against extracellular bacteria by triggering the protective effects of 
complement and phagocytes. Although antibody molecules are central to the process, 
host defense requires a broad diversity of molecules (including CRP, TLRs, and 
transferrin), and antibody molecules may cause damage instead of protection. A better 
understanding of how this facet of the immune system protects against each pathogen 
will aid in the development of more effective preventive and therapeutic measures 
against these pathogens.
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The human immunodeficiency virus (HIV) was first identified in 1983 and was shown to 
be the cause of acquired immunodeficiency syndrome (AIDS) in 1984 ( 1 , 2 and 3 ). HIV 
infection is characterized by the depletion of the CD4 + helper/inducer subset of 
T-lymphocytes, leading to severe immune deficiency, constitutional symptoms, 
neurologic disease, and opportunistic infections and neoplasms (reviewed in Fauci and 
Lane [ 4 ]). As of December 2002, 42 million people are living with HIV throughout the 
world; more than 20 million have died. Between 1981, when the first AIDS patients were 
described, and 2000, approximately 1.4 million cases of HIV infection have been 
diagnosed in the United States. HIV is transmitted by sexual contact, parenteral (and 
rarely mucosal) exposure to blood or blood products during pregnancy or the perinatal 
period, and by breast-feeding. Rectal or vaginal trauma and the presence of ulcerative 
genital lesions increase the risk of HIV transmission during sexual contact.

HIV infection is predominantly an infection of the human immune system; its 
mechanisms of pathogenesis are intricately intertwined with normal immune processes. 
The introduction of effective antiretroviral therapy has resulted in extraordinary clinical 
benefits while contributing greatly to the understanding of important virologic and 
immunologic aspects of HIV infection. Although a wide array of immune system defects 
are associated with the advanced stages of HIV infection, including abnormalities in the 
function of all limbs of the immune system, including T- and B-lymphocytes, 
antigen-presenting cells, natural killer cells, and neutrophils, the loss of immune 
competence during the course of HIV disease progression can be gauged by the 
sequential loss of in vitro proliferative responses of peripheral blood lymphocytes to 
recall antigens, alloantigens, and finally, to mitogens ( 5 ). In addition to the progressive 
loss of immune function in general, recent investigations have advanced significantly 
our understanding of the evolution of HIV-specific immune responses during the course 
of infection. Insights into aspects of HIV-specific immune responses that may contribute 
to the in vivo control of HIV replication and dissemination are critical to the efforts to 
develop effective vaccines and, potentially, to therapeutically enhance HIV-specific 
immunity in HIV-infected individuals. In addition, advances in knowledge regarding the 
role of cellular activation and the expression and secretion of cytokines in HIV 
replication and disease progression may provide insights into novel immunomodulatory 
therapies for the treatment of HIV infection.

CLINICAL ASPECTS OF HIV INFECTION

Epidemiology

The HIV epidemic has occurred in multiple waves, depending on the timing of 
introduction of the virus into a population and the demographics of the population in 
question. In certain regions of the world the incidence of infection has recently 
plateaued, while in other regions incidence rates continue to rise. In 16 African 
countries, the prevalence of HIV infection among adults aged 15 to 49 exceeds 10% ( 6 

); similar rates may be seen in the near future in regions of Asia where the epidemic is 
accelerating. In the Unites States, male-to-male sexual contact remains the most 
common mechanism of HIV transmission over the entire course of the epidemic; 



however, heterosexual transmission and injection drug use account for an increasing 
proportion of cases of HIV over the past few years.

Globally, different subtypes of HIV, commonly referred to as clades, have been 
identified. Phylogenetic analysis of HIV proviral sequences reveals two major genetic 
groups of HIV, the M (major) and O (outlier) groups. The relatively rare O group viruses 
are concentrated in West Africa, and may elude detection by standard antibody tests for 
HIV-1. Within the M group, related HIV variants are classified as subtypes (currently 
designated A to J) according to their degree of genetic similarity. The biochemical basis 
for the generation of viral diversity is the relative infidelity of the viral reverse 
transcriptase (RT) enzyme. At the nucleotide level, there is a range of viral diversity 
among the subtypes; for example, subtypes may diverge up to 14% in their Gag (viral 
core) coding sequences, and by about 30% in their envelope coding sequences. 
Subtype A viruses are prevalent in central Africa and are also found in East Asia, 
Europe, Russia, and South America. Subtype B viruses comprise the overwhelming 
majority of viruses isolated in the United States. Subtype B viruses also are prevalent in 
Europe, Australia, and South America; variant subtype B viruses have been isolated in 
Thailand, China, Malaysia, Brazil, and Japan. Subtype C viruses are the most common 
worldwide; they are prevalent in Southern Africa, Ethiopia, Malawi, Botswana, India, 
and southern provinces of China, and are also found in Europe, East Asia, and areas of 
Brazil. Subtype D viruses circulate primarily in Central Africa, while subtype E viruses 
are isolated predominantly in the rapidly expanding epidemic in Southeast Asia. HIV 
viral subtypes G, H, and J have been isolated in Africa; however, all three of these 
subtypes are uncommon. Finally, subtype I viruses have been isolated from patients in 
Cyprus, although these viruses may actually be recombinants of other viral subtypes. In 
this regard, recombinant strains of HIV are increasingly recognized throughout the 
world.

Spectrum of HIV Infection and Development of Disease

Primary Infection Approximately 3 to 6 weeks following exposure and primary infection 
with HIV, at least 50% of individuals experience an acute, self-limited syndrome of 
variable severity that typically persists from one to several weeks and usually resolves 
spontaneously (reviewed in Tindall and Cooper [ 7 ]). This acute HIV syndrome is 
associated with a burst of viremia; concomitantly, the level of CD4 + T cells in peripheral 
blood declines, sometimes precipitously. CD4 + T-cell levels frequently rebound to near 
normal or moderately decreased levels following resolution of the acute syndrome; 
however, markedly decreased levels may persist and worsen subsequent to the 
immediate period of primary infection ( Fig. 1). In some cases the initial transient decline 
in CD4 + T-cell levels is so profound, and the levels of plasma viremia so high, that 
opportunistic infections have occurred during the period of primary infection. The levels 
of CD8 + T cells and B cells also decline during primary infection; however, the levels of 
CD8 + T cells usually rise to normal or higher-than-normal levels within 3 to 4 weeks 
following the onset of illness. Because the CD8 + T-cell count rebounds faster than the 
CD4 + T-cell level, an inversion of the normal CD4:CD8 ratio occurs during the later 
phases of primary infection and is maintained following resolution of the acute phase of 



infection even in the unusual setting of a normal CD4 + T-cell count ( 4 ). Despite the 
fact that much of the data concerning immunologic changes during primary HIV 
infection have been collected on patients who were brought to the attention of their 
physicians because of symptoms associated with the acute retroviral syndrome, it is 
likely that these changes occur to a greater or lesser degree in most patients following 
primary HIV infection, even in the absence of clinical symptoms. 

 
FIG. 1. The typical clinical course of an HIV-infected individual. After primary infection, a 

burst of plasma viremia occurs in concert with a transient decline in the CD4 + T-cell 
count. Partial immune control over virus replication ensues, resulting in a variable 
period of clinical latency. As the CD4 + T-cell count declines, the risk of developing 
constitutional symptoms and opportunistic diseases increases. Adapted from Fauci et 
al. ( 234 ), with permission.

Primary infection with HIV is followed by a series of events including rapid 
dissemination of virus throughout the body and the subsequent induction of immune 
responses that partially control viral replication (reviewed in Pantaleo et al. [ 8 ]) (see 
discussion of HIV-specific immune responses below). The events that occur during 
primary HIV infection involve both viral and host factors, and are important in 
determining the course of HIV disease. Depending on the route of exposure, the 
mechanisms of initial infection may vary, although there are no obvious differences in 
manifestations of disease in individuals infected by blood-borne versus mucosal routes, 
suggesting that even if the initial target cells of HIV infection are different, the 
subsequent rounds of viral spread occur ultimately in similar cells with a similar 
outcome. 
Chronic/Persistent Infection HIV is a lentivirus, a family of viruses characterized by 
chronic persistent infection with development of pathologic consequences in the later 
stages of disease. Similar to other lentiviruses, and despite potent cellular and humoral 
immune responses that develop following primary infection, HIV is not completely 
cleared from the body. Ongoing virus replication can be detected consistently in the 
blood and in lymphoid tissue during the course of chronic infection. This situation differs 
from certain other viral infections (e.g., herpesvirus infections) that have a 
microbiologically latent phase wherein the viral genome is present but significant 
amounts of viral RNA, DNA, and proteins are not made. In HIV disease, chronic 
infection is the norm and a completely protective immune response has not been 
identified. Important factors in the ability of the virus to avoid immune clearance are the 
extraordinary replication kinetics of HIV ( 9 ), and the high error rate of reverse 
transcriptase (RT) ( 10 ), which allow for the constant generation and accumulation of 



genomic mutations. Chronic HIV disease comprises a spectrum from the asymptomatic 
state to advanced immunodeficiency and clinical disease. The median time between 
primary HIV infection and the development of AIDS is approximately 10 years ( 11 ). 
During this period, CD4 + T-cell counts usually decrease gradually until they reach a 
level at which the risk of opportunistic diseases is high ( 12 ) ( Fig. 1). Prior to the onset 
of opportunistic diseases, HIV-infected individuals may experience various 
constitutional signs and symptoms ( 4 ). Neurologic disease in the form of AIDS 
encephalopathy may occur in HIV-infected individuals in the absence of opportunistic 
diseases. 
Advanced HIV Disease (AIDS) Progression of HIV disease is associated with depletion 

of CD4 + T cells and consequent increased risk for the development of opportunistic 
AIDS-defining diseases ( 12 ). The loss of integrity of immune function, particularly 
cell-mediated immune responses, allows ubiquitous environmental organisms with 
limited virulence (e.g., Pneumocystis carinii and Mycobacterium avium) to become 
life-threatening pathogens. A number of severe conditions indicative predominantly of 
depressed cell-mediated immunity due to HIV infection constitute the Centers for 
Disease Control and Prevention (CDC) surveillance case definition of AIDS ( 13 ). These 
conditions include fungal infections (e.g., esophageal or pulmonary candidiasis; 
extrapulmonary Cryptococcosis, Histoplasmosis, or Coccidioidomycosis; and pulmonary 
or extrapulmonary P. carinii infection); viral infections (e.g., cytomegalovirus retinitis, 
esophagitis, pneumonia, myelitis, pancreatitis, or adrenalitis; and herpes simplex virus 
bronchitis, pneumonia, esophagitis, or chronic skin ulcers); bacterial and mycobacterial 
infections (e.g., pulmonary tuberculosis, extrapulmonary infection due to any 
mycobacterium, recurrent bacterial pneumonia, and recurrent Salmonella septicemia); 
protozoal infections (e.g., gastrointestinal syndromes due to infection with 
Cryptosporidium or Isospora, and toxoplasmic encephalitis); neoplasia (e.g., invasive 
cervical cancer; Burkitt’s, immunoblastic, or primary central-nervous-system [CNS] 
lymphoma; and Kaposi’s sarcoma); HIV-related encephalopathy, progressive multifocal 
leukoencephalopathy (due to reactivation of JC virus); and wasting syndrome. Nearly all 
of these HIV-associated illnesses, including the malignancies, are now known to be 
caused by infection with or reactivation of opportunistic organisms. In this regard, 
human papillomaviruses, Epstein–Barr virus, and human herpesvirus-8 appear to play 
causative roles in the AIDS-defining malignancies, cervical cancer, lymphomas, and 
Kaposi’s sarcoma, respectively ( 14 , 15 ). The degree to which an infection can be 
considered opportunistic can be inferred by the CD4 + T-cell counts at which it occurs ( 
12 , 16 ). These observations have provided an extraordinary “experiment of nature” 
whereby the relationship between a measurable degree of immune dysfunction (i.e., the 
level of CD4 + T-cell count) and the probability of contracting a particular opportunistic 
infection has become apparent. For example, oral candidiasis and tuberculosis tend to 
occur as the CD4 + T-cell count falls into the 250 to 500 cells/µL range. 
Cryptosporidiosis generally does not occur until the CD4 + T-cell count is less than 200 
cells/µL. P. carinii pneumonia, disseminated M. avium complex infection, 
cryptococcosis, and toxoplasmosis are indicative of more severe immunodeficiency. At 
the more extreme end of the opportunistic disease spectrum, cytomegalovirus (CMV) 
retinitis is usually diagnosed after the CD4 + T-cell count has fallen below 50 cells/µL. 
The steep increase in the risk of developing AIDS-defining illnesses associated with a 



CD4 + T-cell count of less than 200 cells/µL led to the 1993 revision of the CDC 
definition of AIDS, which now includes a low CD4 + T-cell count (less than 200 cells/µL) 
as an AIDS-defining criterion ( 13 ). The clinical management of HIV-infected patients 
with advanced-stage disease requires intense vigilance since complications directly 
related to HIV or opportunistic diseases may affect virtually any organ system. The 
combination of multidrug antiretroviral therapy, prophylaxis against opportunistic 
infections, and aggressive treatment of opportunistic diseases as they occur has led to 
a significant increase in survival and quality of life after diagnosis of AIDS ( 17 ). 
Long-term Nonprogression In a small percentage of HIV-infected individuals, no 
evidence of disease progression can be detected over an extended period of time ( 18 , 
19 ). Studies of such “long-term nonprogressors” have contributed to our understanding 
of the pathogenesis of disease progression and have increased optimism that some 
forms of protective immunity may indeed exist in HIV infection. For a complete 
discussion, see discussion of long-term nonprogressors below. 

Antiretroviral Therapy

Recent progress in understanding the pathogenesis of HIV disease combined with the 
development of potent antiretroviral agents have resulted in an abundance of treatment 
options for HIV-infected individuals. Combination therapy with at least three different 
agents, known as highly active antiretroviral therapy (HAART), has resulted in 
suppression of plasma HIV RNA and a significant increase in CD4 + T-cell counts in a 
majority of patients ( 20 ). This salutary effect on laboratory parameters has a direct 
clinical correlate; there has been a significant decrease in morbidity and a 60% 
reduction in mortality in the United States since the introduction of HAART. However, 
due to toxicities of the drugs and difficulty adhering to complex regimens, in studies in 
community clinics, success rates in terms of maintaining suppression of plasma HIV 
RNA at 52 weeks approximate 50% ( 21 ). There appears to be a degree of immune 
restoration with effective antiretroviral therapy. It is now clear that patients who 
experience an increase in CD4 + T cells to a certain level while receiving HAART may 
safely discontinue secondary and/or primary prophylactic medications against certain 
opportunistic pathogens, such as P. carinii and cytomegalovirus ( 22 ). In addition, 
HAART can prevent the appearance of Kaposi’s sarcoma as well as lead to a 
regression of existing lesions in certain individuals. Unfortunately, the immune 
restoration observed with HAART does not seem to extend to HIV-specific immune 
responses, at least not in the short term (see discussion of HIV-specific immune 
responses below).

RESERVOIRS OF HIV INFECTION

It has been clearly demonstrated that in the vast majority of HIV-infected individuals 
there is persistent HIV replication despite highly effective therapy. HIV proviral DNA and 
mRNA can be detected in CD4 + T cells in individuals who have maintained 
“undetectable” plasma viremia (<50 copies of HIV RNA/ml) for prolonged periods of 
time while receiving HAART ( 23 ). In addition, continual evolution in HIV envelope and 
protease genes occurs in individuals who have been effectively treated indicating 



persistent HIV replication ( 24 ). Finally, it has been demonstrated using ultrasensitive 
assays with a limit of detection of <3 copies/ml that many individuals with “undetectable” 
(<50 copies/ml) plasma HIV by standard assays have persistent low-level plasma 
viremia ( 25 ). However, the most dramatic evidence for the inability of HAART to 
eradicate HIV infection comes from in vivo studies of individuals who began 
antiretroviral therapy during the chronic stage of HIV infection, achieved and maintained 
suppression of plasma HIV RNA for up to 2 years, and subsequently interrupted 
therapy. Interruption of antiretroviral therapy resulted in a rapid rebound of plasma 
viremia in 95% of individuals ( 26 ). Furthermore, individuals whose HAART was 
interrupted and who remained off therapy for 4 to 6 weeks experienced increases in the 
plasma HIV RNA to the same level that was reached prior to the initiation of HAART. 
These data suggest that HAART neither eradicates HIV infection nor does it 
substantially alter the post-therapy replication kinetics of the virus. Thus, there are 
reservoirs of ongoing HIV replication that persist in the presence of effective 
antiretroviral therapy. Important HIV reservoirs sites include lymphoid tissue and resting 
CD4 + T cells that circulate in the blood. Putative reservoir sites include the reproductive 
and gastrointestinal tract, the reticuloendothelial system, bone marrow, peripheral blood 
dendritic cells and monocytes, and microglial cells of the CNS ( Table 1). Genetic 
variability has been demonstrated in HIV isolated simultaneously from the plasma and 
several reservoir sites, indicating that there may be compartmentalization of HIV in 
different sites. Such compartmentalization may provide a sanctuary for HIV that may be 
relatively impenetrable by antiretroviral drugs; however, it is unclear if these sanctuary 
sites contribute significantly to ongoing HIV replication in the presence of HAART.

 
TABLE 1. Potential reservoirs of HIV infection

It remains unclear which cell type in the blood, lymphoid tissue, spleen, or mucosa is 
the first to actually become infected with HIV. However, in studies of macaques 
exposed to SIV intravaginally, bone marrow–derived DCs in the vaginal mucosa are the 
first cells to contain SIV DNA, which is detectable 2 days after exposure. In subsequent 
examinations of lymphoid organs, the pattern of appearance and spread of SIV 
mirrored the course that DCs take upon migrating from peripheral tissues to lymphoid 
organs ( 27 ). DCs function by binding antigens in the peripheral tissues, processing 
them into peptides that are associated with MHC antigens, migrating to lymphoid 
organs via afferent lymphatics into the paracortical regions, and activating T cells (see 
Chapter 15). DCs are capable of retaining infectious virus on their surface for extended 
periods of time. Thus, their role in the initiation of HIV infection likely includes capturing 
virions at sites of entry, carrying them to the paracortical regions of lymphoid organs, 



and delivering virus to CD4 + T cells that become activated through their interaction with 
DCs ( Fig. 2).

 
FIG. 2. The role of DCs in the initiation of HIV replication. DCs at the site of exposure 
transport HIV to the paracortical regions of draining lymphoid tissues, leading to 
infection of CD4 + T cells. From Weissman and Fauci ( 127 ), with permission.

The precise nature of the early events during primary HIV and SIV infection that lead to 
viral replication in lymphoid tissue have not been elucidated. DCs express low levels of 
CD4, and it is generally agreed that these cells can be infected by HIV only at a low 
level. Although study of DC infection in lymphoid organs has been more limited, in one 
investigation the frequency of HIV-infected splenic DCs was approximately 2 logs less 
than that observed in CD4 + T cells from the same individuals ( 28 ). In an analysis of 
lymph node biopsies, tissue sections from HIV-infected individuals at various stages of 
disease were stained for DC markers by immunohistochemistry and for HIV RNA by in 
situ hybridization. No cells that stained for both DC markers and HIV were observed, 
suggesting that DCs in these organs were rarely, if ever, infected with HIV at any stage 
of disease. In vitro studies have demonstrated that DCs and CD4 + T cells form 
conjugates and active viral replication takes place within these conjugates ( 29 ). Similar 
conjugates of DCs and CD4 + T cells containing HIV antigen have been identified in 
vivo in tonsillar biopsy specimens obtained from individuals infected with HIV ( 30 ), in 
the peripheral blood at low quantities ( 31 ), and in the submucosal tissue after vaginal 
exposure to SIV ( 27 ). Recently, it has been shown that dendritic cell–specific ICAM-3 
grabbing nonintegrin (DC-SIGN), a protein expressed on DCs in the T-cell area of 
tonsils, lymph nodes, and spleen, and in the lamina propria of mucosal tissues, may be 
important in the attachment of HIV to DCs and may be an important factor in the 
transmission of HIV from DCs to T cells ( 32 ). It is likely that DCs carry HIV from tissues 
in which the initial rounds of viral replication occur to the regional lymph nodes, where 
CD4 + T cells become infected after contact with DCs. This leads to subsequent rounds 
of virus replication and spread in the absence of HIV-specific immune responses. Thus, 
lymphoid tissue plays a key role in the initiation and dissemination of HIV infection.



Lymphoid Tissue

In addition to its central role during primary infection, lymphoid tissue is a major site of 
HIV replication and plays a role in the progression of disease throughout all stages of 
infection. In the absence of antiretroviral therapy, the early chronic stage of HIV disease 
is characterized by a dichotomy in viral load between peripheral blood and lymphoid 
tissue. In this regard, the frequency of infected cells in lymphoid tissue exceeds that in 
peripheral blood by five- to ten-fold; differences in levels of viral replication are generally 
10- to 100-fold ( 33 ). Embretson et al. ( 34 ) utilized in situ PCR to demonstrate that up to 

25% of CD4 + T-lymphocytes present in lymph node germinal centers harbor HIV DNA, 
further emphasizing the role of lymphoid tissue as a critical reservoir for HIV in vivo. 
The continuous state of rapid high-level turnover of plasma viremia discussed 
previously derives in large measure from viral replication in lymphoid tissue ( 35 ).

The dichotomy in viral burden and replication between lymphoid tissue and peripheral 
blood is created in part by the normal process of follicular hyperplasia within lymphoid 
germinal centers following antigenic challenge ( 35 ). The expansion of the follicular 
dendritic cell (FDC) network within hyperplastic lymphoid follicles is an efficient 
mechanism for viral trapping via interactions between antibody and complement-coated 
virions with the complement receptor molecules C3b and C3d on the surface of FDCs. 
In addition to this mechanical phenomenon, immunologic mechanisms may play a 
major role in maintaining the dichotomy between lymphoid tissue and peripheral blood. 
The microenvironment of lymphoid tissue is ideally suited to maintain a high degree of 
immune activation. Cell-to-cell contact among immune effector cells and the resultant 
high levels of proinflammatory cytokines produced in lymphoid tissues that harbor 
trapped virions favors viral replication in several ways. Activated CD4 + T-lymphocytes 
migrating through lymphoid tissue in response to antigens serve as ideal targets for de 
novo infection with HIV. Activation signals such as those delivered by proinflammatory 
cytokines, found in abundance within activated lymphoid tissue, are potent inducers of 
HIV replication in CD4 + T cells harboring HIV DNA and also are able to increase the 
pool of activated HIV-susceptible cells (see discussion below of resting CD4+ T cells) 
(reviewed in Fauci [ 36 ]). Another example of the ability of HIV to subvert the immune 
system for its own replicative advantage is the aberrant hyperactivation of immune 
competent cells induced by the virus itself ( 37 ). Sequestration of HIV-infected cells 
within lymphoid tissue may also contribute to the dichotomy between lymph node and 
peripheral blood. This sequestration may result from defective egress of cells due to 
histopathologic abnormalities and/or cytokine imbalances.

During the stage of dichotomy in viral burden between lymphoid tissue and peripheral 
blood, there is a progressive shift in the lymphoid histopathologic pattern from follicular 
hyperplasia to follicular involution. This shift in histopathology is associated with 
important changes in distribution of virus within tissue and in peripheral blood. 
Disruption of the FDC network is characteristic during the transition from follicular 
hyperplasia to involution, leading to a decrease in the efficiency of viral trapping in 
germinal centers and a resultant increase in plasma viremia ( 38 ). Sequestration of 



infected cells within lymphoid tissue also becomes less efficient during follicular 
involution. Thus, changes in the levels of viral burden between lymphoid tissue and 
peripheral blood may be dependent, at least in part, on the physical redistribution of 
viral load between these two compartments.

As the CD4 + T-lymphocyte count falls below 200 cells/µL, there is a tendency for viral 
load to increase more rapidly in the peripheral blood compartment leading to 
equilibration between lymphoid tissue and peripheral blood. As noted above, disruption 
of the FDC network and the consequent loss of the ability to trap virions may contribute 
significantly to the process of equilibration of viral load between these compartments. 
Destruction of lymphoid tissue certainly is a major mechanism responsible for the 
severe immune dysfunction and the observed loss of ability to inhibit viral replication in 
advanced-stage HIV disease. The ability to maintain an effective immune response to 
HIV is severely impaired in the absence of intact lymphoid tissue architecture. In this 
regard, increased cell-associated viral RNA is evident in the paracortical regions of 
lymph nodes, reflecting increased viral replication. Thus, during progression of HIV 
disease there is a reversal in the predominant forms of virus in lymphoid tissue, with 
progressive diminution of the extracellular form (i.e., trapped virus) and an increase in 
cell-associated virus (i.e., cells expressing HIV) (reviewed in Pantaleo et al. [ 38 ]).

The significant role of lymphoid tissue in ongoing HIV replication during all stages of 
disease in the absence of antiretroviral therapy suggest that it may play a significant 
role in ongoing HIV replication in the presence of HAART. There is a rapid decrease in 
lymph node viral burden following the initiation of HAART; within 24 weeks, the majority 
of HIV RNA is detected by in situ hybridization is eliminated and it is uncommon to 
detect HIV RNA in the germinal centers ( 39 ). There is a commensurate decrease in 
HIV RNA as quantified by RT-PCR per gram of tissue or in isolated lymph node 
mononuclear cells. However, it is almost universally possible to detect “burst” cells 
producing HIV RNA in the subcortical regions of lymph nodes despite prolonged 
antiretroviral therapy; the precise identity of these cells remains unknown ( 39 ). In 
addition, low-level HIV RNA is detected by a variety of quantification techniques despite 
prolonged periods of plasma HIV RNA levels less than 50 copies/ml ( 39 ). Lymphoid 
tissue other than lymph nodes may serve as important reservoirs of HIV infection. 
Gastrointestinal lymphoid tissue harbors HIV that is not completely cleared with 
antiretroviral therapy. In addition, the variability in the genetic composition of HIV 
isolated from plasma and gut-associated lymphoid tissue in certain individuals suggests 
that the latter may serve as a sanctuary site for HIV ( 40 ). However, the contribution of 
non–lymph node lymphoid tissue to persistent HIV replication in the presence of 
HAART remains unknown.

Resting CD4 + T cells

The presence of replication-competent HIV in resting CD4 + T cells was initially 
demonstrated in HIV-infected individuals who were not receiving HAART ( 41 ). At that 
time, the understanding of viral latency was largely limited to the concept of 
preintegration latency. HIV may enter resting CD4 + T cells, at which point a limited 



degree of reverse transcription of the HIV genome may occur in these cells ( 42 , 43 ). 
This period of preintegration latency may last hours to days; in the absence of an 
activation signal, unintegrated proviral DNA loses its capacity to initiate a productive 
infection. If these cells become activated, however, reverse transcription proceeds to 
completion, followed by nuclear translocation and integration of proviral DNA into 
cellular DNA ( 42 , 43 ). Using rigorous cell purification methods and a selective PCR 
technique that detects only integrated forms of HIV DNA, it has been shown that less 
than 0.1% of resting CD4 + T cells carry integrated provirus (postintegration latency). In 
this form, the DNA that has been reverse transcribed from the genomic RNA of the 
virus is integrated into the cellular DNA and can remain transcriptionally silent. Among 
the total pool of resting CD4 + T cells that harbor viral DNA in infected individuals who 
are untreated or treated with a less than optimal regimen of one or two antiretroviral 
drugs, only a fraction carry replication-competent HIV ( 44 ). Upon activation in vitro, 
these cells can produce high levels of infectious HIV. Shortly after it was established 
that such a population of latently infected cells exists and may serve as a long-term viral 
reservoir in infected individuals, this initial observation was extended to patients who 
were receiving HAART. In this regard, it has been clearly demonstrated that the pool of 
resting CD4 + T cells that carry replication-competent HIV persists in essentially all 
infected individuals who were receiving HAART and in whom plasma viremia was 
suppressed below levels of detectability ( 23 , 45 , 46 ). In addition, this HIV reservoir is 
established during the earliest stages of HIV infection. The initiation of HAART as early 
as 10 days following infection with HIV does not prevent the establishment of the 
resting CD4 + T-cell reservoir of HIV.

It has been demonstrated that cytokines that are naturally produced in the lymphoid 
tissue microenvironment, particularly IL-2, IL-6, and tumor necrosis factor (TNF)-a, are 
potent inducers of viral replication in HIV-infected resting CD4 + T cells ( 47 ). Recently, it 
has been suggested that the lymphoid tissue microenvironment may also provide subtle 
activation signals that promote HIV replication in resting CD4 + T cells in the absence of 
inducing the cells to express classical markers of activation (A. Kinter, personal 
communication). These data suggest that resting CD4 + T cells that carry 
replication-competent HIV may contribute in a significant way to ongoing HIV replication 
in the presence of HAART in vivo. In this regard, several investigators have reported 
that in a proportion of HIV-infected individuals who have maintained plasma viremia 
below the limits of detection (<50 copies/ml) while receiving HAART and who 
subsequently interrupt therapy, the rebound plasma HIV RNA is genetically similar to 
the HIV that was isolated from the resting CD4 + T-cell reservoir prior to treatment 
interruption ( 48 ). Thus, the pool of HIV-infected resting CD4 + T cells is a clinically 
relevant reservoir of HIV.

Peripheral Blood Dendritic Cells

DCs derived from the peripheral blood of normal volunteers were initially found to be 
highly infectable with HIV in vitro, and DCs from HIV-infected individuals were found to 
be HIV-infected in vivo; however, these early studies used relatively impure populations 



of cells (reviewed in Knight and Macatonia [ 49 ]). Follow-up studies of DCs from 
uninfected normal volunteers were discordant in their results: some groups found that 
DCs obtained by negative selection from peripheral blood were easily and productively 
infected in vitro with multiple strains of HIV, whereas other groups found that peripheral 
blood DCs isolated by similar methods were not infectable. Identification of multiple 
populations of cells with dendritic morphology in peripheral blood is a likely reason for 
these differing results ( 31 , 50 , 51 ). When three different populations of peripheral blood 
DCs were analyzed for infectability with HIV, only one was easily and productively 
infected in vitro with HIV ( 31 ). Studies of DCs from HIV-infected individuals have 
yielded similarly conflicting results: some authors found high levels of infection in DCs 
isolated ex vivo from peripheral blood, while others did not.

A number of studies have demonstrated that productive infection of tissue DCs with HIV 
is rare. There is general agreement that Langerhans cells (LC, dendritic cells resident in 
the epidermis) from the skin of HIV-infected individuals are occasionally infected; 
however, such infection occurs at a very low frequency, rarely approaching the level of 
infection found in peripheral blood CD4 + T cells and often 10 to 100 times less ( 28 ). 
LCs from normal skin appear to be infectable with HIV, although viral production is very 
low ( 52 ).

Monocytes/Macrophages

Monocytes/macrophages may be important in HIV infection as reservoirs of infection. 
Peripheral blood monocytes are generally normal in number in HIV-infected individuals. 
Since monocytes express CD4 and numerous HIV co-receptors including CCR5, 
CXCR4, and CCR3 on their surface ( 53 ), they are potential targets of HIV infection. 
Unlike infection of CD4 + T cells, which generally results in cell lysis, HIV cytopathicity 
for cells of the monocyte lineage is low and HIV can replicate extensively in these cells ( 
54 ). Circulating monocytes are rarely found to be infected in vivo and are difficult to 
infect in vitro in the undifferentiated state ( 55 ). However, there is persistent infection of 
peripheral blood monocytes following effective antiretroviral therapy ( 56 ). Unlike the 
situation with monocytes, HIV infection can readily be demonstrated in tissue 
macrophages, including resident microglial cells in the brain, pulmonary alveolar 
macrophages, and mature macrophages derived from blood monocytes in vitro ( 57 ).

Central Nervous System

In advanced HIV disease, high numbers of HIV-infected CNS microglial cells can be 
detected in brain tissue ( 57 ). These cells are not killed by acute HIV infection and may 
become viral reservoirs. However, recent data in the SIV model in macaques suggest 
that infection of parenchymal microglial cells occurs relatively late in the course of 
infection. In the early stages of disease, the SIV-infected macrophage cells were 
confined to the perivascular areas of the brain. HIV detected in the cerebral spinal fluid 
of individuals is rapidly decreased following the initiation of HAART ( 59 ). However, in 
certain individuals, there is genetic variability in HIV isolated from the plasma and the 



CNS ( 59 ); this suggests that there may be compartmentalization of HIV in the CNS and 
thus this site may serve as a sanctuary for HIV. However, the contribution of the CNS to 
ongoing HIV replication in the presence of HAART remains unknown.

Reproductive Tract

Since the major mode of HIV transmission is through sexual contact, it is not surprising 
that HIV can be isolated from the fluids as well as the cells of the reproductive tract. 
However, in certain individuals there is discordance in the response to effective 
antiretroviral therapy in genital secretions and plasma ( 60 ). In addition, there can be 
genetic variability in the HIV isolated from genital secretions and plasma ( 61 ). These 
data suggest that there may be compartmentalization of HIV in the reproductive tract 
and that the reproductive tract may serve as a sanctuary site of HIV. However, the 
contribution of the reproductive tract to ongoing HIV replication in the presence of 
HAART remains unknown.

IMMUNE DYSFUNCTION CAUSED BY HIV INFECTION

Dysfunction of virtually every component of the immune system can be demonstrated 
during the course of HIV infection. Ultimately, the immunodeficiency induced by HIV 
must be considered in the context of the microenvironment in which immune responses 
are generated. The advanced stages of HIV infection are marked by striking disruption 
of lymphoid tissue architecture ( 62 ). Follicular involution, hypervascularity, and fibrosis 
are some of the pathologic changes evident in lymph nodes from patients with 
advanced HIV disease. The loss of FDCs, resulting in follicular involution, has important 
implications with regard to the pathogenesis of HIV-related immunodeficiency. The 
ability to mount immune responses against new antigens and the ability to maintain 
memory responses are severely impaired in the absence of an intact FDC network ( 63 ). 
This loss of functional substrate for the generation and maintenance of immune 
responses results in loss of containment of HIV replication and enhanced susceptibility 
to opportunistic infections.

In the advanced stage of disease there is almost total dissolution of lymphoid tissue 
architecture. Follicular involution, fibrosis, frank lymphocyte depletion, and fatty 
infiltration herald complete loss of functional lymphoid tissue, contributing to the state of 
immunodeficiency and the dramatically enhanced susceptibility to opportunistic 
infections.

Disruption of the lymphoid microenvironment during the course of HIV infection remains 
an enigmatic process with considerable implications for future therapeutic interventions. 
Productive infection of FDCs by HIV may occur, particularly in the late stages of HIV 
infection; however, most data suggest that productive infection of FDCs is rare during 
the period of intermediate stage disease when dissolution of the FDC network begins ( 
64 ). Direct toxicity to cells by viral gene products may contribute to loss of FDC network 
integrity. Tat and/or gp120 have been shown to be capable of disrupting normal 
intracellular signaling ( 65 ) as well as inducing apoptosis ( 66 , 67 ), although these effects 



have been studied largely in CD4 + T cells and little is known regarding the normal 
physiology of FDCs and their interactions with HIV proteins. Tat, Nef, and Vpu have 
been found to down-regulate MHC class I expression ( 64 , 68 ), which may interfere with 
normal cell–cell interactions in the lymphoid microenvironment. Depletion of CD4 + T 
cells during the course of HIV disease could also lead to withdrawal of a trophic factor 
necessary for FDC survival. Induction of tissue-damaging gene products by HIV may 
contribute to disruption of the FDC network over time; candidate mediators include nitric 
oxide ( 69 ) and matrix metalloproteinases (MMP) such as MMP-9 ( 70 ). An “innocent 
bystander” phenomenon is also a possibility, wherein cells such as CD8 + T cells or 
macrophages infiltrating into hyperplastic lymph nodes elaborate substances such as 
TNF-a that may be toxic at high, sustained concentrations.

Because CD4 + T cells play a critical role in the orchestration of normal immune 
responses, it is not surprising that many of the immune defects observed during HIV 
disease are secondary to the progressive decline in the number and function of CD4 + 
T cells. CD4 + T-lymphocytes and cells of the monocyte lineage are the principal targets 
of HIV infection. However, virtually any cell that expresses the CD4 molecule together 
with an appropriate co-receptor molecule can potentially be infected with HIV. In 
addition, HIV has been reported to infect in vitro a wide range of primary cells and cell 
lines that may or may not express CD4 or HIV co-receptors. These include follicular 
dendritic cells (FDCs), microglial cells, megakaryocytes, eosinophils, CD8 + T cells, B 
cells, natural killer cells, thymus and bone marrow stromal cells, astrocytes, 
oligodendrocytes, renal epithelial cells, cervical cells, trophoblastic cells, rectal and 
bowel mucosal cells, and parenchymal cells from a variety of organs such as heart, 
muscle, liver, lung, salivary gland, eye, testis, prostate, and adrenal gland. However, in 

vivo the only cells unequivocally shown to be infected with HIV are CD4 + 
T-lymphocytes and cells of the monocyte/macrophage lineage, suggesting that the 
clinical relevance of in vitro infection of other cell types may be marginal.

CD4 + T cells

CD4 + T-cell dysfunction and depletion are the hallmark of HIV disease. The 
opportunistic infections observed with advancing disease are primarily due to defects in 
CD4 + T-cell number and function that result directly or indirectly from HIV infection. 
Direct effects of HIV on CD4 + T cells include infection and loss of absolute cell 
numbers. Indirect effects of HIV infection result in decreased CD4 + T-cell proliferation 
and differentiation, dysregulation, and decreased production of IL-2 and other 
cytokines, decreased IL-2 receptor expression, and defective colony formation and 
other precursor defects.

A relentless loss of CD4 + T-cell function is observed with progression of HIV disease. 
Among the first abnormalities noted are a loss of response to common recall antigens 
such as tetanus toxoid, and decreased IL-2 production, followed by defects in T-cell 
proliferative responses to alloantigens. Subsequently, with the continued decline in CD4 



+ T cells, defects in response to mitogenic stimulation occur ( 5 ). A more incisive view of 
the qualitative nature of the immunodeficiency that occurs in the late stages of HIV 
infection is provided by study of the CD4 + T-cell receptor Vß repertoire. Polymerase 
chain reaction (PCR) amplification across the CDR3 region of the T-cell receptor with 
primers specific for the T-cell receptor Vß families yields products of different lengths 
depending upon the recombination of variable, diversity, and junctional gene segments. 
An abnormal distribution of these products within a Vß family indicates disruption or 
skewing of the Vß repertoire. Such disruptions are seen with increased frequency in 
CD4 + T cells from patients in advanced stage HIV disease, particularly with CD4 + 
T-cell counts of less than 200 cells/µL ( 72 ). Interestingly, increases in CD4 + T-cell 
counts associated with antiretroviral or IL-2 therapy do not result in restoration of the 
normal pattern of the disrupted Vß repertoire ( 72 ).

The mechanisms responsible for the CD4 + T-cell defects are only partially understood. 
Viral proteins have been demonstrated to directly alter T-cell function. gp41 has been 
observed to inhibit antigen- and mitogen-induced proliferation of peripheral blood 
mononuclear cells (PBMC) ( 73 ). Circulating gp120 molecules may deliver aberrant 
immunologic signals and dysregulate expression of co-stimulatory molecules in 
uninfected CD4 + cells, rendering these cells anergic and/or variably dysfunctional ( 65 , 
74 , 75 ).

T cells from HIV-infected individuals manifest a variety of phenotypic abnormalities. The 
percentage of CD4 + T cells expressing CD28, the ligand for B-7 and a major 
coactivation signal necessary for activation of T cells, is reduced compared to 
uninfected individuals (68% in cells from AIDS patients versus 96% in cells from 
healthy, uninfected subjects) ( 76 ). CD28 - cells do not respond to activation signals, 
including anti-CD3 monoclonal antibodies or mitogens, and express markers of terminal 
activation, including human leukocyte antigen (HLA)-DR, CD38, and CD45RO ( 77 ). 
HIV-infected individuals develop an increase in CD45RO expressing memory cells and 
a loss of naïve, CD45RA expressing cells. Of note, the CD45RO cells appear to be the 
main source of HIV replication in vivo and produce much more HIV in vitro compared to 
CD45RA cells ( 78 ).

Mechanisms of CD4 + T-Cell Depletion It has been clearly demonstrated that HIV 

infection results in a significant loss of total body CD4 + T cells. In this regard, it is 
estimated that HIV-infected individuals with <200 CD4 + T cells/µL have a total body 
count of approximately 1 × 10 11 mature CD4 + T cells; this is half the expected count 
for an uninfected male under age 30 years (reviewed in McCune [ 79 ]). However, there 
is considerable controversy regarding the relative contribution of various mechanisms 
for the depletion of CD4 + T cells during the course of HIV infection. As with many other 
areas of HIV immunopathogenesis, evaluations of patients who initiate, and 
subsequently withdraw, effective antiretroviral therapy have provided fundamental 
insights into the understanding of the potential contributions of increased destruction, 
decreased production, and redistribution as mechanisms for CD4 + T-cell depletion in 



HIV-infected individuals ( Table 2). 

 
TABLE 2. Potential mechanisms of CD4 + T-cell depletion 

Increased Destruction 

Virus-Mediated Killing. The observations that CD4 + T cells are the principal targets of 

HIV infection in vivo ( 80 ) and that HIV infection of CD4 + T cells in vitro causes 

cytopathicity ( 81 , 82 and 83 ) led to a reasonable assumption that direct infection of CD4 
+ T cells in vivo results in their depletion. However, quantitative studies of the frequency 
of HIV-infected cells in vivo suggest that single-cell killing by direct infection with HIV 

may not be the predominant mechanism of CD4 + T-cell depletion. In this regard, the 
proportion of HIV-infected, peripheral-blood CD4 + T cells in individuals in the early 
asymptomatic stage of HIV infection is typically in the range of 1 in 1,000 to 1 in 10,000 
(reviewed in Pantaleo et al. [ 84 ]). Although this frequency increases with disease 
progression, the proportion of HIV-infected peripheral blood CD4 + T cells rarely 
exceeds 1 in 100 even in patients with advanced HIV disease ( 85 ). In the early stages 
of disease, the frequency of HIV-infected cells in lymphoid tissue exceeds that in 
peripheral blood by 0.5 to 1 log. In the advanced stage of disease, equilibration in viral 
burden between these compartments is seen ( 33 ). In lymphoid tissue, the percentage 
of cells harboring HIV DNA and actively expressing viral mRNA is generally less than 
1%. Although viral burden and expression are clearly far greater than earlier estimates 
based on standard in situ hybridization methods, the data illustrate the difficulty in 

accounting for CD4 + T-cell depletion solely by direct mechanisms. Multiple 
mechanisms of cell death appear to be operative after infection of a CD4 + T-cell with 
HIV. Early events in the viral life cycle, such as accumulation of reverse-transcribed viral 
DNA in the cytoplasm, have been associated with cell death in other retroviral systems ( 
86 ) and may also contribute to cell killing in HIV infection ( 81 ); however, accumulation of 
unintegrated DNA is clearly not the sole mechanism responsible for single-cell killing by 
HIV. High levels of viral RNA and aberrant RNA molecules also are present in the 
cytoplasm of infected cells, and possibly interfere with normal cellular RNA processing ( 
87 ). The intracellular concentration of envelope gp120 molecules is high during the 
process of virion assembly in an HIV-infected cell. Several studies have suggested that 
intracellular gp120 may interact with intracellular CD4 molecules, and that this 
interaction may induce cell death ( 88 ). The mechanism of cell death as a consequence 
of this intracellular gp120–CD4 interaction may be autofusion events that disrupt the 
integrity of the cell membrane. Cell membrane integrity also may be compromised by 
the budding of virions from an infected cell ( 89 ) and by HIV-induced increases in the 



concentration of intracellular monovalent cations ( 90 ). 
Immune-Mediated Killing. HIV-infected cells also may die as a consequence of 
viral-specific immune responses that occur before the cell succumbs directly to viral 
infection. Multiple effector mechanisms may be involved in the killing of HIV-infected 
cells, including cytotoxic T-lymphocyte responses, antibody-dependent cellular 
cytotoxicity (ADCC), and NK cell responses (see discussion of HIV-specific immune 
responses below). Since the frequency of HIV-infected CD4 + T cells is relatively low, 
investigators have evaluated the destruction of HIV-uninfected cells as a contributory 
mechanism to the loss of CD4 + T cells during the course of infection. Immune 
responses that target HIV determinants on infected cells may also contribute to 
elimination of uninfected cells bearing HIV proteins (e.g., gp120) on their surface. 
Targeting of such “innocent bystander” cells by antibody and cellular immune responses 
has been described ( 91 ). In addition, fusion between infected and uninfected cells, 
resulting in multinucleated giant cells, or syncytia has long been observed in vitro ( 92 ). 
Other molecules implicated in syncytium formation include LFA-1 ( 93 ), CD7 ( 94 ), and 
HLA class I molecules ( 95 ). Syncytia have been observed only rarely in tissues 
obtained from HIV-infected individuals ( 96 ); thus, it is unlikely that syncytium formation 
is a major pathogenic mechanism of CD4 + T-cell depletion in vivo. 
Apoptosis. Ascher and Sheppard ( 97 ) suggested in 1990 that HIV pathogenesis was 
largely caused by the inappropriate signals delivered to T cells by HIV envelope 
molecules. Subsequently, Ameisen and Capron ( 98 ) proposed in 1991 that apoptosis 
may be a pathogenic mechanism of CD4 + T-cell depletion during HIV infection. 
Apoptosis is the morphologic description of a form of programmed cell death critical to 
physiologic homeostasis in virtually every organ system (reviewed in Thompson [ 99 ]). 
Apoptotic cell death is characterized by plasma membrane blebbing, nuclear 
condensation, DNA fragmentation, and release of cellular contents in the form of small, 
dense apoptotic bodies. Ingestion of apoptotic bodies by phagocytes completes the 
apoptotic death process without the inflammation associated with spillage of cellular 
contents that occurs in nonphysiologic necrotic cell death. A wide array of physiologic 
stimuli serves as positive and negative regulators of apoptosis. Important inhibitors of 
apoptosis include growth factors, extracellular matrix, and CD40 ligand, while important 
activators of apoptosis include CD95 (Fas) ligand, TNF, transforming growth factor 
(TGF)-ß, neurotransmitters, and withdrawal of growth factor. The discoveries that the 
Bcl-2 gene plays an important pathogenic role in lymphomagenesis through its ability to 
prevent cells from undergoing apoptosis, and that the p53 gene is necessary for 
initiation of apoptosis, established the paradigm that diseases associated with 
increased cell survival or increased cell death may result from dysregulation in normal 
pathways of apoptosis (reviewed in Thompson [ 99 ]. Acute infection of T cells with HIV 
in vitro was shown to induce apoptosis, and T cells from HIV-infected patients were 
demonstrated to undergo enhanced rates of apoptosis in vitro compared with normal T 
cells, particularly following activation ( 100 ). Cross-linking of CD4 followed by ligation of 
the T-cell receptor is sufficient to induce apoptosis, suggesting that uninfected CD4 + T 
cells could be depleted inappropriately upon encountering antigen if CD4 had been 
cross-linked by gp120 ( 101 ). HIV envelope-mediated apoptosis may be enhanced 
through activation of caspase-3 and caspase-6 ( 102 ). In addition, cells from 
HIV-infected individuals may be anergic and undergo apoptosis in response to CD4 



cross-linking more readily than do cells from normal individuals ( 66 ). The viral Tat 
protein can also lead to apoptotic cell death, possibly by up-regulation of CD95 ligand 
and/or by enhancing activation of cyclin-dependent kinases ( 66 ). HIV viral protein R 
(Vpr) may induce apoptosis through G2/M cycle arrest ( 103 ). It remains uncertain 
whether HIV-induced apoptosis plays an important role in vivo in CD4 + T-cell depletion. 

The frequency of apoptotic CD4 + and CD8 + T cells as well as B cells is significantly 
higher in lymphoid tissue from HIV-infected individuals compared with uninfected 
controls ( 104 ). The intensity of apoptosis is related to the degree of immune activation 
and is observed predominantly in uninfected “bystander” cells ( 104 ). Although some 
data support a positive correlation between the stage of HIV disease and susceptibility 
of peripheral blood T cells to apoptosis, another study found no such correlation; 
Muro-Cacho et al. ( 105 ) found that the intensity of apoptosis in lymphoid tissue was 
independent of the peripheral CD4 + T-cell count and level of plasma viremia. Perhaps 
the most compelling evidence that apoptosis may play a role in HIV pathogenesis is 
that an increased frequency of apoptosis in CD4 + T cells is seen in HIV-infected 
humans and in primates infected with pathogenic strains of SIV, but not in primates 
infected with nonpathogenic strains of SIV ( 106 ). 
Autoimmune Phenomena. Autoimmune phenomena occur in HIV-infected individuals 

and may contribute to CD4 + T-cell depletion. Autoimmunity may occur as a result of 
molecular mimicry by viral components, and by abnormal release of nuclear antigens 
from cells dying by apoptosis. Highly homologous regions exist in the carboxy terminus 
of the HIV-1 envelope glycoprotein and the amino terminal domains of different HLA-DR 
and DQ alleles. Monoclonal antibodies generated using the HIV envelope peptide as 
immunogen can recognize native gp160 and MHC class II molecules ( 107 ). Sera from 
one-third of HIV-infected individuals were found to react with the gp41 and MHC class II 
determinants: these sera were capable of inhibiting normal antigen-specific proliferative 
responses and also eliminated class II-bearing cells by ADCC ( 107 ). Similar instances 
of molecular mimicry between HIV-1 envelope constituents and host proteins that may 
result in pathogenic autoimmune responses include the collagen-like region of 
complement component C1q-A (282); MHC class I heavy chains; HLA-DR4 and DR2 
alleles; variable regions of the T-cell receptor alpha, beta, and gamma chains; Fas; 
functional domains of IgG and IgA; denatured collagen; and a number of nuclear 
antigens ( 108 ). 
Lymphocyte Turnover. Mathematical models of lymphocyte turnover derived through 

analysis of immediate changes in circulating CD4 + T-cell counts in individuals following 
the initiation of HAART led to estimates that approximately 2 × 10 9 CD4 + T cells are 
destroyed, and replenished, each day ( 9 ). However, studies utilizing a variety of 
techniques to measure lymphocyte proliferation—including Ki-67, BrdUrd, and 
2H-glucose—to evaluate the effects of HIV on T-cell turnover have yielded mixed 
results. Several investigators have demonstrated that there is an increase in CD4 + 
T-cell proliferation in both HIV and SIV infections (reviewed in Lempicki et al. [ 109 ]). In 
certain studies, the enhanced T-cell proliferation that was observed during active 
disease was significantly decreased following the initiation of antiretroviral therapy, and 
proliferation increased again in parallel with plasma viremia following the cessation of 
treatment in these individuals ( 109 ). These data suggest that HIV infection results in a 



high turnover of CD4 + T cells, perhaps as a consequence of destruction of CD4 + T 
cells through certain of the mechanisms reviewed above. However, several 
investigators have had contrary results and have suggested that HIV replication blocks 
the ability of new CD4 + T cells to regenerate (reviewed in McCune [ 79 ]). 
Decreased Production Failure of normal hematopoiesis is an obvious candidate 

mechanism to account for depletion of CD4 + T cells during HIV infection. A subset of 
CD34 + progenitor cells express CD4 and are infectable in vitro with HIV-1 ( 110 ). It is 

controversial whether CD34 + progenitor cells represent a substantial in vivo reservoir 

for HIV. A number of studies have failed to detect HIV-infected CD34 + progenitor cells 
in most HIV-infected individuals ( 111 ). However, a large study showed that a substantial 
minority of HIV-infected patients with severe CD4 + T-cell depletion have a reservoir of 
HIV-infected CD34 + progenitor cells. Recent reports demonstrating expression of 
CXCR4 on CD34 + progenitor cells ( 112 ) suggest that the CD4 + subset of CD34 + cells 
may be infectable with CXCR4-utilizing strains of HIV (i.e., strains that predominate in 
the later stages of HIV disease), further substantiating the earlier findings. Although the 
role of direct infection of CD34 + progenitor cells in HIV pathogenesis remains 
controversial, a large body of evidence suggests that viral proteins and HIV-induced 
cytokines can impair the survival and clonogenic potential of these cells. CD34 + cells 
cultured in the presence of HIV exhibit defective clonogenic potential; uninfected CD34 
+ cells purified from bone marrow of HIV-infected patients also manifest defective 
clonogenic potential, and are committed to apoptotic death in culture ( 113 ). The HIV 
envelope gp120 and Tat proteins have been implicated in these effects on CD34 + 
progenitor cells, possibly due to gp120 and Tat-mediated up-regulation of TGF-ß, or 
gp120-mediated up-regulation of TNF-a. Disruption of the thymic microenvironment ( 114

 ) and HIV-induced thymocyte depletion may also contribute to the failure of CD4 + 
T-cell replenishment. Thymic epithelial cells normally secrete IL-6, which can in turn 
increase HIV replication in infected cells. Subpopulations of thymic CD3-CD4-CD8 - 
cells are susceptible to infection with HIV in vitro ( 115 ), and thymic CD3-CD4+CD8 - 
progenitor cells from HIV-infected patients are infected in vivo. Finally, uninfected 
thymocytes from HIV-infected individuals are primed for apoptotic death, suggesting 
that indirect mechanisms of defective thymopoiesis are operative as well. There are in 

vivo correlates of these deleterious effects of HIV on the thymus. Circulating CD4 + and 

CD8 + naïve (CD45RA +CD62L +) T cells decrease as a result of HIV infection. In 
addition, Douek et al. ( 116 ) have demonstrated that recent thymic emigrants in 
HIV-infected individuals are significantly decreased as a consequence of HIV infection. 
The percent of circulating and lymph node naïve CD4 + T cells carrying signal-joint TCR 
excision circle (TREC) gene products, a marker of recent thymic emigration was 
significantly reduced in HIV infection compared to age-matched controls. In addition, 
initiation of effective antiretroviral therapy resulted in a significant increase in signal-joint 
TRECs in CD4 +CD45RO-CD27 + naïve T cells in the periphery; the latter finding 
suggested that the thymus remained functional in these individuals who were past 
adolescence and may contribute to immune reconstitution. Subsequently, several 
investigators have demonstrated that, contrary to previously held beliefs, the thymus 



remains capable of producing substantial quantities of immune-competent cells for 
decades in many individuals ( 117 ). Zhang et al. ( 118 ) found similar decreases in TRECs 
in certain HIV-infected individuals. However, although there was an increase in TRECs 
in these individuals following the initiation of HAART, the numerical increase was not 
sufficient to account for the rise in levels of naïve CD4 + T cells. 
Redistribution Data from both HIV and SIV infections indicate that there is significant 

trafficking of CD4 + T cells from the peripheral blood to lymphoid tissue in acute and 
chronic infection (reviewed in McCune [ 79 ]). The trafficking of lymphocytes is mediated, 
in part, through the expression of homing receptors, such as CD62L on CD4 + T cells. 
As circulating T cells expressing homing markers cross-link their ligands on endothelial 
venule cells, the T cells extravasate from the peripheral blood to the lymph nodes. 
Since CD62L expression on CD4 + T cells is up-regulated following HIV infection, it is 
possible that redistribution contributes to the depletion of circulating CD4 + T cells 
observed during the course of disease. In support of this view, several investigators 
have suggested that redistribution of CD4 + T cells from lymphoid tissue to the 
peripheral blood contributes significantly to the increase in CD4 + T cells following the 
initiation of HAART (reviewed in McCune [ 79 ]). However, other investigators have 
developed models in which redistribution is not an important component of the increase 
in CD4 + T cells observed in these patients ( 119 ). In these latter scenarios, CD4 + T 
cells that have trafficked to lymphoid tissues are destroyed by apoptosis or other 
mechanisms and, therefore, they are not available for redistribution following the 
initiation of HAART. 

CD8 + T Cells

Levels of circulating CD8 + T cells vary throughout the course of HIV disease. Following 
acute primary infection, CD8 + T-cell counts usually rebound in the peripheral blood to 
supernormal levels and may remain elevated for prolonged periods. Increases in CD8 + 
T cells during all but the late stages of disease may, in part, reflect the expansion of 
HIV-specific CD8 + CTLs. As with CD4 + T cells, as a result of HIV infection there is a 
significant decrease in naïve CD8 + T cells (CD45RA +CD62L +) carrying signal TRECs 
compared to age-matched controls ( 116 ).

HIV-specific CD8 + CTLs have been identified in HIV-infected individuals early in the 
course of disease and their activity can be measured in peripheral blood lymphocytes 
without prior in vitro stimulation ( 120 ). During HIV disease progression, CD8 + T cells 
assume an abnormal phenotype characterized by the expression of certain activation 
markers and the absence of expression of the CD25 molecule (IL-2 receptor alpha 
chain). Alterations in the phenotype of CD8 + T cells in HIV-infected individuals may 
have prognostic significance. In particular, individuals whose CD8 + T cells express 
HLA-DR but not CD38 after seroconversion experience a stabilization of their CD4 + 
T-cell counts and a less fulminant disease course, while individuals whose CD8 + T 
cells express both HLA-DR and CD38 experience a more aggressive course with rapid 



CD4 + T-cell depletion and a poorer prognosis ( 121 ). CD8 + T cells lacking CD28 
expression are also increased in HIV disease, possibly reflecting expansion of the CD8 
+CD28 -CD57 + T-cell subset containing in vivo activated CTLs ( 122 ). The loss of CTL 
activity with disease progression is not restricted to HIV-specific CTLs: a loss of 
cytotoxic activity to other common antigens including EBV and Mycobacterium 

tuberculosis has also been observed ( 123 ).

In addition to CTL activity, other CD8 + T-cell functions are impaired during HIV disease 
progression, including loss of noncytolytic non–MHC-restricted CD8 + T-cell–derived 
HIV suppression. Analyses of factors released by CD8 + T cells demonstrate that in 
certain in vitro systems the CD8 + T-cell–associated suppressor activity termed CD8 
antiviral factor (CAF) decreases with disease progression ( 124 ). In contrast, levels of 
macrophage inflammatory protein (MIP)-1a, MIP-1ß, and RANTES, factors produced by 
CD8 + T cells that also suppress HIV replication, are not reduced with progression of 
HIV disease ( 125 ).

For a complete discussion of HIV-specific CD8 + T-cell responses, see discussion of 
HIV-specific immune responses below.

Dendritic Cells

The question of depletion and dysfunction of DCs in HIV disease follows the same 
controversy as discussed above for infectability. Studies of the number of DCs present 
in peripheral blood of HIV-infected individuals compared to uninfected individuals have 
demonstrated a decrease, increase, or no change. Most studies have found no 
decrease in the percentage of LC in skin cell preparations when comparing infected 
with uninfected individuals or when comparing HIV-infected individuals at various 
stages of disease (reviewed in Blauvelt and Katz [ 126 ]). In a study of lymphoid organs, 
sections of lymph node tissue from HIV-infected individuals at various stages of disease 
were stained for DC markers and examined by light microscopy. Visual analysis did not 
suggest a selective loss in the number of DCs populating the paracortical regions of the 
lymph node; rather, loss of DCs from the lymph node occurred in parallel with the loss 
of lymphoid architecture and the development of fibrosis ( 127 ).

With regard to DC function, studies of the effect of HIV infection on the ability of DCs to 
activate T cells have also yielded conflicting results. Several studies found that 
peripheral blood DCs from HIV-infected individuals were much less efficient in activating 
T cells than DCs from uninfected individuals ( 128 ), while another report ( 129 ) found no 
difference in the ability of peripheral blood DCs from HIV-infected versus uninfected 
individuals to activate allogeneic CD4 + T cells. All of these studies used peripheral 
blood DCs that have the confounding variables of a requirement for in vitro maturation, 
long purification processes, and the existence of multiple subpopulations. In a study 
using identical twins discordant for HIV infection, DCs were obtained from each sibling 
and co-cultured with their own CD4 + T cells, the CD4 + T cells of their sibling, or 



allogeneic CD4 + T cells. No defects were found in the ability of the DCs from the 
HIV-infected sibling to present antigen to the uninfected T cells as compared to the DCs 
from the uninfected sibling. The only defect observed in DCs from the HIV-infected 
sibling was a decreased ability to activate allogeneic T cells ( 126 ). Further studies will 
be required to clarify the possible role of DC depletion and dysfunction in the 
pathogenesis of HIV disease.

B-Lymphocytes

Dysregulation of B-cell activation and the decreased ability of these cells to respond to 
antigen are likely responsible in part for the increase in certain bacterial infections seen 
in advanced HIV disease in adults, as well as for the morbidity and mortality associated 
with bacterial infections in HIV-infected children who cannot mount an adequate 
humoral response to common bacterial pathogens. The number of circulating B cells 
may be decreased in primary HIV infection; however, this is usually a transient 
phenomenon and likely reflects, at least in part, a redistribution of cells into lymphoid 
tissues. Soon after the resolution of acute HIV infection, hypergammaglobulinemia and 
B-lymphocyte hyperactivation are noted. The increase in immunoglobulins occurs for all 
classes of antibody. A large component of the immunoglobulin specificity, at least in 
early-stage disease, is directed against HIV antigens. It has been suggested that a 
majority of activated B cells produce antibodies directed against HIV during this stage of 
infection (reviewed in Amadori and Chieco-Bianchi [ 130 ]). B cells isolated from patients 
with high levels of HIV plasma viremia have been shown to be defective in their 
proliferative responses to various stimuli ( 131 ). Substantial plasma viremia was also 
associated with the appearance of a subpopulation of B cells that expressed reduced 
levels of CD21. Upon fractionation into CD21 high- and low-expressing B cells, the 
CD21-low fraction showed dramatically reduced proliferation in response to B-cell 
stimuli and enhanced secretion of immunoglobulins when compared to the CD21-high 
fraction. Electron microscopic analysis of each fraction revealed cells with plasmacytoid 
features in the CD21-low B-cell population but not in the CD21-high population. These 
results indicate that HIV viremia induces the appearance of a subset of B cells whose 
function is impaired and which may be responsible for the hypergammaglobulinemia 
associated with HIV disease. The phenotypic and functional aberrations were reversed 
upon reduction of HIV plasma viremia by antiretroviral therapy, suggesting that control 
of viremia may contribute to the restoration of the humoral arm of the immune system ( 
131 ).

B cells from HIV-infected individuals secrete increased amounts of TNF-a and IL-6, 
cytokines known to enhance HIV replication ( 132 ), and express surface-bound TNF-a 
that can induce the production of HIV from infected CD4 + T cells ( 133 ). The secretion 
of proinflammatory cytokines and the expression of surface-bound TNF-a by B cells in 
the lymphoid microenvironment may contribute to T-cell activation and HIV replication in 
these tissues. HIV gp120 has been observed to directly bind to an immunoglobulin 
variable chain (VH3) and activate these B cells in much the same manner as a 
superantigen ( 134 ). This antigen-independent polyclonal activation leads in part to the 
hypergammaglobulinemia and B-lymphocyte hyperactivation of HIV infection. Other 
portions of HIV, including gp41, directly activate B cells in a nonsuperantigen-mediated 



manner. Correlates of B-cell dysfunction observed in HIV-infected individuals include an 
increase in spontaneous EBV transformation in vitro and may contribute to the 
observed increased frequency of EBV-induced lymphomas ( 135 ).

Several studies have found an overall increase in IgE levels among HIV-infected 
individuals, likely reflecting a spectrum of IgE regulatory dysfunction. The mechanisms 
of this increase are unclear but may include B-cell hyperactivation and cytokine 
dysregulation. Levels of IgE continue to increase with disease progression. An increase 
in aeroallergen-specific IgE has not been associated with the increase in total IgE; in 
one study, allergen-specific IgE decreased with HIV disease progression in all but the 
subgroup with the highest total IgE level ( 136 ). An overall increase in IgE levels was 
noted in pediatric HIV infection without an increase in allergen-specific IgE, suggesting 
polyclonal activation. An association between elevated levels of IgE and emergence of 
syncytium-inducing viruses was also noted. In HIV-infected children, an expanded 
minor population of B-lymphocytes has been identified that does not express CD23 (IgE 
receptor) and CD62L (L-selectin), and may be involved in the pathogenesis of IgE 
dysregulation ( 137 ).

Polymorphonuclear Leukocytes

Defects in neutrophil function have been observed at all stages of HIV disease. 
Neutrophils isolated from asymptomatic HIV-infected individuals have an increase in 
nitroblue tetrazolium reduction suggesting a state of increased cellular activation ( 138 ). 
Plasma from these individuals activates neutrophils from healthy, uninfected individuals, 
suggesting the presence of a soluble neutrophil activating factor. In addition, plasma 
from the same individuals was found to be low in N-acetyl cysteine, indicating that 
depletion of antioxidants may occur due to increased oxygen radical production ( 139 ). 
The oxidative capacity of neutrophils after priming with granulocyte/macrophage 
(GM)-colony–stimulating factor (CSF) also was increased in HIV-infected individuals 
with CD4 + T-cell counts >200/µL. There is some controversy regarding neutrophil 
defects in HIV infection; this may be due to differences in in vitro preparation and 
analysis of cells. In a flow cytometric analysis of neutrophils in whole blood, which 
obviates the need for purification, neutrophils from HIV-infected subjects demonstrated 
increased expression of adhesion molecules, decreased expression of CD62L, and 
increased actin polymerization and H 2O 2 production ( 138 ), indicating activation of 
neutrophils. Opsonizing activity of neutrophils was significantly impaired and this 
correlated with disease progression. Neutrophils from AIDS patients also undergo 
apoptosis at an increased rate compared to those from normal controls. Unlike the 
neutrophil activating factor described above, serum from HIV-infected individuals could 
not transfer the increased apoptosis activity to neutrophils from healthy, uninfected 
individuals. The addition of GM-CSF to the assay system significantly decreased 
apoptosis in neutrophils from AIDS patients ( 140 ). Neutrophils from HIV-infected 
individuals also produce more TNF-a and IL-6 in response to lipopolysaccharide (LPS) 
or Candida antigen compared to neutrophils from normal donors.

Dysfunction of neutrophils in HIV-infected individuals has several clinical implications. 
HIV infection, especially in women, is characterized by an increase in the incidence and 



severity of Candida infections. In a study comparing the ability of neutrophils from 
HIV-infected patients and normal controls to phagocytize and kill Candida albicans, 
neutrophils from AIDS patients showed an increased ability to phagocytize the 
organism, a similar ability to generate reactive oxygen, but a decreased ability to kill 
Candida, suggesting a defect in nonoxidative killing. A potential mechanism for the 
decreased ability of neutrophils to kill Candida organisms has been suggested by the 
finding that IL-10, shown in some studies to be increased in HIV disease, inhibits 
neutrophil killing of Candida ( 141 ).

Abnormalities in eosinophils also have been observed in HIV infection. Eosinophil 
counts in HIV-infected individuals are preserved in the setting of decreases in other 
blood cells; however, they may be increased in a subgroup of patients. Eosinophils 
express low levels of CD4 and are infectable with HIV in vitro, leading to productive 
infection and apoptosis ( 142 ). The significance of eosinophil infection in vivo, if it in fact 
occurs, is unclear at present.

Monocytes/Macrophages

Treatment of normal monocytes in vitro with HIV gp120 or Tat leads to abnormal 
activation of these cells. In vitro infection of monocytes from healthy individuals leads to 
a decrease in ADCC and killing of intracellular Candida pseudotropicalis as well as to a 
decrease in Fc- and C3-mediated phagocytosis. Monocytes isolated from HIV-infected 
subjects exhibit a number of functional abnormalities as well. A decrease in the 
oxidative burst has been observed in individuals with both early- and advanced-stage 
disease ( 143 ). In addition, impairment of chemotaxis and migration has been observed 
in monocytes from patients with AIDS ( 144 ). Finally, infection of monocytic precursors in 
bone marrow may be directly or indirectly responsible for certain of the hematologic 
abnormalities observed in HIV-infected individuals.

Natural Killer Cells

The presumed role of NK cells is to provide immunosurveillance against virus-infected 
cells, certain tumor cells, and allogeneic cells (see Chapter 12). Abnormalities of NK 
cells are observed throughout the course of HIV disease and these abnormalities 
increase with disease progression. Most studies report that NK cells are normal in 
numbers and phenotype in HIV-infected individuals; however, decreases in numbers of 
the CD16 +/CD56 + subpopulation of NK cells with an associated increase in activation 
markers has been reported. NK cells from HIV-infected individuals are defective in their 
ability to kill typical NK target cells as well as gp160-expressing cells. The abnormality in 
NK cell lysis is thought to occur after binding of the NK cell to its target. Nonetheless, 
the NK lytic machinery appears to be capable of functioning normally since NK cells 
from HIV-infected individuals are able to mediate ADCC ( 145 ). A possible mechanism 
for defective NK activity includes a lack of cytokines necessary for optimal function. 
Addition of IL-2, IL-12, or IFN-a to cultures enhances the defective in vitro NK cell 
function of HIV-infected individuals ( 146 ).



HIV-SPECIFIC IMMUNE RESPONSES

Although the immune response to HIV has been extensively studied, many fundamental 
issues remain unclear. In this regard, the mechanisms by which HIV evades control by 
the human immune system require further elucidation. New technologies for inducing or 
measuring cellular and humoral immune responses and new models of immune 
system–mediated protection or control of virus replication are permitting the dissection 
of what constitutes an effective immune response against HIV in greater detail than was 
previously possible. One animal model that has been particularly useful for the study of 
lentivirus-specific immunity and vaccine development is SIV infection of macaques. SIV 
is closely related to HIV-2 and causes an acute infection that leads to CD4 + T-cell 
depletion, immunodeficiency, opportunistic infections, and death in susceptible animals. 
In addition, humoral immunity to HIV can be evaluated by the study of macaques 
infected with SIV-HIV chimeras (SHIV) that encode the HIV envelope surface 
glycoprotein. Through passive transfer or depletion studies in experimental animals, 
and correlative studies in humans, it is now known that humoral immune responses can 
protect against lentiviral infection and cellular immune responses can control viral 
replication. Elucidation of the breadth and magnitude of HIV-specific immune 
responses, the HIV protein targets of these responses and the precise mechanisms by 
which protection or control occur may provide insights for the development of novel 
prophylactic or therapeutic vaccines.

Humoral Immune Responses

Antibodies that bind the viral core protein p24 or the viral surface envelope glycoprotein 
can be detected in the plasma within weeks of HIV infection coincident with the decline 
of plasma viremia. Although antibodies that bind several HIV proteins are detected by 
ELISA early in HIV infection, most individuals do not develop antibodies capable of 
neutralizing the autologous viral isolate until well after plasma viremia has declined ( 147 

). Sera of chronically infected patients commonly contain some neutralizing activity 
against viruses that have undergone laboratory passage. However, high levels of 
antibodies that are capable of neutralizing viruses that have not undergone laboratory 
passage (primary isolates) are only rarely detected, typically in long-term 
nonprogressors ( 19 ). In addition, the breadth of the neutralizing antibody response is 
greater in some patients with nonprogressive disease. The structure, diversity, and 
immunogenicity of the envelope protein likely contribute to the lack of antibodies that 
neutralize broad classes of viral isolates in most chronically infected individuals.

Of the spectrum of antibodies directed against HIV-1 encoded proteins, only antibodies 
directed against surface envelope glycoprotein are thought to be important in protective 
immunity. Epitope mapping using monoclonal antibodies and study of x-ray 
crystallographic structures have permitted some estimation of the structural constraints 
of the envelope glycoprotein in its dissociated and oligomeric conformations ( 148 , 149 ). 
The envelope protein (gp160) exists in a trimeric structure with six subunits (three 
gp120s and three gp41s) and it is heavily glycosylated with N- and O-linked sugars. The 
CD4 binding site on gp120 is located within a depression of this oligomeric structure. In 



addition to CD4, HIV also binds CC or CXC chemokine receptors as co-receptors to 
mediate viral entry. The co-receptor binding surface on gp120 is located within another 
depression separate from the CD4 binding site ( 150 ). Both the CD4 and co-receptor 
binding sites are well conserved among known viral isolates. They are also not 
glycosylated and for these reasons are thought to be targets of neutralizing antibodies. 
The description of monoclonal antibodies derived from a single patient with broadly 
cross-neutralizing antibodies that bind to the CD4 binding site has led to the hypothesis 
that generation of antibodies specific to these sites may be a prerequisite for 
neutralization ( 151 ). It is thought that these sites remain masked in the native 
conformation and that access of antibody to these sites may require the conformational 
changes induced by CD4 binding. However, there is not general agreement regarding 
the necessity to target these sites for effective neutralization (reviewed in Parren and 
Burton [ 152 ]). In this regard, antibodies capable of protecting rhesus macaques against 
SIV challenge were specific for HLA-DR that is included in the virus envelope upon 
budding from the host cell. In addition, the amount of antibody bound to virus particles 
has been correlated with neutralization regardless of the epitope specificity. Thus, 
antibodies that bind the virus particle but do not bind the CD4 or co-receptor binding 
site may be capable of interfering with the virus-cell interaction and mediating 
neutralization of HIV.

The genetic diversity between HIV isolates is also thought to contribute to the difficulty 
in neutralizing the virus. The level of genetic variation of HIV is high within 
geographically defined populations and even within a single infected patient (see 
discussion of epidemiology above). Mutations that occur during the reverse transcription 
process generate highly diverse viral sequences that coexist in the plasma. Although 
more recent estimates place the error rate of HIV reverse transcriptase close to the 
error rates of RNA polymerases of other RNA viruses, high levels of replication and 
prolonged duration of infection with HIV are major contributors to viral diversity ( 153 ). 
The level of diversity of HIV is much higher than most human RNA viruses and is likely 
a major contributor to the lack of cross-neutralizing antibodies. It is known for some 
respiratory viruses, for example, that changes in only a few amino acids within the 
surface glycoproteins can result in loss of cross-neutralization between virus isolates. 
By comparison, HIV viral sequences may vary between 10% and 16% in the plasma of 
an individual. It is thought that these diverse circulating envelope sequences may 
represent a constantly evolving target that contributes to the ability of HIV to evade the 
humoral immune response.

Cellular Immune Responses

Cytotoxic T-Lymphocytes 

Immune Control Classical MHC class I–restricted, HIV-specific, CD8 + cytotoxic (CTL) 
responses have been demonstrated in the peripheral blood within the first few months 
of HIV infection and are detected during the chronic phases of infection in most 
HIV-infected individuals ( 120 , 154 ). HIV-specific CD8 + T cells specific for each of the 
known HIV-1 gene products have been detected in the peripheral blood by bulk CTL 
assays, limiting dilution assays for cytolysis, interferon-? secretion, or tetramer staining. 
Several lines of evidence suggest that HIV-specific CD8 + T cells play a critical role in 



restriction of virus replication. The peak of the HIV-specific CTL response occurs shortly 
after the peak of viremia ( Fig. 1). This temporal association between the emergence of 
an HIV-specific CTL response and decrease of viremia following acute infection is 
thought to represent the effect of virus-specific CTL in restricting HIV replication in 
humans. Further indirect evidence of an important role of CD8 + T cells in restriction of 
HIV replication in humans comes from strong associations between restriction of virus 
replication and certain MHC class I alleles and functional links with epitopes presented 
by these alleles (see discussion of genetic factors below). More direct evidence for the 
role of CD8 + T cells in restriction of lentiviral replication in vivo is provided by several 

recent studies in experimental animals. CD8 + T-cell depletion by exogenous 
monoclonal antibodies has been shown to abrogate restriction of virus replication in 
both SHIV-infected and SIV-infected monkeys ( 155 , 156 ). In addition, it has been shown 
that animals infected with live attenuated SIV vaccines are able to resist SIV challenge 
through antibody and chemokine independent mechanisms ( 157 ). It now appears clear 
that CD8 + T cells are an important component in the restriction of virus replication that 
is induced by chronic virus infections in each of these model systems. It is likely that 
CD8 + T cells play a similar role in the restriction of HIV replication in humans. However, 
although HIV-specific CTL likely exert some control over HIV replication, this restriction 
is generally poor with viral RNA levels reaching 10 3 to 10 6 copies/ml plasma in the 
vast majority of HIV-infected individuals during the chronic phase of infection in the 
absence of antiretroviral therapy. Many different mechanisms have been proposed to 
explain the inability of cell-mediated immunity to control HIV replication. These include 
viral factors and quantitative and qualitative factors within the HIV-specific CD8 + T-cell 
pool ( Table 3). 

 
TABLE 3. Proposed mechanisms by which HIV evades immune system–mediated 
restriction of virus replication

Immune Escape Several viral factors distinguish HIV from other animal viruses; these 
factors likely contribute to the ability of HIV to evade the cellular immune response. 
Mutations produced during the reverse transcription process combined with high levels 
of replication over a prolonged period result in a highly diverse population of viruses that 
circulate in a given patient (see discussion of humoral immune responses above). It is 
thought that this extraordinary level of viral diversity may permit development of mutant 
viruses that escape immune recognition. Selection of “escape” mutations has been 
documented in HIV-infected humans and SIV-infected macaques. Longitudinal studies 



of viral sequences and CTL responses to known motifs have shown the appearance of 
single or clustered mutations that no longer bind to the MHC class I molecule and are 
associated with dominance of these sequences in the quasispecies in the peripheral 
blood ( 158 ). Certain well-characterized mutations have been shown to occur with 
epitopes presented by HLA-B27 ( 159 ). Single or clustered mutations cause Gag 
peptides to no longer be presented by the B-27 molecule. These mutants accumulate in 
the peripheral blood and are associated with diminished responses to the nonmutated 
sequence. In addition, evidence for the selection of escape mutants was found in a 
single patient that was treated with high numbers of an autologous Nef-specific CTL 
clone ( 160 ). This treatment resulted in the selection of variant viruses in which the 
targeted region of Nef was deleted. Examples of escape mutations that alter 
HLA-binding and -dominant viral sequences have also been observed for HLA B8, A3, 
and B4. However, it should be noted that these host–virus dynamics are extraordinarily 
complex given the large number of permutations of viral epitopes, timing of gene 
expression during the viral replication cycle, and complement of MHC class I alleles. 
The host CTL response is constrained by the ability of the MHC class I alleles to bind to 
various viral epitopes, while the virus is constrained by the degree to which an escape 
mutation impairs viral replicative capacity or “fitness.” In addition, the CD8 + T-cell 
response to each of the viral proteins in the context of each of a single patient’s MHC 
alleles is very broad. Although escape mutations may be found within a single epitope, 
it is likely that other conserved epitopes within the same gene remain as targets. Thus, 
it remains uncertain whether these mutations cause true escape from immune system 
surveillance or escape mutations at single epitopes occur in the context of high levels of 
virus replication. Although escape mutations clearly occur, the relative importance of 
these mutations in the pathogenesis of HIV infection remains incompletely understood. 
In addition to the high levels of diversity generated during HIV infection, there are other 
viral factors that that may contribute to the poor ability of the immune system to control 
HIV replication. HIV Nef, Tat and Vpu are each capable of down-regulating surface 
expression of MHC class I molecules necessary for recognition of infected cells). This 
occurs by either removal or rerouting for endosomal degradation in clatherin-coated pits 
( 161 ). The effect of Nef is mediated by the sequence motif in the cytoplasmic tail of HLA 
A and B molecules. HLA C and E lack this motif and are not down-regulated. It has 
been proposed that these effects may permit infected cells to escape lysis by HLA-A– 
or HLA-B–restricted T cells which dominate the cellular immune response, yet avoid 
lysis by NK cells expressing inhibitory receptors that recognize HLA C or E ( 162 ). 
However, there is not uniform agreement that this is a predominant mechanism by 
which HIV avoids the cellular immune response. Demonstrations of HIV-specific CD8 + 
T cells that are unable to lyse infected cells that express Nef yet lyse cells infected with 

Nef deleted viruses were performed using CD8 + T-cell clones. Certain clones 
maintained the ability to lyse cells infected with Nef-expressing or Nef-deleted viruses. 
Several investigators have demonstrated the ability of autologous HIV-infected cells to 
stimulate cytokine secretion or perforin-mediated lysis by class I–restricted HIV-specific 
CD8 + T cells ( 163 ). However, HLA-A and -B down-regulation may play a role in 
avoiding recognition by low-avidity HIV-specific CD8 + T cells. It has been proposed that 
the low numbers of HIV-specific CD8 + T cells may be the reason that HIV escapes 
immune control. Inverse correlations were found between the frequency of CD8 + T 



cells specific for two putative immunodominant A*0201-restricted HIV epitopes and 
plasma viral RNA ( 164 ). Others have found associations between higher numbers of 
HIV-specific CD8 + T cells and the presence of a CD4 + T-cell proliferative response to 
HIV antigens, suggesting that the frequency of HIV-specific CD8 + T cells falls due to a 
lack of CD4 + T-cell help. However, several studies that examined a broad range of HIV 
epitopes in the context of multiple HLA alleles have not found an inverse correlation 
between plasma viral RNA and the frequency of HIV-specific CD8 + T cells. In this 
regard, HIV-specific CD8 + T cells that respond to a broad array of HIV peptides persist 
in the range of 1% to 22% in most untreated patients with relatively high-level plasma 
viremia ( 165 , 166 ). One parameter of the HIV-specific CD8 + T-cell response that might 
confer significant restriction of virus replication is the preferential targeting of genes that 
are expressed early in the virus replication cycle prior to budding of mature virions. 
Several publications have described responses to Tat or Rev gene products in infected 
humans or their SIV homologs in macaques, and certain reports have associated these 
responses with better outcomes. It has been shown previously that several patients with 
nonprogressive HIV infection have HLA B 57–restricted responses specific for Tat or 

Rev ( 167 ). However, in other studies responses of Tat- or Rev-specific CD8 + T cells did 
constitute a large portion of the overall response in patients with progressive or 
nonprogressive disease ( 163 , 166 ). Although responses to these early genes is of 
theoretical importance, at present their role in restricting viral replication in infected 
individuals remains unclear. Another parameter of the CD8 + T-cell response that may 
confer enhanced restriction of virus replication is the breadth or number of HIV peptides 
to which a patient may respond. During acute infection, expansion of HIV-specific CD8 
+ T cells is restricted to a relatively small number of clones. In certain cases these 
expansions are monoclonal, and this monoclonality carries a poor prognosis ( 168 ). 
However, several reports describe a narrowly focused CD8 + T-cell response in 
nonprogressors or in individuals treated with HAART during acute infection and who 
have restricted virus replication ( 163 , 169 ). A highly focused response in nonprogressors 
may appear somewhat unexpected given previous descriptions of greater breadth of 
CD8 + T-cell expansions during acute infection in patients that go on to nonprogressive 
disease, the protective effect of heterozygosity at MHC loci, or associations of broader 
HIV-specific CD8 + T-cell responses with lower viral loads. However, it is possible that a 
highly focused response is the result, not the cause, of effective restriction of virus 
replication in nonprogressors or patients treated during acute infection. In this view, 
restriction of virus replication would not allow the expansion of subdominant clones with 
specificities for other peptides restricted by other MHC alleles. In addition, since, as 
noted above, HIV-specific CD8 + T cells of chronically HIV-infected patients with 
relatively high-level plasma viremia persist at high levels and respond to a broad array 
of HIV peptides, it remains unclear whether inadequate breadth of the response alone 
is a major contributor to poor restriction of virus replication during chronic infection. 
Several lines of evidence have suggested that the inability of CD8 + T cells to control 
HIV may lie not in the quantity of these cells but rather in qualitative properties. CD3 
molecules have been shown to be down-regulated in the HIV-specific CD8 + T cells of 
infected individuals and to have a diminished capacity to lyse autologous infected cells. 
It has also been shown that HIV-specific CD8 + T cells may contain less perforin 



compared to CMV-specific cells. Progressively diminished secretion of 
interferon-gamma by HIV-specific CD8 + T cells during late-stage disease also has 
been observed. More recently, it was found that HIV-specific CD8 + T cells may have a 
phenotype that is skewed such that they do not develop a fully mature effector 
phenotype ( 170 ) compared to CMV-specific cells. Although each of these observations 
must be confirmed, as noted above, the persistence of high frequencies of HIV-specific 
CD8 + T cells in both nonprogressors and patients with progressive disease strongly 
suggests that some qualitative parameters likely underlie the vast differences in the 
abilities of their CD8 + T cells to restrict viral replication. 
Soluble CD8 + T-Cell Secreted Factors In addition to classical MHC-restricted 

cytolysis, other mechanisms of CD8 + T-cell–mediated antiviral activities have been 
described in HIV infection. CD8 + T cells of HIV-infected patients are able to inhibit viral 
replication via soluble factors in the absence of cell killing. Noncytolytic antiviral activity 
was initially described in vitro using CD8 + T cells from HIV-infected patients ( 171 ). 

Although these cells show characteristics of activated CD8 + CTL, this antiviral activity 
can be observed in the absence of HLA match or cell contact. This suppressive activity 
was shown to be mediated in part by the CC chemokines, MIP-1a, MIP-1ß, and 
RANTES ( 172 ). These chemokines are natural ligands for CCR5, a co-receptor for 
certain strains of HIV-1, and inhibit viral replication primarily at the level of cell entry. 
Although the CC chemokines exert their effect at HIV entry into CD4 + T cells and 
macrophages, additional factor(s) act after viral entry to suppress HIV transcription in 
infected cells. These additional factor(s), which remain poorly characterized, have been 
termed CD8 + T-cell antiviral factors (CAF). HLA compatibility between CD8 + T cells 
and target CD4 + T cells is not required for this suppressive activity but maximal 
suppression is observed under conditions when cell contact is maintained and cells are 
HLA matched ( 173 ). Although this suppressive activity has been shown to be greater in 
PBMC of HIV-infected patients than uninfected controls, it remains unclear whether 
they are secreted in an antigen-specific manner. 
CD4 + T-Cell Responses Several animal models of viral pathogenesis have 

demonstrated that virus-specific CD4 + T cells are critical in induction or maintenance of 
an effective CD8 + CTL response that mediates restriction of virus replication. Acute or 
chronic virus infections in humans or experimental animals typically result in induction of 
CD4 + T-cell responses that can be demonstrated by proliferation to virus antigens in 

vitro long after elimination or control of infection due to the persistence of memory CD4 
+ T cells. In most individuals, untreated HIV infection is characterized by poorly 
restricted virus replication, the loss of CD4 + T cells, and progressive immunologic 
dysfunction (see discussion above of immune dysfunction caused by HIV infection). In 
addition, HIV infection is characterized by the early disappearance of CD4 + 
T-cell–mediated proliferative responses to HIV antigens; this response typically remains 
absent in the untreated individual. However, loss of HIV-specific CD4 + T-cell 
responses during infection is not universal ( 165 ). In certain long-term nonprogressors 
who restrict HIV replication in the absence of antiretroviral therapy, HIV-specific 
proliferative responses are maintained. Recently, proliferative responses to the Gag 



p24 antigen were also shown in patients who initiated effective antiretroviral therapy 
during acute HIV infection ( 174 , 175 ). Because HIV infects CD4 + T cells, it is believed 
that the early loss of these proliferative responses may be the result of deletion of 
HIV-specific cells early in infection when they encounter the virus. However, there is not 
uniform agreement that all HIV-specific CD4 + T cells are deleted in patients with 
progressive disease. Although proliferative responses are almost universally lost, in 
several studies using a 6-hour assay for intracellular IFN-?, HIV antigen-specific CD4 + 
T cells were found to remain present in some patients with progressive disease, albeit 
at lower levels than long-term nonprogressors ( 166 , 176 , 177 ). In addition, proliferation of 
HIV-specific CD4 + T cells was abrogated during an interruption of antiviral therapy, 
suggesting that diminished proliferation of these cells may be, in part, a result of high 
levels of HIV antigen; this event would be similar to that observed during viremia with 
other human viruses. Furthermore, HIV antigen-specific proliferative responses have 
been demonstrated in vitro after addition of CD40 ligand and IL-12 or anti–CD28 
antibody, indicating that HIV-specific cells with proliferative capacity remain in patients 
with progressive disease. Although HIV-specific CD4 + T cells may be present, it has 
been suggested that they are present in numbers too low to be detected by certain 
assays such as lymphocyte proliferation. In four separate studies, 0.1% to 2.0% of CD4 
+ T cells in the peripheral blood of patients with progressive disease were HIV specific. 
This number is approximately ten-fold lower than the frequency of CMV-specific cells, 
yet it is similar to those specific for VZV or EBV. 

GENETIC FACTORS IN HIV PATHOGENESIS

A number of host genetic factors influence the rate of disease progression in HIV 
infection (reviewed in Paxton et al. [ 178 ]). CCR5 is a major co-receptor for strains of 
HIV-1. A mutant allele of the CCR5 gene, which contains an internal 32–base-pair 
deletion resulting in a truncated nonfunctional co-receptor for HIV fusion, is associated 
with slower rates of HIV disease progression. Since CCR5-utilizing HIV is almost 
universally responsible for primary infection, homozygosity for the CCR5 mutation 
results in near-total protection from HIV-1 infection. Heterozygosity for the CCR5 
mutation results in decreased expression of CCR5 on the cell surface and reduced 
infectability of T cells of these patients compared with cells from CCR5 wild-type 
individuals. Although heterozygosity for CCR5 does not appear to afford protection 
against HIV-1 infection, it may result in partial protection against disease progression in 
HIV-infected individuals. Protection against disease progression in CCR5 heterozygotes 
is due in part to the lower levels of HIV replication after seroconversion, and a slower 
rate of CD4 + T-cell depletion compared with CCR5 wild-type individuals. In addition, 
heterozygosity for the CCR5 mutation is significantly more common in cohorts of 
HIV-infected long-term nonprogressors compared with HIV-infected control populations 
(see discussion of long-term nonprogressors below).

The most extensively studied of genetic factors that might affect disease progression 
are associations between HLA alleles and disease progression. A large number of 
conflicting or unconfirmed reports have described MHC alleles, including classes I, II, 
and III, that may influence the pathogenesis and course of HIV disease. The MHC 



alleles that are most consistently associated with nonprogression are HLA B27 and B57 
(reviewed in Carrington et al. [ 179 ]). In one large population study, these two alleles 
were those most associated with slower disease progression. Several alleles have also 
been associated with a more severe disease course. In this regard, the A1-B8-DRB3 
haplotype has been associated with more rapid progression of disease. The allele that 
has been most consistently associated with rapid disease progression is HLA B35. A 
subsequent study has shown that almost all of the increased risk of disease 
progression is attributable to a subset of HLA B35 molecules that segregate from other 
alleles based on binding motifs that may affect presentation of HIV peptides. More rapid 
progression was also observed in individuals who are homozygous in class I alleles. 
This observation is thought to suggest that the diminished breadth of the CD8 + T-cell 
response afforded by homozygosity may favor diminished control of virus replication. Of 
class II alleles the DRB1*-DQB1*06 haplotype has been associated with improved 
outcome. Transporter-associated with antigen-presenting (TAP) genes, which are 
members of the MHC class III family of alleles, also have been observed to play a role 
in determining the rate of disease progression in HIV infection or have been found to be 
significantly increased in individuals who have been exposed to HIV-1 but who do not 
become infected.

LONG-TERM NONPROGRESSORS

The mean time between infection with HIV and development of AIDS is approximately 
10 years; however, rates of disease progression vary widely among individuals. In 
recent years, it has become clear that in a small percentage of untreated HIV-infected 
individuals, no evidence of disease progression can be detected over a long period of 
time ( 18 , 19 ). In addition to nonprogressors, other individuals who remain uninfected 
and seronegative despite multiple exposures to HIV have been identified, suggesting 
that immunologic elements of protection exist but may not be readily detectable by 
standard measures of immune response. This group is likely heterogeneous with regard 
to the mechanisms of resistance to HIV infection (reviewed in Shearer et al. [ 180 ]). 
Studies of both “long-term nonprogressors” and “exposed uninfected patients” have 
contributed to our understanding of the pathogenesis of disease and have increased 
optimism that some forms of protective immunity may indeed exist in HIV infection.

Definitions of long-term nonprogressors have varied. One early definition that was 
widely used included documented HIV infection for more than 7 years; CD4 + T-cell 
count greater than 600 cells/µL without significant decline over time; no symptoms of 
HIV disease; and no history of antiretroviral therapy. Because definitions of long-term 
nonprogressors were created empirically, it is not surprising that such individuals 
constitute a heterogeneous group. Many individuals who were defined by these clinical 
criteria have now gone on to progressive disease. However, there remains a small 
subgroup of untreated long-term nonprogressors who have now been infected for 20 
years and maintain normal CD4 + T-cell counts and plasma viral RNA at <50 copies/ml 
of plasma ( 163 ). Long-term nonprogressors have been identified in all HIV risk groups 
and no demographic features reliably distinguish them from typical progressors. 
Mechanisms that may determine a nonprogressive course during HIV infection include 
host genetic factors, effective immunologic control of virus replication, and/or infection 



with an attenuated strain of HIV ( Table 4). Compared with individuals with progressive 
HIV disease, nonprogressors tend to have lower viral loads, and more vigorous antiviral 
humoral and cell-mediated immune responses. However, measurement of any of these 
parameters in nonprogressors reveals a great deal of heterogeneity as well as some 
degree of overlap with measurements in progressors. Although patients with normal 
CD4 + T-cell counts and low levels of plasma virus are a heterogeneous group, a small 
subset of patients with truly nonprogressive HIV infection and control of virus replication 
in the absence of antiretroviral therapy are likely to hold important clues to the basis of 
an effective immune response to HIV.

 
TABLE 4. Possible mechanisms of long-term nonprogression with HIV infection

Host Genetic Factors

As mentioned above, an HIV-infected individual’s MHC alleles play an important role in 
determining the rate of disease progression (see discussion above of genetic factors in 
HIV pathogenesis). Because definitions of nonprogressors and frequency of these 
patients has varied between studies, several large population studies have not 
consistently found associations between HLA alleles and onprogression. In one study, 
B57 was second to B27 as the allele most commonly associated with nonprogression. 
In two other large studies, only B14 and C8 were significantly associated with 
nonprogression, or only weak protective effects of individual class I alleles were found. 
However, recent reports, heavily enriched for patients that meet more stringent 
definitions of nonprogression based upon plasma viral RNA (<50 copies/ml), have 
found much stronger associations with HLA B 5701 or HLAB27 alleles ( 163 ). In 
addition, the HIV-specific CD8 + T-cell response in these B 5701 + patients is highly 
focused on B57-restricted peptides, which suggests that although the precise 
mechanisms of this effect remain unclear, the B57 molecule plays a direct role in 
restriction of virus replication in these individuals.

In addition, the chemokine receptor genotype has an impact on rates of progression of 
HIV-induced disease. For example, individuals who harbor one copy of the mutant 
CCR5-d 32 allele have an increased chance of experiencing a slow rate of disease 



progression compared with individuals who inherit only the wild-type alleles (see 
discussion above of genetic factors in HIV pathogenesis). In addition, some CCR2 
alleles have been associated with slower rates of disease progression, although this 
association is not as strong as that of CCR5. Despite the association between CCR5 
genotype and nonprogressive HIV infection, this factor does not appear to be a 
dominant influence in determining the state of long-term nonprogression. In this regard, 
although the frequency of CCR5 heterozygotes is increased twofold among 
nonprogressors compared with HIV-infected controls, less than 50% of nonprogressors 
are CCR5 heterozygotes (Carrington et al. [ 179 ]). The possibility that CCR5 
heterozygotes might constitute a subgroup among nonprogressors with the lowest viral 
loads and most preserved CD4 + T-cell counts was investigated; however, the 
immunologic and virologic profile of CCR5 wild-type and CCR5 heterozygous 
nonprogressors was indistinguishable ( 181 ). These data indicate that although CCR5 
heterozygotes have an increased chance of becoming nonprogressors, HIV-infected 
CCR5 wild-type individuals may arrive at the same phenotype by other means.

Host Immune-Response Factors

It is likely that HIV-specific CTLs play a major role in the maintenance of low viral load 
and the state of nonprogression. In the vast majority of long-term nonprogressors, 
CCR5 mutations and attenuated viruses have not been found. In addition, strong MHC 
class I associations and the likely role of CTLs in reducing levels of plasma viremia 
during primary HIV infection and the association of progression to AIDS with late viral 
escape from long-lived (9 to 12 years) immunodominant CTL responses ( 158 ) suggest 
the importance of HIV-specific CTL in nonprogression (see discussion above of 
HIV-specific immune responses). Further support for the salutary role of CTLs comes 
from a longitudinal study in which maintenance of HIV Gag-specific CTL precursors was 
associated with nonprogression, whereas loss of these CTLs was associated with rising 
viral load and CD4 + T-cell depletion. Although data from experimental animals and 
humans strongly suggest that HIV-specific CD8 + T cells play an important role in 
restricting virus replication in long-term nonprogressors, clear and consistent in vitro 
correlates or mechanisms of such an effect have not been demonstrated. Precursor 
frequencies of HIV-specific CTLs have intermittently been detected at higher levels in 
long-term nonprogressors compared with progressors. However, a number of recent 
studies using more quantitative techniques that examine the response to a broad array 
of HIV gene products have not found higher frequencies of HIV-specific CD8 + T cells in 
nonprogressors. In many cases, the frequencies of HIV-specific CTLs were lower in 
nonprogressors than in progressors, likely reflecting lower levels of viral antigen in 
nonprogressors. Because antiretroviral therapy lowers the frequency of HIV-specific 
CD8 + T cells to levels at or below detection, the maintenance of modest frequencies of 
HIV-specific CTLs in the face of low or undetectable levels of plasma viremia indicates 
that HIV replication is occurring in HIV reservoirs in long-term nonprogressors, but at a 
level that is not sufficient to result in substantial levels of plasma viremia (see 
discussion above of HIV reservoirs). Whether the apparent ability of CD8 + T-cell 
responses of some long-term nonprogressors to restrict viral replication is due to viral 
factors (e.g., a lack of escape mutations) or other qualitative aspects of the host 



response (see CD8+ T-cell responses above) remains unclear.

The relationship between humoral immune responses to HIV and disease progression 
remains uncertain. Nonprogressive HIV infection has been associated with lack of an 
antibody response to an epitope (residues 503 to 528) within the carboxy terminus of 
gp120, with maintenance of high levels of p24-specific antibodies, and with 
maintenance of neutralizing antibodies. Sei et al. ( 182 ) showed that the presence of HIV 
IIIB–neutralizing antibodies correlated with a more favorable prognosis. Subsequent 
studies demonstrated that the presence of neutralizing antibodies to primary HIV 
isolates and to autologous virus was associated with nonprogression. Furthermore, viral 
escape from neutralizing antibody responses is associated with the emergence of highly 
pathogenic HIV and with disease progression. Although HIV-infected long-term 
nonprogressors tend to maintain antibody responses that can neutralize a broad panel 
of primary isolates and autologous virus isolates, they are a heterogeneous group with 
regard to these neutralizing antibody responses. Whether the maintenance of 
neutralizing antibodies in nonprogressors is simply a marker for a relatively intact 
immune system, or whether these antibodies actually play an active role in determining 
the state of nonprogression remains unclear.

The morphologic abnormalities of lymphoid tissue associated with HIV disease 
progression are important determinants of immunodeficiency (see discussion above of 
immune dysfunction caused by HIV infection). Despite the long period of HIV infection 
in long-term nonprogressors, histopathologic examination of lymph node biopsies from 
these individuals reveals only mild HIV-related abnormalities such as follicular 
hyperplasia ( 18 ). The degree of follicular hyperplasia seen in nonprogressors is 
significantly less than that seen in progressors and is qualitatively distinct as well, 
without evidence of large geographic germinal centers extending into the nodal medulla. 
It is likely that preservation of lymphoid architecture in nonprogressors is a reflection of 
the lower levels of viral replication over time. Regardless of the mechanisms 
responsible for lower levels of viral replication in nonprogressors, preservation of 
lymphoid tissue architecture is a critical component of their immunocompetence. This 
further highlights the need to understand the mechanisms responsible for the 
destruction of lymphoid tissue architecture during progression of HIV disease.

Virologic Factors

Infection with attenuated strains of HIV may result in nonprogression in a small subset 
of individuals. The strongest evidence for an association of attenuated viral strains and 
nonprogression comes from an Australian cohort of nonprogressors who were infected 
by transfusion from a common donor, himself a nonprogressor ( 183 ). Viruses from 
these individuals frequently contained deletions in the Nef gene and in the Nef/U3 LTR 
overlap region, as well as duplications and rearrangements of NF?B/SP-1 sites in the 
viral LTR. Another isolated nonprogressor with viruses containing deletions within the 
Nef gene was reported by Kirchhoff et al. ( 184 ). Although these cases argue strongly 
that nonprogression may be due to infection with viral strains containing attenuated Nef 
genes, this scenario appears to be quite uncommon even among long-term 
nonprogressors. Other anecdotes implicate defective Env, Gag, Rev, Vif, Vpr, Vpu, and 



Tat genes in the pathogenesis of nonprogression; however, such instances appear to 
be the exception rather than the rule.

VACCINES

There is an urgent need to develop a safe and effective prophylactic vaccine for HIV 
infection. However, there are significant logistic and scientific obstacles to achieving 
that goal. Several aspects of HIV infection itself contribute to the difficulties in designing 
an effective vaccine. First, although the precise infectious dose in humans is not known, 
data from animal models indicates that it is likely to be quite low. Doses in the range of 
100 TCID 50 of SHIV administered intravaginally ( 185 ) or doses as low as 200 TCID 50 

of SIV atraumatically placed on the tonsil of naïve macaques ( 186 ) result in viremia and 
rapid progression of disease. In addition, latency is rapidly established during SIV 
infection of macaques, and likely during HIV infection of humans, within only a few 
rounds of replication. Thus, an effective vaccine must be capable of inducing potent 
immune responses to a relatively small inoculum and it must do so rapidly before 
latency is established. In addition, there are aspects of HIV itself that contribute to the 
challenges facing the development of a vaccine. The diversity of HIV envelope requires 
an effective global vaccine to span a wide range of HIV strains. Finally, the mechanisms 
of protective immunity to HIV are unknown. There are only rare examples of natural 
immunity that might clearly indicate the parameters to be measured or mechanisms to 
be exploited in a prophylactic or therapeutic vaccine and there are no known examples 
of eradication of infection once it has been established in humans or experimental 
animals. These factors, in addition to the difficulties in generating and maintaining 
effective immune responses, have posed extraordinary obstacles to development of 
safe, effective immunogens.

Given the obstacles to developing a preventive vaccine, and the general failure of 
available vaccines to prevent infection, there may be more modest goals with significant 
clinical relevance. These include prevention or slowing of disease progression following 
infection, prevention of person-to-person spread by lowering levels of viral replication 
after natural infection, and therapeutic immunization of chronically infected patients. 
Whether attenuation of disease alone rather than complete protection from infection is 
a more realistic goal of immunization is a matter of considerable discussion. 
Nonetheless, our current understanding of the immune response in infected humans 
and data from recent animal model studies indicate that some form of vaccine-induced 
immunity in humans may be feasible (reviewed in Moore et al. [ 187 ] and Nabel [ 188 ]). It 
is likely that maximal protection will be provided through combined induction of primed 
cellular and humoral immune responses. However, a number of formidable challenges 
to induction and maintenance of such responses remain.

A wide variety of vaccine candidates are in clinical or preclinical development. There is 
now a large experience with several purified proteins, whole killed virus, live 
recombinant viruses, and live attenuated viruses in experimental animals or humans. In 
addition, several recent advances in primate models, and the ability to measure cellular 
immune responses in these models and to correlate these responses with protection 
from infection or restriction of challenge virus replication, have provided important 



insights into factors that may contribute to the development of effective immunogens. 
Although progress is incremental, a number of vaccine approaches in macaque models 
have provided results that are encouraging for induction of an immune response that 
appears to be capable of restricting HIV replication and disease progression.

Vaccines using viral proteins alone or in various delivery vectors have now been 
extensively tested in experimental animals and in phase I/II clinical trials. Two phase III 
clinical trials of a gp120 monomer are currently being conducted. The first generation of 
candidate HIV vaccines was composed of recombinant envelope proteins derived from 
HIV-LAV, the prototypic T-cell–line-tropic strain of HIV. The predominant immune 
response to these immunizations in uninfected individuals was humoral (reviewed in 
Moore et al. [ 187 ]), and antibodies induced by these immunogens varied in the level of 
their neutralizing activity. A major drawback of these initial vaccine candidates was that 
the antibodies induced could only neutralize CXCR4-utilizing viruses and were typically 
ineffective against primary HIV-1 strains. A number of studies of envelope structure 
either in its native trimeric virion-associated state or during the interaction with target 
cell receptors have led to the development of new immunogens intended to generate 
antibodies capable of neutralizing primary HIV isolates. Some of these vaccine 
candidates are designed to more closely mimic native trimeric gp160; alternatively, 
other vaccine candidates expose epitopes not accessible on virion-associated gp160 
prior to the conformational changes induced by the interaction with target cell receptors.

The most encouraging results have been observed in studies of candidate vaccines that 
are live recombinant-vector viruses. A large number of these vaccine approaches are 
being evaluated in primate models, such as poxviruses; adenovirus; poliovirus ( 189 , 190 

); the herpesvirus family; Venezuelan equine encephalitis virus; and vesicular stomatitis 
virus (reviewed in Nabel et al. [ 188 ]). One candidate canarypox vector that encodes 
multiple HIV proteins is currently in phase II clinical trials. The poxvirus-based vaccines 
appear to be safe and have induced modest cellular immune responses in primates and 
humans. A number of live recombinant vaccines are being tested in combination with 
purified protein– or DNA-based vaccines in “prime-boost” strategies, and have proven 
to be much more immunogenic than most earlier vaccine approaches. Intramuscularly 
or intradermally injected, plasmid DNA-encoding viral antigens are transcribed, and the 
expressed proteins are processed and presented in the secondary lymphoid tissue, 
resulting in the induction of cellular and humoral responses. In one recent study ( 191 ), 
macaques immunized with a recombinant DNA plasmid vaccine and boosted with 
recombinant MVA (modified vaccinia Ankara) encoding SIV Gag, Pol, and 89.6 Env, 
restricted replication of a intrarectal challenge with a pathogenic SHIV. This effect was 
observed even though the challenge was administered 7 months after the final booster 
immunization. Similar levels of restriction of pathogenic SHIV challenge have recently 
been observed in the absence of live recombinant vectors, using DNA that encode an 
IL-2 immunoglobulin fusion protein or in combination with the fusion protein itself ( 192 ).

Vaccines that induce antibody responses also may play a role in strategies to attenuate 
HIV replication following initial infection. However, a number of obstacles persist in the 
development of vaccines that may mediate their effect through neutralizing antibodies. 
Several studies have suggested that extraordinarily high levels of neutralizing 
antibodies would be required to prevent infection. A neutralizing antibody b12 was 



shown to protect hu-PBL-SCID mice against challenge with primary isolate viruses only 
when extremely high levels of this neutralizing antibody were present at the time of 
challenge ( 188 ). The potential for neutralizing antibodies to provide protection from 
infection has been demonstrated by several passive transfer studies using SIV-HIV 
chimeras that express HIV envelopes (SHIV) ( 193 ). In these studies, neutralizing 
polyclonal chimpanzee-derived antibodies or cocktails of monoclonal antibodies with 
polyclonal human anti-HIV preparations (HIVIG) were passively transferred. In each 
case, extremely high levels of neutralizing antibodies sufficient to neutralize essentially 
all of the challenge virus were required to protect macaques from intravenous SHIV 
challenge. These levels of neutralizing antibodies are thought to be unattainable by any 
current vaccine candidates. However, a number of other recent studies have suggested 
that protection from oral or vaginal challenge is easier to achieve and levels of 
neutralizing antibodies required for this protection may be closer to that required for 
protection from other viruses ( 185 ). Serum neutralizing antibody titers on the order of 
1:400 achieved by passive transfer have provided complete protection from vaginal 
challenge with SHIV. This level is similar to levels known to protect in other virus 
systems. In addition, there is some suggestion that titers in the range of 1:100, although 
not providing complete protection, may attenuate peak viremia and provide significant 
benefit. However, the relatively poor immunogenicity of HIV-envelope glycoprotein 
makes even these lowered goals of neutralizing antibody levels difficult to achieve with 
current immunogens. In addition, because only low levels of neutralizing antibodies are 
induced by natural infection or current vaccines, division of highly diverse clades of 
virus into serotypes has not been achieved. Neutralization appears to be highly 
strain-specific and examples of broadly cross-neutralizing antibodies have only 
infrequently been demonstrated. If neutralizing antibodies to prevent infection cannot be 
generated, it may be possible to generate sterilizing immunity to control infection. 
Utilizing a novel technique of screening random peptide libraries with sera from 
HIV-infected individuals, Chen and colleagues identified antigenic and immunogenic 
mimics of HIV epitopes ( 194 ). Upon immunization with the mimotopes together with 
QS21 adjuvant, rhesus macaques generated antibody responses that cross-reacted 
with HIV envelope proteins. The mimotope-immunized animals, a control group of 
monkeys immunized with wild-type phages or vaccine-naïve animals were challenged 
with intravenous SHIV-89.6PD, a virus commonly used in vaccine research in 
macaques. During 10 months of observation, monkeys in the control groups 
experienced high peaks of viremia, an irreversible decline of CD4 + T cells and 
AIDS-like syndromes. The mimotope-immunized monkeys were not protected against 
infection; however, four out of five animals showed significantly reduced levels of peak 
viremia compared to control animals with a subsequent spontaneous decrease in 
viremia to low or undetectable levels. In addition, the CD4 + T-cell count in the 
mimotope-immunized macaques remained relatively stable and there was no evidence 
of AIDS-like syndromes.

One of the earliest demonstrations of the ability to protect against a pathogenic 
challenge virus was provided by the use of live attenuated viruses. Macaques infected 
with an SIV lacking the Nef gene developed a nonpathogenic infection and were 
protected against a subsequent challenge with a pathogenic SIV containing an active 
Nef gene ( 195 ). The mechanism of protection of the attenuated Nef-deleted SIV is 
unknown but it is believed to be mediated in large part by a cellular immune response. 



Use of a live attenuated virus may have an advantage over other approaches in that it 
may intermittently or continuously restimulate a cellular immune response. However, 
enthusiasm for development of live attenuated approaches has diminished. Of note, 
when the attenuated Nef-deleted virus was given to neonatal macaques, a pathogenic 
infection ensued ( 196 ), suggesting that under certain circumstances the attenuated 
virus is pathogenic. In addition, members of a cohort infected by blood transfusion from 
a single donor that carried a Nef-deleted virus have ultimately developed progressive 
disease, although direct comparisons with an engineered live attenuated virus cannot 
be drawn. Nonetheless, the potent restriction of challenge virus that is induced by a 
chronically expressed vaccine antigen has led to a continued interest in other viral 
vectors that persist in the host but that lack the safety concerns of live attenuated HIV. 
HIV genes inserted into vectors that chronically or intermittently express antigens of 
interest, such as members of the herpesvirus family, are currently being tested in 
experimental primates.

ROLE OF CELLULAR ACTIVATION IN HIV PATHOGENESIS

The primary function of the immune system is to recognize foreign antigens, mobilize a 
response to pathogenic substances, clear them, and then return to a resting state in 
order to respond efficiently to other antigens or to a second challenge of the same 
antigen with increased efficiency (anamnestic response). In HIV infection, the immune 
system is chronically activated in response to persistent HIV replication. HIV subverts 
the immune system by inducing immune activation and utilizing this milieu toward its 
own replicative advantage (reviewed in Fauci [ 197 ]). Manifestations of an activated 
immune system include hyperactivation of B cells leading to hypergammaglobulinemia; 
spontaneous lymphocyte proliferation; activation of monocytes; an increase in the 
expression of activation markers on CD4 + and CD8 + T cells; lymphoid hyperplasia, 
particularly early in the course of disease; increased secretion of proinflammatory 
cytokines; elevated levels of neopterin, ß2-microglobulin, acid-labile interferon, and 
soluble IL-2 receptors; and autoimmune phenomena (see above discussion of immune 
dysfunction caused by HIV infection).

A number of experiments suggest that HIV replication in vivo is dependent on 

antigen-driven activation of CD4 + T cells. HIV-infected individuals who had intercurrent 
infections, or who were immunized with various vaccines, experienced transient 
increases in plasma viremia that correlated with the degree of immune activation that 
was induced; similar observations have been made in SIV-infected macaques 
(reviewed in Goletti et al. [ 198 ] and Stanley et al. [ 199 ]). The amount of viral replication 
observed after vaccination with influenza vaccine or tetanus toxoid, or during active 
infection with M. tuberculosis, correlated inversely with the stage of HIV disease. 
Individuals with late-stage HIV disease had a moderate increase in viral replication, 
while individuals with early-stage disease had a much greater increase in plasma 
viremia over baseline, suggesting a correlation between the ability of the immune 
system to respond to antigen and the magnitude of viral induction. Furthermore, when 
PBMC from tetanus toxoid–immunized, HIV-infected individuals were stimulated in vitro 
with tetanus antigen, or when PBMC from purified protein derivative (PPD)–positive, 
HIV-infected individuals were stimulated in vitro with PPD or live M. tuberculosis, 



subjects with early-stage disease manifested a much stronger proliferative response to 
the respective antigens with a larger increase in viral replication in vitro than did 
individuals with advanced-stage disease. These studies suggest that the level of viral 
replication correlates with the level of immune system activation in response to an 
antigen. Other experiments have analyzed lymphoid tissue from HIV-infected 
individuals. Within individual splenic white pulps, a restricted number of individual 
antigen-specific immune responses occurred (defined by the analysis of T-cell receptor 
Vß gene usage), and each of the immune responses contained a single or limited 
number of HIV quasispecies (see HIV reservoirs above). These data support the theory 
that within the context of individual antigen-specific immune responses, a single 
quasispecies of HIV, which was present at the initiation of the reaction, spread among 
the newly activated T cells. Thus, it is likely that the continuous daily production of HIV 
occurs in newly activated CD4 + T cells that are being driven by antigen-specific 
activation.

The potential deleterious consequences of chronic immune activation are numerous. 
From an immunologic standpoint, activation of the immune system in response to 
antigenic stimuli is critical for normal immune function. However, chronic, persistent 
exposure of the immune system to a particular antigen over an extended period of time 
may lead to a decreased ability to maintain an adequate immune response to the 
antigen in question. Additionally, the functional capability of the aberrantly activated 
immune system to respond to a broad spectrum of antigens may be compromised. 
From a virologic standpoint, although quiescent CD4 + T cells can be infected with HIV, 
reverse transcription, integration, and virus spread are much more efficient in activated 
cells. In addition, it has been demonstrated that cellular activation induces expression of 
virus in latently infected CD4 + T cells. These observations highlight the extraordinary 
capacity of HIV to exploit immune activation for its own replicative advantage.

CYTOKINES, CHEMOKINES, AND HIV

Cytokines (see Chapter 23, Chapter 24, and Chapter 25) are the soluble mediators of 
inflammation, activation, differentiation, and chemotaxis. They have complex effects on 
the replication of HIV (reviewed in Fauci [ 200 ], Poli and Fauci [ 201 ], and Cohen et al. [ 
202 ]) ( Fig. 3); certain cytokines (e.g., TNF-a) can directly induce HIV expression through 
the activation of NF?B while others act by altering the state of activation or 
differentiation of target cells. HIV infection induces the production of TNF-a and IL-6, as 
well as other cytokines, which act in an autocrine and paracrine manner to up-regulate 
HIV replication. HIV envelope proteins also can directly induce the release of many 
cytokines, suggesting that HIV infection of a cell is not required to induce the release of 
certain cytokines. In vitro studies in a variety of model systems have assigned general 
HIV regulatory activities to individual cytokines; certain of these cytokines can either 
induce or suppress HIV, depending on the in vitro system used. The in vivo effects of a 
cytokine on HIV replication are difficult to predict because most in vitro systems reflect a 
small fraction of the possible interactions in an entire immune system. However, it is 
likely that cytokines are important modulators of HIV replication in vivo and that the 
balance between HIV-inductive and HIV-suppressive cytokines is important in 
determining the steady-state level of viral replication that occurs in an HIV-infected 



individual ( Fig. 4). Alterations in cellular activation and the resultant change in the 
cytokine milieu, as well as the administration of anti-inflammatory cytokines, have been 
shown to have substantial effects on HIV replication.

 
FIG. 3. Cytokine and chemokine regulatory networks that affect HIV. Endogenous 

cytokines regulate viral replication in CD4 + T cells. Numerous cytokines, particularly 
the proinflammatory cytokines TNF-a, IL-1ß, and IL-6, strongly up-regulate viral 
replication. TGF-ß and IL-10 down-regulate viral replication; in the case of IL-10, this 
effect is at least in part due to the down-regulation of proinflammatory cytokines. The 
ß-chemokines, which are secreted by a variety of cell types, including CD8 + and CD8 - 
mononuclear cells, strongly inhibit infection by CCR5-utilizing strains of HIV, whereas 
SDF-1 inhibits infection with CXCR4-utilizing strains. Adapted from Fauci ( 200 ), with 
permission.

 
FIG. 4. A delicate balance of host factors determines the net rate of HIV replication. 
Several of the HIV-inductive and HIV-suppressive factors are depicted. Adapted from 
Fauci ( 200 ), with permission.

Effect of Cytokines on HIV Replication

Multiple cytokines—including IL-1ß, IL-2, IL-3, IL-6, IL-8, IL-12, IL-15, TNF-a and ß, 
macrophage (M)-CSF, and GM-CSF—induce HIV replication in in vitro systems. Other 
cytokines including IL-4, TGF-ß, IL-10, and IFN-?, have dual effects depending on the 
system employed in their study, and some cytokines, including IFN-a and IFN-ß, IL-13 



and IL-18, have only been observed to suppress HIV replication (reviewed in Poli et al. [ 
203 ]) ( Table 5). The a and ß chemokines also have profound effects on virus 
replication. Most of these effects are suppressive; however, under certain 
circumstances these cytokines can up-regulate virus replication (reviewed in Fauci 
619]). Cell culture systems employed to study cytokine regulation can be broadly 
divided into transformed cell lines and primary cells. These can be further divided into 
acute infection systems, where HIV is added to uninfected cell lines or to cells from 
healthy, uninfected individuals, and endogenous infection systems, where chronically 
infected cell lines or cells from HIV-infected subjects are used and the virus that 
replicates is produced by the infected cells. A number of in vitro model systems of 
chronically infected monocytic or T-cell lines, primary cultures of peripheral-blood or 
lymph-node mononuclear cells from HIV-infected individuals, and acutely infected 
primary cell cultures have been utilized to demonstrate the role of cytokines in the 
regulation of HIV expression. In addition, modulation of HIV expression has been 
demonstrated either by manipulating endogenous cytokines or by adding exogenous 
cytokines to culture.

 
TABLE 5. Cytokine, chemokine and cytokine-related molecules with regulatory effects 
on HIV replication

Proinflammatory Cytokines The best-studied activators of HIV replication are the 
proinflammatory cytokines, TNF-a, IL-1ß, and IL-6. HIV infection directly up-regulates 
TNF-a production in vitro and TNF-a increases HIV replication in multiple in vitro 
systems (reviewed in Poli et al. [ 203 ]). Initial studies of the effect of TNF-a on HIV were 
conducted in cell lines chronically infected with HIV with low levels or no baseline level 
of virus production. The addition of TNF-a to these cell lines resulted in an increase in 
viral RNA, protein, and virion production. This enhancement of HIV replication was 
found to be due to TNF activation of NF?B proteins, which bind to tandem NF?B sites 



on the viral LTR and increase transcription. Addition of exogenous TNF-a to 
monocyte-derived macrophages (MDM) or activated PBMC also resulted in 
enhancement of HIV replication; inhibition of the endogenously produced TNF-a by the 
addition of neutralizing antibodies or soluble receptors resulted in inhibition of HIV 
replication. Another member of the TNF receptor family, CD30, can stimulate HIV 
replication in a chronically infected T-cell line in an NF?B-dependent, TNF-independent 
manner. IL-1ß directly activates HIV replication in monocytic cell lines by transcriptional 
and post-transcriptional mechanisms independent of NF?B. It synergizes with multiple 
cytokines, including IL-4 and IL-6, to induce HIV expression in the chronically 
HIV-infected promonocytic U1 cell line; this effect can be inhibited with IL-1 receptor 
antagonist (ra) (reviewed in Poli et al. [ 203 ]). Inhibition of endogenously produced IL-1ß 
in activated PBMC by the addition of neutralizing antibodies or IL-1ra to the culture 
leads to inhibition of viral replication. IL-6 induces HIV replication in chronically infected 
monocytic cell lines and synergizes with other cytokines including TNF-a. In the U1 
promonocytic cell line, the mechanism of IL-6 action on HIV appears to be mainly 
post-transcriptional; however, when IL-6 was added to TNF-a–stimulated cells, 
enhancement of transcription was also observed. Inhibition of endogenously produced 
IL-6 in cultures of stimulated PBMC results in a decrease in viral replication. IL-2 is the 
most potent stimulator of HIV replication in activated CD4 + T cells, due to the 
dependence of HIV replication on T-cell proliferation ( 1 , 3 ). IL-2 does not appear to 
have an enhancing effect on HIV in the absence of T-cell proliferation. The addition of 
IL-2 to acutely infected PBMC or CD8 + T-cell–depleted PBMC from HIV-infected 
individuals results in the production of multiple cytokines, including IL-1ß, IL-6, TNF-a, 
and IFN-?. Neutralization of these endogenous cytokines blocks viral replication, 
suggesting that IL-2 can induce an autocrine and paracrine loop of HIV-inductive 
cytokines. However, IL-2 also can increase HIV replication in systems that are relatively 
independent of proinflammatory cytokines, suggesting multiple mechanisms of 
IL-2–induced HIV replication. Although IL-2 can increase the expression of the HIV 
co-receptor CCR5 on CD4 + T cells ( 204 ), it does not result in a net increase in plasma 
viremia when administered to HIV-infected subjects, as discussed below. IL-15 is 
produced by antigen-presenting cells including monocyte/macrophages and DCs, and 
uses portions of the IL-2 receptor (the ß and ? chains) for signaling. In both HIV + and 
HIV-negative individuals, IL-15 induces many of the same LAK-activating and IFN-? 
enhancing activities as does IL-2. Similarly, both cytokines induce HIV replication in 
PBMC, although some reports suggest that IL-15 induces less p24 production 
compared to that induced by IL-2 ( 205 ). It has also been suggested that IL-15 plays a 
role in the hypergammaglobulinemia observed in HIV-infected subjects ( 206 ). 
Anti-Inflammatory Cytokines IL-4, IL-10, IL-13, TGF-ß, and IL-1ra all have 
anti-inflammatory activities, in that they inhibit the production and/or action of the 
inflammatory mediators IL-1ß, IL-6, and TNF-a. In addition to their anti-inflammatory 
effect, each has different and partially overlapping immune activities and each can 
modulate expression of HIV. IL-4 has both enhancing and suppressing activities on HIV 
infection of MDM depending on the culture conditions. IL-4, either alone or in 
combination with IL-2, is a very potent stimulator of HIV replication in CD4 + T cells, 
likely by increasing the growth rate of these cells through its T-cell growth factor 
activities. IL-10 potently inhibits HIV replication in acute and endogenous infection 
systems of CD4 + T cells. One of its mechanisms of action is an inhibition of activation 



and proliferation of T cells ( 207 ). IL-10 also inhibits HIV replication in MDM ( 208 ). At high 
concentrations, IL-10 inhibits the release of HIV-induced TNF-a and IL-6; exogenous 
supplementation of these cytokines restores viral replication. At lower concentrations of 
IL-10, inhibition of TNF-a and IL-6 is incomplete, no inhibition of HIV replication is 
observed, and modest enhancement may be seen ( 209 ). In the chronically HIV-infected 
U1 cell line, IL-10 alone has no effect on HIV replication; however, it can synergize with 
multiple cytokines, including IL-1ß, IL-4, IL-6, TNF-a, and GM-CSF to increase viral 
production ( 210 ). IL-13 has been found to inhibit HIV infection of MDM by unknown 
mechanisms; this effect may be dependent on the stage of maturation of the infected 
cells ( 211 ). TGF-ß has dichotomous effects on HIV replication in acutely infected MDM, 
depending on when the cytokine is added to the culture relative to infection ( 212 ). In 
chronically infected monocytic cell lines, TGF-ß blocks phorbol 12-myristate, 13-acetate 
(PMA)– or IL-6–induced production of HIV. IL-1ra inhibits HIV replication in 
IL-2–stimulated PBMC through its blockade of IL-1ß. In addition, IL-4, IL-13, and TGF-ß 
inhibit HIV expression in LPS- and GM-CSF-stimulated, chronically infected monocytic 
cell lines by increasing the ratio of expression of endogenous IL-1ra to IL-1ß ( 213 ). 
Thus, although each of these anti-inflammatory cytokines has multiple effects on HIV 
replication in different systems, they share the ability to inhibit at least a portion of the 
proinflammatory cytokine response, thereby inhibiting HIV production. 
Colony-Stimulating Factors GM-CSF and M-CSF are both potent stimulators of HIV 
replication in MDM. Initial studies of MDM infection with HIV used M-CSF and GM-CSF 
to promote the in vitro maturation of the macrophages and allow for efficient infection ( 
214 ). GM-CSF has been used in clinical trials for leukopenia in advanced HIV disease; it 
resulted in a greater than twofold increase in total leukocytes, monocytes, and 
neutrophils that was maintained throughout therapy, and no adverse events or 
significant increases in plasma viremia were detected. Likewise, a study of GM-CSF 
therapy in HIV-infected children found similar increases in leukocyte and neutrophil 
counts ( 215 ). Thus, although GM-CSF has been demonstrated to be a potent inducer of 
HIV replication in MDM in vitro, no increases in viral replication were noted in adults or 
children receiving this cytokine. This observation may be due to the fact that most 
patients were concomitantly receiving antiretroviral therapy. 
Interferons Interferons have potent effects on HIV replication in various in vitro 
systems. IFN-a and IFN-ß suppress HIV replication at multiple steps in the viral life 
cycle in both activated CD4 + T cells and MDM. In acute infection systems of activated 
T cells and monocytes, the major level of blockade occurs prior to formation and 
integration of the provirus. In chronically infected cell lines, at least two mechanisms of 
inhibition have been identified. One is a block in viral assembly and release, and the 
second is the inhibition of viral transcription. IFN-? enhances HIV replication in CD4 + T 
cells in an autocrine manner. In MDM and chronically infected monocytic cell lines, it 
enhances viral replication when added prior to infection and inhibits replication when 
added following infection ( 216 ). Inhibition of viral replication occurs by a mechanism 
similar to that observed for the alpha interferons ( 217 ). IL-18 suppresses HIV replication 
in T cells in vitro by enhancing the antiviral effects of IFN-? ( 218 ). Clinical trials with 
IFN-a, generally used to treat Kaposi’s sarcoma, have not generally shown a favorable 
impact on progression of HIV disease ( 219 ). 
Chemokines MIP-1a, MIP-1ß, and RANTES inhibit CCR5-utilizing HIV infection of CD4 



+ T cells by blocking the interaction of gp160 with CCR5 and subsequent fusion of the 
virus with the cell membrane. However, these chemokines also can enhance viral 
replication of viruses that use CXCR4 for entry into cells ( 220 ). They also enhance the 
replication of CCR5-utilizing virus in MDM ( 221 ). Levels of MIP-1a, MIP-1ß, and 
RANTES have varied from individual to individual in most studies; however, no 
significant differences in plasma levels or in levels from mitogen-stimulated PBMCs 
were noted among HIV-infected individuals at various stages of disease (see above 
discussion on HIV-specific immune responses). SDF-1, a ligand for CXCR4 (a 
co-receptor for certain strains of HIV), has been shown to block infection of 
CXCR4-utilizing viruses by blocking fusion and entry of the virus. There are numerous 
effects in terms of both up-regulation and down-regulation of cytokines on the 
expression of CCR5 and CXCR4 that may contribute to enhancement or suppression of 
HIV replication (reviewed in Kinter et al. [ 222 ]). The CXC chemokines IL-8 and 
growth-regulated oncogene alpha (GRO-a) stimulate replication in MDM and 
T-lymphocytes in a paracrine/autocrine fashion ( 223 ). Exposure of MDM to HIV results 
in increased production of both IL-8 and GRO-a that then act to enhance HIV 
replication in both MDM and T cells. In addition, compounds that inhibit the interaction 
of these chemokines with their receptors, CXCR1 and CXCR2, prevent the enhanced 
replication that is induced by IL-8 and GRO-a. 

Effect of HIV on Cytokine Production and Networks

HIV has multiple effects on cytokine production in vivo and in vitro. These include direct 
effects due to infection of cells or binding of the virus to the cell surface, and indirect 
effects mediated by responses to the viral infection. Soluble viral proteins can also 
directly induce certain cytokines. The role of HIV-induced dysregulation of cytokine 
networks in disease pathogenesis is likely multifactorial; many of the alterations in 
cytokine production, such as the increases in proinflammatory cytokines, favor HIV 
replication while others, such as the decrease in IL-2 production, have effects that are 
less clear (reviewed in Cohen et al. [ 202 ]).

As noted above, HIV infection of cells in vitro induces the secretion of TNF-a, IL-1ß, and 
IL-6. These proinflammatory cytokines then act on the cell to increase HIV replication, 
forming an autocrine/paracrine loop. Production of these cytokines is not dependent on 
infection, as the addition of HIV envelope protein alone induces these cytokines through 
ligation of cell surface CD4 on monocytes and MDM ( 209 ). During acute infection with 
HIV in humans and SIV in macaques, elevated levels of both TNF-a and IL-6 have been 
observed. During the clinically latent stages of disease, levels of TNF-a, IL-1ß, IFN-?, 
and IL-6 have been observed to be elevated in some but not all studies. PBMC, CD4 + 
T cells, monocyte/macrophages, and alveolar macrophages from HIV-infected subjects 
produce more TNF-a in vitro compared to cells from healthy, uninfected control subjects 
( 224 ). Certain studies have demonstrated that, with disease progression, levels of 
TNF-a increase suggesting a pathogenic role for this cytokine.

Dysregulation of IL-2 production has long been recognized as a characteristic of HIV 
infection (reviewed in Poli and Fauci [ 201 ]). HIV infection of CD4 + T cells in vitro results 



in a decreased ability to produce IL-2; indeed, CD4 + T cells isolated from HIV-infected 
individuals produce abnormally low levels of IL-2 in response to mitogenic or antigenic 
stimulation. A decrease in IL-2 production and loss of antigen-specific T cells are 
hallmarks of the immune deficiency of HIV infection. IL-2 protein and mRNA levels are 
reduced in both PBMC and lymph node cells from HIV-infected individuals compared to 
levels found in healthy, uninfected control subjects. Loss of IL-2 secretion in response 
to mitogens, alloantigens, and recall antigens correlates with the loss of CD4 + T cells 
and disease progression.

T helper (Th)-1 cells are characterized by the secretion of IL-2 and IFN-? and favor 
cell-mediated immune responses, while Th2 cells secrete IL-4, IL-5, and IL-6, and 
preferentially support humoral immune responses, although clones of each type can 
support either activity. While it is clear that the Th1 limb of cellular immune responses is 
impaired during the course of HIV infection, controversy surrounds the proposed 
dominance of Th2-like responses (i.e., secretion of IL-4, IL-5, and IL-10) during 
progression of HIV disease. Clerici et al. (reviewed in Clerici and Shearer [ 225 ]) showed 
that stimulated PBMC from HIV-infected patients exhibit a preferential Th2 pattern of 
cytokine secretion with disease progression; however, other investigators have found a 
skewing of the cytokine secretion pattern of T cells from HIV-infected patients toward a 
Th0 state (i.e., secretion of cytokines characteristic of both Th1 and Th2 patterns) 
rather than toward a Th2 state. In either case, the finding that HIV replication is more 
efficient in Th0 compared to Th1 clones highlights the potential importance of impaired 
Th1 responses in the pathogenesis of HIV disease. In this regard, IL-12 plays an 
important role in Th1 immune responses by enhancing production of IFN-?. Several 
intracellular pathogens, including HIV, subvert the development of cell-mediated 
immunity to themselves by inhibiting the production of IL-12 ( 226 ). The mechanisms for 
this dysregulation of Th1 responses remain unknown.

In vitro studies of the effect of various cytokines on HIV replication provide models to 
understand possible pathogenic mechanisms; however, the complexity of the in vivo 
cytokine network renders the interpretation of the role of individual cytokines in HIV 
pathogenesis quite difficult. In this regard, a number of cytokines have been used 
therapeutically in HIV-infected individuals, including IL-2, IL-4, IL-10, IFN-a, and 
GM-CSF.

IL-2 is currently being studied in clinical trials using a regimen of continuous intravenous 
or daily subcutaneous dosing for 3 to 5 days followed by a rest period of approximately 
8 weeks. In phase I/II studies, many subjects had a significant increase in their CD4 + 
T-cell counts, often to ranges of 800 to 1,000/µl ( 227 ) ( Fig. 5). Administration of IL-2 
was associated with multiple, transient adverse effects that correlated in part with 
IL-2–induced secretion of TNF-a. A transient increase in plasma viremia that returned to 
baseline was also noted in the acute setting of IL-2 administration. All patients who 
received IL-2 were also receiving some form of antiretroviral therapy, and levels of 
baseline viremia were no different from those in comparable patients who were 
receiving antiretroviral therapy without IL-2. In subjects with low CD4 + T-cell counts 
(i.e., <200 cells/µL) who received IL-2, CD4 + T-cell counts failed to increase and levels 
of plasma viremia increased. This latter finding likely relates to the fact that patients with 



lower CD4 + T-cell counts were more likely to harbor a virus that was resistant to the 
antiretroviral drugs that they were receiving. In addition, patients with advanced-stage 
HIV disease have substantial depletion of multiple CD4 + T-cell clones, a situation 
apparently not reversed by IL-2 therapy. In cells isolated from patients with moderate 
immunodeficiency, IL-2 in vitro selectively and preferentially induces the noncytolytic 
CD8 suppressor effect, rather than increasing virus replication ( 202 ). The addition of 
combination antiviral therapy to IL-2 therapy resulted in a more sustained increase in 
CD4 + T-cell counts, a blunted transient burst in plasma viremia, and increases in CD4 
+ T-cell counts in patients with initial counts below 200 cells/µL. Increases in CD4 + T 
cells during IL-2 therapy appear to result from extrathymic expansion of the existing 
CD4 + T-cell repertoire, since PCR analysis of the T-cell receptor repertoire indicate that 
deleted clones are not regenerated and that the repertoire remains skewed as it 
expands. In addition, the increase in CD4 + T cells is a result of a balance between 
destruction induced by IL-2–mediated apoptosis and an increase in CD4 + T cells from 
peripheral expansion through enhanced proliferation ( 228 ).

 
FIG. 5. IL-2 administration in combination with antiretroviral agents induces sustained 

increases in CD4 + T-cell counts compared with antiretroviral therapy alone or no 
treatment.

IL-10 has been used in phase I clinical trials in HIV-infected subjects. Despite the strong 
effect on HIV replication in vitro, there has been no significant decrease in plasma 
viremia in HIV-infected patients in vivo ( 229 ). IL-4 has been used in the treatment of 
Kaposi’s sarcoma. No increases in plasma viral load were observed during treatment, 



again demonstrating the differences between in vitro systems and in vivo activity.

Cytokines may play an important role as adjuvant therapy in the development of 
effective vaccines against HIV. In a study utilizing DNA vaccines expressing SIVmac239 
Gag and HIV-1 89.6P Env, macaques receiving the DNA vaccines augmented by the 
administration of purified fusion protein consisting of IL-2 and the Fc portion of IgG 
demonstrated potent secondary CTL responses, stable CD4 + T-cell counts, and 
persistent suppression of plasma viremia following challenge with SHIV 89.6P ( 192 ). In 
contrast, animals that were not vaccinated, or that were vaccinated in the absence of 
adjuvant therapy, had a significantly less pronounced response to vaccination and a 
worse clinical course following challenge. In addition, IL-12 and GM-CSF have been 
observed to synergistically induce CTL and protect against mucosal viral transmission 
when administered with HIV peptide and cholera toxin ( 230 ).

HIV Infection and Cytokine Network in Central Nervous System

HIV-induced CNS disease likely is a result of the complex interaction of cytokine 
networks and activation of the targets of HIV infection, including microglial cells. HIV 
infection of brain microglial cells, derived from the monocytic lineage, may lead to 
certain of the manifestations of HIV nervous system disease. HIV infection of microglial 
cells, like that of CD4 + T cells, results in a higher level of cytopathicity than that seen in 
macrophages ( 231 ). The manifestations of HIV infection of microglial cells include 
encephalopathy and neuropathy, astrocytosis, and cerebral vasculitis. IL-1ß and TNF-a, 
both induced by HIV, have neurotoxic activities ( 232 ). TGF-ß, an anti-inflammatory 
cytokine, has been demonstrated to have both a neuroprotective and a neurotoxic 
effect. IL-10 has a macrophage-deactivating and antiproinflammatory effect on CNS 
microglia, resulting in a decrease in neurotoxin release.

New insights into the pathogenesis of AIDS-associated CMV encephalitis highlight the 
complex interactions among cytokines, HIV co-receptors, and HIV. Bernasconi et al. ( 
233 ) reported that levels of the chemokine monocyte chemotactic protein (MCP)-1, were 
markedly elevated in the cerebrospinal fluid of AIDS patients with CMV encephalitis. 
Subsequently, it was shown that CMV encodes a chemokine receptor, US28, that is 
homologous to CCR2. This receptor is triggered by MCP-1 and can also be used by 
HIV as a co-receptor for cell entry. Thus, the high levels of MCP-1 that are found in 
cerebrospinal fluid during CMV encephalitis may be responsible for recruitment and 
activation of monocytes; these cells can elaborate proinflammatory cytokines and 
thereby enhance HIV replication and induce neuropathologic disease. Furthermore, 
expression of US28 on CMV-infected cells may provide HIV with an expanded range of 
target cells for infection.

CONCLUSIONS

Great strides have been made in the clinical management of HIV disease. Although 
these advances have greatly improved the quality of life for many HIV-infected 
individuals, it is likely that further advances will be dependent on a fuller understanding 



of the immunopathogenesis of HIV infection. In this regard, the discovery that certain 
chemokine receptors function as co-receptors for cellular entry by HIV has greatly 
expanded the range of host factors that can be targeted for therapeutic intervention. As 
more is learned about the expression and regulation of these chemokine receptors in 
tissues, and about the complex effects that these receptors and their ligands have on 
the trafficking of cells that may play central roles in the pathogenesis of HIV disease, no 
doubt more opportunities for therapeutic intervention will arise. Many other questions 
linger regarding the pathogenesis of HIV disease. The dynamics of CD4 + T-cell 
production, trafficking, and death during the course of HIV infection and following 
initiation of antiretroviral therapy remain enigmatic. Many mechanisms of HIV-induced 
CD4 + T-cell death appear to be operative in vitro; however, debate continues regarding 

the precise mechanisms of CD4 + T-cell depletion in vivo. Studies of individuals who are 
frequently exposed to HIV infection yet remain uninfected, and HIV-infected long-term 
nonprogressors should yield important insights into the nature of protective immunity in 
HIV infection. Answers to these central questions in HIV pathogenesis will facilitate the 
rational development of vaccines, antiretroviral agents, and immunorestorative 
strategies.
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Vaccines are history’s most cost-effective public health tools and have so reduced the 
prevalence of many infectious diseases as to engender a dangerous complacency in 
many communities. Furthermore, in our rapidly changing society, there is a tendency for 
yesterday’s miracle to become today’s commonplace. The triumph of polio 
immunization is taken for granted, but the medical community’s incapacity yet to 
immunize against the human immunodeficiency virus (HIV) and acquired 
immunodeficiency syndrome (AIDS) is criticized. The devastating impact of the AIDS 
pandemic has certainly increased interest in vaccine research and has led to improved 
funding for the whole area from both public and private sources, and so an overview of 
the vaccine field is timely. However, vaccinology, positioned as it is at the interface of 
medical microbiology, public health, and immunology, is not an area that fundamental 
immunologists traditionally warm to. This chapter attempts to point out how much our 
new knowledge of the molecular and cellular regulation of immune responses can 
contribute to rational design of vaccines and adjuvant formulations. However, this 
technical material is interwoven with practical questions such as how to avoid a plethora 
of injections for infants, how to cope with vaccine-related adverse events, and how to 
ensure that the benefits of vaccines reach the citizens of the poorer countries without 
delay.

The chief focus, of course, is on vaccines to prevent infections, but other possible uses 
need to be explored. Can a vaccine approach treat an established infection, providing 
immunotherapy rather than immunoprophylaxis? Can there be “negative” vaccines such 



as in autoimmunity, allergy, or transplantation? What about vaccines in cancer and birth 
control vaccines? These concepts are briefly explored.

This chapter is not meant as a compendium of current or probable future vaccines. 
There are excellent recent works that fulfill this purpose ( 1 , 2 ). Rather, the examples of 
vaccines described are meant to be illustrative both of the diverse processes capable of 
leading to protection and of the immense public benefits obtainable. The fact that it has 
been necessary to cite quite a few diseases reflects the protean nature and rich 
promise of the field.

HISTORICAL PERSPECTIVES

Early civilizations that left written records, such as those of Egypt, India, Greece, and 
China, made references to infectious diseases, but the accuracy of diagnosis is 
frequently questionable. For example, it is now believed that the “leprosy” referred to in 
the Bible may well have represented a dermatological condition such as psoriasis. In 
their monumental work on smallpox and its eradication, Fenner et al. ( 3 ) concluded that 
“unmistakable descriptions of smallpox did not appear until the fourth century A.D. in 
China.” Nevertheless, the specificity of immunity and its frequent lifelong duration were 
known, for example, to the ancient Greeks. The word immunity was first used in the 
fourteenth century with reference to plague. In the absence of knowledge of the 
microbial origin of infections, including epidemics, little could be done to make use of 
the concept.

One exception was the practice of variolation as a procedure to prevent smallpox. This 
most feared of diseases caused a case-fatality rate of 20% to 30% and left its other 
victims scarred for life. As early as the tenth century A.D., the pustular fluids from 
smallpox lesions, or the dried scabs from healing sores, were given to susceptible 
individuals to make them immune. In India, inoculation was into the skin, but in China, it 
was into the nose. For reasons that are not entirely clear, variolation resulted in less 
severe disease than natural infection. There was usually a nasty lesion at the 
inoculation site, some satellite blisters, frequently a mild rash, and constitutional 
symptoms. However, the mortality rate, at 1% to 2%, was relatively low, and there was 
much less scarring than after a regular attack. There were other serious constraints. For 
example, persons in contact with variolated people frequently developed the full, natural 
infection. Despite this, no less august a body than the Royal Society of London debated 
the subject in the early eighteenth century. There is no doubt that variolation worked, in 
the sense of conferring immunity. Nevertheless, the medical profession as a whole 
remained skeptical.

Lady Mary Montagu is usually credited for introducing variolation into Great Britain, 
although the importance of her promotional work has been called into question. As the 
wife of the British Ambassador in Constantinople, she had been sufficiently impressed 
with the common local practice to have her own 6-year-old son variolated in 1718. 
Returning to London, she interested several prominent members of the Royal College 
of Physicians in the practice as they struggled with the terrible smallpox epidemic of 
1721. The President of the College, Sir Hans Sloane, became a convert after some 
experiments on convicted felons and arranged the variolation of two royal princesses. 



Despite several successes, variolation never became a truly widespread practice in 
Britain or Europe. However, certain failures of variolation to take effect ushered in the 
vaccine era.

The Jennerian Era

In the 1760s and 1770s, several physicians drew attention to the fact that milkmaids 
were rarely pockmarked. Frequently, they developed sores on their hands because they 
had caught an infection from the teat of a cow. The relevant cow disease bore some 
similarity to human smallpox. It was found that these milkmaids could not be 
successfully variolated. Several people—for example, farmer Benjamin Justy—claimed 
to have inoculated cowpox material into their children because of this series of 
observations. Be that as it may, it was Edward Jenner ( 4 ) who not only published first 
but also actually tested immunity by challenge with smallpox. Sarah Nelmes donated a 
little fluid from her cowpox-infected hands, and on 14 May 1796, Jenner inoculated 
James Phipps with this material, which “took” at the inoculation site. As Jenner noted, 
“Notwithstanding the resemblance which the pustule, thus excited on the boy’s arm, 
bore to variolous inoculation, yet as the indisposition attending it was barely perceptible, 
I could scarcely persuade myself the patient was secure from the smallpox. However, 
on his being inoculated some months afterwards, it proved that he was secure” ( 5 ). A 
further challenge with smallpox material 5 years later confirmed maintenance of 
immunity. Jenner failed to get his work into the Transactions of the Royal Society and 
published his “Inquiry” privately. Soon after, vaccination, as the practice came to be 
called, became popular. It spread to Europe, to the United States, and thence 
throughout the world. Vaccination became compulsory in several European countries in 
the early years of the nineteenth century, and, as a result, the number of smallpox 
deaths fell dramatically. For example, in Sweden, there were 5,126 deaths per million 
population in 1800 but 100-fold fewer by 1821. In Britain, vaccination became 
compulsory in 1853. The source of vaccine material changed from human to 
calf-derived in the second half of the nineteenth century, and revaccination also 
became popular. In 1896, Britain extensively celebrated the centenary of the James 
Phipps experiment, secure in the knowledge that vaccination had proven brilliantly 
successful. The final chapter in the smallpox drama is so compelling that it requires a 
section of its own. At this point, it is simply recorded that the Gloucestershire general 
practitioner has been recognized by statues and memorials in many parts of the world. 
He sits in state in Kensington Gardens, London, the statue there representing a focal 
point for the extensive 1996 bicentenary celebrations. The plaque under the statue 
refers to “the country doctor who benefited mankind.” Who could have guessed that 
more than 80 years had to elapse before the next big advance in immunization?

Dawn of Immunological Science (1875–1910): Pasteur, Koch, von Behring, and 
Ehrlich

Jenner had no overarching theory for how vaccination provided immunity to smallpox. 
Two great giants of the medical profession, Louis Pasteur (1822–1895) and Robert 
Koch (1843–1910), established the true etiological cause of infectious diseases and 
thus set the scene for a better understanding of the specificity of immunity. Pasteur ( 6 ) 
destroyed the spontaneous generation theory of bacteria, and Koch, his archrival and 



debating opponent, enunciated his famous postulates that, if fulfilled, established an 
agent as the cause of a disease. Pasteur made the critically important observation that 
bacteria grown for substantial periods in artificial media lost their virulence. For 
example, Pasteurella septica, the cause of fowl cholera, when attenuated in vitro, no 
longer caused disease. Rather, injection of such attenuated bacteria protected chickens 
from the effects of fresh, virulent cultures ( 7 ). With surprising speed, the idea was 
tested in a real-life setting. In 1881, the first tests of an attenuated anthrax vaccine were 
run and in 1882, 85,000 sheep were immunized. Pasteur coined the word vaccine as a 
general one for immunizing preparations in homage to Edward Jenner and his use of 
vaccinia virus. Even though Pasteur did not know that rabies was caused by a virus 
rather than a bacterium and had to attenuate it in rabbit spinal cord rather than through 
culture, his introduction of rabies immunization on little Jacob Meister had a galvanic 
effect and was soon widely practiced. Monarchs from all over the world came to pay 
honor to Pasteur, and he was able to build the Pasteur Institute in Paris entirely from 
benefactions. Founded in 1888, this institute is of huge historic significance because it 
was the first human institution entirely devoted to biomedical research.

Pasteur originally believed that microbes had to be alive to engender immunity, but after 
Koch’s discovery of Vibrio cholerae, killed whole-cell bacterial vaccines were introduced 
as early as 1896. Essentially similar, very reactogenic vaccines against typhoid fever 
and plague were shown to be at least partially effective. It is amazing that it took 
another 60 years for controlled trials to show that this type of vaccine could confer 
significant short-term protection. However, immunity research soon took quite a 
different direction. Émile Roux and Alexandre Yersin discovered that certain bacteria, 
notably diphtheria and tetanus bacilli, produced powerful soluble exotoxins, and Emil 
von Behring and Shibasaburo Kitasato discovered antibodies in 1890 and had some 
success in the passive immunotherapy of diphtheria, with antidiphtheria toxin antibodies 
from horses. This resulted in the awarding of the first ever Nobel Prize in Medicine. 
Antitoxin could be mixed with the relatively crude toxin preparations available from 
culture supernatants, and the first active immunization against diphtheria or tetanus 
involved toxin–antitoxin mixtures. However, quantitation was poor, and the results were 
variable. It took the genius and tenacity of Paul Ehrlich to bring rigor to the field. His 
development of quantitative methods for the measurement of antibody levels made von 
Behring’s passive immunotherapy workable, and his theories on the cellular and 
molecular basis of immune phenomena gave the field tremendous intellectual thrust.

It could be argued that the first golden age of immunology (approximately 1880–1910) 
was accompanied by a certain degree of hubris. There was a time when it appeared 
that almost all that was needed to conquer communicable diseases was to isolate the 
causative agent, establish Koch’s postulates, attenuate or kill the agent, and immunize. 
However, from the earliest trials, such as those of Pasteur on rabies, there was 
controversy. Levine et al. ( 1 ) noted a number of historic disasters arising from vaccines, 
and it is clear that several of the early preparations were neither as safe nor as 
protective as their proponents claimed. It must be remembered that neither production 
facilities nor regulatory agencies were well developed at that time, and the design of 
many of the clinical trials left much to be desired. In the main, particular triumphs 
notwithstanding, the early promise of vaccines was not fully realized in the first golden 
age. There were significant professional reservations about vaccines and, in certain 



quarters, a distinctly antagonistic community reaction. The author was born in 1931, 
and it is quite clear that at that time, educated parents were by no means convinced 
about the advantages of immunization as a whole.

Early Bacterial Vaccines, Toxins, and Toxoids (1910–1930)

The flame of the live attenuated vaccine never died in the Pasteur Institute, and after 
Koch’s isolation of the tubercle bacillus, the search for a tuberculosis vaccine began. 
Calmette and Guérin ( 8 ) started with an isolate of tuberculosis from a cow. After an 
amazing series of 213 subcultures over a period of 13 years, they intrepidly tried the 
culture orally in a newborn infant. Thus, the bacille Calmette-Guérin (BCG) was born. It 
was soon given intradermally rather than orally and was clearly effective in infants for 
the prevention of miliary tuberculosis and tuberculous meningitis, although its capacity 
to prevent adult pulmonary tuberculosis, the real killer in tuberculosis infection, is much 
more controversial.

World War I gave increased opportunity for the killed whole-cell bacterial vaccines to 
make their mark, especially in the case of typhoid, for which systematic use did seem to 
control the disease despite the absence of a formal clinical trial. Another killed bacterial 
vaccine used fairly widely in the 1920s was that against Bordetella pertussis.

In 1923, Glenny and Hopkins ( 9 ) discovered that formalin treatment of diphtheria toxin 
could render it harmless while preserving its immunogenic potential. At the Pasteur 
Institute, Gaston Ramon conducted similar studies. It was soon realized that these 
so-called toxoids were much more satisfactory as vaccines than were the chancy 
toxin–antitoxin mixture, and their progressive introduction into the industrialized 
countries from about 1930 markedly lowered the impact of both diphtheria and tetanus. 
The decrease in the United States is over 99%.

Early Viral Vaccines: Yellow Fever and Influenza (1930–1950)

In the 1920s, the differences between viruses and bacteria became clear, and the 
1930s was a heady period for isolation of disease-causing viruses, but tissue culture 
was still the realm of very few practitioners. An important development was Ernest 
Goodpasture’s discovery of and Macfarlane Burnet’s improvement of techniques for 
growing viruses and Rickettsiae in embryonated hen’s eggs. Max Theiler’s safe and 
effective live attenuated yellow fever vaccine, 17D, hails from this period, as do 
first-generation killed whole-virus influenza vaccines and vaccines against typhus that 
were important for troops in World War II. Formalin-killed mouse brain–derived 
Japanese B encephalitis vaccine was also effective.

The Tissue Culture Revolution: Poliomyelitis, Measles, Mumps, and Rubella 
(1950–1970)

The revolution in antiviral vaccines really began with the development of tissue culture 
as a way of growing viruses. The paper by Enders et al. ( 10 ) on the cultivation of the 
Lansing strain of the poliomyelitis virus in 1949 was a watershed. It is difficult now to 



reconstruct the fear that surrounded poliomyelitis before 1955. Although the disease 
was epidemic in nature, waxing and waning with the summer seasons of maximum 
spread, it never disappeared. During a high-incidence year, parents feared sending 
their children to the cinema or the swimming pool. Polio was a dreaded enemy. In the 
United States, for example, there were typically 20,000 or more cases of paralytic 
poliomyelitis per year. On April 12, 1955, the tenth anniversary of the death of Franklin 
D. Roosevelt, perhaps the most famous polio victim, a press conference at the 
University of Michigan revealed to the world that Jonas Salk’s formalin-treated whole 
virus vaccine provided protection. Between 1955 and 1961, 300 million doses of the 
vaccine were administered, and the incidence of polio declined dramatically. A major 
setback was the infamous Cutter Incident, in which faulty production techniques allowed 
two lots of vaccine to slip through with inadequate formalin inactivation, resulting in 149 
cases of polio, a disaster that lent impetus to the development of the live attenuated 
oral poliomyelitis vaccine of Albert Sabin, first introduced in 1961. By 1965, this latter 
vaccine had essentially replaced the Salk vaccine in the United States and, soon after, 
in most countries, although not in The Netherlands, Iceland, or Sweden. Being orally 
active, it was more convenient to use, and because it contained far fewer virions, it was 
also much cheaper. It is somewhat ironic that the very rare reversions to 
neurovirulence, particularly in poliomyelitis virus type 3 (estimated at one case of acute 
flaccid paralysis per 2.7 million doses of oral poliomyelitis vaccine administered) have 
now prompted U.S. health authorities to recommend injectable poliomyelitis vaccine 
again to obviate this very rare but extremely serious problem. The late Jonas Salk 
campaigned tirelessly for this reversion, the rivalry between him and Albert Sabin being 
legendary.

The great adventure of polio eradication is discussed in a later section, but there is no 
doubt that the dramatic success of polio immunization paved the way for a number of 
other live attenuated virus vaccines, which were dependent on the principle of 
attenuation in tissue culture. Enders’ original Edmondston strain of measles vaccine 
first introduced in 1963, was a little bit risky. When the author’s younger son was born in 
1964, the recommendation was to use this vaccine but to co-administer gamma globulin 
containing antimeasles antibodies! The problem was solved through the introduction of 
the more attenuated Moraten and Schwartz derivatives of the original Enders strain. 
This excellent measles vaccine was followed by a mumps vaccine, first introduced in 
1967, and a live attenuated rubella vaccine, introduced in 1968. Hilleman ( 11 ) recorded 
that a combined measles-mumps-rubella vaccine was the realization of a long-term 
dream, achieved in 1969 and licensed in 1971. Development of a 
measles-mumps-rubella-varicella quadrivalent vaccine is currently expected. The 
potential to eliminate all four diseases from the industrialized countries is real. In 
several European countries, measles, mumps, and rubella transmission appears to 
have ceased, apart from imported cases.

Dawn of the Molecular Era: Hepatitis B, Pneumococcus, and Haemophilus 
influenzae B (1970–1990)

Hepatitis B vaccine represented a watershed from several points of view. Although the 
toxoids and polysaccharide meningococcal vaccines are molecular or subunit vaccines 
from one point of view, use of the surface antigen of the hepatitis B virus (HBsAg) 



represented a new degree of purity of a single protein as a vaccine. It was also the first 
vaccine manufactured through recombinant deoxyribonucleic acid (DNA) technology. 
This protein had the tendency for self-assembly into 22-nM virion-like particles, which 
greatly aided immunogenicity. Less obvious was that it was the first time that a vaccine 
was introduced to the market as an expensive “boutique” vaccine for special risk groups 
such as doctors, nurses, and blood bank workers, later to become a much cheaper 
public health tool of immense significance for developing countries. Because there are 
250 million carriers of hepatitis B worldwide, and because 20% to 25% of carriers 
develop chronic liver disease and, in a substantial proportion of these, the disease 
progresses to primary hepatocellular carcinoma, the hepatitis B vaccine is considered 
the first anticancer vaccine in history. It is also unique in that the relevant antigen was 
originally thought to represent a protein polymorphism (Australia antigen) ( 12 ) and only 
later was recognized as a viral component ( 13 ).

The great success of the hepatitis B vaccine has stilled many of society’s fears about 
the use of recombinant DNA products and has certainly helped usher in the new era in 
which genetic engineering approaches have become the norm in vaccine research and 
development. It is hoped that the 18-year gap between Blumberg’s ( 13 ) discovery of 
Australia antigen and the development of the first-generation blood-derived vaccine will 
not be repeated. Indeed, the time gap between cloning HBsAg and the yeast-derived 
vaccine was much shorter ( 14 ), and expression systems have improved enormously 
since that time.

Molecular vaccines of a different character were the subunit capsular polysaccharide 
vaccines against Streptococcus pneumoniae, Neisseria meningitidis,  and Haemophilus 
influenzae type B (Hib). These were licensed in the 1970s and early 1980s. 
Unfortunately, these vaccines do not work well in young infants, and so another major 
molecular breakthrough was the conjugation of the carbohydrate antigens to a protein 
carrier, usually diphtheria or tetanus toxoid. This allowed effective T-cell help and 
immunological memory to develop. Various Hib conjugates were licensed in the late 
1980s, effectively bringing us to the modern era.

PUBLIC HEALTH TRIUMPHS, PAST AND PRESENT

No discussion of the history of vaccines would be complete without reference to the 
very real efforts that the world has made to bring the benefits of vaccines to the 
developing countries. Because some of these are very recent, both past triumphs and 
ongoing struggles are considered.

Smallpox Eradication

By the mid-1960s, the societal skepticism about vaccines had largely evaporated; the 
polio success was in the vanguard in reshaping public opinion. However, no matter how 
successful any vaccine had been, there was no example of a disease having actually 
been eradicated from the globe. Interestingly, Edward Jenner had speculated about this 
with regard to smallpox. However, despite the good efforts of many countries, global 
eradication was not a subject of much discussion before the formation of the World 



Health Organization (WHO). Because Europe had essentially beaten this scourge by 
1953 and, similarly, North and Central America had beaten it by 1951, global 
eradication seemed feasible. Progress in many of the countries of Asia was also good, 
but by 1960 smallpox was still a serious matter in Africa and most of the Indian 
subcontinent.

A heady decision was taken by the Twelfth World Health Assembly in May 1959. Global 
eradication of smallpox was set as a new goal for the WHO. At that time, 977 million 
people lived in smallpox endemic areas. The preamble to the 1959 resolution 
mentioned a wildly optimistic timetable of 4 to 5 years. In any event, little happened 
between 1959 and 1966, but at last a significant budgetary allocation was made for a 
major WHO effort to begin on January 1, 1967. The plan of that time called for 220 
million people to be vaccinated in 1967 at a total cost of some U.S. $180 million 
(including indigenous country costs). Dr. D. A. Henderson was appointed Head of the 
Smallpox Eradication Unit at the WHO in 1966, with Dr. Isao Arita as his Medical 
Officer. Setting themselves a target of a decade for eradication, and with an external 
budget averaging U.S. $7 million per year (in addition to the countries’ own efforts), the 
team attacked their ambitious goal, realizing the vital challenges in vaccine 
requirements and quality control, disease surveillance, data collection, training 
programs needed for mass vaccination campaigns, the requirements for WHO’s own 
reference laboratories, and a host of similar practical problems. Sufficient progress 
toward global eradication had been made by 1971 for both the United States and the 
United Kingdom to cease their routine vaccination programs. Africa and the Indian 
subcontinent still remained problematic. This led to a greatly intensified effort in these 
regions in 1973, and by 1975, the virus was eliminated from Asia; Ethiopia remained 
the only real problem area. War broke out between Ethiopia and Somalia, and smallpox 
reestablished itself in the latter. A large-scale emergency effort was made to resolve the 
problem, and the last case of naturally occurring smallpox was recorded in Merca, 
Somalia, on October 26, 1977.

The certification of smallpox eradication was no easy task. A Global Commission had to 
tread warily amid the sensitivities of several countries. On December 9, 1979, the 
Global Commission certified that eradication had been achieved ( Fig. 1). Unfortunately, 
in the Birmingham, United Kingdom, outbreak of 1978, a medical photographer died 
from the disease; she had apparently caught it somehow from the smallpox laboratory 
one floor below her in the medical school. This highlighted the danger of variola virus 
stocks in laboratories. The 49-year-old head of the smallpox laboratory, Prof. H. S. 
Bedson, died soon after, apparently of suicide. At the time of writing, the last stocks of 
smallpox virus remaining in the United States and Russia have still not been destroyed. 
Furthermore, there is good evidence of stocks being held for bioterrorism. Nevertheless, 
the eradication of the natural disease, many centuries after its first appearance, and 
181 years after the first use of an effective vaccine, counts as one of humanity’s noblest 
achievements. The total costs of smallpox eradication to industrialized and developing 
countries together have been estimated as U.S. $300 million over an 11-year period. 
This compares with an annual cost of smallpox to the world of U.S. $1,350 million per 
annum in 1967 dollars ( Fig. 2)



 
FIG. 1. Frontispiece picture of the official parchment certifying the global eradication of 
smallpox. From the World Health Organization, with permission.

 
FIG. 2. Communicable diseases are still the main cause of deaths in children younger 
than 5 years. Frequently, malnutrition is a co-factor. World Health Organization 
estimates with year 2000 data. From the World Health Organization, with permission.

Expanded Program on Immunization

The planned and coordinated determined action of the smallpox eradication campaign 
required a logical successor, and so the WHO and its partner organizations launched 
the Expanded Program on Immunization (EPI) with Dr. Ralph H. Henderson (no relation 
to D. A. Henderson of smallpox fame) as its head. The object was to provide the six 
commonest infant vaccines (diphtheria, pertussis, tetanus, poliomyelitis, measles, and 
BCG for tuberculosis) for the total global birth cohort of over 130 million children. Before 



the launching of the EPI, only 5% of children in developing countries were reached. It 
took some time for the EPI to swing into full gear, but in 1984 a historic meting was held 
in Bellagio, Italy, where key organizations, including the WHO, the United Nations 
Children’s Fund (UNICEF), the World Bank, the United Nations Development 
Programme (UNDP), major foundations, government development agencies, and 
prominent nongovernmental organizations embraced the concept of universal childhood 
immunization. Dr. James Grant, the Executive Director of UNICEF, is generally given 
most of the credit for raising the $100 million per annum for vaccine purchase, although 
Rotary International, with its special emphasis on polio, has made a major contribution. 
By 1990, almost 80% of infants were being immunized, although not necessarily with 
the full schedule. ( Fig. 3) This was an undoubted triumph, saving some 3 million lives 
per year. By 1990, however, some problems arose with the global immunization effort. It 
appeared that the 80% figure represented some kind of a plateau; despite much effort, 
the global figure did not rise, and in sub-Saharan Africa, the coverage remained below 
50%. Questions about the accuracy of the coverage reporting were raised. Pleas by the 
World Health Assembly that hepatitis B and yellow fever vaccines be added in 
appropriate countries went largely unheeded because of lack of funding. Brilliant new 
vaccines such as Hib could not even be considered. Donor fatigue was certainly 
evident. Before the world’s current response is described, however, a further major 
triumph should be discussed.

 
FIG. 3. The Expanded Program on Immunization (EPI) had a major effect on 
immunization coverage rates, as measured by the third dose of DTP ( A) but coverage 
varied greatly between countries and remains <50% in countries with gross domestic 
product (GDP) per head less than U.S. $1,000. From the World Health Organization, 
with permission.

Poliomyelitis Eradication

The smallpox triumph showed that the total eradication of a disease from the globe was 
possible. If there are an effective vaccine, no infected animal or other reservoir in the 
biosphere, and a genuine worldwide commitment, eradication of quite a number of 
diseases should prove possible. Perhaps the first century of the third millennium will be 
the time when humanity takes this issue seriously.

In 1985, 11 years after the EPI was launched, the Pan-American Health Organization 
adopted the goal of polio eradication. There were three overarching elements to the 
strategy ( 15 ): first, achieving and maintaining high oral polio vaccine immunization 
levels; second, effective surveillance and accurate diagnosis; and, third, area-wide 



vaccination around all new cases. Cuba was the first country to mount a major national 
campaign. By 1989, an 86% decline had been achieved in all the Americas from the 
1986 incidence, and by 1990, only 18 cases were reported. “Operation Mop-up” started 
in 1989, involving special house-to-house campaigns in areas deemed still at risk. In 
any event, the last case of polio occurred in Peru in August 1991, and in 1994, an 
International Commission certified that polio had been eradicated from the Western 
Hemisphere.

The WHO has set its cap at the global eradication of poliomyelitis by the year 2005. 
Immunization of about 80% of infants in their first 6 months of life is being achieved, but 
this alone will not do the job. An extremely valuable tool has been the establishment of 
National Immunization Days (NIDs). These are particular days—usually in winter, when 
natural transmission of polio is at its seasonal low—when a whole country mobilizes a 
massive effort to immunize all children younger than 5 years, regardless of previous 
immunization history; the aim is to catch those normally hard to reach and thus not yet 
immunized. These NIDs have been spectacularly successful and are a great credit to 
the health officials and political leaders in the relevant countries; to Rotary International, 
which, through its Polio Plus campaign, has privately raised hundreds of millions of 
dollars and has played a big role in mobilizing local voluntary support; and to the literally 
millions of volunteers involved in the effort.

One aspect of great importance in achieving eradication is disease surveillance. This 
involves a reporting system for all cases of acute flaccid paralysis as well as a network 
of laboratories to provide confirmation of the diagnosis by examination of stool samples. 
Good surveillance is necessary for the intensive “mopping up” immunizations necessary 
when chains of transmission are confined to a few geographic pockets. Follow-up 
surveillance for several years is required when transmission has ceased, in order to be 
sure that the disease is really no longer occurring, before eradication can be certified.

With the quadruple strategy (high infant immunization coverage, NIDs, good acute 
flaccid paralysis surveillance, and “mop-up” campaigns surrounding the last few index 
cases), polio has also been eradicated in the Western Pacific region, the European 
region, and in many countries of the other regions (Eastern Mediterranean, South-East 
Asian and African). Even in India, with its 1.1 billion people and NIDs involving an 
unbelievable 100 million children, progress has been spectacular, with very few cases 
except in two northern states. Figure 4 shows the progress that has been made.



 
FIG. 4. Wild polio virus in 2001 (10 endemic countries, as of January 15, 2002). The 
polio eradication campaign has been extremely effective; only 10 countries reported 
wild polio virus transmission as of January 2002. From the World Health Organization, 
with permission.

An 18-nation grouping from the Middle East, the Caucasus, and the Central Asian 
Republics (MECACAR) also achieved a success rate of over 95% in most of the 
countries in their NIDs. In Africa, during the 1996–1997 winter, Nelson Mandela 
assumed the presidency of the “Kick Polio Out of Africa” campaign, with 42 countries 
running NIDs under the auspices of the Organization for African Unity and the strong 
backing of the African Regional Office of the WHO.

The chief emphasis in 2002 was on 10 countries with residual considerable polio 
transmission. Some, such as Angola, the Democratic Republic of Congo, Afghanistan, 
the Sudan, and Somalia, are affected by war or civil strife. Others, such as Nigeria or 
Pakistan, have high population density and extensive poverty. For the countries in 
conflict, “Days of Tranquility” have been organized in which the guns are put down while 
a NID proceeds! With adequate resources, it should be possible to meet the 2005 goal ( 
Fig. 5).



 
FIG. 5. Mr. William H. Gates III, aided by Ms. Mahdu Krishna, giving live attenuated oral 
poliomyelitis vaccine to a child in India. From the Bill and Melinda Gates Foundation, 
with permission.

Eventually, it is hoped that immunization can cease, and there has been much 
discussion of a “polio dividend,” the estimated global savings being $1.5 billion annually. 
However, despite the extreme rarity of reversion to virulence, sustained circulation of 
vaccine-derived polioviruses can occur and cause outbreaks. The last case of polio 
caused by the wild-type virus in the Americas occurred in 1991, but between July 2000 
and January 2001, a polio outbreak occurred on the island of Hispaniola, with 14 cases 
in the Dominican Republic and 3 in Haiti. The vaccine-derived virus spread because of 
low routine immunization coverage. This is the second such outbreak documented, the 
first being in Egypt in the 1980s. At the time of writing, a third possible outbreak in the 
Philippines is under investigation. These examples complicate the polio “end-game” 
and reaffirm the need to maintain high population immunity even when the virus has 
been eliminated from a country. There is as yet no consensus as to the best end-game 
strategy; the principal options are coordinated global pulse immunization with the Sabin 
vaccine before cessation and a transition to routine immunization with the Salk vaccine 
for some time. It now looks as though the oral vaccine will be needed at least until 
2010.

Global Eradication of Measles?

Despite the great infectiousness of measles, many of the lessons learned from polio 
eradication can be applied to this disease. The WHO Regional Office for the Americas 
has made measles eradication a goal, and in many countries, a 95% coverage rate has 
been achieved in infants. Already transmission has ceased in Cuba, the 
English-speaking Caribbean countries, and Chile. Measles, mumps, and rubella 
transmission has ceased in some of the Scandinavian countries. One experience in the 
United Kingdom is worth recording. In 1993, small outbreaks of measles among 
children in secondary school, and epidemiological study of the probable pool of 
susceptible subjects with reasonable assumptions about vaccine efficacy rates, 



suggested the possibility of a brisk epidemic among schoolchildren. Accordingly, in 
November 1994, a national immunization campaign was mounted, targeted at children 
aged 5 to 16 years, who received a measles/rubella vaccine. This achieved more than 
90% coverage; 8 million children were immunized by a mobilized workforce of nurses. 
Reports of serious adverse reactions were very rare, at 7 per 100,000. As a result, 
measles has very nearly disappeared from the United Kingdom; the very rare cases that 
have been confirmed since have arisen in persons from overseas.

An Australian experience is also of interest ( 16 ). The realization that an 83% coverage 
rate left a large cohort of susceptible persons led to a multipronged campaign starting in 
1998. The first stage was aimed at mass school-based immunization [with 
measles-mumps-rubella (MMR) vaccine, to be discussed] of 5- to 12-year-old children, 
plus some supplementary methods to ensure that as many people younger than 18 as 
possible had received two doses of MMR. In all, 1.7 million doses of vaccine were used, 
and 8,783 schools were covered. As a result, seropositivity rose from a previous 84% to 
94%, and the number of measles cases in the 5- to 12-year age group fell markedly. 
The next stage of the campaign is targeting older age groups. Of special interest was 
the low incidence of adverse events, and this is described fully in a later section. The 
success of this campaign and certain financial incentives put in place by the Australian 
government has had a remarkable effect on citizens. In October 2001, it was reported 
that 95.5% of infants had been correctly immunized by 1 year of age. Of the 4.5% not 
immunized, it appears that about half had parents with some concerns about 
immunization, which suggests that the “hard core” of immunization dissenters is only 
about 2% of the population.

Despite some of these encouraging statistics, it is by no means certain that the WHO 
will embark on global measles eradication when the polio job is complete. Resources 
would represent a great problem, and mass campaigns are much more difficult with an 
injectable rather than an oral preparation. Because the current vaccine is not effective 
in children younger than 9 months of age, some experts feel that a population of 
susceptible persons aged between 4 to 6 months (when maternally derived passive 
immunity wanes) and 9 months may frustrate eradication efforts. For this reason, 
research is being directed at vaccine formulations that are effective even in the 
presence of maternal antibodies.

Eradication efforts and NIDs have been criticized as representing vertical programs with 
the possibility of drawing resources away from more broadly based health initiatives. In 
many instances, however, NIDs have also given opportunities for extended activities, 
such as provision of vitamin A supplements or administration of vaccines other than the 
target one. Moreover, the social mobilization required for NIDs tends to raise a 
community’s health consciousness, which is of benefit to regular health programs. The 
author’s preference would be to support Dr. Ciro de Quadro’s hope of measles 
eradication by 2015.

The Global Alliance for Vaccines and Immunization

An influential World Bank report concluded in 1993 that vaccines represented one of 
the most cost-effective of all medical interventions in terms of disability-adjusted 



life-years saved per dollar spent. However, rhetoric and advocacy alone did not unlock 
the extra funding that was needed to put routine global immunization back on track, let 
alone to make newer vaccines available. Three events in 1998 heralded the beginnings 
of a new approach. First, the WHO appointed a dynamic new Director-General, Dr. Gro 
Harlem Brundtland. Second, the President of the World Bank convened a Vaccine 
Summit meeting in Washington, D.C., embracing leaders of United Nations 
organizations as well as key industry leaders, senior academics, health bureaucrats, 
and prominent philanthropists. Third, William H. Gates III and his wife, Melinda French 
Gates, made the first of a series of extraordinary donations which, at the time of writing, 
total U.S. $1.4 billion for research on vaccines for diseases in developing nations, 
improvement of immunization infrastructure in the poorest countries, and purchase of 
newer vaccines such as hepatitis B and Hib. There followed a period of nearly 2 years 
of intensive consultations, and in January 2000, the Global Alliance for Vaccines and 
Immunization (GAVI) was launched ( 17 ). At its center is the Global Children’s Vaccine 
Fund with $750 million from the Bill and Melinda Gates Foundation and substantial 
donations from a number of other nations. This fund addresses the needs of all 
countries with a gross domestic product less than U.S. $1,000 per head of population, 
with a clearly articulated policy for infrastructure development and vaccine purchase, 
rewarding the countries that increase their immunization coverage year by year. GAVI is 
also active in advocacy, in within-country coordination, in raising public sector and 
private sector funds, and in the delineation of research and development priorities. 
Although formally separate from GAVI, a series of research grants by the Bill and 
Melinda Gates Foundation dealing with vaccines for malaria, HIV/AIDS, tuberculosis, 
various diarrheal diseases, meningitis, pneumococcal disease, and Japanese B 
encephalitis, among others, form part of the new overall global thrust. The 
nongovernmental organization PATH plays an important coordinating role in much of 
this work.

The vaccine industry is fully supportive of GAVI, although many issues regarding pricing 
of vaccines and intellectual property rights require constant attention. The debate about 
cost-effective technology transfer to developing country manufacturers is also a lively 
one.

The most vexing of all the issues facing GAVI is sustainability. It would be most unwise 
to assume that philanthropic donations will go on forever. In the long run, the cost 
burden must eventually fall on the developing countries’ own health budgets. It is hoped 
that the substantial childhood health gains achieved over the next decade will persuade 
the governments concerned.

CLASSIFICATION OF VACCINES

The purpose of a vaccine is to stimulate the immune response without subjecting an 
individual to the risk of actual infection. An ideal vaccine would confer the same degree 
of immunity as natural infection for diseases against which immunity is solid, or it would 
do better than nature for diseases in which immunity is not solid. Because most 
vaccines fall short of this ideal, it is frequently necessary to give vaccines more than 
once, making use of the phenomenon of immunological memory: namely, the capacity 
to respond more strongly to an antigen on reexposure to it. Vaccines can elicit every 



kind of immune response, including antibody formation, T helper 1 and 2 (Th1 and 
Th2)–type CD4 + T-cell responses and CD8 + T-cell responses, but most vaccine 
development programs for currently licensed vaccines have relied on the vaccine’s 
capacity to evoke antibody formation. This will change as more ambitious targets are 
set and as capacity to guide immune responses down particular pathways improves. In 
particular, much more interest is being taken in whether a vaccine can led to Th1-type 
and cytotoxic CD8 + T-cell responses.

Vaccines are designed primarily to prevent infection, although one of the first vaccines, 
that against rabies, was given after infection had been initiated. There is now increasing 
research on therapeutic vaccines—that is, vaccines administered after infection has 
been established. Such vaccines are designed to strengthen an immune response that 
is inadequate, particularly in cases of chronic or recurrent disease.

Obviously, microorganisms possess thousands of molecules that are foreign to a host 
animal or person and that are thus antigenic. Immune responses against the majority of 
these are entirely irrelevant to the prevention of infection. Therefore, increasing 
attention is being given to the identification, purification, and, frequently, molecular 
cloning of the antigens that evoke host-protective responses. With more complex 
pathogens such as parasites, it is not immediately apparent which antigens these are, 
and detective work needs to be done to establish correlates of immunity. The full 
genome sequence of many pathogens has been determined, and a new strategy is to 
search for likely transmembrane proteins and then to conduct trials of these in mice for 
possible vaccine efficacy. Identification of the correct antigens is not the end of the 
story, however, because many pure, soluble proteins are poorly immunogenic. In fact, 
there is the need to balance the greater immunogenicity of whole microorganisms 
against the lower reactogenicity and greater conceptual elegance of molecular 
vaccines. This situation needs to be dissected on a case-by-case basis, although with 
more recent vaccines, such as Hib and acellular pertussis, the balance appears to be 
swinging in the latter direction.

Vaccines have potential usefulness beyond communicable diseases, such as 
anticancer vaccines, birth control vaccines, and vaccines aimed at lowering immune 
responses, such as in autoimmunity or allergy. These uses fall outside the scope of this 
chapter.

Classifications of vaccines are presented in Table 1 for licensed vaccines and in Table 
2 for experimental vaccines.



 
TABLE 1. Classification of licensed vaccines

 
TABLE 2. Newer approaches to vaccine design

Live Attenuated Vaccines

Ever since Jenner’s smallpox vaccine, live attenuated vaccines have occupied a special 
place in the pantheon of vaccinology. Many viral vaccines of this type have an efficacy 
of more than 90%, and protection frequently lasts for many years. This is perhaps not 
surprising, because the multiplication of the pathogen in the host creates an antigenic 
stimulus not unlike that of a natural infection in terms of antigen amount, character, and 
location. This key advantage is also the source of potential disadvantage, as the 
“mini-version” of the relevant disease can assume dangerous proportions: for example, 
generalized vaccinia or BCG spread in immunodeficient or immunosuppressed children. 
In some vaccines, the mutations causing loss of virulence are not known. Furthermore, 
mutations can restore virulence, as noted in the case of poliomyelitis. Much research 



has centered on more rationally planned attenuation based on an understanding of the 
molecular determinants of virulence. Relevant genetic engineering can result in 
improved vaccines in which reversion to virulence is impossible.

It must be recognized that the success of live attenuated vaccines poses some 
problems as to correct maintenance of immune status. For example, in many countries, 
measles vaccine is given only once, and nowhere is it mandated more than twice. Will 
this confer the same life-long immunity as an attack of measles? We cannot be sure, 
and until disease eradication is achieved, we must maintain a level of alertness about 
booster doses in adult life. This has not been a priority area for live attenuated or any 
other kind of vaccine but is currently the subject of much debate. There are instances in 
which public health regulations mandate regular boosters: for example, the yellow fever 
vaccine for travelers to affected countries. Another vexing question is whether repeated 
environmental exposure to a common microbe provides a kind of natural booster. If so, 
problems may arise as a disease becomes uncommon in a community.

Vaccines Consisting of Killed Microorganisms

Because these are nonreplicating antigens, booster doses are essential. Some are 
excellent vaccines with high efficacy and safety, such as the Salk injectable 
poliomyelitis vaccine or the hepatitis A vaccine. Others are of poor efficacy and short 
duration, such as the whole-cell killed injectable cholera vaccine, which has been all but 
abandoned. Others are partially effective but require improvement in terms of 
percentage of protection or duration of immunity or both. These include the older killed 
influenza and typhoid vaccines. Many of these vaccines have already been overtaken 
by new and improved versions, including subunit vaccines and orally active 
preparations.

Toxoids

When disease pathological processes are caused predominantly by a powerful exotoxin 
or enterotoxin, vaccines provoking antitoxin antibodies make good sense. In some 
cases, an exotoxin is a bacterium’s device for creating sufficient tissue destruction to 
permit a rich growth medium to develop. That is the case in tetanus, diphtheria, and gas 
gangrene. For these cases, the relevant toxoids make good vaccines. Toxoids from 
enterotoxins have, in general, been less successful. However, a genetically detoxified 
derivative of the heat-labile enterotoxin (LT) of enterotoxigenic Escherichia coli is 
showing promise as a possible vaccine against traveler’s diarrhea ( 18 ). This has been 
achieved through site-directed mutagenesis to inactivate the adenosine 
diphosphate–ribosyltransferase activity of the A subunit of LT. Equivalent mutants of 
cholera toxin (CT) may eventually prove important.

As Rappuoli ( 19 ) pointed out, the current conventional diphtheria and tetanus vaccines 
contain many impurities; furthermore, the formaldehyde treatment needed to turn the 
toxins into toxoids also causes cross-linkage of beef peptides present in the culture 
medium, resulting in the presence of unnecessary antigens in the final preparation. 
Scientifically, one could mount an argument for a mutant, nontoxic pure molecule, such 



as CRM197, as a new vaccine. CRM197 is a material cross-reacting to diphtheria toxin 
and containing a single glycine to glutamic acid substitution at position 52 and rendering 
the toxin inactive. Despite scientific attractiveness, there is not much commercial 
pressure for changing vaccines that are working well. Doubtless, if the acellular 
pertussis component of diphtheria toxoid, whole-cell pertussis, and tetanus toxoid 
(DPT) vaccine continues to impress with its lack of reactogenicity, more pressure may 
build up for the diphtheria and tetanus components to be free of side effects, and so 
ongoing research should be encouraged.

Molecular Vaccines: Protein

The recombinant DNA era has yielded a plethora of antigenic molecules that are pure 
and that have been chosen in animal models through their capacity to provoke an 
immune response that is host protective. Some subunit vaccines, such as Hib and 
acellular pertussis, result from extremely elegant research that warrants description in 
its own right. Whereas some subunit vaccines, such as HBsAg, are highly immunogenic 
at low doses, others have been of disappointing strength and require adjuvants more 
powerful than the aluminum salts currently used to adsorb pure proteins onto small 
particles. As a group, subunit vaccines have been more expensive than older vaccines. 
This major barrier to developing country use can be partially countered by programs 
such as GAVI that create a very large demand, whereby high volumes drive down costs 
of production.

Molecular Vaccines: Carbohydrate and Conjugate

The capsular polysaccharides of encapsulated bacteria are powerfully immunogenic 
and can make good vaccines. However, they suffer from three drawbacks. Usually, the 
carbohydrates are serotype specific, and an effective vaccine may have to be a 
“cocktail” of many different carbohydrate molecules. Thus, the Merck pneumococcal 
vaccine has 23 separate components. Second, these vaccines work poorly or not at all 
in very young infants. For a disease such as meningitis, in which the greatest rate of 
mortality is among children younger than 1 year, this represents a serious limitation. 
Third, being T-independent antigens, the vaccines engender suboptimal immunological 
memory. Therefore, the conjugation of these carbohydrates to protein carriers that 
engender T-cell help represented a major step forward, which is described in detail in a 
later section.

Combination Vaccines

As more effective vaccines are developed, the question of the number of needle pricks 
to which young infants are subjected becomes an urgent one. Among the traditional 
vaccines, the DPT combination was standard for a long time; whole-cell pertussis has 
been replaced by the subunit acellular pertussis in many countries. As already 
mentioned, MMR is an extremely successful combination, and it is very likely that 
varicella will be successfully added to this (MMR-V), but at the time of writing, this 
combination has not yet been licensed. Considering DPT as a “platform,” one can see 
logical additions to this, such as the addition of one or more of Hib, injectable killed 
polio (Salk) vaccine, and hepatitis B. Doubtless, formulation issue will have to be faced 



and, sooner or later, antigenic competition may become manifest. Already the addition 
of Hib to DPT has caused problems for some manufacturers in the levels of antibodies 
reached. As successful vaccines for other types of meningitis become more popular 
(e.g., against N. meningitidis type C), the question of whether to add these or whether 
to create a second “meningitis/pneumonia” package will have to be faced. At least two 
companies are considering the possibility of heptavalent combinations, such as 
DPT–HiB–hepatitis B–meningitis A/C.

NEW APPROACHES TO VACCINE DESIGN

Table 2 outlines the main new approaches to vaccine design. In thinking about these, it 
is important to remember that established public health practice is not easy to change, 
and it appears likely that the newer approaches will find more favor with regard to 
diseases for which no vaccine currently exists, such as HIV/AIDS or malaria, than in 
situations in which current vaccines are reasonably satisfactory.

Vectored Vaccines

Bernard Moss and Enzo Paoletti independently opened up a major chapter in 
vaccinology when they demonstrated that genes for important antigens could be 
introduced into the vaccinia virus without perturbing its replication and could be 
expressed in host cells in which the virus was dividing ( 20 , 21 ). This “Trojan Horse” 
concept, whereby harmless microorganisms act as vectors for antigen genes, has been 
extended in innumerable directions. Among other important vectors in use 
experimentally are vaccinia variants; avipoxviruses; adenoviruses; polioviruses; 
herpesviruses; Salmonella, Shigella, and BCG bacterial species; and doubtless many 
more. The power of the concept is that it combines the best of two worlds: the force of a 
live attenuated vaccine and the scientific precision of the rational subunit vaccine 
approach. Furthermore, in view of the large size of the vaccinia genome or, for that 
matter, the genomes of some of the other vectors, it is feasible to consider the insertion 
of quite a few antigen genes, thus covering several diseases at once. It is also 
straightforward to incorporate one or more cytokine genes in the construct, should this 
be desirable for either the strength of the immune response or the direction it should 
take.

Although the concept was first introduced in the early 1980s, no relevant vaccine has 
yet come on the market. Clinical investigation has been somewhat limited so far, but, as 
discussed later, has accelerated in the context of the so-called “prime-boost” strategy. 
There are understandable reservations about the use of unmodified vaccinia, 
particularly at a time when HIV is rife, because it can be dangerous in people with an 
ineffective T-cell system, a reservation that could be partially countered by the inclusion 
of the interleukin (IL)–2 gene in the construct, which prevents athymic nude mice from 
succumbing to vaccinia ( 22 ). A number of vaccinia strains lacking genes that contribute 
to virulence have been prepared and are in clinical trial: for example, modified vaccinia 
Ankara (MVA). Also, nonreplicating viral vectors, such as canarypox or fowlpox in 
humans, can be considered. The field has doubtless been slowed up somewhat by poor 
responses in early clinical trials of experimental HIV and malaria vaccines. 



Nevertheless, the overwhelming weight of preclinical data, with disease protection 
against at least 20 pathogens in at least 15 species, suggests that further research 
must eventually be crowned with success. It should be noted that the approach is 
designed to induce excellent T-cell, including cytotoxic T-cell, immunity.

Experimentation with bacterial vectors is not yet as far advanced, but xamples are taken 
up when enteric and intracellular pathogens are discussed.

Nucleic Acid Vaccines

Few areas of experimental vaccinology have emerged as surprisingly and developed as 
explosively as that of nucleic acid vaccines. Two preludes to the actual discovery 
warrant mention. Wolff et al. ( 23 ), using plasmid DNA coding for a reporter gene, found 
that DNA injected as a saline solution and without the adjunct agents normally used for 
transfection could cause synthesis of the reporter protein in the recipient animal. This 
surprising finding came from a control group in which the real hope for the experimental 
group was uptake of liposomes containing DNA. Of various injection sites tested, 
intramuscular injection worked best. The total number of myotubes transfected within 
the injection region is 1% to 5%. The second prelude relates to a DNA delivery system, 
originally developed by an agricultural firm, Agrecetus, first used as a means of 
transfecting plant cells. This Accell gene delivery system, also termed the “gene gun,” 
consists of a helium gas pressure–driven device capable of delivering into very 
superficial layers of tissue tiny gold particles coated with plasmid DNA. These 
DNA-coated microprojectiles could, for example, be delivered to the skin of mice, 
resulting in the synthesis of the relevant protein ( 24 ). It was not long before each of 
these two approaches was used to elicit immune responses in the mouse. The gene 
gun approach induced antibody formation against human growth hormone and human a 

1-antitrypsin in the first demonstration that DNA immunization could work ( 25 ). 
Furthermore, the prolonged persistence of encoded protein in the serum signaled the 
probability of continued antigenic stimulation. The first demonstration of a 
host-protective immune response came from the intramuscular injection approach ( 26 ). 
Mice were injected with plasmids encoding the nucleoprotein of influenza A virus. They 
developed both antibodies and class I major histocompatibility complex 
(MHC)–restricted cytotoxic T-lymphocytes (CTLs). Upon challenge with a virulent 
influenza A strain, PR/8, 100% of treated mice survived, whereas 100% of controls 
were dead by day 9. Almost simultaneously, Fynan et al. ( 27 ) also protected mice 
against PR/8 by using the gene gun and DNA encoding the relevant hemagglutinin as 
the antigen. After these two striking results, the field really took off. A scant 4 years 
later, Donnelly et al. ( 28 ) were able to review an extraordinary range of preclinical 
studies showing humoral and T-cell responses protective against a wide range of 
viruses, bacteria, and parasites, as well as various tumor models.

What are the essential features of nucleic acid vaccines? The key difference from the 
live vector approach is that the DNA encoding the antigen of interest cannot replicate in 
the human or animal body. The plasmids concerned are usually grown in E. coli. Their 
origin of replication is not suitable for mammalian cells. It is important to include a 
strong promoter element suitable for high-level gene expression in mammalian cells; for 



example, the immediate/early promoter of the human cytomegalovirus works well. The 
construct should also have an appropriate messenger ribonucleic acid (RNA) transcript 
termination/polyadenylation sequence. After intramuscular injection, the DNA enters the 
cytoplasm and then the nucleus of the myocyte, but it is not integrated into the genome. 
Neither muscle cells nor the dendritic cells, which are the targets of the gene gun 
approach, have a high rate of division, nor do they show extensive homology with the 
plasmid, and so homologous recombination is highly unlikely. Random integration 
remains a formal possibility, but, so far, no adverse effects have been noted. Gene 
expression is not at a high level. Antigen leaks out of myocytes for a considerable 
period and, in the case of the gene gun, the gold particles deposited in the epidermis 
soon find their way into Langerhans cells, which then make their way to local lymph 
nodes. In the case of intramuscular injection, it is clear that the myocyte itself is not the 
inducer of immune responses. This was approached by Fu et al. ( 29 ) in an ingenious 
experiment. Parental into F1 bone marrow chimeric mice were prepared in such a way 
that the myocytes carried both parental MHC haplocytes but the professional 
antigen-presenting cells (APCs) such as dendritic cells, being (after an appropriate 
period) bone marrow derived, carried only the bone marrow donor parental haplotype. 
After reconstitution, the chimeric mice were given plasmid DNA coding for influenza 
virus nucleoprotein to generate CTLs. According to the rules of MHC restriction, 
because the mice possessed the thymic epithelial framework of the F1, their peripheral 
T cells, although of parental genotype, should be capable of recognizing antigen in the 
context of both parental haplotypes. However, when the CTLs were tested in vitro, they 
were clearly restricted only by the MHC alleles of the bone marrow donor. Had 
myocytes been the APCs creating the CTLs in vivo, this would not have been the case. 
Furthermore, in further chimeras, transplantation studies were done with an NP 
gene–transfected myoblast cell line. With appropriate choice of strains, it could be 
shown that H2-incompatible myoblasts could induce CTL responses, but these, when 
analyzed, were restricted to the MHC haplocyte not of the myoblast donor but of the 
bone marrow donor. This clearly showed that the myoblasts acted as a source of 
antigen that was somehow transferred to APCs in a way that allowed processing for the 
class I MHC pathway. This apparent exception to the dual pathway rules is an example 
of “cross-priming,” which has also been noted in other systems. The efficacy of DNA 
vaccines in generating CTLs has been a common feature of most examples so far 
studied in mice.

The potential advantages of nucleic acid vaccines are numerous. The subunit approach 
to pure molecular vaccines can be seriously hampered by incorrect folding or 
glycosylation of antigens, which can present formidable problems and add to the cost of 
such vaccines. This should be largely obviated in DNA vaccines. Once an appropriate 
DNA vaccine has been engineered, it should be stable, and batch variation should be 
minimal, facilitating quality control procedures. In terms of actual manufacturing 
procedure, nucleic acid vaccines should be relatively cheap. Multivalency could be 
achieved either by co-injection of a mixture of plasmids or by constructing complex 
plasmids.

A variation on the theme is the use of positive-strand RNA viruses such as 
alphaviruses, which self-replicate within nondividing host cells and can be engineered to 
deliver inserted RNA coding for the antigen in question. It is also possible to engineer 
replicons in which the antigen-encoding RNA is substituted for viral structural genes and 



replicons can be packaged into infectious particles with helper viruses or split-genome 
packaging cell lines. DNA/RNA replicons can also be engineered and in some 
circumstances are more immunogenic than plasmid-based DNA vaccines.

Despite the justifiable excitement about nucleic acid vaccines, it has become clear that 
the responses achieved in subhuman primates and in humans are much lower than 
those in mice. In part, this may be a dosage question, because a human weighs 3,000 
times more than a mouse, and it has not been practical to increase dosage 
commensurately. Considerable effort has therefore gone into enhancing the efficacy of 
DNA vaccines. Uptake of DNA has been enhanced by in vivo electroporation. DNA has 
been incorporated into microparticles or liposomes or has been given with an 
oil-in-water emulsion. Co-injection of cytokines or engineering the DNA to encode for a 
cytokine represents another approach. Of particular interest is the concept of encoding 
together with the DNA for the antigen DNA for a ligand that can target the fusion protein 
to an appropriate site. Boyle et al. ( 30 ) used L-selectin to target the antigen to high 
endothelial venule receptors, thus enhancing the amount going to lymphoid tissue, or 
CTL-associated antigen 4 to target the antigen to the counterstructures CD80 and 
CD86 on the surface of APCs. This strategy greatly increased antibody responses and 
improved protective efficacy in an influenza virus model. Moreover, the approach 
worked in a large animal, the sheep. Pig skin is believed to be a reasonable model for 
human skin, and when CTL-associated antigen 4–antigen fusion constructs were 
delivered into pig skin by the gene gun, the targeting strategy markedly enhanced the 
speed and magnitude of the antibody response.

Further aspects of nucleic acid vaccines are discussed later in the section on 
prime-boost strategies and in the specific context of HIV/AIDS and malaria vaccines.

P>It is clear that something as novel as nucleic vaccines will present substantial 
problems for the regulatory agencies. In addition to the carcinogenicity/insertional 
mutagenesis possibility, the conjectural hazards include autoimmunity to DNA or as a 
result of immune-mediated destruction of antigen-expressing cells. The latter could lead 
to damage directly or could occasion the release of intracellular antigens that would 
then provoke autoimmunity. In practice, however, induction of autoimmunity to 
autologous constituents is quite difficult and proceeds only with the use of strong 
adjuvants such as Freund’s complete adjuvant. Another objection that has been raised 
is the possibility that a constant leak of small quantities of antigen over a prolonged 
period of time could lead to immunological tolerance, thus making the recipient 
incapable of responding to the antigen in question. This has not been encountered in 
any situation so far. 

Peptide Vaccines

Peptide vaccines can be either synthetically prepared or encoded by DNA. Frequently, 
the plan is to include a multiplicity of epitopes, particularly T-cell epitopes: for example, 
from several different antigens of a pathogen. The approach can also deal with 
serotype variation of antigens, epitopes being chosen from multiple strains. Peptide 
vaccines suffer from the constraint that many antibodies are directed to conformational 
determinants. The most interesting peptide vaccine research is in HIV, malaria, and 



tumor immunology.

An interesting variant involving highly polymerized peptides is considered in the section 
on adjuvants in the discussion of rendering antigens particulate.

Mucosal Vaccines

It has been estimated that the combined surface area of the mucosae of the 
gastrointestinal, respiratory, and urogenital tracts is 400 m 2. The total lymphocyte 
complement of the mucosal immune system is greater than that of the lymph nodes and 
spleen. The mucosal immune system includes organized collections of lymphoid tissue 
such as the tonsils, adenoids, Peyer’s patches, and appendix and also single lymphoid 
follicles. These collections contain macrophages and dendritic cells, sample antigens, 
and generate both T- and B-cell responses, including germinal center formation. There 
is a high proportion of immunoglobulin A (IgA) in the antibody formed. There is also 
extensive infiltration of epithelia and the lamina propria with lymphocytes and plasma 
cells. It is believed that these represent effector cells and that there is no immune 
induction within these latter sites.

Two types of antigen-capturing cells are of importance in mucosal immunity: the 
intraepithelial dendritic cells and M cells. In stratified or pseudostratified epithelia, the 
dendritic cells serve much the same function as skin Langerhans cells and extend right 
to the surface. In tracheal epithelium, for example, there are up to 700 such cells per 
mm 2, forming an almost contiguous network ( 31 ). As in the case of Langerhans cells, 
these dendritic cells take antigens to draining lymph nodes for immune induction. The M 
cells are unique features of the mucosal immune system. They exist in the epithelium 
overlying organized collections such as Peyer’s patches. Their job is to take up antigens 
from the mucosa and to deliver them to the mucosal lymphoid tissue via a specialized 
pocket in the epithelium. M cells are active in taking up both macromolecular antigens 
and particulate antigens such as bacteria and essentially serve to channel them to 
professional APCs in the lymphoid collections beneath. M-cell membranes contain the 
glycolipid GM1, to which CT can bind, and a variety of other carbohydrate structures 
with selective binding activity. Bacteria and viruses can also exploit this capacity of M 
cells to take them up efficiently to infect mucosae. This exploitation probably includes 
sexual transmission of HIV.

The lymphocyte traffic pattern differs for the mucosal immune system and the 
conventional immune system ( 32 ). There is a distinct tendency for mucosa-associated 
cells to home back to mucosal tissue but not necessarily to the same mucosa. The 
possibility therefore exists that immunization could occur via one mucosal surface but 
an unrelated one could be protected. Nevertheless, there is some compartmentalization 
within the system. It is of interest, for example, that nasal immunization induces IgA 
production in a wider range of mucosal tissues, including the genital tract, than does 
oral immunization. In contrast, vaginal immunization of monkeys yields good antibody 
formation in cervical and vaginal mucosa but not in other mucosal compartments.

Stimulation of immune responses via mucosal surfaces, leading to local IgA production 



and a variety of systemic B- and T-cell effects, suffers from two difficulties: Most 
nonreplicating antigens lead to immune responses only after large and multiple antigen 
doses, and these responses are of short duration. Even natural infection may lead to 
shorter lived immunity than in the case of a systemic infection. This is why the field of 
mucosal adjuvants is particularly important.

Mucosal adjuvants, which are considered later, include any substance or process that 
enhances uptake of antigen by mucosal lymphoid tissue. For example, bacteria are 
capable of recruiting large numbers of dendritic cells into tracheal epithelium, and these 
dendritic cells are critical to the induction of an immune response ( 33 ). Similarly, viruses 
can bring dendritic cells into epithelia and can stimulate subsequent migration to 
draining lymph nodes. It has been argued that the increased susceptibility of neonates 
to respiratory infections results from the hyporesponsiveness of their immature dendritic 
cells to such signals. In more mature individuals, the inherent immunogenicity of 
microorganisms suggests that the use of live vectors, be they bacterial or viral, 
engineered to express the antigen of interest, may in itself provide sufficient 
adjuvanticity, albeit perhaps with a limited duration of immunity.

Enteric and acute respiratory infections represent major public health problems, and 
HIV infection is frequently acquired through mucosal routes; therefore, vaccines 
protecting mucosal surfaces are highly desirable. With regard to their construction, it 
must be noted that mucosal surfaces are normally colonized by a rich flora of 
commensal bacteria. Remarkably little is known about what permits these commensals 
to remain but not to overgrow. To the extent that they are tolerated, there may well be 
some degree of immunological tolerance at work. Also, oral tolerance is a 
well-established phenomenon. At the same time, overgrowth and invasion would 
appear likely were there not some level of immune response. For the intelligent design 
of mucosal vaccines, better understanding of this balanced situation is required. 
Tolerance-including strategies may be valuable as well: for example, in autoimmune 
situations.

Cell-mediated immune responses within mucosal tissue must also be considered. 
These doubtless contribute to clearance of both bacteria and viruses from mucosal 
areas after infection: Holmgren and Rudin ( 34 ) made the point that with some 
infections, such as V. cholerae or enterotoxigenic E. coli, the infection is so superficial 
that neither the bacteria nor their toxins penetrate into the epithelial cells, and in that 
case, antibodies alone (ideally mucosal IgA) are required for protection, whereas other 
pathogens, such as Salmonella and Shigella infections, penetrate deeper, where IgA 
but also systemic immunoglobulins M and G (IgM and IgG) antibodies may be 
important, as may the T-cell component ( 34 ). Ideally, a mucosal vaccine should protect 
both against toxins produced by pathogens and against antigens involved in adhesion 
to epithelial cells (e.g., fimbriae) or invasion of tissue. In the case of viruses, CD8 + aß 
TCR + cytotoxic T cells that are present intraepithelially clearly contribute to protection.

At the time of writing, only five vaccines that can be considered mucosal vaccines have 
been licensed (although not in all countries). These are the oral Sabin-type polio 
vaccine; the oral killed cholera vaccine, given with cholera toxin B subunit (CT-B); the 



oral live attenuated typhoid vaccine; an oral tetravalent live attenuated rotavirus vaccine 
(which was subsequently withdrawn); and an intranasal influenza vaccine. In view of the 
power of the approach, it is hoped that more mucosal vaccines will follow. Much effort is 
going into the use of live recombinant microorganisms as mucosal delivery systems, 
such as live attenuated Salmonella bacteria given orally or adenoviruses given 
intranasally, but none of these have progressed very far.

Further aspects of the mucosal approach is discussed in the section on HIV/AIDS 
vaccines.

Transdermal Vaccines

It has been known for decades that antigens applied directly to the skin can cause an 
immune response, for that is exactly what contact sensitization represents. On the other 
hand, the realization that direct topical application of vaccines to the skin can cause 
systemic T- and B-cell responses is relatively novel ( 35 ). It is noteworthy that the 
Langerhans type of dendritic cell is really quite superficial in the epidermis, and once 
antigen has reached them, the question of their activation and consequent migration to 
the draining lymph node depends very much on the type of stimulus. For example, if the 
vaccine in question is administered together with an adjuvant such as CT, the immune 
cascade is initiated. Simple admixture with, for example, influenza virus hemagglutinin, 
suffices to initiate a boostable immune response involving both the systemic and 
mucosal compartments. Other exotoxins, including detoxified mutants, also work well. 
Simple skin manipulation, such as cleansing with alcohol or hydration of the skin, may 
enhance responses, and patches, gels, creams, and ointments are also under 
investigation.

Edible Vaccines

Mason et al. ( 36 ) were stimulated by the call at the 1990 World Summit for Children for 
a radical new approach to vaccines for developing nations, so they set about creating 
transgenic plants that expressed putative vaccine antigens. The long-range idea was 
the possibility that a readily available food, such as bananas, might come to constitute a 
cheap source of edible vaccines. Apart from the considerable technical hurdles involved 
in expression of genes for antigens in edible portions of plants, a series of 
immunological questions needed to be addressed. These included the avoidance of 
oral tolerance, ensuring sufficient oral immunogenicity, ensuring some degree of 
protection against enzymic degradation of vaccines, and determining adequate dosage. 
Despite these constraints, progress has actually been remarkably rapid. A start was 
made with HBsAg in tobacco plants. Successful engineering resulted in the 
accumulation of viruslike particles in the tobacco leaf. Similar success was achieved 
with viruslike particles of Norwalk virus capsid protein. Next, potato plants were 
engineered to express the B subunit of heat-labile E. coli enterotoxin (LT-B), in the 
hope that a cheap source of a mucosal adjuvant would eventually result. Mice fed 5-g 
samples of raw potatoes on four occasions developed serum IgG and mucosal IgA 
specific for LT-B. The author had the pleasure of being a visiting professor in Dr Myron 
Levine’s laboratory in the University of Maryland on the very day that the first clinical 
trial of feeding raw, engineered potatoes to human volunteers was initiated. Both 



mucosal and systemic antitoxin immune responses were induced. Of course, it is not 
anticipated that potatoes will be used in the long run, because they need to be cooked. 
Rather, the aim is to engineer fruit that can be fed raw to infants and small children. To 
that end, a transformation system for bananas has been developed. Active research is 
being pursued on edible vaccines against hepatitis B, cholera, measles, and human 
papilloma virus.

It is envisaged that edible vaccines either will contain a mucosal adjuvant or will consist 
of viruslike particles. Either of these strategies should militate against oral tolerance. 
Coexpression of cytokine genes could also be envisaged. It is hoped that the plant cell 
wall, consisting of cellulose, pectins, and proteins, will be a partial barrier to enzymatic 
degradation of the enclosed antigen, allowing some to reach the small intestine, a major 
inductive site of mucosal immunity. Clearly, dosage in infants of various ages will have 
to be the subject of extensive research. The long-term hope of a multisubunit edible 
vaccine, cheap and acceptable in a developing country setting, now seems much less 
fanciful since even the previous edition of this book.

Prime-Boost Strategies

Most vaccines have to be administered on more than one occasion to achieve a 
satisfactory level of disease prophylaxis. Normally, booster vaccines are identical to the 
priming vaccines except that one or more components of a combination may be 
dropped. The initial impetus for a different approach came because of early 
disappointments with HIV envelope protein–based vaccines, which failed to produce 
antibodies capable of neutralizing primary isolates of HIV and failed to induce significant 
levels of HIV-specific CD8 + CTLs. This prompted a search for alternative approaches. 
First, recombinant vaccinia virus engineered to express env was given as a primary 
dose to mice, followed by a booster dose of recombinant glycoprotein (gp) 160 ( 37 ). 
This endeavor was soon broadened to include priming with other vectored vaccines and 
boosting with either pure protein or viruslike particles. It gradually evolved into a variety 
of mixed-modality approaches, some of which are summarized in Table 3. The favorite 
viral vectors have been various modified vaccinia variants of diminished virulence and 
poxviruses of birds such as canarypox and fowlpox, which do not complete their 
replication cycle in mammalian hosts and yet express inserted genes. Less commonly, 
alphaviruses, adenoviruses, and polioviruses have been used.

 
TABLE 3. Some examples of “prime-boost” strategies of immunization



Prime-boost strategies can markedly enhance antibody formation but, more important, 
can engender strong CD8 + and CD4 + T-lymphocyte responses. Just why the 
mixed-modality approach works so well is not entirely clear. “Focused priming” of T cells 
by naked DNA has been invoked, a CD8 + T-cell response to one or a few 
immunodominant epitopes then being strongly amplified by, for example, a poxvirus 
boost. Certainly if the only antigen shared between the priming entity and the boosting 
entity is the antigen of interest, it seems logical that the immune system would react in a 
secondary manner to only that antigen. With DNA priming and protein boosting, it has 
been postulated that the low doses of protein associated with priming engender a 
high-affinity antibody response. Different mechanisms probably underlie the different 
regimens. There is, however, no doubt that the prime-boost approach has conferred 
excellent protection in animal models of various diseases and in some early clinical 
trials in the malaria field. The matter is examined in more detail in the sections dealing 
with HIV/AIDS and malaria. A useful review of prime-boost strategies was published by 
Ramshaw and Ramsay ( 38 ).

ADJUVANTS

Many foreign proteins are poorly or not at all immunogenic when injected in soluble, 
monomeric form but, when administered together with an immune-stimulating entity 
(i.e., an adjuvant), cause a satisfactory immune response. Furthermore, the nature of 
the adjuvant controls the type of immune response, which may be biased toward 
antibody formation or cell-mediated immunity and toward particular antibody isotypes or 
T-cell subsets. Now that pathogen genomics as well as conventional vaccine research 
have yielded such a plethora of candidate antigens, it could be argued that the right 
adjuvant has become the “Holy Grail” of vaccinology.

New Insights into Antigen-Presenting Cell Activation

To understand the complex field of adjuvants, it is necessary to examine the intimate 
relationships between the innate and the adaptive immune systems. The innate 
immune system is evolutionarily as old as multicellular life itself, around 2 billion years, 
but its central molecular basis has been elucidated only as recently as 2000 ( 39 ). From 
the viewpoint of the current discussion, its most important elements are the scavenger 
cells, especially macrophages and dendritic cells, which in higher species are referred 
to as APCs. The adaptive immune system, arising first in the cartilaginous fishes about 
300 million years ago, is composed essentially of three types of cells—APCs, 
T-lymphocytes, and B-lymphocytes—and their diverse molecular products. Thus, APCs 
constitute an important link between the systems. It has long been known that T cells 
and B cells must be activated to exert their defensive functions. An important insight 
was the suggestion (reviewed in Janeway, ref. 39a) that APCs were not constitutively in 
an active state but needed special stimuli to do their job, be this phagocytosis, cytokine 
or chemokine secretion, up-regulation of lymphocyte co-stimulator molecules, or 
movement toward secondary lymphoid organs. Because APCs normally initiate the 
adaptive immunoproliferative cascade, what is it that actually activates the APCs? 
Janeway postulated receptors on APCs capable of recognizing patterns found only on 



evolutionarily distant organisms such as bacteria, ligation of which would activate the 
APCs.

The strange saga of the Toll-like receptors (TLRs) began when it was found that the 
cytoplasmic domain of the IL-1 receptor was homologous to a gene known as Toll, 
which was involved in dorsal-ventral polarization of the Drosophila embryo ( 40 ). The 
IL-1 receptor can initiate a cascade of cellular signals that leads to activation of the 
NF?B transcription factor pathway and of mitogen-activated protein kinases. This in turn 
regulates the expression of genes involved in inflammation, immunity, and tissue repair. 
Not surprisingly, therefore, the insect scientists began to look for possible defense 
functions of the Toll gene. It was soon found that Toll was essential for protecting adult 
Drosophila from fungal infection ( 41 ). A search for further mammalian homologs of Toll 
has, so far, identified 10 genes that have come to be known as TLRs. These can 
indeed recognize a variety of important pathogen-derived materials.

TLR-4, the first of the family for which the ligand was found, is highly specific for the 
lipopolysaccharide (LPS) of gram-negative bacteria; claims that TLR-4 also recognizes 
heat-shock protein 60 and respiratory syncytial virus proteins are regarded as 
controversial ( 39 ). TLR-4 appears to function as a homodimer, and signaling is 
dependent on the coexpression of the glycophosphatidylinositol (GPI)–linked protein 
CD14, the two molecules acting as co-receptors. In contrast, TLR-2 agonists are more 
varied ( 42 ). They include mycobacterial glycolipids AraLAM and PIM, peptidoglycans, 
LPS from gram-positive bacteria, and a variety of lipoproteins. This promiscuity may 
result from the fact that TLR-2 can form heteromers with TLR-1 or TLR-6, associations 
that impart differing ligand specificities. It is not yet clear how general heteromer 
formation is among the 10 or more TLRs. If it is, quite a large repertoire of unique 
specificities can be imagined.

Another interesting specificity is that of TLR-9, which senses bacterial DNA, especially 
nonmethylated CG-rich DNA ( 43 ). As discussed later, this has implications for the 
design of a new generation of adjuvants. The author was particularly fascinated by the 
discovery of the ligand for TLR-5, bacterial flagellin ( 44 ). Forty-five years earlier, the 
author’s group had used Salmonella flagellin as a model antigen, marveling at the fact 
that picogram amounts could be immunogenic without use of any adjuvant. Association 
with TLR-5 and subsequent APC activation may well be the reasons. At the moment, 
the six other known mammalian TLRs are “orphans,” but the field is moving so quickly 
that their ligand specificities may soon be identified.

If the TLRs are indeed innate immune sensors, they are the oldest transducers of 
microbial systems in nature. In the mouse, the effects of TLR ligation on APCs include 
up-regulation of class II MHC and of CD80, CD86, and CD83, as well as NF?B 
activation and cytokine production. The TLRs thus appear to be a hard-wired strategy 
for detecting pathogen-associated molecular patterns. The associations are not of high 
affinity, hence perhaps the need for co-receptors such as CD14 and CD11b/CD18 to 
assist in activation ( 42 ). It is tempting to think that TLR ligation–induced APC activation 
is the first step signaling to the mammalian immune system that the body is in danger. 
However, this view was challenged by Matzinger ( 45 ), who believed that the ultimate 



controlling “danger” signal may be endogenous and may emanate from stressed or 
damaged tissues. She saw products of injured cells as activating the APC. From that 
viewpoint, work by Li et al. ( 46 ) is of interest. They showed that necrotic cells, but not 
apoptotic cells, release materials that can stimulate APCs via TLR-2, leading to NF?B 
activation. Both mitochondrial and nuclear fractions work. Moreover, when apoptotic 
cells are artificially lysed, they too can activate NF?B in a TLR-2–dependent manner, 
showing that it is the maintenance of cell membrane integrity that prevents 
physiologically dying cells from alerting the immune system. Whether the “danger” 
hypothesis is ultimately vindicated or not, the proinflammatory action of necrotic cells 
could certainly augment the immune cascade in many “real-life” situations.

Finally, TLR-mediated signals do not necessarily all lead to the same end result. For 
example, whereas TLR-4 signaling by E. coli LPS induces considerable production of 
IL-6, IL-12, and interferon (IFN)–? in macrophages, Porphyromonas gingivalis activation 
via the TLR-2 receptor does not. Moreover, a given agonist can have differing effects 
on different types of APCs. This leads to the hope that when we understand the TLRs 
sufficiently well, we may be able to use that knowledge to devise adjuvants capable of 
guiding immune responses down different paths. There certainly exists the possibility 
that different TLRs transmit different signals.

Empirical Approaches to Design of Adjuvants

Long before the TLRs were recognized, a great deal of empirical research had resulted 
in a variety of adjuvants that are now understood a little better. For example, it was 
realized that particulate antigens, readily scavenged by APCs, were much more 
immunogenic than soluble antigens. As early as 1926, Glenny et al. ( 47 ) noted that 
alum precipitation of diphtheria toxoid, creating a microparticulate antigen, increased 
immunogenicity considerably. It was found that killed bacteria could nonspecifically 
raise immune responsiveness, and Mycobacterium tuberculosis was very effective. 
Freund and McDermott ( 48 ) combined killed tubercle bacteria with the 
absorption-delaying effects of mineral oil, creating the strong and widely used Freund’s 
adjuvant. This caused local and systemic reactions far too serious for human use, and 
in many countries, it is no longer deemed appropriate for experimental animals either; 
this has prompted a search for less toxic bacteria-derived products retaining adjuvant 
properties. It was realized even in Freund’s day that the adjuvant could guide the 
direction of the immune response. Freund’s adjuvant promotes both antibody formation 
and delayed-type hypersensitivity reactions, but when the mycobacteria are omitted, as 
in Freund’s incomplete adjuvant, only antibody formation results.

The empirical tradition has produced a large number of adjuvant formulations, but only 
aluminum phosphate and aluminum hydroxide to which protein antigens are adsorbed 
have enjoyed widespread human use in all countries. Two reasons underlie this 
somewhat disappointing situation. First, it has proved very difficult to dissociate the 
immunogenic from the toxic properties of bacterial products or other chemical 
adjuvants. This may change as knowledge of the TLRs increases. Second, commercial 
interests have dictated that the major firms involved in vaccine manufacture have gone 
with their own particular experimental adjuvants, with little collaboration between groups 



and few head-to-head comparisons, a circumstance that is unlikely to change soon.

In experimental immunology, various bacteria other than killed M. tuberculosis are used 
as adjuvants. It appears that if a killed bacterial preparation is itself highly antigenic, the 
adjuvant power spills over to the response to an antigen co-administered with it. Some 
guidance may also be given to the response. Killed B. pertussis organisms are a strong 
Th2/antibody formation adjuvant for pure protein antigens. Corynebacterium parvum is 
more of a Th1 adjuvant. A parasite, Nippostrongylus brasiliensis, has long been used to 
elicit powerful immunoglobulin E (IgE) responses.

A rational classification of adjuvants is difficult because, in practice, most adjuvants 
make use of several different principles. These include rendering antigens particulate or 
polymeric or both; creating water-in-oil or oil-in-water emulsions; encapsulating antigens 
in biodegradable microcapsules; including bacteria, bacterial products, or other 
immunostimulatory chemicals; adding immunostimulatory cytokines; or chemically 
coupling the antigen in question to an agent that targets it to APCs. Table 4 illustrates 
some of the relevant principles.

 
TABLE 4. Some principles underlying the design of adjuvants

This section focuses on the most promising approaches and those closest to human 
application. For a fuller analysis of all the variables, the reader is referred to an 
excellent book ( 49 ).

Aluminum Compounds as Adjuvants

Aluminum hydroxide and aluminum phosphate are the two most commonly used 
adjuvants. Two chief methods underlie alum adjuvants: either in situ precipitation of 
aluminum compounds in the presence of antigen or adsorption of antigen onto 
preformed aluminum gel. The latter is now more commonly used because alum 
precipitation is quite demanding and batch-to-batch variation is a significant problem. 
The insoluble particles that result are less than 10 µm in diameter and may be as small 
as 0.1 µm. Alum adjuvants promote good antibody formation but little or no 
delayed-type hypersensitivity or CD8 + T cell–mediated cytotoxicity. They can lead to 



significant IgE responses, which on the one hand may be advantageous for antiparasite 
vaccines but, on the other hand, can lead to hypersensitivity to the antigen in question. 
Overall, the safety record is good, but local reactions are occasionally troublesome. 
Properly formulated alum adjuvants are thus very satisfactory for diseases that can be 
prevented by serum IgG antibodies.

Emulsions as Adjuvants

Emulsions and emulsifying reagents have been central to adjuvant research. 
Incomplete Freund’s adjuvant was used in the 1950s for the human influenza vaccine 
but never passed the regulatory hurdles. Companies have continued to improve their 
formulations, which may also contain one or more chemical promoters of 
immunogenicity. Both water-in-oil and oil-in-water emulsions can be used, and the oil 
can be of mineral, vegetable, animal, or synthetic origin. Stabilization by a surfactant is 
important, as is the nature of the emulsifying agent.

The firm SEPPIC has been promoting water-in-oil emulsions for human use: namely, 
Montanide ISA51 and Montanide ISA720, which have been used in numerous phase I 
and II trials. Montanide ISA720 is of special interest because it has been used in HIV, 
malaria, and cytomegalovirus vaccine trials. The adjuvant contains a natural, 
metabolizable oil and a highly refined mannide oleate emulsifier. Seventy parts of 
adjuvant are mixed with 30 parts of the aqueous, antigen-containing medium and 
homogenized, yielding watery droplets 0.3 to 3 µm in diameter, the emulsion being 
stable at 4°C for at least 2 years. The adjuvant promotes antibody formation and 
significant cytotoxic T-cell activity.

The firm Chiron has clinical experience since the early 1990s with an oil-in-water 
emulsion known as MF59. This is now registered in Italy for use with an influenza 
vaccine (Fluad) and has been used in about 1 million doses. It has been found to be 
very safe and effective. The droplets of the metabolizable oil squalene are about 0.15 
µm in diameter, and the other components are polysorbate 80, sorbitan trioleate, 
trisodium citrate dihydrate, and citric acid monohydrate. The preparation is surprisingly 
nonviscous, and thus easy to use, and minimally reactogenic. The emulsion is stable at 
2°C to 8°C for at least 3 years. MF59 is a good promoter of antibody formation and of 
Th2 type CD4 + T-cell responses but not of cytotoxic T cells in subhuman primates or 
human subjects.

The Syntex adjuvant formulation (SAF) is another oil-in-water emulsion but is 
noteworthy for also containing the immunostimulatory compound threonyl-muramyl 
dipeptide (threonyl-MDP) ( 50 ). This agent has an interesting history, going back to the 
early days of the search for the immunopotentiating chemicals in bacteria. Ellouz et al. ( 
51 ), searching for the minimal structural requirements needed for the adjuvant 
properties of bacterial peptidoglycans, found that N-actetyl-muramyl- L-analyl- 
D-isoglutamine, or MDP, powerfully promoted both antibody formation and 
cell-mediated immunity. There have been variations on the theme; Allison and Byars ( 
50 ) claimed that the threonyl derivative is less toxic and more powerful. The SAF 
emulsion vehicle also contains the non-ionic block polymer surfactant poloxamer 401, 



which has adjuvant properties in its own right. The metabolizable oil is squalene, and 
the emulsifier is polysorbate 80. The adjuvant has elicited both cell-mediated and 
humoral immune responses with a variety of antigens. However, it does not appear to 
be progressing rapidly to clinical use, perhaps because the MDP component is, after all, 
too reactogenic.

One of the most interesting oil-in-water emulsions is the adjuvant AS02A, being 
promoted by the company GlaxoSmithKline. It is hoped that this preparation will be 
useful for vaccines against the three most dreaded diseases of developing countries: 
HIV/AIDS, malaria, and tuberculosis. This adjuvant has been administered to more than 
1,300 volunteers and has raised no serious safety concerns. The special feature of 
AS02A is that it contains two separate chemical immunostimulants, known as 
3D–monophosphoryl lipid A (MPL) and QS21. MPL is the best product remaining from 
an important line of work. This sought to take the LPS endotoxins of gram-negative 
bacteria such as Escherichia, Pseudomonas, or Salmonella and to extract from them 
less toxic adjuvants. MPL is modified from lipid A and is much less toxic ( 52 ) but 
powerfully immunostimulatory; 3D-MPL is a further derivative. QS21 is an adjuvant 
derived from the bark of the South American tree Quillaja saponaria. Crude extracts 
consisting of a mixture of tannins, polyphenolics, and triterpene glycoside saponins 
were found to be immunostimulatory. A saponin mixture known as Quill A was a 
somewhat purer preparation, and when it was fractionated by high-performance liquid 
chromatography into at least 23 components, QS21 emerged as the saponin with the 
most power and least toxicity ( 53 ). QS21 strongly stimulates both T cell–dependent and 
T cell–independent antibody formation and also cell-mediated immunity, including CD8 
+ T-cell cytotoxicity.

Not surprisingly, therefore, AS02A proved to be a powerful adjuvant in rodents, 
subhuman primates, and humans. In human malaria vaccine trials (see also later 
discussion), it caused rapid and strong antibody formation, Th1 T-cell proliferation with 
IFN-? production, and CD8 + CTL responses ( 54 ). In HIV vaccine studies in Rhesus 
monkeys, the same results were obtained, and T-cell immunity was impressive with two 
M. tuberculosis antigens in the same species.

Microparticles, Including Immunostimulatory Complexes, Liposomes, Virosomes, 
and Viruslike Particles

Again, early immunologists were quick to realize that poorly immunogenic proteins 
could cause antibody formation as microparticles or microaggregates, such as through 
mild heat aggregation of serum proteins. Similarly, the property of physiological 
self-asssembly was found useful. Soluble flagellin self-assembles into flagella-like 
strands of polymerized flagellin and HBsAg into virus-like particles. In each case, the 
particulate preparation is more immunogenic than the soluble monomeric protein.

Immunostimulating complexes (ISCOMs) are a variation on this theme. These are 
microparticles consisting of lipids, saponins, and antigens that form spontaneously 
under the correct conditions ( 55 ). They are cagelike structures—that is, hollow, 
spherical particles of approximately 40 nm diameter. Typically, the saponin would 



consist of Quill A, the lipids would be a mixture of cholesterol and either phosphatidyl 
choline or phosphatidylethanolamine, and the antigen would be a protein possessing a 
transmembrane domain. These amphipathic molecules are incorporated into the 
lipid-saponin structure when the detergent is removed. Incorporation of hydrophilic 
proteins can be achieved with acid treatment, although this represents an association 
rather than true insertion. ISCOMS promote antibody formation, delayed-type 
hypersensitivity, and CTLs. Like liposomes, some ISCOMS appear to enter the APCs 
without going through the endocytic pathway. Thus, they achieve the necessary class I 
MHC–restricted antigen presentation. Because of this efficacy in multiple limbs of 
immunity, ISCOMS have proved valuable in many experimental animal models, 
including vaccines against viruses, bacteria, and parasites. There is a registered 
veterinary ISCOM-based vaccine for equine influenza, and CSL, Ltd., in Australia has 
commenced phase I clinical trial work in humans with an ISCOM-influenza vaccine.

Liposomes have some but not all of the features of ISCOMS. Alving et al. ( 56 ), using 
liposomes with cholera and malaria antigens, obtained a good adjuvant effect. They 
have also obtained quite promising results by using envelope protein peptides in a 
simian immunodeficiency virus (SIV) trial with macaque monkeys. The liposomes 
contain dimyristoyl phosphatidyl choline, dimyristoyl phosphatidyl glycerol, cholesterol, 
and monophosphoryl lipid A. In some experiments, liposomes were alum-adsorbed. 
Liposomes have also acted as adjuvants for diphtheria toxoid, tetanus toxoid, and a 
variety of hepatitis antigens. There is a great capacity to vary the particle size of 
liposomes, from approximately 20 nm up to more than 10 µm in diameter. In general, 
liposomes are best used together with some other adjuvant.

Virosomes are multimeric aggregates of virus-derived transmembrane proteins (e.g., 
influenza hemagglutinin) and proteosomes are similar multimers of bacterial 
transmembrane proteins. They consist of 60- to 100-nm vesicles or membrane vesicle 
fragments. Amphipathic immunogens can be incorporated into these structures. These 
agents do not induce cell-mediated immunity unless an appropriate further adjuvant is 
added. Glück et al. ( 58 ), of the Swiss Serum and Vaccine Institute, are a strong 
proponents of the virosome approach. They used influenza virus virosomes as a 
delivery system for, for example, hepatitis A and B or diphtheria and tetanus antigens ( 
57 ) or as a mucosal vaccination strategy against influenza itself. In the latter case, 
hemagglutinin and neuraminidase were extracted from influenza virus, and 
phosphatidylcholine liposomes also containing the mucosal adjuvant E. coli heat-labile 
toxin at 1 µg per dose were prepared. Two nasal spray immunizations induced good 
humoral responses in adult human volunteers, with significant salivary IgA. Elderly 
subjects also tolerated the vaccine well.

Viruslike particles (VLPs) are the results of self-assembly of virus capsid proteins. The 
considerable success of the hepatitis B vaccine owes much to the strong 
immunogenicity of the HBsAg particles. Similarly, the major capsid protein of the human 
papilloma virus is strongly immunogenic as a VLP. It has also been possible to 
incorporate other proteins into HBsAg VLPs and thus to enhance their immunogenicity.

Other Methods of Rendering Antigens Particulate



There are other ways of effecting a polymerization of antigens such as association with 
polymers. Non-ionic block copolymers, usually used as additives to adjuvants 
employing an emulsion, are polymers of polyoxypropylene and polyoxyethylene with 
which antigen can be associated. They have been used as components of complex 
adjuvant formulations by both Syntex and Ribi Chemical Co. These formulations induce 
a good Th1 response.

Carbohydrate polymers of mannose (e.g., mannan) or of ß1-3 glucose (e.g., glucan) 
have been used in a similar manner. It is possible to conjugate peptides to mannan by 
means of an aminocaproic spacer and thereby produce a good antibody response. 
Mannan can also enhance the adjuvant properties of LPS. Part of the action may result 
from the stimulation of macrophages, which have a mannan-binding receptor.

O’Brien-Simpson et al. ( 59 ) reported a generic method for the assembly of multipeptide 
polymers that results in highly antigenic preparations. The basic principle is that 
peptides are synthesized in the solid phase, the N-terminal residue is acryloyated, and, 
after cleavage, the derivatized peptides are polymerized by free radical–induced 
polymerization. The peptides used can be the same or different. Multiple B- and T-cell 
epitopes can be incorporated into the final construct. The approach has been validated 
with peptides from influenza virus, malaria and other parasites, tetanus toxin, protein 
hormones, and various model proteins. Furthermore, the geometry of the synthetic 
peptide-based immunogen is important because branched configurations are more 
efficient at stimulating T-cell clones (through dendritic cells) and at eliciting antibody 
formation ( 60 ). They are also more stable in serum. Although many peptide dendrimers 
are good immunogens, when polymerizing separate, defined epitopes, chemoligation 
through thioether bond formation was preferable to oxime bond formation or disulfide 
bond formation ( 61 ).

Oligonucleotides, Especially CpG Motifs

There is a long history of attempting to use nucleic acids as adjuvants. In the 1960s, 
there was quite a vogue for using the polynucleotides polyinosine:polycytidylic acid 
(polyI:C) and polyadenylate:polyuridylate (polyA:U), known stimulators of interferon 
production, as experimental immunostimulators. The field took on an altogether 
different and more promising dynamic as a result of the work of Tokunaga et al. ( 62 ). 
These investigators were interested in the antitumor potential of BCG, noted that much 
of it was in the DNA fraction, and drew attention to particular sequences of 
oligodeoxyribonucleotides. Subsequently, using shorter oligodeoxyribonucleotides, they 
discovered that palindromic hexamers, each of which contains nonmethylated CpG 
dinucleotides, are responsible for immune activation, measured in their case by 
induction of interferon production by natural killer cells ( 63 ). Krieg et al. ( 64 ) established 
that the minimal immunostimulatory sequence was unmethylated 5'-Pur-Pur-CpG 
Pyr-Pyr-3'. Methylation of the cytosine was found to reduce activity. Because 
mammalian DNA contains fourfold fewer CpG dinucleotides than would be anticipated 
in mammalian genomic DNA on the basis of the frequency of the bases, and because 
70% of these are methylated, whereas bacterial cytosines rarely are, there arose the 



speculation that the mammalian innate immune system evolved to recognize the 
bacteria-specific pattern ( 65 ). This was well before the recognition of the TLR-9 
receptor as the relevant counterstructure for CpG motifs, as already discussed.

Two commercial firms have performed extensive research on CpG oligonucleotides as 
immune stimulants. Coley Pharmaceuticals has experimented with quite a number of 
sequences, chiefly in the context of conventional adjuvants for vaccines. For example, 
the compound 1826, consisting of 5'-TCCATGACGTTCCTGACGTT-3', strongly 
enhanced antibody formation to recombinant HBsAg ( 66 ) and acted as a powerful 
mucosal adjuvant when given intranasally with recombinant glycoprotein B of herpes 
simplex type 1 in a mouse model ( 67 ). The 24-mer compound 2006 
(5'-TCGTCGTTTTGTCGTTTTGTCGTT-3') was a strong Th1-type adjuvant in 
orangutans ( 67 ).

This firm considers that a CpG motif is X 1X 2CGY 1Y 2, in which X 1 is a purine, X 2 is 
not C, Y 1 is preferably T and not G, and Y 2 is T. Furthermore, there is some degree of 
species specificity, GACGTT being optimal for mice and GTCGTT for humans. The 
oligonucleotides act on natural killer cells, dendritic cells, monocytes, and 
macrophages, but also directly on B cells. Apart from IFN-?, other cytokines and 
chemokines are induced, and markers such as class II MHC, CD80, and CD86 are 
up-regulated. Thus, CpG oligonucleotides used alone can stimulate innate immunity 
and protect against pathogens for short periods. Used as an adjuvant, the compound 
7909 raises the anti-HBsAg titer 10- to 35-fold in human volunteers, in comparison with 
antigen alone, and is well tolerated.

The company Dynavax Technologies tends to term its products immunostimulatory 
sequences (ISS). Apart from infectious diseases, in which targets include hepatitis B, 
hepatitis C, and HIV, Dynavax is especially interested in allergy; ISS covalently linked to 
allergens are seen as a possible treatment. The motif AACGTTCG is considered 
superior to the hexamer AACGTT, and Dynavax has published extensively on the 
compound 1018, which is 5'-TGACTGTGAACGTTCGAGATGA-3', but has also used 
other oligonucleotides. When 1018 was covalently coupled to the ragweed pollen 
antigen Amb a 1, the conjugate included a strong Th1-type response in mice, in 
contrast to Amb a 1, alone which led to a Th2 response ( 68 ). Moreover, when 
peripheral blood mononuclear cell cultures from ragweed-allergic subjects were 
stimulated in vitro with the conjugate, the resulting cytokine profile was IFN-? 
dominated, and even when the cells had been prestimulated with Amb a 1 (leading to a 
Th2 response), the conjugate induced IFN-? production and partially inhibited IL-4 and 
IL-5 production ( 69 ).

Because of these promising results, Dynavax went on to a phase II clinical trial in 27 
hay fever sufferers, achieving good allergen-specific IgG levels. Randomized, 
placebo-controlled phase III trials have started. A phase I/II clinical trial of HBsAg linked 
to the ISS molecule has also begun.

It therefore appears that the CpG oligonucleotides have a promising future in both 



immunoprophylaxis and immunotherapy of various kinds.

Other Chemical Adjuvants

A wide variety of other chemicals, both natural and synthetic, have been found to 
stimulate immune responses. Cytokines are discussed further later. Bacterial products 
not yet mentioned include Klebsiella pneumoniae glycoprotein, heat-labile enterotoxins, 
trehalose dimycolate, tripalmitoyl-S-glycerine cysteine, and Detox, prepared from 
mycobacterial cell walls. Other surface active agents include dimethyl dioctadecyl 
ammonium bromide, avridine, and polyphosphazenes. Carbohydrate polymers with 
adjuvant properties include mannans, as mentioned previously; glucans; and dextrans. 
An interesting parasite-derived adjuvant is the Leishmania protein LeIF. This list is by no 
means exhaustive.

Microencapsulation of Antigens

This idea combines several desirable principles for adjuvants. Biodegradable 
microcapsules are particulate. They can enclose immunostimulatory molecules as well 
as antigen. They delay absorption of antigen and act as long-term depots. Best of all, 
they offer the hope that different chemical compositions will create particles that release 
their antigen as a pulse at various defined times after injection. Variables that affect the 
timing of release include particle size and the composition of the polymer. An ideal 
preparation would be a mixture of particles dissolving at intervals to mimic a primary 
dose and two booster doses.

Several laboratories share the credit for the development of controlled-release vaccine 
through encapsulation. The idea of biodegradable microcapsules containing antigens 
was promoted by Chang ( 70 ) and put into practice by Langer ( 71 ). The currently most 
popular material, the polymer poly(lactide-co-glycolide) (PLG), was first used by 
O’Hagan et al. ( 72 ) and by Eldridge et al. ( 73 ). This material was a happy choice 
because PLG has been used for many years as a biodegradable suture material. In that 
context, it has shown itself to be safe and nonreactogenic. PLG degrades by hydrolysis. 
How long this takes is determined both by chain length and by the ratio of lactide to 
glycolide in the polymer. The WHO has sponsored a considerable amount of work on 
PLG, in the hope of coming up with a “one shot” formulation, which in the first instance 
could be applied to the problem of neonatal tetanus in developing countries. Because 
infant immunization rates were low for women now of childbearing age, the WHO 
programs aim to immunize pregnant women with tetanus toxoid so that the newborn 
infants would be protected by antibodies crossing the placenta. However, it is difficult to 
persuade these women to make three trips to their local health center, which may 
require hours of walking. Once the controlled-release strategy has been perfected for 
this purpose, it could be adapted to other vaccines, such as hepatitis B or Hib.

Many frustrating problems were encountered in this endeavor, but they are gradually 
being overcome one by one. The most important one relates to stability of antigens in 
microparticles, both during the manufacturing process and in vivo. Furthermore, 
although the lactide-to-glycolide ratio in PLG affects degradation rate, it was found in 



practice that a mixture of two different sets of microcapsules resulted not in sharp peaks 
of antigen release but rather in continuous release over a period. This seems to 
produce satisfactory antibody responses ( 74 ). It is now clear that, in preclinical studies, 
one injection of antigen in microcapsules can lead to higher and more sustained 
antibody formation than can two injections of antigen adsorbed onto alum.

Macdonald et al. ( 75 ) at CSL, Ltd., in Australia have come up with an experimental 
“one-shot” method in their formulation of a single-dose but two-component experimental 
influenza vaccine. There is an immediate-release component that is produced by 
spray-drying the antigen, with or without adjuvant, in the presence of a stabilizer, such 
as trehalose. The delayed-release component consists of antigen that is encapsulated 
in a PLG matrix. An aqueous solution of influenza A/PR8 virus, ISCOMS, and trehalose 
is emulsified into a solution of PLG in methylene chloride. The resultant water-in-oil 
emulsion is also spray-dried. Shortly before use, the two components are mixed and 
suspended in buffer with 0.1% Tween 80. Such a formulation significantly outperformed 
a single injection of a liquid preparation and in fact resembled two spaced doses in 
efficacy.

Cyanoacrylates are another form of biodegradable polymer. For example, 
poly(butyl-2-cyanoacrylate) has been used as an adjuvant for oral immunization. 
Poly(methylmethacrylate) nanoparticles constitute another biodegradable adjuvant. The 
antigen can be either incorporated into the nanoparticles or adsorbed onto previously 
formed particles.

The use of PLG and other microparticles is under extensive investigation for the 
mucosal administration of vaccines. Particles of very small size (nanoparticles) may be 
even more suitable. Digestion in the stomach needs to be combated, perhaps by 
enteric-coated polymers, and coating with substances that increase intestinal 
absorption may be necessary. Delivery via the respiratory tract—for example, via 
intranasal immunization or aerosol administration—is a good possibility for respiratory 
pathogens. Rectal and vaginal delivery is also possible. Because there is a great deal of 
“cross-talk” between the various components of the mucosal immune system, and 
because oral delivery is by far the most practical, this deserves full experimental 
exploration in the first instance.

Biodegradable microparticles can induce T-cell immunity, including CD8 + CTLs, as well 
as just antibody formation. For example, HIV envelope proteins contained in PLG 
particles induced HIV-specific CD4 + and CD8 + T-cell responses in mice. Similarly, 
microparticles outperformed incomplete Freund’s adjuvant in promoting Th1 CD4 + 
T-cell responses with a subunit antigen from M. tuberculosis ( 76 ). The addition of 
cytokines or chemical adjuvants to further enhance these T-cell effects remains to be 
explored.

Cytokines as Adjuvants

Cytokines have profound regulatory effects on all three cell types (APCs, T cells, and B 
cells) involved in immune responses, and so it is natural to ask whether they might find 



a use in adjuvant preparations, particularly inasmuch as some cytokines are noteworthy 
for guiding the immune response down particular pathways. This being so, it is 
interesting to note that the field of cytokines as adjuvants has not yet made much 
progress. Of course, cytokines are quite expensive and also can exhibit marked, 
although dose-dependent, toxic effects. A variation on the theme explored in a later 
discussion is cytokine gene constructs as components of vectored or DNA vaccines, an 
approach that would have the advantage that the cytokine is delivered to the same 
milieu as the antigen, as opposed to systemically administered cytokines.

Several cytokines act on APCs. IFN-? and tumor necrosis factor a recruit and activate 
macrophages and help T cells develop antiviral effector functions, and IL-1a and IL-1ß 
are also strongly proinflammatory. These cytokines have been assessed for their 
capacity to improve the response of mice to an inactivated rabies vaccine ( 77 ). All of 
them increased virus-specific IgG responses, IFN-? raised resistance to challenge 
infection, and IFN-? and IL-2 acted synergistically. Limited clinical trials have shown 
IFN-? to accelerate the response of humans to hepatitis B vaccines. 
Granulocyte-macrophage colony-stimulating factor (GM-CSF) and FLT-3 ligand are 
strong stimulators of dendritic cells; each has been claimed to have adjuvant properties 
in soluble form, and each has been used to stimulate dendritic cells in various 
approaches to cell-based anticancer vaccines ( 78 ). The FLT-3 ligand stimulates both 
CD8a + (lymphoid type) and CD8a - (myeloid type) dendritic cells in the mouse and both 
CD11c + (monocytoid) and CD11c - (plasmacytoid) dendritic cells in the human, 
whereas GM-CSF stimulates only the latter in each case. The former dendritic cell type 
tends to produce Th1 stimulating cytokines and the latter a Th2 bias. The differential 
mobilization of distinct dendritic cell subsets may have some potential in guiding 
immune responses. An early trial of FLT-3 ligand as an adjuvant in combination with 
alum failed to show an increase in the already strong immune response.

IL-2 has been explored most extensively ( 79 ). It can be highly effective in restoring 
immune responsiveness in mice with a deficient T-cell system or in overcoming immune 
response gene-mediated low titers. Its effects in healthy animals are less impressive, 
although some enhanced protection in a variety of infectious disease models has been 
noted. IL-2 can improve survival in a variety of cancer immunotherapeutic models. One 
noteworthy clinical effect is its capacity to convert lepromatous leprosy into tuberculoid 
leprosy when injected directly into the lesions of patients. IL-4 and IL-10 have received 
some attention through their capacity to send the immune response veering into a Th2 
direction, but currently the focus is on Il-10 as a possible therapy in autoimmunity rather 
than as an adjuvant. IL-12 can promote Th1 development, an effect that has been 
beneficial in a trial Leishmania vaccine. One does not detect a great thirst within 
pharmaceutical industry to use soluble cytokines as adjuvants. In the longer term, it is 
conceivable that one or more could find a place in either vectored or DNA vaccines, as 
a gene construct rather than a finished product.

Molecular Targeting of Antigens

Antigens have to be brought to APCs, which in turn have to be activated to begin the 
adaptive immune response. Getting antigens to APCs by linking them to ligands for 



which the APCs have a counterstructure is a good first step. For example, fusing a 
protein antigen with C3d can increase murine anti–hen egg lysozyme responses by up 
to 10,000-fold ( 80 ), yielding responses much higher than with Freund’s complete 
adjuvant. In mucosal immunity, coupling antigens covalently to a mucosal adjuvant can 
have profound effects as discussed previously. Now that the TLRs are being rapidly 
unraveled, one can anticipate more experimentation on antigens coupled to their 
various ligands, and certainly new knowledge on dendritic cells will be of equal 
relevance ( 81 ).

The reader by now has gathered that the field of adjuvants is not too rich in simplifying 
or overarching paradigms. It seems likely that empirical research will continue to 
dominate for some time. It may be well to end on a positive note. Combinations of the 
principles discussed seems the way of the future. There have been any number of 
disappointing clinical trials of a malaria vaccine based on the Plasmodium falciparum 
circumsporozoite protein (CS). When and only when three separate principles of 
adjuvanticity were combined did a vaccine capable of protecting six of seven volunteers 
against mosquito-bite challenge result ( 54 ).

That is not to extol AS02A ahead of its competitors but to make the point that the 
production of a virus-like particle, incorporation in an oil-in-water emulsion, and the use 
of two strong immune stimulants, MPL and QS21, conspired together to achieve the 
desired result. Perhaps malaria or HIV will represent the challenge to get the best out of 
the many competitive approaches and to arrive at a satisfactory end result.

Mucosal Adjuvants

While conventional adjuvants can be considered for mucosally delivered vaccine 
preparations, there is a special class of lectin-like molecules endowed with 
immunostimulatory properties that are uniquely involved in enhancing mucosal 
responses. CT is the most powerful mucosal adjuvant yet developed. The CT-B retains 
much of the adjuvant property but not the toxicity. E. coli LT is active and Fragment C of 
tetanus toxin has similar effects.

Obviously, the toxicity of CT and LT limits their usefulness as adjuvants. A clever 
strategy was developed by Pizza et al. ( 18 ), involving genetic modification of CT and 
LT, which resulted in derivatives that are still able to assemble into a holotoxin but have 
greatly diminished toxicity. These mutants act not only as mucosal immunogens but 
also as adjuvants for co-administered bystander antigens. Two equivalent derivatives of 
CT and LT, known as CTK63 and LTK63, have been prepared by substitution of a 
single, identical amino acid. The substitution is near the nicotinamide adenine 
dinucleotide (NAD) binding cleft. Interestingly, LTK63 worked much better than CTK63 
both for the facilitation of serum antibody and as a co-inducer of IgA in nasal or lung 
lavages of mice, being only slightly inferior to CT itself ( 82 ). The reasons for this 
difference are currently entirely obscure. Indeed, the mechanisms whereby the toxins 
mediate immunity are poorly understood. The nature of the co-administered antigen is 
clearly important; there is a hierarchy of immunogenicity as for injected antigens. 



Capacity of the adjuvant to bind to M cells is obviously essential.

Interestingly, when CT-B is covalently coupled to an antigen and is then given by a 
mucosal route, CT-B induces a strong mucosal IgA response to itself and, frequently, 
the conjugated antigen, but it actually causes systemic or peripheral immunological 
tolerance ( 83 , 84 ). Moreover, far less antigen is required than for normal mucosal 
immunity or tolerance induction. Furthermore, the strategy works even in the presence 
of an already established state of systemic immunity. Impressive results have been 
obtained in animal models of autoimmune disease, including autoimmune 
encephalomyelitis, collagen-induced arthritis, and nonobese 
diabetes–insulin-dependent diabetes mellitus. One possible mechanism may be the 
induction of T cells producing immunosuppressive cytokines such as transforming 
growth factor ß and IL-10. Interestingly, even trace amounts of co-administered CT 
prevent tolerance induction.

STANDARD IMMUNIZATION SCHEDULES

A prominent role of health departments in various countries is to establish and 
promulgate a schedule of immunizations considered optimal for that country. This 
schedule varies, depending on burden of disease, local experience, particular 
preferences of in-country experts, and (unfortunately) ability to pay. Furthermore, the 
way that vaccines are combined is constantly changing. Table 5 shows the schedule of 
a typical industrialized country.

 
TABLE 5. A typical standard immunization schedule a 



BACTERIAL VACCINES

The particular vaccines discussed in this section are not a comprehensive list of 
important vaccines. Rather, they are chosen to reveal major research achievements 
and to highlight future challenges.

Diphtheria, Acellular Pertussis, and Tetanus

Historically, the DPT combination has come to be well accepted; only about 2% of the 
population harbor serious reservations. In view of its importance in a developing nation 
and the fact that health systems are geared to it, DPT has been regarded as a 
“platform” on which further vaccines, such as hepatitis B, Hib, and injectable 
poliomyelitis vaccines, and perhaps others, could be placed. Different countries follow 
different schedules for a primary course of DPT, such as at 2, 3, or 4 months of age; 2, 
4, and 6 months of age; or, in the setting of a developing country, 6, 10, and 14 weeks. 
It is generally agreed that three doses should be administered by 6 months of age. 
There is also variability between countries on the timing of a booster dose, such as at 
18 month or diphtheria toxoid only at 3 to 5 years. Tetanus toxoid plus a low dose of 
diphtheria toxoid is advised again at school leaving age, and, ideally, a further booster 
should be given if a person suffers a penetrating wound (for tetanus) or travels to an 
epidemic or endemic area (for diphtheria). With regard to tetanus, five doses are 
regarded as conferring life-long immunity but this may not be correct. For diphtheria, a 
major epidemic in the countries of the former United Soviet Socialist Republic, including 
many cases among adults, has shown that initial immunization had been inadequate, 
that immunity does wane with time, or both. In the United Kingdom, 25% of blood 
donors aged 20 to 29 but 53% of those aged 50 to 59 were found to have inadequate 
antibodies to diphtheria toxin. Relatively little attention has been given to adult 
reimmunization, but a movement for more aggressive immunization of older persons 
has begun. Boosters of diphtheria and tetanus every 10 years would be a very good 
idea.

It has already been mentioned that genetic detoxification of diphtheria and tetanus 
toxins is possible but that there has been little pressure to modify the traditional toxoid 
vaccines. Nevertheless, the mutant diphtheria protein CRM197 has been popular as the 
protein component of conjugate vaccines. Pertussis, however, has a reputation for 
being reactogenic and perhaps for causing rare more serious side effects. Whole killed 
B. pertussis organisms are irritating and do cause local reactions and pyrexia in a 
significant proportion of infants.

For these reasons, there has been pressure for a subunit vaccine containing not killed 
bacteria but pure antigens derived from the bacteria. In fact, acellular pertussis 
vaccines have been in routine use in Japan since 1981. Renewed interest in the United 
States and in Europe has resulted in the testing of no fewer than 13 acellular pertussis 
vaccines. The key antigen is pertussis toxoid (PT), and other important antigens for 
protection are filamentous hemagglutinin and pertactin. Typical of the extensive clinical 
research that has been done on acellular pertussis vaccines is a trial in Italy, where 
immunization rates are low (around 40%); two acellular vaccines from 



SmithKlineBeecham and Chiron Biocine (renamed Chiron Vaccines in 1996) were 
compared with a whole-cell vaccine from Connaught Laboratories. The double-blind, 
randomized controlled trial involved 14,751 infants enrolled over a 1-year period in 
1992–1993 ( 85 ). It involved 62 public health clinics and follow-up for an average of 17 
months. Pertussis infection was confirmed by culture and quantitative serological tests. 
Unfortunately, the Connaught vaccine behaved quite atypically, giving only 36% 
protection. The two acellular vaccines behaved equivalently, giving 84% protection. 
Local and systemic adverse events were significantly less frequent with the two 
acellular vaccines, and their incidences were similar to those of a diphtheria toxoid 
vaccine without the pertussis component.

The chief difference between these two vaccines was that in the SmithKlineBeecham 
vaccine, the PT was detoxified by chemical treatment, whereas the Chiron Biocine 
vaccine contained a mutated, nontoxic form of PT that had been genetically detoxified. 
Site-directed mutagenesis introduced two point mutations (Arg 9?Lys and Glu 129?Gly) 
in the enzymic site of the PT. This vaccine caused a higher anti-PT response than that 
containing chemically inactivated PT, and continued blinded observation for a further 
year revealed significantly fewer pertussis cases in the Chiron Biocine group. A brief 
review by Rappuoli ( 86 ) gives a sobering insight into what is involved in bringing a new 
vaccine to the market. The project started in 1984. The cloning and sequencing of the 
PT gene was achieved in 1985; the amino acids that needed to be changed to remove 
toxicity were identified in 1987; the filamentous hemagglutinin was cloned in 1988; and 
the B. pertussis strain producing the nontoxic PT was constructed in 1989. Phased 
clinical trials were started as follows: phase I, in 1989; phase II, in 1990; phase III, in 
1992; end of phase III, in 1995; filing of worldwide product license application 
world-wide, in 1996. Introduction of new and improved vaccines is not for the 
faint-hearted!

An analysis of six acellular pertussis vaccines from nine trials was presented by Klein ( 
87 ). In all of these, the acellular vaccine was either statistically no different from or more 
protective than the whole cell vaccine. In three of the trials, the acellular vaccine was 
about 10% less protective (84% vs. 93%, 89% vs. 98%, 85% vs. 96%), but the 
differences did not reach statistical significance. The author is not aware of any 
meta-analysis of these data. However, an interesting review of all available clinical trial 
data was presented by Hewlett and Cherry ( 88 ). They reached the tentative conclusion 
that a five-component vaccine—including not only pertussis toxin, filamentous 
hemagglutinin, and pertactin but also fimbrial antigens 2 and 3—gave the greatest 
protection. These last two proteins are not the primary adhesins for the target cell 
surface but, rather, may serve to sustain attachment. Among other questions, it remains 
to be determined how long protection lasts with these newer vaccines. At the moment, 
there is no major push to switch over to these more expensive vaccines in developing 
countries, but the trend to the less reactogenic preparations is marked in the 
industrialized world and probably will prove irresistible globally.

Pertussis affects persons of all ages, although morbidity and mortality rates are highest 
among children younger than 1 year. Because antibiotics appear to be of little use when 
symptoms are fully established, the intravenous administration of high-titered pertussis 
immune globulin in hospitalized children is currently the subject of a phase III controlled 



trial that is fully enrolled.

There are some doubts about the duration of immunity to pertussis, even with regard to 
the natural disease itself, and there is increasing evidence of this organism as a cause 
of prolonged cough illnesses in adolescents and adults. This raises the issues of 
regular booster immunization, not currently practiced, and of the highest possible infant 
coverage to achieve eventual herd immunity.

Diarrheal Disease Vaccines: Typhoid, Cholera, and Shigellosis

Vaccines consisting of killed whole typhoid or cholera bacilli were among the earliest 
developed. However, efficacy was distinctly suboptimal, and local reactions at the 
injection site and within draining lymph nodes were marked. This approach has been all 
but abandoned, and much progress has been made toward orally active vaccines, 
although much more is needed.

Typhoid Vaccines Typhoid fever, which is far more than a diarrheal disease because 
Salmonella typhi is an invasive organism that causes severe parenteral toxicity, remains 
a serious public health problem. There are an estimated 33 million cases annually, with 
more than 500,000 deaths. In endemic countries, the majority of patients are aged 
between 5 and 19, which makes school-based immunization an attractive possibility. 
Unfortunately, routine immunization is not yet occurring, and the reasonably effective 
present-day vaccines are almost entirely confined to use by travelers and armed 
services personnel. The live attenuated orally administered S. typhi strain Ty21a has 
been licensed in the United States since 1991. This was derived from the wild-type 
strain Ty2, which has been maintained in the laboratory since 1918 and doubtless 
contains many mutations. Ty21a has been extensively tested in Egypt and Chile. Three 
to five spaced oral doses are required, it has been found to be very safe, and efficacy 
varies from fair to good in different trials. The current alternative is a single dose by 
injection of the Vi antigen. This is a linear homopolymer of galacturonic acid and forms 
a part of the capsular polysaccharide of the organism. Clinical trials in South Africa and 
Nepal have shown efficacy varying from 55% to 80%. The WHO would like to see a 
head-to-head comparison of these two vaccines. Because these two vaccines are fairly 
but not overwhelmingly good, the search is on for more immunogenic but still 
well-tolerated vaccines. This involves further manipulation of living typhoid bacteria or 
conjugate versions of the Vi vaccine. As early as 1981, Hoiseth and Stocker ( 89 ) 
demonstrated that aromatic-dependent Salmonella bacteria such as Salmonella 
typhimurium are nonvirulent but nevertheless efficient immunogens. Precise deletion 
mutations can be engineered: for example, in the genes aro C and aro D, which render 
the bacteria nutritionally dependent on substrates para-aminobenzoic acid and 
2,3-dihydroxy-benzoate, which are not present in high concentrations in human tissues. 
Such mutants and others like them have been the subject of extensive research, not 
only for the creation of vaccines against the organism but also as potential vectors for 
other antigen genes. One attenuated S. typhi strain of this type is CVD908, which has 

been the subject of early clinical trials ( 90 ). A dose of 5 × 10 7 bacteria gives impressive 
rises in anti–O antibody titers in serum as well as inducing intestinal IgA formation. 
However, it also induce silent, asymptomatic, and time-limited vaccinemias, a 



characteristic shared by the early strains of Stocker. A modified strain, CVD 908- htr A, 
a deletion mutant lacking a particular serine protease, was developed by Chatfield et al. 
( 91 ) on the basis of experimentation in an S. typhimurium mouse model. This 
attenuated variant does not cause vaccinemia but is equally immunogenic and thus 
appears particularly promising as a typhoid vaccine candidate. Both CVD908 and 
CVD908 htrA can be used as live vectors for other antigens. For example, important 
antigens of enterotoxigenic E. coli have been successfully inserted ( 92 ), and other 
successes have involved the carriage of tetanus, diphtheria, Schistosoma, and malaria 
antigens. Furthermore, oral feeding of CVD908 can induce cellular immunity, including 
CD8 + CTLs. It seems that this strain could prove to be a highly versatile vector with oral 
activity. Further vaccines of the same general type include the triple deletion of the 
genes cya, crp, and cdt or a double deletion of phoP and phoQ. These are in early 
stage clinical trial. As far as Vi is concerned, it has been shown that immunogenicity can 
be increased by conjugating the Vi polysaccharide to a protein carrier. Good early 
results have been obtained when the protein is mutant heat-labile toxin of E. coli, and 
this strategy is being pursued with the hope that antitoxin immunity may also provide 
some protection against enterotoxigenic E. coli. 
Cholera Vaccines Cholera is a much-feared disease caused by the waterborne and 
highly infectious bacterium V. cholerae, which has caused devastating epidemics in 
many parts of the world. Although oral rehydration represented a real breakthrough, 
case-fatality rates can still reach 20%; the very young and the very old are most 
susceptible. Through the decades, there has been much strain variation. Since 1961, 
the biotype El Tor of serogroup 01 has been dominant, and since 1992, the new and 
more virulent variant 0139 has been a threat (see later discussion). Cholera accounts 
for an estimated 120,000 deaths each year. Humans are the only known natural host 
for V. cholerae, although it is also known to be able to survive in water for very long 
periods. Transmission results from fecal contamination of water or food, and direct 
transmission from person to person is thought to be rare. Invasion does not occur, and 
pathological processes are caused by the toxin and the profuse watery diarrhea that it 
induces. Protection is through mucosal antibodies. In a troubled world, a cholera 
vaccine would take on new significance. Refugee camps represent populations at 
special risk. In this situation, vaccination should be undertaken preemptively. Once an 
epidemic is under way, it is probably too late. More than 100 years after Koch’s 
discovery of the cholera bacterium, there is still no cholera vaccine that has gained wide 
acceptability. This is a pity, as a natural infection can produce fairly solid immunity of 
substantial duration. However, progress has been heartening, and the competition 
appears to be between two orally active types of preparation, featuring either live or 
attenuated Vibrio organisms. Extensive work has been done on a Swedish vaccine 
consisting of a mixture of the CT-B and killed whole bacteria. In a large clinical trial in 
Bangladesh conducted among 62,285 children and women, involving three doses, a 
5-year follow-up showed 49% efficacy of the vaccine, but, interestingly, the whole-cell 
vaccine without CT-B performed just as well ( 93 ). This result was different from what 
was noted in the first 6 months, when the combined vaccine worked much better. 
Protection was evident only during the first 3 of the 5 years, with protection better in the 
first 2 years than in the third. In fact, protection against V. cholerae 01 was 85% for 6 
months and 60% for 3 years with the combined vaccine. Since this trial was initiated, a 
further variant of cholera has emerged in Madras, India. This variant, V. cholerae 
serogroup 0139, has spread rapidly in India, Bangladesh, and adjacent countries and 



has reached as far as Malaysia, Thailand, and China. Accordingly, formalin-killed 0139 
Vibrio organisms were added to the existing 01 vaccine, and intestinal and systemic 
immune responses against both strains were elicited in a majority of human volunteers. 
This suggests that the development of a bivalent vaccine will be relatively 
straightforward. Beautiful work has been done under difficult circumstances in Vietnam. 
Trach et al. ( 94 ) reported on an oral killed whole-cell V. cholerae vaccine, consisting of 
two doses of a mixture of Inaba and Ogawa strains, that was subjected to trials in 
134,453 people in Vietnam. This vaccine was locally produced in Hanoi and was quite 
inexpensive, at about U.S. 10 cents per dose. During an epidemic about 8 months after 
immunization, it proved 66% protective. Despite some admitted limitations in the trial 
protocol, the results are promising. Several live attenuated strains of V. cholerae have 
reached clinical trial. All these have been constructed to possess known genetic 
deletions to reduce virulence. The most advanced strain is CVD103-HgR, a live oral 
cholera vaccine strain constructed by recombinant DNA methods from a classical Inaba 
strain in which the A subunit of CT has been deleted. This was safe and immunogenic 
in North American volunteers and provides significant protection against experimental 
challenge ( 95 ), and in 1993 a large-scale, randomized, placebo-controlled field trial was 
initiated in North Jakarta involving a single oral dose of vaccine. About 67,000 subjects 
aged 2 to 42 were involved. Unfortunately, in a 4-year follow-up, the vaccine could not 
be shown to be efficacious. The results were somewhat confounded by an 
unexpectedly low incidence of cholera during the first year of the trial. Although the 
results showed 60% protection over the first 6 months and 24% protection during the 
first year, the low numbers make these results uncertain. Some good results did come 
out of this trial, however. The vaccine was well tolerated, even in infants as young as 3 
months, and it did not interfere with the oral typhoid vaccine Ty21a. Further work on 
CVD103-HgR is in progress. It is reasonable to conclude that it is a good vaccine for 
travelers, because protection is evident already 7 days after a single dose. Convincing 
protection in field situations remains to be demonstrated. An attenuated 0139 live oral 
vaccine, known as CD112, has also been prepared and confers good protection against 
challenge with wild-type 0139. Pearson et al. ( 96 ) constructed a new series of live 
attenuated oral cholera vaccines that are based on the deletion of a whole “virulence 
cassette.” Instead of deleting just the CT gene, additional associated virulence factors 
are deleted. These include the genes for zona occludens toxin, auxiliary cholera 
enterotoxin, and core-encoded pilus. Certain sequences encouraging recombination 
were also deleted to prevent the strain from regaining CT genes. Furthermore, 
mobility-deficient variants were found to be less reactogenic. Volunteer studies with two 
of these, Peru-15 for V. cholerae 01 and Bengal-15 for V. cholerae 0139, look 
promising for a one-dose oral vaccine. 
Shigellosis Vaccines The author was probably among the majority of medical 
graduates when he was surprised to learn that shigellosis or bacillary dysentery was a 
bigger public health problem than either typhoid or cholera. It is one of the most serious 
diarrheal diseases in the world. Kotloff et al. ( 97 ) estimated that there are 175 million 
episodes per annum throughout the world and 1.1 million deaths. The WHO’s more 
cautious estimate is 800,000 deaths. The most important organisms are Shigella 
flexneri, Shigella sonnei, Shigella boydii,  and Shigella dysenteriae. S. flexneri  
predominates in developing countries, and S. sonnei in industrialized countries, the 
latter type of country accounting for fewer than 1% of episodes. Each species has 
multiple serotypes; there are about 30 serotypes altogether. Usually, a given serotype 



predominates in a given area at a given time. Clinical findings of shigellosis include 
diarrhea, which can vary from mild to extremely severe with ulcerative lesions of the 
colon and significant blood in the motions. Fever, dehydration, and metabolic 
disturbances are common, and hemolytic uremic syndrome is a serious complication. 
Shigella is, in fact, a facultative intracellular parasite that invades the colonic and rectal 
mucosa. Invasion of M cells and other APCs occurs, and lymphoid collections can be 
rapidly destroyed. Systemic and mucosal humoral immune responses are elicited by an 
infection, and the LPS of the organism is of great importance, because antibodies to it 
can protect against bacterial challenge. Thus, much of the search for an effective 
vaccine has centered on the LPS O antigen and on the development of orally 
administered live attenuated vaccines. However, parenteral vaccines are also under 
consideration, as in an intranasal proteosome population. Among the live attenuated 
orally active vaccines, much work has been done by Sansonetti and Phalipon ( 98 ) on a 
deletion mutant of S. flexneri serotype 2a strain SC602. This carries both an 
auxotrophic mutation (deletion of ivcA) and one diminishing virulence (deletion of icsA, 
also known as virG). An attractive feature of this vaccine is that oral administration of as 

few as 10 3 to 10 4 live organisms elicits a good local response to L73S. After a single 
dose of 10 4 colony-forming units, it provided 100% protection against severe diarrhea 
in seven North American volunteers homologously challenged. This group has also 
developed a candidate vaccine for S. dysenteriae type 1, again with a virG deletion as 
well as two auxotrophic mutations. Kotloff et al. ( 99 ) promoted the live attenuated 
strains CVD 1203 and CVD 1207. Both are deletion mutants, the second being less 
reactogenic because of deletions that prevent the bacterium from synthesizing 
enterotoxin. In a phase I clinical trial in 35 healthy adult volunteers, it was found that 
CVD 1207 was remarkably well tolerated at doses up to 10 8 colony-forming units. The 
vaccine engendered a dose-dependent mucosal IgA response specific for S. flexneri 2a 
LPS. This vaccine invades gut epithelial cells, although to a much lesser degree than 
wild-type bacteria, but undergoes only very limited intracellular proliferation and spread. 
Backup candidates from this group include CVD 1204, CVD 1208 and CVD 1211. A 
major challenge is to gain sufficiently broad protection among species and serotypes. 
There is some cross-protection among S. flexneri serotypes, but a final multivalent 
Shigella vaccine will probably have to have about three S. flexneri serotypes as well as 
S. sonnei and S. dysenteriae components. Parenteral vaccination represents a different 
alternative. The laboratory of Dr. John Robbins at the U.S. National Institutes of Health, 
which was so prominent in Hib conjugate vaccines, is pioneering efforts to link 
detoxified Shigella LPS covalently to proteins, and encouraging results have been 
obtained both in Israeli army volunteers and in young children. After a single 
intramuscular injection, significant antibody to both S. sonnei and S. flexneri 2a was 
generated in over 90% of cases. In the adults, challenge with virulent organisms 
showed good protection. The final approach involves S. flexneri LPS noncovalently 
coupled to purified meningococcal outer membrane proteins. Hydrophobic interactions 
result in a multimolecular vesicular structure, which can be given intranasally. This is 
reasonably protective against severe diarrhea after challenge with 500 colony-forming 
units of virulent bacteria. 

Helicobacter pylori Vaccines



In 1983, one of those rare true breakthroughs in medicine occurred. Peptic ulcer, a 
classical and common disease, had been thought to be caused by stress and 
hyperacidity. Instead, Marshall and Warren ( 100 ) attributed it to a spiral bacterium, soon 
identified as Helicobacter pylori. This discovery from Australia was greeted with great 
skepticism but was supported by Marshall’s brave attempt to fulfill Koch’s postulates 
through infecting himself, which resulted in gastritis and re-isolation of the organism, 
after which he cured himself with antibiotics. It is now generally accepted that H. pylori 
accounts not only for the majority of gastric and duodenal ulcers but also for acute 
gastritis, chronic active gastritis, a significant proportion of gastric adenocarcinomas, 
and essentially 100% of B-cell lymphomas of gastric mucosa–associated lymphoid 
tissue (MALT). Although the WHO had classified H. pylori as a class I carcinogen in 
1994, it was only in 2001 that Uemura et al. ( 101 ) put the issue beyond doubt with a 
long-term, prospective study of 1,526 Japanese patients with dyspepsia who were 
monitored for a mean period of 7.8 years. Of these, 1,246 had H. pylori infection and 
280 did not. Within the study period, 36 gastric cancers developed, of which 23 were 
intestinal-type cancers and 13 were diffuse-type cancers. Every single cancer occurred 
among the infected patients ( p < 0.001). Kaplan-Meier analysis showed the gastric 
cancer risk to be 5% in the infected group at 10 years.

Infection is acquired mostly during childhood and persists chronically if not treated, but 
it is reasonably easily cured by so-called “triple therapy” consisting of a proton-pump 
inhibitor and two antibiotics (e.g. metronidazole and ampicillin).

Many aspects of the epidemiology of H. pylori remain mysterious. Transmission is 
believed to be oral, through vomitus or diarrheal feces. Infection may result in a brief 
period of acute gastritis, after which the carrier has few or no symptoms for years or 
even decades. Infection is incredibly common, typically 40% in industrialized countries 
and up to 90% in developing countries. However, of these infected people, only 15% to 
20% eventually develop severe gastric or duodenal disease. The degree to which these 
bacteria represent a public health problem is still not generally appreciated. In the 
United States, it has been estimated that up to 25 million persons are ill with this 
infection at some stage of their lives. In these cases, reinfection after cure is rare, 
perhaps 1% per year, but in developing countries, it could be expected to be much 
higher. In such settings, a prophylactic vaccine would be especially desirable.

H. pylori is a gram-negative spiral, microaerophilic, flagellated bacterium that produces 
an amazing amount of the enzyme urease, which can make up 5% to 10% of the 
bacterium’s protein. This converts gastric fluid urea to ammonia and carbon dioxide, a 
very efficient buffering system against stomach acid. Urease-negative H. pylori strains 
appear unable to colonize the stomach. We know much too little about why only some 
infected people develop chronic gastric disease. The best hint ( 102 ) comes from strain 
variation in the bacteria. Specifically, strains of type I possess a 40-kb fragment of DNA 
that comprises 31 genes and constitutes a pathogenicity island. Important within this 
area are the antigen CagA and genes that encode a secretion machinery that allows 
the active transfer of molecules from the bacterium to the gastric epithelial cell on which 
the bacteria reside. So-called type I strains express CagA (and appear to be more 



virulent), whereas type II strains do not. Furthermore, type II strains are sometimes low 
expressers of another gene, that for the vacuolating cytotoxin VacA, which is thought to 
be important in pathogenesis. More work needs to be done on strain subtyping.

Neutrophil infiltration is a prominent feature in biopsy specimens from H. pylori–infected 
stomachs. An H. pylori 15-kDa protein that is chemotactic for neutrophils and 
monocytes and is a strong inducer of the production of reactive oxygen intermediates in 
neutrophils has been identified. This has been termed neutrophil-activating protein 
(NAP). Other possible candidate antigens of H. pylori include flagellin, various adhesins, 
heat-shock proteins, and LPS.

Animal models have provided proof of principle that both prophylactic and therapeutic 
H. pylori vaccines are feasible. Lee et al. ( 103 ) isolated a gastric spiral bacterium from 
cats, and this organism, Helicobacter felis, can colonize the mouse stomach and cause 
gastritis and even lymphoma. With this model in place, it was soon shown that a 
sonicate of H. felis was a protective vaccine in mice, providing 96% protection against 
oral challenge ( 104 ). A further important development was that of adapting fresh clinical 
isolates of H. pylori to grow in the mouse stomach by biweekly serial passage through 
specific pathogen-free mice. This resulted in the development of (a) one strain, derived 
from a type I clinical isolate, that caused gastric pathological processes mimicking those 
in the human and (b) of another strain, derived from a type II clinical isolate, that caused 
only a mild inflammatory infiltrate without erosive lesions.

These considerations naturally led to the possibility of subunit vaccines. H. pylori urease 
was the first antigen in clinical trial, because it confers protection in animal models. The 
results of the first studies were not too impressive, although there was some reduction 
in the bacterial load. Both CagA and VacA are being assessed as possible oral 
immunogens in the H. pylori mouse model, with the addition of the genetically detoxified 
E. coli heat-labile enterotoxin, LTK63, as a mucosal adjuvant. Early results appear 
encouraging, as do those with CagA, VacA, and NAP in combination.

What about therapeutic intervention? Doidge et al. ( 105 ) achieved eradication of H. felis
 in infected mice with an oral administration of H. felis sonicate and CT as a mucosal 
adjuvant. Similarly, Corthesy-Theulaz et al. ( 106 ) successfully used the H. pylori urease 
B subunit as an oral treatment in mice. These results give encouragement for the early 
commencement of clinical therapeutic vaccine trials. It is probable that Th1 T cells are 
responsible for much of the inflammatory damage in the stomach, and a change in the 
balance towards a greater proportion of Th2 cells may be helpful. This accentuates the 
importance of a safe and effective adjuvant suitable for human use.

A beagle model of H. pylori infection has been developed, enabling serial gastric 
biopsies and thus dynamic evaluation of progressive pathological processes ( 107 ). In 
this model, encouraging results have been obtained with systemic immunization with a 
variety of recombinant proteins, including VacA, CagA, and NAP, simply adsorbed onto 
alum. In view of the relatively low rate of acquisition of infection in industrialized 
countries, it is likely that any subunit combination vaccine arising from this research will 



have to be tested in areas with high transmission rates, such as in less developed 
countries or high-susceptibility ethnic minorities.

If a safe, effective vaccine conferring a substantial period of protection can be 
developed, the approximately 1% lifetime risk of gastric cancer would, by itself, justify 
universal use; in view of the additional severe morbidity arising from chronic gastritis, 
gastric dysplasia, and peptic ulcer disease, the case becomes very strong indeed.

Vaccines against Encapsulated Organisms

Haemophilus influenzae Type B, Meningococci, and Pneumococci Vaccines 
traditionally available for encapsulated organisms such as those just described have 
been prepared from purified capsular polysaccharide antigen. These vaccines suffer 
from two major disadvantages. First, being polysaccharide in nature, they do not 
engage the T-cell limb of the immune response. This means that the antibodies are 
chiefly IgM, affinity maturation does not occur, and, most important, young infants do 
not respond well. Because the incidence of Hib meningitis peaks at around 10 to 11 
months of age, a vaccine that is not really effective before the ages of 18 to 24 months 
is far from ideal. The first-generation Hib vaccine, based on the polyribosylribitol 
phosphate (PRP) capsule, was developed almost simultaneously by Anderson et al. ( 
108 ) and Rodrigues et al. ( 109 ). An extensive clinical trial involving 130,178 Finnish 
children was performed by Peltala et al. ( 110 ). No protection was noted in children 
younger than 18 months, even in those given a booster dose, but just a single dose in 
children aged 18 months to 5 years of age gave good protection against invasive Hib 
disease. The second problem for these vaccines is that, in each case, there are multiple 
serotypes. With Hib, six capsular serotypes, a to f, are capable of causing disease in 
humans; fortunately, 99% of typeable strains causing invasive disease are type b. With 
pneumococci, on the other hand, there are 84 capsular types. Although 8 to 10 cause 
70% of the serious infections, the present carbohydrate vaccine is a cocktail of no fewer 
than 23 serotypes! This covers more than 90% of serious infections. With N. 
meningitidis, there are five main antigenically distinct groups, of which groups A, B, and 
C are the most important. Group B strains account for about two thirds of cases of 
meningococcal meningitis in industrialized countries. Group A strains cause epidemic 
disease, particular in the “meningitis belt” of sub-Saharan Africa. For example, the 1996 
epidemic caused more than 200,000 cases, with 20,000 deaths, and this is probably a 
vast underestimate. Polysaccharide outer capsule vaccines are available for group A 
and C organisms and have been used in outbreak control. The same groups that 
pioneered the carbohydrate vaccine were involved in the breakthrough that yielded the 
extremely effective Hib conjugate vaccine ( 111 , 112 ). These researchers made use of 
the principle of conjugating antigenic Hib PRP saccharides to protein carriers in order to 
induce a T cell–dependent response, which matures much earlier in the human than 
does the T cell–independent response to saccharides alone. Different-length 
saccharides and different carriers were used by different companies; small, medium, 
and large polysaccharides were attached, with or without linkers, to diphtheria toxoid, 
the diphtheria toxin variant CRM197, tetanus toxoid, or the group B meningococcal 
outer membrane complex. Eskola et al. ( 113 ) led the way with a clinical trial in Finland in 
1986–1987 in which the vaccine was 83% effective and also eliminated oropharyngeal 
carriage. A further trial with an improved vaccine in 1988–1990 showed higher, more 



persistent antibody levels and better efficacy. From about 1990 on, there has been an 
increasing number of countries with national vaccination programs, and the result has 
been a dramatic decline in invasive Hib disease because of immunity, herd immunity, 
and lowered pathogen carriage rates. Already by 1991, meningitis incidence had 
decreased by 82% in the United States. In many countries, Hib meningitis is simply not 
seen any more. It may not be too early to hope for the eventual control and 
near-eradication of this pathogen. Particularly encouraging is the fact that the conjugate 
vaccine works well in the setting of a developing country. Mullholland et al. ( 114 ) 
performed a double-blind randomized trial in The Gambia involving 42,848 infants who 
were given either DPT alone at 2, 3, and 4 months or DPT mixed with Hib 
polysaccharide-tetanus protein (PRP-T). Hib meningitis, Hib pneumonia, and five other 
forms of invasive Hib disease were evaluated over a 3-year period. Among the children 
(83%) who received all three doses, the efficacy of the vaccine for the prevention of all 
invasive Hib disease was 95%; for the prevention of Hib pneumonia, 100%; and of 
meningitis, 92%. Furthermore, there was a 21.1% reduction of all cases of radiologically 
defined pneumonia. In view of the importance of acute respiratory disease as a killer of 
infants in developing countries, this is an important finding. It is probable that the 
conjugate Hib vaccine will become the ninth vaccine recommended for all children in 
most parts of the world, although perhaps not Asia. Some developing Latin American 
countries have already begun to deploy it. Through the GAVI program, Hib vaccine is 
now being made available to many poor countries that request it, chiefly in Africa. It has 
long been suspected that Hib is less of a problem in Asia than in Africa, and a series of 
studies is under way to examine this matter in detail. Early unpublished results are 
hinting that the anecdotal evidence may be correct, in which case universal deployment 
of Hib vaccine may not be cost effective in these countries. Through a major grant from 
the Bill and Melinda Gates Foundation, a large program has been mounted to counter 
epidemic meningitis in Africa. This involves the development and deployment of a 
conjugate Meningococcus A vaccine, the current plan calling for mass immunization of 
1- to 29-year-olds with a single dose, followed by repeated mass immunization of 1- to 
5-year-olds every 4 to 5 years until a sufficiently satisfactory routine infant program 
comprising two or three doses can be established. At a later stage, it is hoped that a 
heptavalent vaccine that includes Meningococcus A and C will be used to immunize 
infants. The distinguished physician Dr. Mark la Force has recently assumed 
directorship of this Meningitis Vaccine Project Partnership. After the outstanding 
success of the introduction of Hib immunization, the United Kingdom decided in 1999 to 
commence mass immunization against N. meningitidis serogroup C ( 115 ). This was in 
the presence of great public anxiety and intense press interest, with 40% of bacterial 
meningitis cases being caused by this organism. It was estimated that if nothing were 
done, there would have been 1,530 cases annually with 150 deaths. The experience 
with Hib suggested that a conjugate Meningococcus C vaccine would work well. The 
involvement of manufacturers was critical, and three went on to develop products; the 
licensing authorities were persuaded to expedite the regulatory process. In any event, in 
the first year, 87% of infants received the vaccine at 2, 3, and 4 months of age, and a 
catch-up campaign targeted at 1- to 18-year-olds reached 85% of the population. As a 
result, there were more than an 80% reduction in confirmed cases and a 90% reduction 
in deaths within 18 months of the start of the program. Interestingly, in nonimmunized 
groups, the attack rate has fallen by two thirds, which hints at the possibility of herd 
immunity. Surveillance studies have shown no evidence of any capsular switching to 
serogroup B during the first 18 months of the program. The cost of the program has 



been estimated at U.K. £4,000 per life-year saved, which is less cost effective than 
many other vaccines but well within what is acceptable in an industrialized country. 
There is currently no N. meningitidis serogroup B vaccine licensed in the United States. 
Unlike the other meningococcal polysaccharides, that of group B is poorly immunogenic 
in adults, possibly because of immunological tolerance occasioned by cross-reaction 
with mammalian oligosaccharides; effective immunization might raise fears of 
autoimmune phenomena. This suggests the need for other approaches, such as 
protein-based vaccines: for example, porins from the outer membrane of the bacteria. A 
Cuban vaccine based on outer membrane proteins was 74% effective in individuals 
aged 4 and older but less effective in infants. There still remains the problem of 
untypeable and non–type B serotypes of H. influenzae. A promising vaccine candidate 
outer membrane protein known as D15 has been cloned by Thomas et al. ( 116 ). It is 
present in sarcosyl-insoluble outer membrane protein preparations in every one of 36 
H. influenzae isolates tested. Affinity-purified antibodies against cloned D15 were 
protective in a rat pup model. There is 98% conservation among all serotypes in this 
778–amino acid, 85-kDa molecule (W. R. Thomas, personal communication 1992). No 
homologous protein has been found in data banks. This protein could represent a 
“universal” candidate vaccine against recurrent otitis media. Obviously, the same issues 
that have been raised for Hib and meningococci come up with the enormously 
important pathogen S. pneumoniae and with Pneumococcus. At least four companies 
are involved in the development of pneumococcal conjugate vaccines, and, 
furthermore, several promising initial attempts have been made to develop broadly 
reactive protein-based vaccines. A large-scale phase III clinical trial involving 37,000 
Californian infants, with a seven-valent conjugate, resulted in 22 cases of invasive 
disease with pneumococci of serotypes included in the vaccine in the control group but 
0 cases in the immunized group ( p < 0.0001). This 100% efficacy raised ethical 
concerns with regard to further trials. There is also evidence in both industrialized and 
developing countries for a lowering of nasopharyngeal carriage rates after 
immunization, which raises hopes of herd immunity in the longer term. At least four 
efficacy trials of conjugate vaccines are ongoing in developing countries. At the same 
time, it must be recognized that conjugate vaccines comprising so many valencies 
(probably at least 9 to 11) will be quite expensive. Therefore, research on protein 
vaccines should be strongly encouraged. There is broad agreement that a 
pneumococcal vaccine is of very high priority for developing countries. 

Intracellular Pathogens, Especially Tuberculosis and Leprosy

P>Bacteria that exploit the scavenger cell system and successfully learn to live inside 
cells present special challenges to the vaccine developer. Organisms of this sort include 
M. tuberculosis, Mycobacterium leprae, and Listeria monocytogenes. Robust T-cell 

responses are the key to immune protection in these cases, involving Th1-type CD4 + 
cells and CD8 + CTLs, as well as ?/d T cells and natural killer cells, each of which has 
been shown to be of importance in animal models. Because of its great public health 
importance, we shall consider mainly tuberculosis. 

Tuberculosis is one of the greatest communicable disease killers in the world. An 
astonishing 2 billion people harbor the bacterium in latent form; of these people, fewer 



than 10% develop active disease. However, there are about 8 million new active cases 
each year and about 2 to 3 million annual deaths. Two huge threats are (a) combined 
infection with HIV and tuberculosis, in which death can occur within weeks of infection, 
and (b) the increased prevalence of strains of M. tuberculosis that are resistant to one 
or more antimicrobial agents. For example, in the United States, 13% of new cases of 
tuberculosis are resistant to at least one first-line drug, and 3% are resistant to both 
isoniazid and rifampicin, the two most important drugs.

BCG was introduced in 1921 and reaches nearly 90% of the world’s children, being the 
most widely used EPI vaccine. Its protective efficacy in childhood tuberculosis, such as 
tuberculosis meningitis and miliary tuberculosis, ranges from 50% to 80% in various 
trials. Its capacity to prevent adult pulmonary tuberculosis is more controversial; 
reasonably good early European results contrast with poor results in developing 
countries, including an entirely negative large trial in India. One possible reason relates 
to the presence of cross-reacting Mycobacteria species in the setting of a developing 
country, which may already have caused some immunity without BCG.

There is no shortage of good ideas in this field. Three broad areas of research are 
commanding most attention: DNA vaccines, subunit vaccines, and genetically 
engineered Mycobacteria species, including BCG and M. tuberculosis. In 1998, the 
whole of the M. tuberculosis genome was sequenced, providing (in principle at least) a 
vast number of potential candidate molecules for a subunit vaccine. Even without this 
new information, there are several strong candidates. Among them are a secreted 
molecule, ESAT6, expressed only in virulent mycobacterial strains and absent in BCG, 
which is an effective vaccine in mice and guinea pigs. A combination of BCG priming 
and boosting with MVA engineered to express Ag85 is slated to enter clinical trials, the 
guinea pig model again showing good vaccine efficacy. Another candidate is HSP60 
from M. leprae, a DNA vaccine that appears to give good protection. Other interesting 
antigens include the 36-kDa proline-rich mycobacterial antigen, mycobacterial cell wall 
mycolic acids, and HSP65, which, as a DNA vaccine, shows promise in a therapeutic 
vaccine model.

Genetic engineering of mycobacterial species continues apace. BCG has been 
modified to express cytokines or to overexpress Ag85 or other protective antigens. 
Auxotrophic mutants of BCG or of M. tuberculosis have been developed in the hope of 
finding a vaccine suitable for immunocompromised people. As genomics further defines 
virulence determinants in M. tuberculosis, rational attenuation should become feasible.

As with malaria vaccines, the big problem will be clinical trials. The Sequella Global 
Tuberculosis Foundation was created in 1997 to help to fill this gap and has been 
helped by a U.S. $25 million grant from the Bill and Melinda Gates Foundation. Its hope 
is to get three candidate vaccines to phase I trials by early 2003. Even so, phase III 
trials will be vastly expensive.

M. leprae has many similarities to M. tuberculosis. Some of the urgency has gone out of 
the search for a leprosy vaccine because of the remarkable success of multidrug 
therapy. There is good evidence that BCG itself is a moderately protective vaccine 
against leprosy, and Convit’s vaccine, consisting of killed, armadillo-derived M. leprae 



plus live BCG, appears to be better. Other mycobacteria vaccines such as killed 
Mycobacterium w appear to be modestly effective. The subunit vaccine approach is not 
being actively pursued. One candidate is a 35-kDa protein that is a major target of the 
human T-cell response to M. leprae. Sequencing of the M. leprae genome is now 
complete and may in time provide further candidate molecules.

Vaccines against Group A Streptococci

Somewhat amazingly, since the development of penicillin during World War II, 
rheumatic fever and rheumatic heart disease nevertheless remain common in many 
developing countries, the prevalence being up to 20 per 1000. Streptococcus pyogenes 
infections can also be followed by acute and chronic glomerulonephritis and otitis 
media. A good vaccine candidate would be the M protein, a coiled-coil a helical surface 
protein of the bacterium. However, the vaccine developer faces two major hurdles. First, 
there are more than 100 serotypes of group A streptococci, and much of the variation is 
in the immunity-inducing but highly variable N-terminal portion of the M protein. Second, 
the major complications are almost certainly autoimmune in nature, and it would be a 
disaster if immunization triggered the very events that the vaccine is supposed to 
prevent. Brandt et al. ( 117 ) first identified a conserved, non–host cross-reactive peptide 
from the C-terminal half of the M protein and then linked this (in a manner that 
maintained the peptide’s helical conformation) with a multiepitopic peptide consisting of 
seven N-terminal portions from seven different, relatively common serotypes, targeting 
northern Australian aboriginal isolates. The polymer technology, already described in 
the section on adjuvants, ensured full immunogenicity of all components. The vaccine 
was strongly immunogenic and protective in mice against a wide variety of strains and 
was not cross-reactive with any of many host self-proteins. The nature of the polymer 
backbone would allow peptides from other, non–M protein–derived vaccine candidates 
to be added as well. Such candidates include C5a peptidase, cysteine protease, and 
other streptococcal pyrogenic exotoxins. Some of these toxins can be rendered 
harmless through mutagenesis of the relevant genes. Another candidate is the major 
streptococcal adhesin, a protein known as sfbl.

Various formulations of these candidates, including parenteral injection, intranasal 
inoculation, and expression on the surface of Streptococcus gordonii, a commensal 
organism of the oral cavity, are in preclinical research. As antibiotic resistance becomes 
more of a problem, the pressure will build to take some of these candidates to the clinic.

VIRAL VACCINES

Viral vaccine research has produced both triumphs and tribulations. The triumphs 
include success against poliomyelitis, measles, mumps, rubella, varicella, hepatitis B, 
and, to a lesser extent, hepatitis A. The tribulations include struggles with HIV/AIDS and 
hepatitis C. Influenza and rotavirus are poised in between. It is not possible to run 
through the whole gamut of viral vaccines. Rather, the author wishes to highlight some 
of the complexities and remaining challenges and draw some lessons from them.



Hepatitis A, B, and C

These three viruses show an interesting spectrum of solved and unsolved problems 
that confront the vaccinologist. Hilleman ( 118 ) cited literature suggesting that contagious 
jaundice has been known to occur since the fifth century B.C. It became clear in the 
1950s that “infectious hepatitis” and “homologous serum jaundice” had differing 
features, and this difference was cemented in the 1960s. Since the isolation of hepatitis 
A and B viruses and good serological tests for their recent presence, other forms of 
fecal-oral and of blood transmission of hepatitis have been discovered, of which the 
most important enterically transmitted agent is hepatitis E, and the most important 
parenterally transmitted is hepatitis C.

Hepatitis A is one of a group of diseases that also includes infectious mononucleosis, 
which is mild or entirely asymptomatic in young children but more severe in adolescents 
and adults. In rare cases, it causes fulminant hepatitis but is usually less severe, 
although it causes illness for up to several months. It is now only moderately common in 
industrialized countries but very common in many developing countries. Immunization is 
a good idea for travelers, and both active immunization, giving long protection, and 
passive immunization with immune serum globulin, giving 3 months’ protection, work 
well.

The virus initially proved very difficult to grow, and early studies depended on its 
identification in fecal extracts by electron microscopy. It was eventually grown in 
marmoset liver cells and a human hepatoma cell line, after which many types of cells 
were successfully infected. Growth of the virus in LLC-MK2 cells and availability of a 
marmoset model for vaccine testing led to a formalin-inactivated killed whole-virus 
vaccine, which, however, was not acceptable at that time because malignant cells were 
involved in growing the virus. Two groups eventually succeeded in obtaining growth in 
human diploid lung fibroblasts, and the resultant vaccines from SmithKlineBeecham 
and Merck Sharp & Dohme work well. However, because virus yields are not enormous, 
hepatitis A is an expensive vaccine, and a live attenuated vaccine would be most 
beneficial in a developing nation. Several candidate vaccines exist; one has been 
extensively tested in China and found to be highly effective, but none has yet made it 
through to full registration.

Hepatitis B carrier rates vary from less than 0.1% to 15% of the population in different 
countries. Altogether, 2 billion people have serological evidence of past infection, and 
350 million people are chronically infected. One million people die each year of cirrhosis 
or hepatocellular carcinoma. The acute attack is mild or insignificant. Hepatitis B virus 
does not grow in tissue culture, and there are two sources of vaccine: HBsAg isolated 
from chronic carriers of the virus and the same material molecularly cloned in yeast or 
Chinese hamster ovary cells. The carrier-derived vaccine was, for a long time, far 
cheaper and has been widely used in developing countries. Now the recombinant 
vaccine is becoming much cheaper. Some recent tenders for the public sector in 
developing countries have come in at around U.S. 30 cents per dose. Recombinant 
vaccine may eventually replace the human-derived material. Both vaccines are about 
equally effective; response rates to protective levels of antibody vary from 85% to 95% 



in different studies. Protection may be achieved with lower levels of antibody than those 
generally believed to be protective, perhaps because of CD8 + T-cell effects. One worry 
is that some vaccinated people become carriers of what have been called “escape 
mutants,” which persist despite the presence of good antibody levels to the native virus. 
The most common change is an arginine-for-glycine substitution in the a loop, against 
which antibodies are usually directed. Although it is not yet certain that the mutation 
changes the virus to one of lower infectivity, M. H. Kane (personal communication 1996) 
pointed out that there is no evidence yet of escape mutants having spread from one 
person to another. There is therefore no need yet to worry about the univalency of the 
current vaccine. Presumably, if escape mutants become a problem, but if the number of 
different serotypes is limited, the variants could be included in a recombinant vaccine. It 
is encouraging to note that universal infant immunization is now being adopted very 
widely.

The hepatitis C virus was the first of the non-A, non-B viruses identified, but it has not 
been grown in tissue culture or visualized in the electron microscope. Hepatitis C is 
transmitted in the same way as hepatitis B but is an even nastier disease, inasmuch as 
about 80% of people who contract the infection become chronic carriers and the 
majority of these go on to develop chronic liver disease. Furthermore, a significant 
proportion develop hepatocellular carcinoma; in Japan, where about 2% of people are 
carriers, hepatitis C is a more common cause of liver cancer than is hepatitis B.

Because of the frustrations surrounding the difficulty of isolating this virus, the cloning of 
the virus by Choo et al. ( 119 ) was considered a major triumph, particularly because it 
soon led to the development of an assay for antibodies useful in screening blood 
donations. However, development of a vaccine against hepatitis C faces difficulties. The 
virus is a rapidly mutating RNA virus with a single open reading frame encoding a 
polyprotein of about 3,000 amino acids. There are two putative envelope proteins, E1 
and E2, identified by analogy with other flaviviruses, which presumably are produced by 
proteolytic cleavage. Study of these by genomic analysis of hepatitis C cloned from 
patients in different parts of the world shows a great degree of structural (and therefore 
presumably antigenic) diversity. Furthermore, experimentation on vaccine candidates is 
rendered difficult by the fact that the only animal model is the chimpanzee. This makes 
it hard to characterize and quantitate neutralizing antibodies, although it is known that 
plasma from a chronic carrier can protect chimpanzees from infection. An assay that 
shows great promise as a surrogate neutralization assay has been developed ( 120 ): the 
neutralization of binding (NOB) assay. Hepatitis C virus (HCV) recombinant envelope 
antigen E2 was expressed in HeLa or CHO cells, and it bound with high affinity to 
MOLT-4 cells, a human cell line that may allow low-level replication of HCV. The degree 
of binding can be readily assessed through the use of a sandwich fluorescent antibody 
technique to detect E2 antigen. Unknown serum can then be assayed for its ability to 
neutralize this binding. Chimpanzees immunized with E1 and E2 show varying degrees 
of protection to challenge. It was found that the degree of protection correlated with the 
NOB titer. Also, the assay showed cross-neutralization of binding between greatly 
disparate isolates, leading to the hope that binding (and hence presumably 
neutralization) is at least partly independent of E2 antigenic variation. It has further 
been found that high titers of NOB antibodies correlate with resolution of HCV infection 
in patients. Of 34 patients with acute hepatitis C, 29 developed chronic hepatitis, but in 



7 of these, the disease gradually resolved. In 6 of these 7, the emergence and 
persistence of high serum titers of NOB antibodies coincided with virus clearance and 
clinical resolution, whereas patients with continuing chronic disease not showing 
resolution had low or undetectable NOB antibody levels. This was quite different from 
enzyme-linked immunosorbent assays against HCV structural proteins, which showed 
no such correlation. T-lymphocyte responses, particularly to the core antigen, may also 
be critical for a benign course of an HCV infection. These correlations should be helpful 
to the design of further experiments seeking a vaccine against this important pathogen. 
Clinical trials of an E1/E2 vaccine are in progress. DNA vaccines using envelopes as 
well as core protein constructs are being tested in chimpanzees.

Progress has been made in the therapy of HCV, through both a combination of 
interferon-a and ribavirin and, perhaps, the use of polyclonal immune globulin. 
Nevertheless, there is much interest in a possible therapeutic vaccine. A tissue culture 
model replicating nonintegrated nonstructural viral proteins should prove helpful for the 
screening of new drugs, such as the protease or the helicase.

Rotavirus Vaccines

In 1973, Bishop et al. ( 121 ) in Australia discovered 70-nm virus particles possessing a 
distinctive double-shelled outer capsid in duodenal epithelium and stool filtrates from 
children with acute gastroenteritis. These so-called rotaviruses turned out to be an 
extremely important cause of diarrheal illness. In industrialized countries, rotavirus 
accounts for about a third of the hospitalizations of infants and young children for 
diarrhea. Although the mortality rate is quite low because of intravenous rehydration, 
both the cost and distress are high. It has been estimated that 2 to 7 million children in 
the United States suffer rotavirus diarrhea each year, which results in 500,000 physician 
visits, 50,000 hospitalizations, and $274 million in direct medical costs. In developing 
countries, rotavirus is devastating, causing over 800,000 deaths per year. In a 
developing country like Bangladesh, it has been estimated that up to 1% of all children 
die of rotavirus diarrhea. The disease is widespread around the world, infection being 
via the fecal-oral route. By the age of 5 years, 95% of children have encountered the 
virus. Natural immunity develops. Severe diarrhea is rare on second infection. This is 
interesting, because there are four commonly encountered strains, and so some degree 
of cross-protection is likely ( 121 ). The virus has 11 segments of double-strand RNA, 
each of which encodes a protein. The outer capsid (against which protection is 
required) consists of G and P proteins, both of which induce neutralizing antibodies. 
The 10 known G proteins and the 8 known P proteins of the human virus could 
theoretically reassort into 80 different serotypes, but only four strains—P8G1, P8G3, 
P8G4, and P4G2—are globally important. For the future, two nonstructural proteins 
could emerge as vaccine candidates: a putative enterotoxin NSP4 and the inner capsid 
protein VP6. Rarer serotypes are not to be entirely neglected and crop up in some 
surveys.

Early vaccine trials were with a live attenuated bovine rotavirus and were predicated on 
the view that animal and human rotaviruses shared a common group antigen. Next, a 
Rhesus rotavirus was tested. These early vaccines gave variable results. Then a 
Rhesus–human reassortant vaccine was generated by co-infecting cell cultures with a 



Rhesus rotavirus possessing G serotype 3 and three different human rotaviruses of G 
serotypes 1, 2, and 4. The three reassortants possessing a Rhesus genetic background 
but the human capsid protein 1, 2, or 4 were combined with the G3 Rhesus strain to 
create a tetravalent vaccine. Each of the four viruses was tested at 10 4 and later 10 5 
plaque forming units (PFU), vaccine being administered in three oral doses, and the 
final vaccine submitted for licensure contained 10 5 PFU of each virus, thus 4 × 10 5 
PFU per dose, all told. In clinical trials involving about 10,000 infants, no major adverse 
events were noted, except one to be discussed. Vaccine efficacy was 48% to 60% in 
terms of all disease but 61% to 100% against severe disease. In the United States, 
80% of very severe episodes and 100% of dehydrating rotavirus illnesses were 
prevented. The vaccine, produced by Wyeth-Lederle, was duly licensed in August 1998. 
It was recommended for all children in the United States, to be given orally at 2, 4, and 
6 months. By July 1999, 1.5 million doses had been given to 800,000 children.

In the 27 prelicensing trials of candidate rotavirus vaccines, five cases of a rare form of 
bowel obstruction were noted. In this syndrome, known as intussusception, a portion of 
bowel prolapses into a more distal portion, and peristalsis propels it further, causing a 
painful and potentially fatal blockage. The incidence was 0.05%, in comparison with a 
0.02% incidence in the placebo control group; this difference did not reach statistical 
significance but was sufficient to warrant listing in the manufacturer’s product insert. In 
any event, 15 cases of intussusception were reported between September 1998 and 
July 1999, which led to a suspension of the use of the vaccine. The Centers for Disease 
Control performed a case–control analysis of 429 infants with intussusception ( 122 ) and 
reached the view that there was an increased risk 3 to 14 days after immunization, 
particularly after the first dose, and the probability of a causal relationship. They 
estimated one extra case of intussusception for every 4,670 to 9,474 infants vaccinated. 
A larger study on 1,450 cases of intussusception in New York State found that the 
overall incidence of the disease fell from 6.1 cases per 10,000 in 1989 to 3.9 per 10,000 
in 1998 ( 123 ). Over the 9-month period of rotavirus vaccination, there were 81 cases, in 
comparison with 78 during the same period in the prevaccination year, which cast doubt 
on the causal relationship. The most recent figure from the National Immunization 
Program is 1 in 12,000 “caused” intussusceptions. This is not a huge burden, inasmuch 
as intussusception is readily treated medically (with an air enema) or surgically, with a 
case-fatality rate of only 2.1 per 1,000. At the moment, it is not clear whether the risk 
observed is truly an excess or whether the vaccine was simply triggering 
intussusception in children who might have had a predisposition for it and in whom it 
thus might have developed later. It is possible that enlargement of Peyer’s patches in 
the terminal ileum, frequently a leading edge for intussusception, constituted a trigger. 
In any case, the Wyeth-Lederle vaccine has been withdrawn, and the search for an 
alternative vaccine is in progress.

Because rotavirus is so much more serious a problem in developing countries, one 
might well ask whether the vaccine should have been deployed there despite the 
possible rare complication. Apart from cost, there is a political question here. It would 
simply not be possible for a Prime Minister of such a country to explain to his or her 
people that a vaccine deemed to be too dangerous for American children was 
nevertheless fine for his or her country’s children, whatever the logic may be. A fine way 
out could be a new vaccine actually developed in a developing nation, say in India, 



China, or Indonesia. Significant effort is currently going into this. Obviously any trial 
would have to be very large, and thus expensive, to pin the intussusception risk down.

Merck, Inc., together with National Institutes of Health scientists, is developing a 
tetravalent bovine–human reassortant vaccine with genes coding for G1, G2, G3, and 
P8. Phase II studies show it to be similar in efficacy to the Wyeth-Lederle vaccine, 
although it may cause a little less fever. This vaccine has not yet been submitted for 
licensing.

Several investigators, including Dr. Ruth Bishop, the codiscoverer of the virus, are 
evaluating so-called nursery strains, isolates from naturally infected, asymptomatic 
infants in a nursery, that have been further attenuated by growth in tissue culture. Two 
viruses from India are of special interest. Both strains are safe and immunogenic, but 
neither causes any vaccine-induced fever. This might indicate less inflammation of 
Peyer’s patches and, therefore, conceivably no intussusception.

Further ideas being explored are parenteral injection of baculovirus-expressed viruslike 
particles containing structural rotavirus proteins from multiple serotypes; DNA vaccines; 
or incorporating rotavirus into microspheres for use as an oral mucosal vaccine. 
Rotavirus genes have also been inserted into Sabin poliovirus and into vaccinia viruses.

The intussusception saga illustrates some of the very real problems in vaccine 
development. Rare complications can be quite significant when a whole population is 
the object of study. The more clinical prelicensure work needs to be done, the greater 
the research and development costs for the manufacturer and the more the pressure to 
charge a high price. The higher the price, the lower is the likelihood of extensive use in 
developing nations. Clearly, risk–benefit and cost–benefit analyses will need to form a 
prominent part of the landscape for the vaccines of the future.

Respiratory Syncytial Virus Vaccine

Respiratory syncytial virus (RSV) is a widespread, highly contagious virus that infects 
the respiratory tract of infants and young children. In the upper respiratory tract, it 
causes symptoms of coryza, but danger emerges when it reaches the lower respiratory 
tract, in which it represents the single most important viral cause of acute infections. 
Worldwide, it ranks as a major killer; especially in developing countries, it is commonly 
complicated by bacterial infection, such as with Hib or pneumococci. Children with 
bronchopulmonary diseases (such as cystic fibrosis), HIV/AIDS, iatrogenic or congenital 
immunodeficiency, or congenital heart disease and premature infants are at special 
risk. By 2 years of age, 90% of children have been infected with this virus, and most 
disease occurs among children between 6 weeks and 6 months of age. Primary 
infection does not give lifelong immunity, although subsequent infections tend to be less 
severe. Frail elderly persons constitute another high-risk group. The virus is a frequent 
cause of the distressing form of wheezing known as croup.

RSV is an enveloped RNA virus of the family Paramyxoviridae; the genome consists of 
a single, nonsegmented strand of RNA encoding 11 major proteins. Of these, the 
envelope glycoproteins G (attachment) and F (fusion) are the most important from a 



vaccine viewpoint because they induce neutralizing antibody. Two strain subgroups, A 
and B, have been identified, and although subgroup A usually causes more severe 
disease, a successful vaccine would have to encompass both. The search for a vaccine 
was substantially set back when a formalin-inactivated whole-virus RSV vaccine 
investigated in the 1960s actually caused an increased number and increased severity 
of lower respiratory tract infections on subsequent natural exposure to the virus. One 
theory holds that this resulted from the vaccine priming for a Th2-type response after 
exposure to RSV, whereas a Th1 response and CD8 + cytotoxic T cells may be 
necessary to protect the lower respiratory tract. More recently, efforts to produce a 
vaccine have been renewed.

One line of work involves a live attenuated vaccine designed to be given intranasally ( 
124 ). A candidate strain was derived by passaging in heterologous hosts, extensive cold 
passage in tissue culture followed by chemical mutagenesis and selection of 
temperature-sensitive mutants. This was found to be greatly attenuated, infectious, 
immunogenic, and well tolerated, but it caused nasal congestion in 1- to 2-month-old 
infants. Current efforts involve reverse genetics to introduce further attenuating 
mutations and deletion of certain genes. Furthermore, F and G envelope genes of 
subgroup B can be substituted into the attenuated A prototype, creating a second strain 
with identical attenuation characteristics but the required second subgroup specificity. 
Early clinical trials have shown that these novel strains are safe and well tolerated.

A second approach involves a subunit vaccine consisting of purified F protein or 
chimeric FG protein [reviewed by Patel and Simoes ( 125 )]. There have been a number 
of small clinical trials, including one in children with cystic fibrosis, and the vaccines 
appear to be safe and immunogenic and do not cause enhanced disease; however, 
they do not appear to be enormously effective in preventing lower respiratory tract 
infection. Further clinical trials with QS21 adjuvant are under way, as are preclinical 
studies of recombinant IL-12. One interesting possibility involves use of the subunit 
vaccine in women in the third trimester of pregnancy to protect newborn infants. DNA 
vaccines coding for RSV F or G or both proteins provide good neutralizing antibodies in 
mice. Vectored vaccines incorporating F or G proteins re also in preclinical research.

One challenge is to find a vaccine that would work in very young infants. Therefore, the 
work of Siegrist et al. ( 126 ) is of special interest. This work involves the recombinant 
vaccine candidate BBG2Na. The conserved central domain of the G protein of RSV 
(G2Na) is fused to the albumin-binding region of streptococcal protein G (BB), 
enhancing in vivo exposure time. This is immunogenic in neonatal mice and is currently 
in phase I clinical trial with the long-range goal of assessing protection of RSV when 
given to very young infants.

High-risk infants and children can now be helped in another way. The firm MedImmune 
developed a humanized anti-RSV monoclonal IgG1 antibody, palivizumab (Synagis), 
that binds to an epitope on the F protein. Given once a month, it has a significant 
protective effect, lowering hospitalization rates in United States by a factor of about 5. 
This success of passive immunization is an encouraging sign for the eventual 



development of a successful vaccine.

Influenza Vaccines

It is easy to underestimate influenza, inasmuch as most attacks in the industrialized 
countries are self-limited. However, it can be the prelude to fatal pneumonia in elderly 
patients, and we should never forget the devastation caused by the so-called “swine” flu 
pandemic in 1918–1919, with between 20 and 40 million deaths. Currently, 
approximately 200 million doses of influenza vaccine are used annually, and so it is an 
important vaccine.

The influenza virus is an RNA virus; the genome consists of eight segments of 
single-strand RNA. The most important antigen for neutralization is the hemagglutinin 
(HA), one of two dominant surface proteins; antibodies to the other, the neuraminidase, 
can also be neutralizing. The big problem in influenza immunization is the virus’s 
capacity to change its antigenic type. This happens in two ways. Point mutations in the 
HA occur with a frequency of 10 -5.5 per generation. These lead to subtle but important 
changes in HA epitopes. This tendency to mutate away from antibody attack is referred 
to as drift. It means that the antibodies made one winter may not be as effective against 
the next winter’s flu. Accordingly, an elaborate system of monitoring and nomenclature 
has arisen around the world; several WHO Collaborating Centers are responsible for 
providing seed lots of vaccine twice a year that reflect the most recent and dominant 
antigenic types. Influenza viruses also infect animals, such as pigs and horses; birds, 
such as geese, ducks, and chickens; and marine mammals. There are 15 distinct HA 
types in influenza A, and only some are infectious for humans. There are nine distinct 
neuraminidase types, only some of which occur in humans. Thus, influenza A viruses 
are frequently referred to by their serotype (e.g., H3N1). Influenza B virus is also highly 
adapted to humans. This virus has no subtypes, and the infections on the whole tend to 
be less severe.

The segmented nature of the viral genome and the existence of a variety of animal 
hosts makes for the possibility of co-infection of cells with human-adapted and 
animal-adapted strains, in turn leading to the emergence of novel strains with the 
sudden appearance of a new antigenic subtype. Such a major change is referred to as 
antigenic shift. There may be little or no cross-reactivity with antibody provoked by 
previously circulating strains. The stage is then set for a major pandemic. In the 
twentieth century, there were three such pandemics: the so-called swine flu of 
1918–1919, the “Asian” flu of 1957, and the “Hong Kong” flu of 1969. The latter two 
pandemics killed an stimated 1 million people each, older adults accounting for the 
great majority of deaths. It would appear that the risk for such reassortants is greatest in 
areas where humans and animals such as pigs (or birds such as chickens) live in close 
contact. History suggests about three pandemics per century.

Just to illustrate how real and present the danger for a shift variant is, consider the 1997 
outbreak of H5N1 influenza in Hong Kong. This chicken influenza killed thousands of 
birds and also infected a total of 18 people, all closely involved in chicken husbandry. 
Six of these people died in spite of modern medical care. Imagine if a virus with this 
33% case-fatality rate had acquired the capacity to spread from human to human, 



easily possible with further reassortments. The authorities promptly killed more than 1 
million chickens, at great economic cost, and thus averted further disaster. The 
probable sequence here was goose to duck to chicken to human. Ducks certainly 
represent a serious reservoir. Hong Kong is closely monitoring flu viruses in wild birds 
and commercial poultry.

The standard influenza vaccine consists of formalin-inactivated whole virus, still grown 
in fertile hen’s eggs and frequently rendered less reactogenic by “splitting” through ether 
or detergent treatment. The adjuvant used is alum; in Italy, a vaccine incorporating 
MF59 adjuvant is registered. The standard vaccine is reasonably effective, but 
protection is of short duration. A typical study resulted in 53% prevention of infection 
and 68% prevention of deaths in a population of persons older than 65 years. Helpful 
though such a vaccine is, the search for better vaccines is lively.

Obvious areas to explore are live attenuated vaccines and mucosal administration. 
These are combined in the efforts of Aviron with their preparation FluMist. Cold-adapted 
viruses, initially developed in the University of Michigan, are produced in specific 
pathogen-free eggs, and a trivalent preparation consisting of 2A and 1B strains has 
been delivered to volunteers via a nasal spray–syringe delivery system. When given 
once, it has been proved safe and effective in a number of clinical studies. The largest 
trial achieved 93% efficacy in the first year and 100% efficacy against strains included 
in the vaccine and 86% against the emergent mismatched strain A/Sydney/05/97 
(H3N2) in the second year. If the vaccine passes certain U.S. Food and Drug 
Administration–mandated safety tests, which are just about completed at the time of 
writing, it should be licensed, possibly by the time this volume appears.

The intranasal virosomal influenza vaccine of Glück has already been mentioned in the 
section on adjuvants. This is a subunit vaccine prepared by extracting HA and 
neuraminidase from influenza virus and incorporating it into the membranes of 
liposomes composed of phosphatidylcholine, with E. coli heat-labile toxin as a mucosal 
adjuvant. Administered intranasally, it produces protective anti-HA antibody titers. This 
vaccine has been used fairly widely in Switzerland. Another interesting approach, 
promoted by CSL, Ltd. ( 127 ), involves intranasal administration of influenza vaccines in 
ISCOMS. This has proved protective in preclinical studies, and early clinical trials have 
shown faster antibody production, good CD8 + T-cell responses, and excellent T helper 
responses. There seems little doubt that one or more of these newer approaches will 
provide a better vaccine than the current one, in which case one could foresee flu 
vaccines being much more widely used.

Prophylactic Vaccines against Human Immunodeficiency Virus

The HIV-1 has developed some devilishly clever strategies to foil the human immune 
response. It exhibits an astonishing rate of mutation, particularly in the portion of its 
envelope protein that is involved in infectivity, allowing the virus to escape the antibody 
response. It finds several levels of “safe haven” refuges unreachable by antibodies: for 
example, persistence within macrophages and dendritic cells or penetration into the 
brain. Furthermore, integration of provirus DNA into the host cell genome, with no 
external evidence of the virus’s presence, represents an escape resistant to CTL attack. 



It targets the first lymphocyte in the immune cascade, the CD4 + T cell, which may 
delay an effective immune response and will certainly facilitate the disastrous upsurge 
in viral load late in the disease, because T-cell levels fall so low that resistance 
essentially disappears. It has an extraordinarily high rate of replication. We now know 
that the immune system is a pitched battleground from the first entry of the virus. Large 
numbers of CD4 + lymphocytes are infected, die, and are replaced. CD8 + CTLs help to 
control the early infection and bring the virus load down to one thousandth of the peak 
level, but the repeated cycle of infection and death of CD4 + cells and CD8 + cell 
activation to control infected cell numbers continues ( 128 ). In fact, the degree to which 
the virus load can be driven down is an important prognostic factor. At the same time, 
high rates of HIV replication continue in lymphatic tissues.

The global research community can hardly be accused of indolence with regard to 
HIV/AIDS vaccines. Serious preclinical work has been done on about 100 candidate 
vaccines, and, in the United States alone, 27 of these progressed to early clinical trials 
between 1987 and 1999 in 52 preventive vaccine studies involving 3,000 people. Since 
then, the number has expanded still further. All in all, collaboration among the academic 
community, governmental funding agencies, the philanthropic sector, and industry has 
been good, although one could argue that the industry input could have been more 
intense and focused.

Early attempts to develop an AIDS vaccine followed the classical path of seeking to 
induce antibodies to the most prominent antigens on the viral surface: namely, the 
envelope ( env) glycoproteins gp160 or the products it yields, the exterior viral protein 
gp120, and the transmembrane glycoprotein gp41. The first part of this review goes into 
some detail about env interactions with the target cell surface and makes the point that 
“all is not lost” with regard to antibody as a possible component of anti-HIV defense. 
The second part, however, reveals that many investigators believe that a robust T-cell 
response, particularly of HIV-specific CD8 + CTLs, is a more critical component of the 
host response, particularly after a decision taken in 1994 not to go ahead with a large 
phase III trial of gp160 or gp120. This decision was made because of two unfortunate 
findings from phase II trials of recombinant env antigens. First, the data showed a small 
number of “breakthrough” infections despite immunization; second, antibodies 
engendered by immunization, although capable of neutralizing HIV grown in 
transformed T-cell lines, were much less effective against freshly isolated virus grown in 
peripheral blood mononuclear cells. This led to a period of pessimism about 
envelope-based vaccines and serum antibodies, which might turn out to be somewhat 
premature. Nevertheless, most investigators now believe that an ideal vaccine should 
engender effective defense by both T and B cells.

Since those early days, we have learned a great deal about the details of how HIV 
infects its target cells. After cleavage of gp160, gp120 and gp41 are assembled into 
oligomeric spikes and remain noncovalently associated on the viral surface. These 
heteromeric spikes facilitate viral entry by the sequential binding of gp120 to the primary 
viral receptor, CD4, and subsequently to one of two co-receptors, CCR5 and CXCR-4. 
These co-receptors are members of the chemokine receptor family. They are 
seven-transmembrane G protein–coupled receptors. A small subset of viruses can use 



other seven-transmembrane domain receptors as well.

It is believed that gp120 undergoes an allosteric conformational change involving 
displacement of the V1/V2 loop after binding to CD4. This permits high-affinity binding 
of gp120 to the chemokine co-receptors through amino acids in the V3 loop and the C4 
region. Then a further conformational change leads to insertion of a hydrophobic 
amino-terminal fusion peptide of gp41 into the target cell membrane. Cross-linking 
through gp41 finally results in membrane fusion and viral entry.

Crystal structure studies have shown that the CD4-binding domain of gp120 is 
somewhat recessed and, moreover, that heavy glycosylation may further help create a 
barrier to the entry of antibodies to the actual binding site. This has led to attempts to 
create a more effective recombinant immunogen through deletions of amino acids in 
the V1 and V2 loops. Furthermore, selective removal of carbohydrate groups is a 
helpful stratagem in an SIV model. Both the actual CD4-binding area of gp120 and the 
fusion-inducing area of gp41 are more conserved between viral subtypes than are the 
more immunodominant V loops. Indeed, if highly conserved, functionally important 
portions of envelope proteins were used as immunogens, HIV sequence diversity might 
not represent an absolute obstacle to the eventual development of broadly protective 
HIV vaccines.

HIV-1 virus tropism depends, inter alia, on co-receptor utilization ( 129 ). Strains that can 
infect primary T cells and macrophages, known as R5 or M-tropic viruses, use CCR5, 
whereas strains that can infect primary cells and transformed T-cell lines, known as 
T-tropic or X4 viruses, use CXCR4. In addition, many virus strains are dual-tropic (i.e., 
R5X4). R5 viruses tend to be mainly involved in transmission and the early phases of 
infection, whereas R5X4 viruses are found mainly in the later stages of the disease. To 
emphasize the importance of CCR5, the 1% of white persons who are homozygous for 
a polymorphism resulting in failure to transport CCR5 to the cell surface are highly 
resistant to HIV-1 infection.

In view of the extremely high mutation rates of RNA viruses in general and HIV-1 in 
particular, the classification and nomenclature of HIV isolates is somewhat of a 
nightmare. More than 170 HIV strains have been subjected to full-length genome 
sequencing, and at least 200 times more than that have been subjected to sequencing 
of the C2V3 segment of gp120. HIV-1 is divided into groups M, N, and O, and group M 
is further divided into subtypes or classes. Some newer data have allowed the 
recognition that subtypes B and D of group M should have been classified as a single 
subtype and that a new subtype, found most commonly in Senegal, should be added as 
subtype L. Moreover, intersubtype recombination is frequent, and circulating 
recombinant forms can be very prevalent in some countries. Currently, the subtypes A, 
B+D, C, E, F, G, H, J, K, and L and the circulating recombinant forms AB, AE, AG, and 
BC are widely recognized, although this nomenclature is sure to change again.

Correlation between these HIV genotypes and immunotypes remains controversial. 
Clearly, we face a complex matrix of partial cross-reactivities in both humoral and 
cellular responses, and at present some authors prefer the idea of diffuse immunotypes 
with the highest cross-reactivity to different isolates from the same subtype and weaker 



cross-reactivity as genetic distance increases, whereas others favor the progressive 
identification of discrete immunotypes, each of which might contain several genotypes. 
The argument depends very much on which antigen or portion of an antigen is the 
focus of interest. There is certainly no straightforward correlation between genetic 
subtypes of HIV and in vitro virus neutralization pattern.

A great deal of work has been done on the antibodies of HIV-infected individuals to see 
whether and when antibodies capable of neutralizing primary isolates appear. The 
suggestion has come forward that the presence of neutralizing antibodies of sufficiently 
broad specificity may indicate a more favorable prognosis. Neutralizing antibodies tend 
not to appear before 6 to 8 months after infection, and the response subsequently 
broadens. Not surprisingly, the breadth of neutralizing activity induced by a 
subtype-specific immunization is less than that of antibodies from individuals. 
Nevertheless, some vaccines display significant cross-reactivities, leaving open the 
possibility that a defined mixture of immunogens might lead to a broadly protective 
vaccine.

The firm VaxGen is preparing a recombinant gp120 vaccine, AIDSVAX, for a phase III 
clinical trial. This is in accordance with studies suggesting that bivalent, dual-specificity 
env vaccines presented as oligomeric preparations could induce antibodies capable of 
neutralizing both R5 and X4 viruses. Two large, randomized, double-blind, 
placebo-controlled trials are under way. The first involves two largely 
non–cross-reactive B subtype env proteins. It is being conducted in 5,400 men who 
have sex with men or female professional sex workers at 61 clinical sites in North 
America. This trial was fully enrolled in October 1999. With an annual infection rate of 
about 1.5% in this population, the results should be available in early 2003. The second 
involves a bivalent subtype B/subtype E formulation and is being tested in Thailand in 
17 clinical trial sites, the subjects being intravenous drug users. Because the annual 
infection rate is about 6% in such a population, 2,500 was deemed an adequate 
enrollment, and this was completed in August 2000. Results should be available in late 
2003.

A lively discussion at the time of writing concerns the question of two further trials 
involving VaxGen’s gp120 as a boost after Aventis Pasteur’s canarypox-based priming 
regimen involving gene constructs for gag, env, and protease together with, in one 
case, pol and nef ( 130 ). The problem is that these two trials together would involve 
27,000 subjects and cost at least U.S. $95 million, some of this necessarily being 
taxpayers’ money. Final decisions are expected early in 2002.

There are good reasons to believe that CD8 + T cells play a critical role in the control of 
HIV. Relevant findings include a close correlation between CTL appearance and a fall 
in virus levels in HIV-1–infected Rhesus macaque monkeys and the detection of 
significant numbers of HIV-specific CTLs in a variety of seronegative individuals at high 
risk, such as babies born to HIV-positive mothers, a small proportion of female African 
professional sex workers, and a proportion of subjects with needlestick injuries. Among 
seropositive individuals, those who do not progress or progress slowly to AIDS have 
robust CTL responses. In view of this evidence, it is important to include in a vaccine 
virally encoded proteins produced in the cytosol of the infected cell, so that peptide 



fragments of such proteins could be presented at the surface of the infected cell in 
association with class I MHC molecules. Furthermore, it would be advantageous to use 
adjuvants or other techniques known to favor CD8 + T-cell production. Use of a 
multiplicity of antigens might counteract mutations occurring in any single component 
within the virus-infected cells that should be eliminated. Finally, a procedure evoking 
mucosal as well as lymph node and splenic CTLs would be ideal.

In a resurgent and now well-financed AIDS vaccine effort, a large number of antigens or 
genes for antigens have been the subject of intensive research. These include env, 
gag, pol, nef, rev, tat, and HIV protease. Furthermore, an incredible variety of vector 
systems has been included in preclinical research. Among these are vaccinia; vaccinia 
modified to be less aggressive (e.g., MVA); avipox viruses, including canarypox and 
fowlpox; and (although less frequently) other viruses, including recombinant avirulent 
poliovirus, mengovirus, herpesvirus, Venezuelan equine encephalitis virus, Semliki 
Forest virus, adenovirus, and influenza virus. Possible bacterial vectors include 
Salmonella, BCG, Shigella, Listeria, and Lactobacillus. Many of these have been 
through a variety of animal models of protection with a measure of success.

Among the 100 or so vaccine candidates, there is no doubt that the prime-boost 
strategies described earlier hold pride of place ( 131 , 132 and 133 ). Increasing use is being 
made of a sophisticated macaque monkey model of AIDS with viral constructs known 
as SHIV. This is a genetically engineered hybrid between HIV and SIV, which causes a 
disease similar in many ways to HIV/AIDS in humans. The SHIV virus possesses an 
HIV envelope and an SIV core.

There is by now substantial literature on virtually every conceivable variation on this 
prime-boost scheme, with many preclinical successes. A constant undercurrent in the 
literature is strong CD8 + CTLs as a signpost of promise. Among the many additions to 
prime-boost strategies, a recurring theme is either strong adjuvants accompanying 
particularly a protein boost or co-administration of cytokine gene expression cassettes 
with DNA immunogens.

Some other quite novel approaches are also being developed. For example, it has been 
possible to “freeze” the fusion conjugate of HIV env with its receptor and co-receptor, 
and this mixture induces antibodies capable of neutralizing a wide diversity of HIV 
strains, presumably because the newly exposed antigenic determinants of env are 
relatively conserved.

It has been hypothesized that the configuration of antigenic determinants that is 
displayed by HIV at the moment of fusion of HIV env with both the receptor and the 
co-receptor must be relatively well conserved between clades. Attempts to capture this 
configuration—for example, by fixing the fusion conjugate—are under way.

A mucosal approach is also being pursued in a variety of ways. Mucosal surfaces are a 
major natural route of HIV entry, and protection through the mucosal immune system 
would therefore be valuable. Berzofsky et al. ( 134 ) have long been championing the 
idea of a multideterminant peptide vaccine comprising epitopes for both T helper cells 



and CTLs. The mucosal study ( 135 ) focused on the antigens env, pol, and gag, using 
env from HIV and pol and gag from SIV. The study design involved macaque monkeys 
and a challenge with virulent SHIV intrarectally. The investigators compared two 
vaccine approaches: a subcutaneous injection with Montanide ISA51 as an adjuvant 
versus intrarectal inoculation of the vaccine with a mutant heat-labile E. coli toxin as a 
mucosal adjuvant. The latter provided significantly better protection, because (at least in 
part) of a strong intestinal mucosal CTL response. This group is also exploring the 
concept of epitope enhancement: that is, slightly modifying T helper cell epitope 
sequences in order to increase epitope affinity for class II MHC. This results in more 
effective helper T cells and also more CTLs ( 136 ). It must be remembered, however, 
that appropriate systemic immunization can also raise enough CTLs to protect against 
rectal challenge. For example, a prime-boost regimen consisting of priming with a 
cytokine-augmented DNA vaccine and boosting with a recombinant MVA construct, 
each vaccine containing multiple viral antigens, completely protected against intrarectal 
SHIV challenge in the same macaque model.

Although many preclinical studies have been encouraging, the picture for human 
studies is not quite so rosy. Of course, in the absence of clear-cut correlates of 
protection, no definitive verdict can be given, but it is widely assumed that a potent CTL 
response is important. So far, most virus vector priming–protein-boosting regimens 
have given HIV-specific CTL responses in only one third to one half of volunteer 
subjects. It is urgent to get more vaccine candidates into clinical trial; in that regard, two 
generously funded United States–based initiatives are to be commended: the AIDS 
Vaccine Evaluation Group of the National Institute for Allergy and Infectious Diseases, 
and the nongovernmental International Aids Vaccine Initiative, initially spun out of the 
Rockefeller Foundation. Both bodies are seeking to accelerate the pathway of the most 
promising basic research into sponsored clinical trials.

The author has been tempted into a largely optimistic overview of the landscape, but 
the formidable problems remaining before a prophylactic vaccine emerges should not 
be underestimated. Perhaps the greatest practical problem in HIV vaccine research is 
where to go after encouraging phase 1 and 2 studies. Large prophylactic studies are 
horrendously expensive. Results would be most rapidly obtained in developing 
countries because of the high rate of carriage, but such trials are beset with practical 
and ethical problems. Practically, will it be possible to conduct trials the results of which 
meet U.S. Food and Drug Administration standards? Ethically, will it be possible to give 
trial participants sufficient safe sex education? Will it be possible to guarantee to 
developing country governments that, if the trial in which their citizens have taken part is 
successful, the relevant vaccine will be made available to the population at an 
affordable price? Clearly, the eventual development of a successful vaccine remains an 
immense scientific and humanitarian challenge.

Therapeutic Human Immunodeficiency Virus Vaccines

Because AIDS is the end result of a lengthy pitched battle between HIV and the human 
host’s immune defenses, it is legitimate to ask whether an HIV vaccine has a role to 
play not in prophylaxis but in therapy, particularly during the long latent period during 
which the subject is seropositive but clinically well. This question becomes more urgent 



in a sense now that the prognosis for seropositive individuals is so much better because 
of highly active antiretroviral therapy (HAART). There is a beguiling logic to the idea that 
drug therapy should knock the virus load down to a very low level, after which 
immunotherapy finishes the job. Conceptually, the issues are somewhat similar to those 
in cancer immunotherapy. That said, the amount of clinical work that has been done on 
therapeutic vaccines is very small. Phase I and phase II trials have shown augmented T 
helper and CTL responses but not yet clear-cut evidence of clinical benefit. In animal 
models, there are some promising data demonstrating synergy between chemotherapy 
and therapeutic vaccination. The one sizable clinical study is with the candidate 
therapeutic vaccine Remune, which is based on inactivated, gp120-depleted, whole HIV 
virions. Postinfection immunization induced T helper cell responses that cross-reacted 
to several subtypes of HIV-1. There was also some stimulation of ß-chemokines and a 
down-regulation of CCR-5 receptors on T cells. Clinical efficacy of this candidate is 
under investigation. A small prime-boost clinical trial with canarypox vector priming and 
gp160 boosting involving a substantial cocktail of antigens showed promising results in 
terms of viral load reduction in 10 patients identified early after acute infection.

An ancillary role of therapeutic vaccination might be to strengthen HIV-specific immunity 
in patients in whom the antigenic load has fallen so far because of HAART that the risk 
of rebound resurgence of viral multiplication upon cessation or interruption of therapy is 
major. Indeed, there have been some protagonists of the idea that there should be 
structured treatment interruptions, which would result in a viral rebound, which in turn 
would provide a kind of autoimmunization with boosting of flagging anti-HIV responses. 
To the degree that this idea has validity, it should be possible to design less dangerous 
antigenic boosters not involving actual living and virulent virus.

In broad terms, the candidates that have come forward as possible therapeutic 
vaccines do not, on the whole, differ from those aiming at primary prophylaxis. If there 
is a difference, it is an even increased emphasis on the importance of CTL stimulation.

It is impossible to conclude an analysis of HIV vaccines without stressing the need to 
make a successful candidate available to the developing countries with a minimum of 
delay. There are more than 35 million people living with HIV/AIDS, 95% of them in 
developing countries, with 6 million new infections each year and nearly 3 million deaths 
annually (2.3 million in 1998). Students of this volume should keep a good watch on a 
new program that has the personal backing of the Secretary-General of the United 
Nations, Nobel Laureate Kofi Annan. It is the Global Fund for AIDS, Malaria and 
Tuberculosis, targeted primarily at control within African and other poor developing 
countries. Although drugs will undoubtedly be important, vaccines will be essential for 
true global control.

VACCINES AGAINST PARASITIC DISEASES

If viruses and bacteria have evolved elaborate strategies to defeat the vertebrate 
immune system, parasites, with their much larger complement of DNA, possess an 
even wider and more diverse range. Although no vaccine against any human parasitic 
disease has been licensed, the feasibility of such vaccines has been demonstrated in 
the veterinary field, in which a range of successful vaccines is in use to deal with both 



protozoan and metazoan infestations. The difficulty of overcoming all the necessary 
hurdles for human vaccines is evidenced by the fact that since the mid-1970s, some of 
the best minds in vaccinology have applied themselves to the problem, but only in 
malaria has one vaccine moved to the stage of phase III trials, and that with dubious 
success. Nevertheless, parasitism is so important from a public health viewpoint, and 
the progress in understanding of parasite molecular biology and genetics so significant, 
that the research effort must continue. Moreover, the progressive resistance of some 
parasites to chemotherapy and of vectors to insecticides highlights the importance of 
vaccines for disease control.

Malaria Vaccines

Malaria is the most prevalent vector-borne disease in the world. It is caused by protozoa 
of four species of Plasmodium. It threatens 2 billion people in 90 countries and causes 
approximately 500 million clinical cases and 2 million deaths per year. Overwhelmingly, 
the worst continent for malaria is Africa, where 90% of the deaths occur, chiefly in 
children younger than 5 years. P. falciparum is by far the most dangerous of the four 
species that affect humans, and cerebral malaria, in which parasitized erythrocytes 
develop cytoadherence antigens and block up cerebral arterioles, is the most prominent 
cause of death. It is known that antibodies can be therapeutic, and the hope that a 
vaccine will eventually be developed is sustained by the observation that inhabitants of 
endemic areas eventually become relatively immune to attacks, although this immunity 
is not sterilizing, small quantities of parasites being left in the host.

The next most important species is Plasmodium vivax, famous for attacks that can 
recur long after exposure. From a practical point of view, a vaccine that could protect 
against both P. falciparum and P. vivax would have much to commend it. Industry could 
then charge highly for a traveler’s vaccine in industrialized countries. However, the 
preclinical research is being pursued separately for the two species with a heavy 
concentration on the bigger killer.

In view of the considerable amount of research that has been done, it is legitimate to 
ask why no effective malaria vaccine yet exists. This involves both theoretical and 
practical considerations. The best vaccines are for diseases in which nature provides 
solid immunity if an individual survives a first attack. This is not the case in malaria, in 
which immunity in endemic areas is tenuous at best and easily lost if the individual 
leaves to live in a malaria-free country. Clearly, the parasite has evolved powerful 
strategies to evade the host immune response. From a practical viewpoint, the parasite 
is difficult to grow; P. falciparum requires human blood, and P. vivax does not even 
replicate in vitro in red blood cells. Investigators are thus driven to recombinant DNA 
technology with all of the difficulties of choice of antigen among hundreds of candidates 
and correct refolding of every candidate. Add to this the fact that no animal model is a 
really good imitation of the human disease, and the difficulties for the investigator 
mount.

Among the evolutionary strategies of the parasite, two stand out. The first is high 
mutability in most of the antigens that have been studied, resulting in extensive allelic 
polymorphism, so that multiple forms of the antigen exist in the parasite population as a 



whole, which presumably reflects selection of mutants because parental forms are 
eliminated by antibody. Second, a very key antigen of P. falciparum, the so-called P. 
falciparum erythrocyte membrane protein 1 (PfEMP1), which is prominent on the 
surface of infected red blood cells, is represented in the genome by approximately 50 
variant copies ( 137 ). As a clone of parasites emerges and reaches a sufficient size to 
strongly signal the immune system, eliminating most parasites, a variant expressing a 
different PfEMP1 arises, grows, reaches a critical size, and in turn is eliminated by 
antibody, and so the cycle repeats itself until, eventually, immunity to all the forms of 
PfEMP1 is achieved.

Life Cycle of Plasmodium falciparum With these preliminary considerations out of the 
way, we should now look at the parasite’s life cycle (with P. falciparum as the model) in 
order to determine where the different points of attack might be. Figure 6 shows this 
schematically. Invasion of the human is initiated when the female anopheline mosquito 
bites the human subject, thereby injecting a mobile form known as a sporozoite into the 
skin. The dominant surface antigen of the sporozoite is the CS, first identified by the 
Nussenzweigs ( 138 ) in the early 1980s and cloned soon thereafter. This candidate 
vaccine antigen has been the subject of intensive research. The sporozoite rapidly and 
efficiently invades hepatocytes. Two to ten sporozoites can initiate infection within 5 to 
30 minutes, probably involving an interaction between CS and the glycosaminoglycan 
chains of heparin sulfate proteoglycans ( 139 ). A second sporozoite surface protein, the 
thrombospondin-related adhesion protein (TRAP), has a region highly homologous to a 
part of CS and is probably also involved in binding to hepatocyte heparin sulfate 
proteoglycans. TRAP is required for sporozoite mobility and infectivity. 

 
FIG. 6. The life cycle of Plasmodium falciparum. A vaccine might eventually include 
antigens/epitopes from all four stages: sporozoites, liver cell surface T-cell epitopes, 
merozoites, and gametocytes.

Within the hepatocyte, each sporozoite develops into a schizont containing 10,000 to 



30,000 merozoites. Over this period, the hepatocyte presents on its surface peptides 
from a number of pre-erythrocytic stage proteins. A CD8 + cytotoxic T-cell attack on 
infected liver cells could materially lower the number of merozoites formed and thus 
lessen the attack on erythrocytes. As long as the parasite is confined to the liver, there 
are no clinical symptoms of malaria. Within 10 days or less, the liver schizont ruptures, 
and the merozoites are released and begin to invade erythrocytes, there to undergo 
another asexual amplification. The erythrocytic cycle is responsible for disease 
manifestation, inasmuch as development, rupture, and re-invasion initiate a vicious 
cycle ( Fig. 7). 

 
FIG. 7. Transmission electron micrograph of a merozoite invading an erythrocyte. Note 
electron-dense material at the attachment site, possibly representing proteins secreted 
by the rhoptries or the micronemes. Merozoite surface antigens are further obvious 
candidate vaccine antigens.

Merozoite invasion of erythrocytes is a complex process involving multiple steps. The 
merozoite attaches to the erythrocyte, reorients itself so that its apical end faces the red 
blood cell, after which a tight junction develops, and parasite organelles known as 
rhoptries discharge their contents onto the red blood cell membrane. A progressively 
deeper vacuole forms and eventually closes to surround the engulfed parasite. The best 
studied erythrocyte surface receptor for a parasite ligand is the Duffy blood group 
antigen for P. vivax. In contrast, P. falciparum seems capable of using multiple 
pathways for invasion, including sialic acids on glycophorins A, B, and C, as well as 
peptide sequences on glycophorins. As for the parasite ligands, a Duffy binding-like 
(DBL) superfamily has been defined. For P. vivax, the most important member is a 
140-kDa Duffy-binding protein (PvDBP) ( 140 ) and for P. falciparum, EBA-175 appears 
to be the prototype. But additional merozoite proteins play a role in invasion, inasmuch 
as quite a number of monoclonal antibodies against them can block invasion in vitro. 
These include various merozoite surface proteins (MSPs) and proteins translocated 
from the apical organelles, the rhoptries and the micronemes, to the surface before 
invasion. An important event in clinical malaria is the adherence of infected erythrocytes 
to vascular endothelium. When this occurs in small vessels in the brain, blockage can 
follow, resulting in cerebral malaria and death. The chief molecular mediator of 
cytoadherence is the variant surface antigen PfEMP1, as already mentioned ( 137 ). The 
receptors for adherence are various and include CD36, intracellular adhesion molecule 
1, vascular cell adhesion molecule 1, E-selectin, and chondroitin sulfate A. In addition to 
producing merozoites, the erythrocytic cycle is also responsible for the production of the 
sexual forms known as gametocytes. These are taken up by the mosquito and mature 
into gametes. A vaccine capable of producing antigametocyte antibodies could destroy 



them in the blood of the vaccinee or could interfere with their maturation in the 
mosquito, or both. The life cycle of the parasite is, of course, completed in the 
mosquito, in which sexual union occurs, sporozoites emerge from mature oocysts 10 to 
14 days after an infective blood meal, and invasion of salivary glands occurs soon 
thereafter. 
Possible Vaccine Approaches Because of the complexity of this life cycle, many 
observers believe that a final malaria vaccine will contain key molecules from various 
and perhaps all stages. However, it is necessary to consider the best candidates from 
each stage in turn. Much knowledge has accumulated since the early 1980s [reviewed 
by Doolan and Hoffman ( 141 ) and Good et al. ( 142 )]. The sporozoite stage is an 
attractive target, inasmuch as a 100% effective vaccine would prevent infection 
completely and a partially effective one would lower the eventual invasive merozoite 
burden. Like most malarial antigens, the CS presents as dominant-antigen multiple 
tandem repeats, in this case of the sequence NANP, which can absorb a large 
proportion of the anti-CS antibodies both of the serum of patients and of CS (or 
irradiated sporozoite) immunized persons. However, early attempts to gain protection 
by using this epitope proved disappointing. Although there was at first great excitement 
about a vaccine developed by Patarroyo et al. ( 143 ) known as SPf66, which was a 
multipeptide vaccine that included epitopes from both CS and blood-stage antigens, this 
failed to protect in hyperendemic areas and is not proceeding further. A more promising 
area is the vaccine known as RTS,S, given with the adjuvant AS02 ( 144 ). RTS,S is a 
fusion protein of the carboxy-terminal half of CS (which includes both part of the 
tandem repeat, thus R, and also important T-cell epitopes, thus T) fused to the HBsAg. 
This is coexpressed in yeast with (nonfused) HBsAg (thus, S), which self-assembles 
into virionlike structures, aiding immunogenicity. The adjuvant AS02, already described, 
has strong T and B cell–stimulatory properties. In a human challenge model, this 
significantly protected malaria-naïve volunteers, although immunity was of short 
duration. In a field study in a rural area of The Gambia involving 306 men aged 18 to 45 
years, the vaccine was safe and well-tolerated although fairly reactogenic, evoked 
strong anti-CS antibody and T-cell responses, and clearly gave partial protection in that 
it significantly delayed P. falciparum infection and reduced symptomatic malaria. Again, 
immunity waned rather quickly, but some immunological memory resulted, inasmuch as 
a booster dose given the following year reduced the incidences of infection and of 
symptomatic malaria. It is now planned to assess this vaccine in children. There is a 
plethora of blood stage antigens at various stages of testing. The subject of the largest 
amount of work has been the protein MSP-1, a 195-kDa major merozoite protein, and 
various fragments of it. Considerable protective efficacy has been shown in murine and 
simian vaccine trials, although in the human the highly polymorphic nature of this 
antigen may prove problematic. Efforts are being directed toward defining conserved 
protective epitopes of MSP-1. Other significant merozoite surface candidates are 
MSP-2, MSP-3, MSP-4, and MSP-5. The combination 4/5 looks attractive because it is 
relatively less polymorphic ( 145 ). As noted, rhoptry-associated proteins (RAPs) perform 
as yet ill-defined tasks in merozoite invasion of erythrocytes. The antigens RAP-1 and 
RAP-2 show less polymorphism and have been partially successful in a Saimiri monkey 
model. The apical merozoite antigen 1 (AMA-1) is strongly protective in murine and 
simian trials, has been in phase I human trials, and is in continuing clinical development 
( 146 ). Because this antigen has 16 conserved cysteine residues and exhibits a 
three-domain structure, correct refolding after expression is essential and presents a 



challenge. In view of the importance of the initial docking events involving PvDBP for P. 
vivax and EBA-175 for P. falciparum, these represent further interesting candidates. For 
PvDBP, the cysteine-rich amino-terminal region II is conserved and constitutes the 
receptor-binding domain. This fragment, PvRII, when correctly refolded, represents an 
interesting P. vivax candidate. The same may be true for a homologous region of 
EBA-175. Although the highly variant surface antigen family PfEMP1, which mediates 
cytoadherence, also exhibits Duffy binding-like domains, it remains to be determined 
whether there is enough conservation in the RII domain for a polypeptide vaccine to 
hold promise. 
Sexual Stage Vaccines Sexual stage vaccines would not protect the individual 
vaccinee but could have profound effects at the community level if widely deployed. 
Antibodies to gametocytes, gametes, or ookinetes could prevent development of 
sporozoites within the mosquito. Such transmission-blocking vaccines would have to be 
combined with other pre-erythrocytic or erythrocytic stage vaccines. One 
gametocyte-derived protein, Pfs25, looks promising in preclinical models, and other 
antigens are under development. 
Deoxyribonucleic Acid Vaccines, Prime-Boost Strategies, and Combination 
Approaches There is considerable evidence that T cells are importantly involved in 
immunity to malaria, and this has led to efforts for a DNA vaccine and prime-boost 
strategies. A group at Oxford University led by A. V. S. Hill has systematically examined 
various immunization regimens against a CS-derived, liver stage–expressed CD8 + 
T-cell epitope in a Plasmodium berghei murine model ( 147 ). Best results for protection 
against sporozoite challenge were obtained with DNA priming followed by boosting with 
MVA in which both the naked plasmid and the MVA contained inserted sequences 
coding for a string of CD8 + T-cell epitopes or the full CS. Priming with yeast-derived Ty 
virus–like particles (Ty VLPs) carrying the inserted sequence and boosting with 
recombinant MVA also worked well, but the reverse-sequence MVA followed by Ty 
VLPs was totally ineffective. Repeated immunization with Ty VLPs alone, naked 
plasmid DNA alone, or recombinant MVA alone was also of little effect, showing the 
power of the prime-boost approach. Now the group is exploring the polyepitope string 
fused to the TRAP gene, or CS-TRAP combination. A group formerly headed by S. L. 
Hoffman has explored DNA immunization against 15 well-characterized P. falciparum 
antigens, five pre-erythrocytic stage proteins expressed in infected hepatocytes, and 10 
blood stage antigens. The project has been entitled MuStDO, for Multi stage Malaria 
DNA-based Vaccine Operation ( 141 ). Phase I clinical trials of DNA vaccines containing 
some of these genes proved to be safe and well tolerated, and some T-cell responses 
were obtained, but the results were suboptimal. Accordingly, several stratagems to 
enhance the immune response are under way. These include prime-boost, using 
priming with DNA, and boosting with either recombinant poxvirus or with purified 
recombinant proteins in various adjuvants. Furthermore, codon-optimized versions of 
DNA more closely resembling human genes are being prepared, and the addition of 
plasmids expressing cytokines such as GM-CSF, co-stimulatory molecules, or 
chemokines is being studied. The Australian group is exploring various combinations of 
blood stage antigens in subjects in Papua New Guinea. The combination 
MSP-1/MSP-2/RESA looked promising in phase II studies, and further trials involving 
AMA-1 and RAP-2 are planned for 2002. 
Antidisease Vaccines: Glycophosphatidylinositol Toxin of Malaria as a New 
Candidate Vaccine Molecule An imaginative new approach to malaria immunization is 



being investigated by Schofield ( 148 ). This is predicated on the idea that much of the 
pathological processes in malaria result from an inflammatory cascade initiated by a 
malarial toxin. GPI of parasite origin is the candidate and an oligosaccharide of the P. 
falciparum GPI glycan was synthesized, conjugated to a protein carrier, and injected 
into mice, together with Freund’s adjuvant. This protocol substantially reduced severe 
pathological processes, cerebral malaria, and mortality in a P. berghei challenge model. 
There is also evidence that GPIs are the dominant proinflammatory molecules of 
Trypanosoma cruzi and Trypanosoma brucei. They constitute tumor necrosis factor, 
IL-1, and nitric oxide–inducing molecules in diverse parasite systems. 
The Gates Malaria Vaccine Initiative The analysis just described, which is by no 
means exhaustive, shows that the malaria vaccine field fairly bristles with promise. A 
critical block has been the capacity to take candidate molecules that look interesting on 
the basis of preclinical research to phase I and phase II clinical trials. Therefore, a new 
Malaria Vaccine Initiative funded by the Bill and Melinda Gates Foundation and directed 
by Dr. Regina Rabinovich is highly welcome. It will fund the preparation of vaccine pilot 
lots in accordance with Good Manufacturing Practice criteria, improve facilities for 
clinical and field trials, and provide coordination and cooperation between various major 
groups, thus optimizing their potential. This is not to deny the many hurdles that must 
still be overcome before this badly needed vaccine emerges. 

Leishmaniasis Vaccines

Leishmania parasites are vector-borne protozoa that cause a variety of serious 
diseases that, together, represent a formidable global public health problem, affecting 
about 12 million people. Six Leishmania species are pathogenic for humans: L. 
donovani, L. major, L. tropica, L. aethiopica, L. braziliensis,  and L. mexicana. In general, 
some species (e.g., L. major) are chiefly involved with skin lesions, whereas others (e.g. 
L. donovani, which invades the liver, spleen, and bone marrow, causing the serious 
disease kala azar) migrate chiefly to visceral organs. However, the distinction is by no 
means absolute. Strains normally confined to the skin occasionally invade the viscera, 
and in some patients with kala azar, the skin can become a target. Mucocutaneous 
leishmaniasis is well recognized and can cause extensive disfigurement. Moreover, 
subclinical infection is frequent: The individual has no symptoms, but disease flares up 
when T cells fail, as in AIDS. As with HIV and tuberculosis, a combination of 
leishmaniasis and HIV is truly disastrous.

Immunological interest in leishmaniasis was first aroused by the realization that 
cutaneous leishmaniasis (tropical sore) caused solid immunity to reinfection when it 
eventually healed. On the other hand, visceral leishmaniasis causing kala azar is 
frequently progressive and fatal. A second fascinating observation in leishmaniasis 
arises from the murine model, which yielded some of the first evidence that Th1-type 
immunity helps cure but Th2-type immunity leads to increasing lesions and death ( 149 ).

In a procedure reminiscent of variolation, an ancient practice known as leishmanization, 
material from an active lesion was used to produce a self-limited sore on normal 
people. Prophylactic immunization with killed Leishmania was used in the 1940s. 
Animal experimentation showed the feasibility of live attenuated vaccines, and work is 



continuing on an attenuated L. major lacking the dihydrofolate reductase/thymidylate 
synthetase gene. However, subunit vaccines are receiving the most attention, not only 
in a variety of adjuvants but also in the vectored and DNA delivery approaches.

It must be admitted that none of the approaches has progressed very far, in part 
because of a lack of commercial interest. To analyze the various molecular vaccine 
candidates, it is important to consider the parasite’s life cycle. A sandfly bite introduces 
100 to 1,000 mobile promastigotes into the skin that attach to macrophages and are 
taken up into a phagolysosome, in which intracellular multiplication takes place, yielding 
nonmotile amastigotes. When an infected macrophage eventually ruptures, the 
amastigotes reinfect other mononuclear cells. The life cycle is completed when the fly 
takes a blood meal containing monocytes and amastigotes. A poorly understood 
maturation process leads to the appearance and maturation of promastigotes. Unlike 
malaria, leishmaniasis is a zoonosis, and various mammalian animal hosts constitute a 
reservoir of infection. In most cases, humans are accidental hosts.

Two antigens on the surface of Leishmania promastigotes are parasite ligands for 
macrophage receptors ( 150 ). One is a 65-kDa membrane glycoprotein with protease 
activity, present in promastigotes of all species, known as gp63. Parasite mutants 
lacking gp63 are avirulent. The second is a glycoconjugate, the Leishmania 
lipophosphoglycan (LPG). Both can induce good protection in a mouse model. It is 
known that fragments of LPG can be presented to T cells by a specialized subset of 
class I MHC proteins, CD1. Both gp63 and LPG remain viable vaccine candidates.

A further interesting antigen is a membrane protein of unknown function known as gp46 
or parasite antigen 2 (PSA-2). This is present in promastigotes of all species but in 
amastigotes of only some. Yeast-derived recombinant PSA-2 is an effective vaccine in 
the murine model and confers partial cross-species protection. A leishmanial ribosomal 
protein known as LeIF is of both theoretical and practical interest. This molecule has 
particular adjuvant properties in that it powerfully promotes IL-12 production in mice and 
humans and thus steers the immune response in a Th1 direction, just the type of 
response required for immunity to leishmaniasis. It therefore represents a vaccine 
candidate with built-in adjuvanticity.

Amastigote antigens can be thought of as being like merozoite antigens in malaria, and 
a variety have proved efficacious in the murine model. Among them are antigens known 
as A2, P4, P8 and Lcr1. A further approach to the identification of potential amastigote 
candidates has been the elution of peptides from APCs and using their sequence to 
identify and clone the relevant parasite genes ( 151 ).

In summary, the potential is considerable, the complexities are major, and the 
prospects for a licensable vaccine in the medium term are not especially good.

Schistosomiasis Vaccines

Schistosomiasis or bilharziasis, also known as snail fever, is the second most important 
human parasitic disease and the most prevalent caused by a metazoan parasite. Six to 



eight hundred million people in 74 countries are exposed to the risk of infection, and 
200 million are actually infected, of whom 20 million exhibit serious morbidity and 
200,000 die each year from the disease. Schistosomiasis is caused by five species of 
Schistosoma, of which the three most important are S. mansoni, S. hematobium, and S. 
japonicum. Freshwater snails are the intermediate host for the parasite, and they 
release free-swimming cercariae, which penetrate human skin. There are also plentiful 
animal hosts; schistosomiasis is a zoonosis, which makes control of transmission much 
harder. In quite a complex migratory process, adult worms eventually develop and 
lodge in the veins, the predominant organs depending on the species. The male and 
female conjugate, and the female lays up to thousands of eggs per day. These ova are 
the real inducers of immunopathological processes. They penetrate the tissues and 
reach the gastrointestinal tract or the urinary tract, thus being excreted in feces or urine. 
The life cycle is completed if water sources are contaminated and snails become 
infested. At the same time, ova lodge in organs such as the liver or the bladder and 
cause granuloma formation and fibrosis. Induction of cirrhosis of the liver caused by S. 
japonicum is the most fatal manifestation of schistosomiasis. Because the adult worms 
consume blood, anemia is a complication. Bladder cancer associated with 
schistosomiasis is common in young men in Egypt.

Control of the snail intermediate host and greater care with feces and urine represent 
important intervention strategies. Beyond that, the community-wide introduction and use 
of the safe and effective drug praziquantel ( 152 ) offer the hope of control. However, 
rapid reinfection after drug treatment and the ever-present risk of drug resistance make 
the development of a vaccine most desirable. Combined with the other measures just 
mentioned, it could reduce reinfection rates and lower disease burden.

By far the most advanced vaccine candidate is the molecule Sm28GST, being 
promoted by the group of Capron ( 153 ). This is a 28-kDa recombinant protein initially 
cloned from a complementary DNA library of S. mansoni, which is the enzyme 
glutathione S-transferase (GST). Yeast-derived recombinant GST has been extensively 
tested as a vaccine candidate in various experimental models, including extensive trials 
in rodents, cattle, and subhuman primates with S. mansoni, S. haematobium, S. 
japonicum, and S. bovis. Consistently, it is only partially effective in preventing infection, 
typically reducing the worm burden by 40% to 60%. However, there is a more profound 
effect on female worm fecundity and egg viability, in which reductions varying from 75% 
to 94% in various models have been achieved. Moreover, whereas there is no 
cross-protection as far as the anti-infective immunity is concerned, the reduction in egg 
production and viability crosses species barriers, offering the hope that Sm28GST 
might be broadly effective. How protection is achieved is far from clear; one possibility is 
that GST is involved in prostaglandin biosynthesis and female worm reproductive 
physiology.

After more than a decade’s preclinical work, Capron’s group decided to embark on 
clinical trials using S. haematobium GST (Sh28GST) ( 154 ). The chief reasons were the 
capacity to study egg burden easily by means of urine filtration and the opportunity to 
monitor bladder lesion development by noninvasive ultrasonography. Sh28GST has 
been produced under Good Manufacturing Practice conditions and named Bilhvax. 
Phase I trials involving 24 white adults and 24 noninfected Senegalese children, 



injecting three doses of 100 µg of Bilhvax in alum hydroxide, showed no adverse 
reactions and strong anti-GST responses with no cross-reactivity to human GST. 
Further studies have been completed in which infected adults have been given Bilhvax 
in association with chemotherapy, and no adverse effects have been noted. Phase III 
efficacy studies began in 2001.

Other vaccine candidates are not as far advanced. They include the enzyme triose 
phosphate isomerase; two parasite muscle proteins (paramyosin and a myosin-like 
protein); a 23-kDa protein and a 38-kDa protein, both of unknown function; and a 
molecule called calpain. Each has been effective in one animal model or another.

As in other fields, experimentation is under way to investigate GST and other antigens 
with a variety of adjuvants, as vectored and DNA vaccines, and as mucosal vaccines. 
Preliminary results have been encouraging.

Vaccines against Other Parasitic Diseases

Toxoplasmosis is a disease, predominantly of the central nervous system, that affects 
the developing fetus or premature babies and also represents a major opportunistic 
infection in patients with AIDS. A major surface antigen of Toxoplasma gondii called 
p30 has been cloned and is protective in a murine model.

Amebiasis, caused by the invasion of the intestinal wall by the protozoan parasite 
Entamoeba histolytica, kills 100,000 people per year. A lectin on the parasite surface 
helps in the adherence of the parasite to the colonic mucosa. The active sites or 
domains of this lectin could have potential as a recombinant vaccine.

Hydatid disease caused by the metazoan parasite Echinococcus granulosus  is still a 
threat in parts of the world where there is close contact between humans and infected 
dogs, which release eggs in their feces. An antigen known as EG95, derived from the 
egg or oncosphere, has been the subject of several years of intensive research by 
Lightowlers ( 155 ). It has proved remarkably effective in sheep: Two injections of 
recombinant protein give 96% to 98% protection in sheep, an intermediate host, as is 
(less commonly) the human. This could lead to a sheep vaccine and, conceivably, one 
useful for humans at special risk. An oncosphere antigen with distinct amino acid 
homology has been identified in various Taenia species and could constitute a vaccine 
against cysticercosis.

In conclusion, parasitism is so grave a problem that it must be tackled on many fronts 
simultaneously. Protection from vectors is obviously important, as is chemical and 
biological control of vectors. Drug therapy is highly effective in many cases but always 
fraught with the danger of development of resistance. Vaccines are still in many ways a 
distant dream but one that must be sustained.

VACCINES AND BIOTERRORISM



The terrorist attacks of September 11, 2001, and the mysterious mailings of powder 
containing anthrax spores that followed soon after have put a new spotlight on 
bioterrorism, biological warfare, and defense against them. Clearly, vaccines have a 
role to play. Even before September 11, the United States had made a decision to 
stockpile 40 million doses of smallpox vaccine for control of any outbreaks that might 
occur after an attack, and it has been decided that this stockpile will be made much 
larger, to 300 million doses. It appears likely that about 10 countries have active 
offensive biological warfare programs, and some terrorist organizations have certainly 
shown an interest in the field as well. The range of microorganisms and toxins on which 
research has been done is extensive. Anthrax, smallpox, and botulinum toxin appear on 
most lists, but plague, tularemia, Venezuelan equine encephalitis, influenza, Marburg 
virus, Ebola virus, Lassa fever, cholera, typhoid, brucellosis, Q fever, and aflatoxins all 
appear to have been the subject of research in various countries at various times.

Vaccines against many of these agents have been licensed. However, some are clearly 
not satisfactory. The licensed anthrax vaccine, consisting of a crude mixture of toxins, is 
safe but fairly reactogenic, and at present, six doses are recommended because it is 
not very immunogenic. Smallpox vaccine was previously derived from calf lymph, but 
this is clearly not satisfactory in the modern era, and tissue culture–derived material, 
now being used, is more expensive, at about U.S. $1.00 per dose. The standard 
vaccinia strains are rather reactogenic; it is by no means clear that the modified strains, 
such as are being used as vectors for other antigens, would be as protective. The 
formalin-killed whole plague bacillus vaccine is effective against the bubonic but not the 
pneumonic form of the disease. There exist a formalin-inactivated whole-cell vaccine 
against Q fever and a live attenuated tularemia vaccine. Inactivated vaccines exist 
against some of the encephalitogenic a viruses. Who will pay the research costs 
required to improve and validate such vaccines? Which, if any, should be stockpiled? 
What plans can be forged to increase production capacity rapidly after at attack? These 
difficult issues must be faced in the broad context of the present war against terrorism. 
As this book goes to press, the U.S. government is making major resources available to 
tackle the subject, including significant new money for vaccine research. In the 
meantime, there is a pressing need for more broad-scale education of physicians and 
emergency services on outbreak control, for stockpiling of antibiotics and perhaps 
antiviral drugs, and for research on every aspect of the problem.

VACCINES IN FIELDS OTHER THAN COMMUNICABLE DISEASES

Manipulation of the immune system offers opportunities beyond the field of 
communicable diseases. The vital field of vaccines against cancer is covered elsewhere 
in this volume. “Negative” vaccines—that is, antigens delivered for the purpose of 
preventing, inhibiting, or modulating an immune response—offer rich promise in both 
autoimmune and allergic diseases, and readers are referred to the relevant chapters. 
Birth control vaccines offer potential for a new approach to contraception. Some of 
these, such as those used to block the activity of human chorionic gonadotrophin, are 
long-acting but reversible and thus potentially very valuable in the setting of a 
developing country. Others offer the possibility of targeting men rather than women. 
Immunological approaches to inhibit the deposition of amyloid ß peptide deposits in the 



brain by immunizing with amyloid ß is one of the most exciting new developments in the 
murine model of Alzheimer’s disease. Although these are beyond the scope of this 
chapter, they surely will gain prominence in future editions of this volume.

ADVERSE EFFECTS OF VACCINES

Three considerations dictate that adverse effects of vaccines must be taken very 
seriously. First, vaccines are normally given to healthy individuals, as opposed to most 
other biopharmaceuticals, which are given to the sick. Second, most vaccines are given 
to infants and young children, deemed to be both very precious and very vulnerable. 
Third, in the industrialized countries, the very success of immunization programs, 
combined with good personal hygiene, environmental sanitation, and improved living 
conditions, has made epidemic disease seem like something unfamiliar and perhaps 
something with which antibiotics and other medical treatments can cope. In other 
words, opponents of immunization can be excused for not understanding the 
risk-benefit equation of vaccines because of a lack of personal experience. This has to 
be countered by good education.

Fortunately, serious adverse events are very rare with currently used vaccines. This 
creates what at first seems a curious problem. Because nearly all children get quite a 
few vaccine injections in the first year of life, a reasonable proportion of all infants 
coming down with some rare complaint, such as encephalitis, will have had an 
immunization within, for example, a week of that illness. The assumption of a causative 
rather than coincidental relationship is quite human and can be contested only by 
statistical arguments, which are unfamiliar to most people. The more serious claimed 
side effects are considered first.

The most controversial vaccine from the viewpoint of side effects has been DPT, 
containing whole killed pertussis bacteria. Reactions such as fever, irritability, local 
redness, swelling and pain, anorexia, and drowsiness are quite common, although of 
short duration and easily ameliorated by a drug such as paracetamol. Febrile 
convulsions occur in about 1 case in 2,000 to 3,000 and cause no long-term harm. 
Follow-up study has shown no evidence of neurological damage or intellectual 
impairment. The question of serious acute neurological illness, such as 
encephalopathy, has caused the most concern. The incidence was put at 1 case per 
330,000 vaccine doses in the United Kingdom in 1981, but reanalysis of the data, 
coupled with a large study in the United States by the Institute of Medicine, challenged 
this conclusion. The American Academy of Pediatrics found that, although “the data 
accumulated to date may not prove that pertussis vaccine can never cause brain 
damage, they indicate that if it does so, such occurrences must be exceedingly rare” ( 
156 ). The Institute of Medicine concluded that the risk of serious neurological 
complications was somewhere between 0 and 1 per 200,000. Because the number of 
cases of whooping cough has fallen by a factor of 50 in the United States since the 
introduction of the vaccine, and because the disease is accompanied by permanent 
brain damage in about 1% of cases and by death in 0.1% to 4% of cases, depending on 
the study, the risk-benefit equation is still enormously on the side of vaccination, even 
with the worst assumptions about brain damage from vaccination.



The acellular pertussis vaccine has certainly caused less acute reactogenicity, as 
measured by the superficial parameters of local pain, swelling, redness, and so forth. It 
will, however, take a great deal of experience in the actual deployment phase of this 
vaccine to determine whether the alleged serious side reactions are less frequent with 
this purer vaccine.

The Institute of Medicine study determined that the following alleged adverse events of 
the DTP (whole-cell pertussis) were not supported by the evidence: infantile spasms, 
hypsarrhythmia, Reye’s syndrome, and sudden infant death syndrome. However, an 
association with “protracted, inconsolable crying” as a rare complication seems 
established.

The next important area of concern is poliomyelitis. Adverse reactions to this vaccine 
are of particular importance because there have been no cases of wild poliomyelitis in 
the industrialized countries for many years. In fact, poliomyelitis transmission ceased in 
the Western Hemisphere in 1991. Thus, even a single case of vaccine-associated 
poliomyelitis is a real tragedy. Unfortunately, a reversion to neurovirulence of the Sabin 
poliovirus, although excessively rare, is not absolutely unknown. It appears that for 
approximately 2.7 million doses of the oral poliovirus vaccine, there is one case of 
paralytic polio, most commonly of Sabin type 3. On average, there have been about five 
such cases in the United States per year. Some have been in vaccinees and some in 
their contacts.

A major survey of paralytic poliomyelitis in England and Wales between 1985 and 1991 
was reported by Joce et al. ( 157 ). In total, 21 confirmed cases were found. Thirteen 
were vaccine-associated, nine being in vaccinees and four in contacts. Five were 
imported cases, and three were cases whose source of infection was unknown. The 
estimated risk of vaccine-associated paralysis was 1.46 per million for the first dose but 
0.49 per 106 for the second and 0 for the third and fourth. In all, nine cases of paralysis 
arose from 18.4 million doses of vaccine administered over 7 years, with a risk of 
paralysis of 0.49% per 10 6 immunizations, which is remarkably similar to the U.S. 
figure of 1 per 2.7 million. Two vaccine-associated cases occurred in immunodeficient 
children, for whom inactivated poliomyelitis vaccine should have been offered.

Whereas the risks of oral polio vaccine are truly minuscule, the United States 
suggested that, beginning in the year 2000, there should be a complete switch to 
injectable, Salk-type vaccine. We have already discussed the special problem of 
mini-epidemics caused by circulation of vaccine-associated strains, some of which have 
recombined with other enteroviruses, in communities with low vaccination coverage. 
Expert opinion has, as yet, not reached a consensus as to how these strains will affect 
the polio “end game” and the hoped-for capacity to cease immunization.

One can draw up a panoply of other “accusations” against vaccines. Live attenuated 
virus vaccines can certainly cause damage in immunodeficient or immunosuppressed 
children; generalized vaccinia was probably the worst example. Now that smallpox has 
been eradicated, this risk has disappeared. If a vaccinia variant is rescued as a vaccine 



vector, it will be one of lessened virulence.

One can examine the existing vaccines one by one and identify claims for side 
reactions. Mild measles rash can follow the measles vaccine. Certainly, measles is a 
nasty disease for the unimmunized, with a case-fatality rate in developing nations of 
about 2% to 3% in unimmunized infants. In the industrialized world, the measles 
case-fatality rate is vastly lower, at 0.01% to 0.02%. However, nonfatal complications 
are common, including otitis media, pneumonia, and subacute sclerosing 
pan-encephalitis. As far as the live attenuated vaccine is concerned, encephalitis and 
similar problems are very occasionally reported, but their origins have been hard to pin 
down, and the feasibility of reducing these rare, conjectural complications, as well as 
the acknowledged commoner ones (e.g., febrile convulsions), remains problematic at 
this stage.

Both the measles vaccine and its companions (mumps, rubella, and soon, perhaps, 
varicella) have good track records in not causing serious complications. Suffice it to say 
that these are live attenuated vaccines, which can cause problems in particular 
patients. Reactions are mild and include malaise, fever, mild rash, and (rarely) febrile 
convulsions. One report ( 158 ) surveyed the incidence of thrombocytopenic purpura after 
MMR vaccination. The incidence was 1 per 500,000 for measles or rubella alone, 1 per 
120,000 for measles and rubella, and 1 per 105,000 for the combined MMR vaccine. 
The syndrome resembled the purpura that can occur after natural measles or rubella 
infections. Complete recovery occurred in 89.5% of cases; normalization followed by 
relapse was noted in 7%. No deaths have been reported. This French study accords 
with conclusions reached in several other countries. Although a plausible causal 
relationship can be argued, the usually favorable outcome ensures that this rare 
complication does not modify the risk-benefit equation significantly. The mumps vaccine 
occasionally causes aseptic meningitis.

A good opportunity to examine adverse reactions to MMR immunization came up in 
Australia ( 16 ). The Australian measles control campaign targeted primary school 
children, and 1.7 million doses of MMR were given, chiefly at school, over a brief period 
in 1998. A major effort was made to document all adverse events after immunization, 
and all commencing within 30 days of vaccination were closely analyzed. There were 
89 adverse events (5 per 100,000), no sequelae, and no deaths. The commonest 
reactions were syncopal episodes (24%), allergic reactions that did not include 
anaphylaxis (12%), and illnesses resembling mumps or measles (11%). There were six 
reports of neurological reactions, including one case of encephalopathy and three 
cases of arthritis or arthralgia. These low rates constitute a truly remarkable safety 
record.

From time to time, somewhat exotic claims of adverse events are made. For example, 
measles vaccination was claimed to cause autism and Crohn’s disease. Nine studies 
have now refuted this. The hepatitis B vaccine was supposed to cause multiple 
sclerosis; exhaustive analysis has failed to support the association. No matter how 
bizarre, each claim must be examined carefully.

Vaccinia, although used, was a reasonably reactogenic vaccine and quite dangerous in 



immunodeficient/immunosuppressed children. Fortunately, this has no longer been a 
problem since smallpox eradication. In general, severe reactions against BCG, 
varicella, measles, or other live vaccines can occur in such individuals.

Excipients in the vaccine or adjuvant substances can occasion side reactions varying 
from inflammation to abscess formation. More seriously, vaccines can occasionally 
cause anaphylaxis, thrombocytopenia, or acute arthritis. These serious complications 
occur in fewer than 1 case in 100,000.

In summary, vaccines that have been through the current stringent regulatory process 
are incredibly safe. This fact deserves to be widely promulgated, and the media in 
particular need to be educated through a consistent and nonconfrontational effort.

VACCINATION OF THE VERY YOUNG AND THE OLD

Both extremes of age offer special challenges for the designer of new and improved 
vaccines. Some vaccines should be delivered very early in life, such as at birth, to be 
maximally useful. These include vaccines for diseases carried by the mother, such as 
hepatitis B, hepatitis C, HIV, or cytomegalovirus. Traditionally, BCG has also been 
given within a few days of birth in developing countries. Other vaccines are 
recommended for the elderly, including (in many countries) influenza and 
pneumococcal vaccines. There has been an upsurge of interest in protecting the 
elderly.

Although much more mature than that of the newborn mouse, the newborn infant’s 
immune system is not yet hugely responsive, and neonatal immunization does not 
generally lead to extensive antibody formation. This is particularly the case for bacterial 
capsular polysaccharide antigens. However, neonatal immunization can lead to useful 
priming of both B- and T-cell memory responses and thus serve a useful purpose ( 159 ). 
There appears to be somewhat of a Th2 bias in the neonate: Work on mice and on 
infant subhuman primates suggests that if first immunization is with a DNA vaccine or 
with a Th1-promoting adjuvant such as CpG-containing oligonucleotides, this bias can 
be overcome ( 160 ). This suggests that a prime-boost strategy might work very well in 
neonates. Of course, the introduction of any new adjuvant for immunization of human 
newborns would face considerable regulatory hurdles.

Preclinical studies suggest that the immaturity is not so much in CD4 + or CD8 + T cells 
themselves but rather in APCs and the APC–T cell interaction. This again suggests that 
suitable adjuvant formulations could overcome the problem. Another feature of 
neonates is that they appear deficient in the capacity to form long-lived, bone 
marrow–seeking, antibody-forming plasma cells.

Maternally acquired antibodies can interfere with primary active immune responses. 
This is a serious point for many infant vaccines, including live and nonlive preparations, 
although it appears not to be an issue for hepatitis B. Inhibition is highly epitope specific 
and is much more important for B-cell than for T-cell responses. From a practical 
viewpoint, each case must be investigated specifically. For the most important vaccines 



of the future, maternal antibodies should not be a problem for HIV or tuberculosis, but 
for malaria, in which antibodies are of at least equal importance to T cells, the matter 
may be more germane.

At the other end of life, several factors militate against robust immune responses. The 
thymic cortex is largely replaced by fat, and few or no new T cells are exported from 
there. Thus, T cell immunity to new antigens must depend on cross-reactions with 
previously encountered ones. Similarly, the number of progenitors of B cells in the bone 
marrow is also reduced, although not as markedly. Interestingly, dendritic cells from the 
peripheral blood of individuals older than 65 years are present in somewhat increased 
numbers, are normal in appearance and surface markers, and are unimpaired in 
antigen-presenting function. This may partly militate against the reduced proliferative 
capacity of aged T cells. Overall, the capacity to mount a serum antibody response may 
be reduced by up to tenfold in old age.

It is well known that the elderly are relatively more susceptible to infections such as 
tuberculosis, influenza, and pneumonia. An interesting although infrequent problem 
relates to tetanus. It has been estimated that only 25% to 40% of the healthy elderly 
have protective levels of antitetanus antibodies in their serum, as opposed to 92% in 
subjects younger than 30 years. This is mainly the result of a failure to receive the 
recommended booster injections every 10 years. It is possible, however, that the 
frequency of boosters may have to be greater after 70 years of age. The fact that 
immunization against influenza and pneumococci significantly reduces the burden of 
these infections in the elderly should prompt an examination of other vaccines that 
might be useful in this age group, in view of the emergence of many antibiotic-resistant 
strains of bacteria and the ever-present threat of many viruses. For example, the effects 
of boosting with the varicella vaccine on the later incidence of herpes zoster is the 
subject of a large phase III trial, the results of which are eagerly awaited.

As more vaccines become available, and as the lowered impact of epidemic diseases 
prompts complacency in the minds of many, health authorities will have to give much 
more thought to the whole question of booster immunizations in adult life. In terms of 
policy, this area is currently a bit of a mess. It should not be left to the vagaries of 
choices by travelers.

CONCLUSIONS

There is no doubting the current renaissance in vaccinology. The field veritably bristles 
with new and exciting possibilities, and although the commercial potential is not as great 
as for prescription drugs, the healthy percentage sales growth of the sector has not 
gone unnoticed in the board rooms of the big pharmaceutical companies. Of the new 
vaccination approaches discussed, DNA vaccines, superior adjuvant formulations, 
microencapsulation, and mucosal immunity are among the more promising. Despite his 
great enthusiasm for them, the author is also aware of the fact that changes to national 
immunization programs can be made only after very extensive clinical research, 
particularly n cases in which an effective vaccine already exists. The future therefore 
represents a judicious balance between conservatism in a measure already regarded 
skeptically by a minority and cautious activism as thorough research documents the 



value of each new and improved vaccine. Nor should a healthy pluralism be opposed. 
Some countries will move faster on some vaccines because of their particular 
perspectives and problems. All of this means that the widespread introduction of the 
rich panoply of vaccines coming from the research sector will probably be slower than 
the scientific community would like. In the long run, however, the approach to many 
communicable diseases will be revolutionized by the new vaccinology. The legacy of 
Jenner and Pasteur is in good hands.

ACKNOWLEDGMENTS

The author thanks Ms. Jill Van Es and Ms. Pamela Dewhurst for their careful typing of 
the manuscript; Ms. Josephine Marshall and Ms. Wendy Hertan for help with 
references; and both the WHO and the Bill and Melinda Gates Foundation for 
permission to reproduce the figures.

REFERENCES

1.    Levine MM, Woodrow GC, Kaper JB, et al. New generation vaccines, 2nd ed. New York: Marcel 
Dekker, 1997.

2.    Gerber MA, eds. The Jordan report 2000. Accelerated development of vaccines. Rockville, MD: 
Division of Microbiology & Infectious Diseases, National Institute of Allergy and Infectious Diseases, 
National Institutes of Health, 2000.

3.    Fenner F, Henderson DA, Arita I, et al. Smallpox and its eradication, Geneva: World Health 
Organization, 1988.

4.    Jenner E. An inquiry into the causes and effects of the variolae vaccinae, a disease discovered in 
some of the western counties of England, particularly Gloucestershire, and known by the name of cow 
pox, London: Edward Jenner, 1778.

5.    Jenner E. The origin of the vaccine inoculation. London: DN Shury, 1801.

6.    Pasteur L, Joubert J, Chamberland C. The germ theory of disease. C R Hebd Seances Acad Sci 
1878;86:1037–1052.

7.    Pasteur L. De l’attenuation du virus du cholera des poules. C R Acad Schi Paris 1880;91:673–680.

8.    Calmette LCA, Guérin C, Weill-Hallé B. Essai d’immunisation contre l’infection tuberculeuse. Bull 
Acad Med (Paris) 1924;91:787–796.

9.    Glenny AT, Hopkins BE. Diptheria toxoid as an immunising agent. Br J Exp Pathol 1923;4:283–288.

10.    Enders JF, Weller TH, Robbins RC. Cultivation of the Lansing strain of poliomyelitis virus in cultures 
of various human embryonic tissues. Science 1949;109:85–87.

11.    Hilleman MR. The development of live attenuated mumps virus vaccine in historic perspective and 
its role in the evolution of combined measles-mumps-rubella. In: Fantini B, Plotkin S, eds. Vaccinia, 
vaccination and vaccinology: Jenner, Pasteur and their successors. Paris: Elsevier, 1996:283–292.

12.    Blumberg BS, Alter HJ, Visnich S. A “new” antigen in leukemia sera. JAMA 1965;191:541–546.



13.    Blumberg BS. Australia antigen, hepatitis, and leukemia. Tokyo J Med Sci 1968;76:1.

14.    Valenzuela P, Medina A, Rutter WJ, et al. Synthesis and assembly of hepatitis B virus surface 
antigen particles in yeast. Nature 1982;298:347–350.

15.    de Quadros CA, Andrus JK, Olivé J-M, et al. Polio eradication from the Western Hemisphere. Annu 
Rev Public Health 1992;13:239–252.

16.    Turnbull FM, Burgess MA, McIntyre PB, et al. The Australian Measles Control Campaign 1998. Bull 
World Health Organ 2001;79:882–888.

17.    Nossal GJV. The Global Alliance for Vaccines and Immunization—a millennial challenge. Nat 
Immunol 2000;1:5–8.

18.    Pizza M, Fontana MR, Giuliani MM, et al. A genetically detoxified derivative of heat-labile Escherichia 
coli enterotoxin induces neutralizing antibodies against a subunit. J Exp Med 1994;180:2147–2153.

19.    Rappuoli R. New and improved vaccines against diphtheria and tetanus. In: Levine MM, Woodrow 
GC, eds. New generation vaccines. New York: Marcel Dekker, 1990:251–68.

20.    Mackett M, Smith GL, Moss B. Vaccinia virus: a selectable eukaryotic cloning and expression vector. 
Proc Natl Acad Sci U S A 1982;79:7415–7419.

21.    Panicali D, Paoletti E. Construction of pox viruses as cloning vectors: insertion of the thymidine 
kinase gene from herpes simplex virus into the DNA of infectious vaccinia virus. Proc Natl Acad Sci U S A
 1982;79:4927–4931.

22.    Ramshaw IA, Andrew ME, Phillips SM, et al. Recovery of immunodeficient mice from a vaccinia/Il-2 
recombinant infection. Nature 1987;329:545–546.

23.    Wolff JA, Malone RW, Williams P, et al. Direct gene transfer into mouse muscle in vivo. Science 
1990;247:1465–1468.

24.    Williams RS, Johnstone SA, Reidy M, et al. Introduction of foreign genes into tissues of living mice 
by DNA-coated microprojectiles. Proc Natl Acad Sci U S A 1991;88:2726–2730.

25.    Tang DC, Devit M, Johnston SA. Genetic immunization is a simple method for eliciting an immune 
response. Nature 1992;356:152–154.

26.    Ulmer JB, Donnelly JJ, Parker SE, et al. Heterologous protection against influenza by injection of 
DNA encoding a viral protein. Science 1993;259:1745–1749.

27.    Fynan EF, Webster RG, Fuller DH, et al. DNA vaccines—protective immunizations by parenteral, 
mucosal and gene-gun innoculations. Proc Natl Acad Sci U S A 1993;90:11478–11482.

28.    Donnelly JJ, Ulmer JB, Shiver JW, et al. DNA vaccines. Annu Rev Immunol 1997;15:617–648.

29.    Fu TM, Ulmer JB, Caufield MJ, et al. Priming of cytotoxic T lymphocytes by DNA vaccines: 
requirement for professional antigen presenting cells and evidence for antigen transfer from myocytes. 
Mol Med 1997;3:362–371.

30.    Boyle JS, Brady JL, Lew AM. Enhanced responses to a DNA vaccine encoding a fusion antigen that 
is directed to sites of immune induction. Nature 1998;392:408–411.



31.    Holt PG, Schon-Hegrad MA, McMenamin PG. Dendritic cells in the respiratory tract. Int Rev Immunol
 1990;6:139–149.

32.    Picker LJ, Butcher EC. Physiological and molecular mechanisms of lymphocyte homing. Annu Rev 
Immunol 1994;62:561–569.

33.    McWilliam AS, Nelson D, Thomas JA, et al. Rapid dendritic cell recruitment is a hallmark of the 
acute inflammatory response at mucosal surfaces. J Exp Med 1994;179:1331–1336.

34.    Holmgren J, Rudin A. Mucosal immunity and bacteria. In: Ogra P, Mestecky J, Lamm M, et al., eds. 
Mucosal immunology. San Diego: Academic Press, 1999:685–693.

35.    Glenn GM, Scharton-Kersten T, Vassell R, et al. Transcutaneous immunization with bacterial 
ADP-ribosylating exotoxins as antigens and adjuvants. Infect Immun 1999;67:1100–1106.

36.    Mason HS, Lam DM, Arntzen CJ. Expression of hepatitis B surface antigen in transgenic plants. 
Proc Natl Acad Sci U S A 1992;89:11745–11749.

37.    Hu SL, Klaniecki J, Dykers T, et al. Neutralizing antibodies against HIV-1 Bru and Sf2 isolates 
generated in mice immunized with recombinant vaccinia virus expressing HIV-1 (Bru) envelope 
glycoproteins and boosted with homologous gp160. AIDS Res Hum Retroviruses 1991;7:615–620.

38.    Ramshaw IA, Ramsay AJ. The prime-boost strategy: exciting prospects for improved vaccination. 
Immunol Today 2000;21:163–165.

39.    Beutler B. The Toll-like receptors as the primary sensors of the innate immune system. The 
Immunologist 2000;8:123–130.

39a.    Janeway CR. A trip through my life with an immunological theme. Annu Rev Immunol 
2002;20:1–28.

40.    Gay NJ, Keith FJ. Drosophila Toll and Il-1 receptor. Nature 1991;351:355–356.

41.    Lemaitre B, Nicholas E, Michaut L, et al. The dorsoventral regulatory gene cassette 
Spatzle/Toll/Cactus controls the potent antifungal response in Drosophila adults. Cell 1996;86:973–983.

42.    Heldwein KA, Golenbock DT, Fenton MJ. Recent advances in the biology of the Toll-like receptors. 
Mod Aspects Immunobiol 2001;1:249–252.

43.    Hemmi H, Takeuchi O, Kawai T, et al. A Toll-like receptor recognizes bacterial DNA. Nature 
2000;408:740–745.

44.    Hayashi F, Smith KD, Ozinsky A, et al. The innate immune response to bacterial flagellin is mediated 
by Toll-like receptor 5. Nature 2001;410:1099–1103.

45.    Matzinger P. Essay 1: the danger model in its historical context. Scand J Immunol 2001;54:4–9.

46.    Li M, Carpio DF, Zheng Y, et al. An essential role of the Nf-Kappa ß/Toll-like receptor pathway in 
induction of inflammatory and tissue-repair gene expression by necrotic cells. J Immunol 
2001;166:7128–7135.

47.    Glenny AT, Pope CG, Waddington H, et al. The antigenic value of toxoid precipitated by potassium 
alum. J Pathol Bacteriol 1926;29:38–45.



48.    Freund J, McDermott K. Sensitization to horse serum by means of adjuvants. Proc Soc Exp Biol 
Med 1942;49:548–553.

49.    O’Hagan DT, eds. Vaccine adjuvants. Totowa, NJ: Humana Press, 2000.

50.    Allison AC, Byars NE. An adjuvant formulation that selectively elicits the formation of antibodies of 
protective isotypes and of cell-mediated immunity. J Immunol Methods 1986;95:157–168.

51.    Ellouz F, Adam A, Ciorbaru R, et al. Minimal structural requirements for adjuvant activity of bacterial 
peptigoglycans. Biochem Biophys Res Commun 1974;59:1317–1325.

52.    Johnson AG, Tomai M, Solem L, et al. Characterization of a nontoxic monophosphoryl lipid A. Rev 
Infect Dis 1987;9(Suppl 5):S512–S516.

53.    Kensil CR, Patel U, Lennick M, et al. Separation and characterization of saponins with adjuvant 
activity from Quillaja saponaria Molina cortex. J Immunol 1991;146:431–437.

54.    Stoute JA, Slaoui M, Heppner DG, et al. A preliminary evaluation of a recombinant circumsporozoite 
protein vaccine against Plasmodium falciparum malaria. RTS,S Malaria Vaccine Evaluation Group. N Engl 
J Med 1997;336:86–91.

55.    Morein B, Sundquist B, Höglund S, et al. ISCOM, a novel structure for antigenic presentation of 
membrane proteins from enveloped viruses. Nature 1984;308:457–460.

56.    Alving CR, Detrick B, Richards RL, et al. Novel adjuvant strategies for experimental malaria and 
AIDS vaccines. Ann N Y Acad Sci 1993;690:265–275.

57.    Mengiardi B, Berger R, Just M, et al. Virosomes as carriers for combined vaccines. Vaccine 
1995;13:1306–1315.

58.    Glück U, Gebbers JO, Glück R. Phase 1 evaluation of intranasal virosomal influenza vaccine with 
and without Escherichia coli heat-labile toxin in adult volunteers. J Virol 1999;73:7780–7786.

59.    O’Brien-Simpson NM, Ede NJ, Brown LE, et al. Polymerization of unprotected synthetic peptides: a 
view towards synthetic peptide vaccines. J Am Chem Soc 1997;119:1183–1188.

60.    Fitzmaurice CJ, Brown LE, Kronin V, et al. The geometry of synthetic peptide–based immunogens 
affects the efficiency of T cell stimulation by professional antigen-presenting cells. Int Immunol 
2000;12:527–535.

61.    Zeng WS, Ghosh S, Macris M, et al. Assembly of synthetic peptide vaccines by chemoselective 
ligation of epitopes: influence of different chemical linkages and epitope orientations on biological activity. 
Vaccine 2001;19:3843–3852.

62.    Tokunaga T, Yamamoto H, Shimada S, et al. Antitumor activity of deoxyribonucleic acid fraction 
from Mycobacterium bovis BCG. I. Isolation, physicochemical characterization, and antitumor activity. J 
Natl Cancer Inst 1984;72:955–962.

63.    Yamamoto S, Yamamoto T, Kataoka T, et al. Unique palindromic sequences in synthetic 
oligonucleotides are required to induce IFN and augment IFN-mediated natural killer activity. J Immunol 
1992;148:4072–4076.

64.    Krieg AM, Yi AK, Matson S, et al. CpG motifs in bacterial DNA trigger direct B-cell activation. Nature 



1995;374:546–549.

65.    Medzhitov R, Janeway CA Jr. Innate immunity: the virtues of a nonclonal system of recognition. Cell 
1997;91:295–298.

66.    Malanchère-Brès E, Payette PJ, Mancini M, et al. CpG oligodeoxynucleotides with hepatitis B 
surface antigen (HBsAg) for vaccination in HBsAg-transgenic mice. J Virol 2001;75:6482–6491.

67.    Gallichan WS, Woolstencroft RN, Guarasci T, et al. Intranasal immunization with CpG 
oligodeoxynucleotides as an adjuvant dramatically increases IgA and protection against herpes simplex 
virus–2 in the genital tract. J Immunol 2001;166:3451–3457.

68.    Tighe H, Takabayashi K, Schwartz D, et al. Conjugation of immunostimulatory DNA to the short 
ragweed allergen Amb a 1 enhances its immunogenicity and reduces its allergenicity. J Allergy Clin 
Immunol 2000;106:124–134.

69.    Marshall JD, Abtahi S, Eiden JJ, et al. Immunostimulatory sequence DNA linked to the Amb a 1 
allergen promotes T(H)1 cytokine expression while downregulating T(H)2 cytokine expression in PBMCs 
from human patients with ragweed allergy. J Allergy Clin Immunol 2001;108:191–197.

70.    Chang TMS. Biodegradable, semi-permeable microcapsules containing enzymes, hormones, 
vaccines, and other biologicals. J Bioeng 1976;1:25–32.

71.    Langer R. Polymers for the sustained release of macromolecules: their use in a single-step method 
of immunization. Methods Enzymol 1981;73:57–75.

72.    O’Hagen DT, Rahman D, McGee JP, et al. Biodegradable microparticles as controlled release 
antigen delivery systems. Immunology 1991;73:239–242.

73.    Eldridge JH, Staas JK, Meulbroek JA, et al. Biodegradable and biocompatible 
poly(Dl-lactide-co-glycolide) microspheres as an adjuvant for staphylococcal enterotoxin B toxoid which 
enhances the level of toxin-neutralizing antibodies. Infect Immun 1991;59:2978–2986.

74.    McGee JP, Davis SS, O’Hagan DT. The immunogenicity of a model protein entrapped in 
poly(lactide-co-glycolide) microparticles prepared by a novel phase-separation technique. J Cont Rel 
1994;31:55–60.

75.    Macdonald L, Kleinig M, Cox J. A single dose (two component) experimental influenza vaccine. Proc 
Intern Symp Control Rel Bioact Mater 1997;24:1–2.

76.    Vordermeier HJ, Coombes AG, Jenksins P, et al. Synthetic delivery system for tuberculosis 
vaccines: immunological evaluation of the M. tuberculosis 38 kDa protein entrapped in biodegradable PLG 
microparticles. Vaccine 1995;13:1576–1582.

77.    Schijns VE, Claasen IJ, Vermeulen AA, et al. Modulation of antiviral immune responses by 
exogenous cytokines: effects of tumour necrosis factor–alpha, interleukin-1 alpha, interleukin-2 and 
interferon-gamma on the immunogenicity of an inactivated rabies vaccine. J Gen Virol 1994;75:55–63.

78.    Pulendran B, Palucka K, Banchereua J. Sensing pathogens and tuning immune responses. Science 
2001;293:253–256.

79.    Giedlin MA. Cytokines as vaccine adjuvants: the use of interleukin-2. In: O’Hagan DT, eds. Vaccine 
adjuvants. Preparation methods and research protocols. Totowa, NJ: Humana Press, 2000:283–297.

80.    Dempsey PW, Allison ME, Akkaraju S, et al. C3d of complement as a molecular adjuvant: bridging 



innate and acquired immunity. Science 1996;271:348–350.

81.    Pulendran B, Palucka K, Banchereau J. Dendritic cells in the spleen and lymph nodes. In: Lotze MT, 
Thomson AW, eds. Dendritic cells: biology and clinical applications. San Diego: Academic Press, 
2001:357–370.

82.    Douce G, Fontana M, Pizza M, et al. Intranasal immunogenicity and adjuvanticity of site-directed 
mutant derivatives of cholera toxin. Infect Immun 1997;65:2821–2828.

83.    Sun J-B, Holmgren J, Czerkinsky C. Cholera toxin B subunit: an efficient transmucosal 
carrier-delivery system for induction of peripheral immunological tolerance. Proc Natl Acad Sci U S A 
1994;91:10795–10799.

84.    Rask C, Fredriksson M, Lindblad M, et al. Mucosal and systemic antibody responses after peroral or 
intranasal immunization: effects of conjugation to enterotoxin B subunits and/or of co-administration with 
free toxin as adjuvant. APMIS 2000;108:178–186.

85.    Greco D, Salmaso S, Mastrantonio P, et al. A controlled trial of two acellular vaccines and one 
whole-cell vaccine against pertussis. Progetto Petrosse Working Group. N Engl J Med 1996;334:341–348.

86.    Rappuoli R. Rational design of vaccines. Nat Med 1997;3:374–376.

87.    Klein D. Pertussis vaccines: a continuing saga. In: PJ Baker, eds. The Jordan report. Accelerated 
development of vaccines. Bethesda, MD: Division of Microbiology and Infectious Diseases, National 
Institute of Allergy and Infectious Diseases, National Institutes of Health, 1996:29–32.

88.    Hewlett EL, Cherry D. New and improved vaccines against pertussis. In: Levine MM, Woodrow GC, 
Kaper JB, et al., eds. New generation vaccines, 2nd ed. New York: Marcel Dekker, 1997:387–416.

89.    Hoiseth SK, Stocker BA. Aromatic-dependent Salmonella typhimurium are non-virulent and effective 
as live vaccines. Nature 1981;291:238–239.

90.    Tacket CO, Hone DM, Losonsky GA, et al. Clinical acceptability and immunogenicity of CVD 908 
Salmonella typhi vaccine strain. Vaccine 1992;10:443–446.

91.    Chatfield SN, Strahan K, Pickard D, et al. Evaluation of Salmonella typhimurium strains harbouring 
defined mutations in htrA and aroA in the murine salmonellosis model. Microb Pathog 1992;12:145–151.

92.    Gomez-Duarte OG, Galen J, Chatfield SN, et al. Expression of fragment C of tetanus toxin fused to 
a carboxyl-terminal fragment of Diphtheria toxin in Salmonella typhi CVD 908 vaccine strain. Vaccine 
1994;13:1596–1602.

93.    van Loon FPL, Clemens JD, Chakraborty J, et al. Field trial of inactivated oral cholera vaccines in 
Bangladesh: results from 5 years of follow-up. Vaccine 1996;14:162–166.

94.    Trach DD, Clemens JD, Ke NT, et al. Field trial of a locally produced, killed, oral cholera vaccine in 
Vietnam. Lancet 1997;349:231–235.

95.    Tacket CO, Losonsky G, Nataro JP, et al. Onset and duration of protective immunity in challenged 
volunteers after vaccination with live oral cholera vaccine CVD 103-HgR. J Infect Dis 1992;166:837–841.

96.    Pearson GD, Woods A, Chiang SL, et al. CTX genetic element encodes a site-specific 
recombination system and an intestinal colonization factor. Proc Natl Acad Sci U S A 1993;90:3750–3754.

97.    Kotloff KL, Winickoff JP, Ivanoff B, et al. Global burden of Shigella infections: implications for vaccine 



development and implementation of control strategies. Bull World Health Organ 1999;77:651–666.

98.    Sansonetti P, Phalipon A. Shigellosis: from molecular pathogenesis of infection to protective 
immunity and vaccine development. Res Immunol 1996;147:595–602.

99.    Kotloff KL, Noriega FR, Samandari T, et al. Shigella flexneri 2a strain CVD 1207, with specific 
deletions in virG, sen, set, and guaBA, is highly attenuated in humans. Infect Immun 2000;68:1034–1039.

100.    Marshall BJ, Warren JR. Unidentified curved bacilli in the stomach of patients with gastritis and 
peptic ulceration. Lancet 1983;1:1311–1315.

101.    Uemura N, Okamoto S, Yamamoto S, et al. Helicobacter pylori infection and the development of 
gastric cancer. N Engl J Med 2001;345:784–789.

102.    Del Giudice G, Covacci A, Telford JL, et al. The design of vaccines against Helicobacter pylori and 
their development. Annu Rev Immunol 2001;19:523–563.

103.    Lee A, Hazell SL, O’Rourke J, et al. Isolation of a spiral-shaped bacterium from the cat stomach. 
Infect Immun 1988;56:2843–2850.

104.    Chen M, Lee A, Hazell S. Immunization against gastric Helicobacter infection in a mouse/ 
Helicobacter felis model. Lancet 1992;339:1120–1121.

105.    Doidge C, Crust I, Lee A, et al. Therapeutic immunization against Helicobacter infection. Lancet 
1994;343:914–915.

106.    Corthesy-Theulaz I, Porta N, Glauser M, et al. Oral immunization with Helicobacter pylori urease B 
subunit as a treatment against Helicobacter infection in mice. Gastroenterology 1995;109:115–121.

107.    Rossi G, Fortuna D, Pancotto L, et al. Immunohistochemical study of lymphocyte populations 
infiltrating the gastric mucosa of beagle dogs experimentally infected with Helicobacter pylori. Infect 
Immun 2000;68:4769–4772.

108.    Anderson P, Peter G, Johnston RB Jr, et al. Immunization of humans with polyribophosphate, the 
capsular antigen of Haemophilus influenzae, type B. J Clin Invest 1972;51:39–44.

109.    Rodrigues LP, Schneerson R, Robbins JB. Immunity to Haemophilus influenzae type B. I. The 
isolation, and some physicochemical, serologic and biologic properties of the capsular polysaccharide of 
Haemophilus influenzae type B. J Immunol 1971;107:1071–1080.

110.    Peltala H, Käyhty H, Sivonen A, et al. Haemophilus influenzae type B capsular polysaccharide 
vaccine in children: a double-blind field study of 100,000 vaccines 3 months to 5 years of age in Finland. 
Pediatrics 1977;60:730–737.

111.    Anderson P. Antibody responses to Haemophilus influenzae type B and diphtheria toxin induced by 
conjugates of oligosaccharides of the type B capsule with the non-toxic protein Crm197. Infect Immun 
1983;39:233–238.

112.    Schneerson R, Robbins JB, Chu C, et al. Semi-synthetic vaccines composed of capsular 
polysaccharides of pathogenic bacteria covalently bound to proteins for the prevention of invasive 
diseases. Prog Allergy 1983;33:144–158.

113.    Eskola J, Kayhty H, Takala AK, et al. A randomized, prospective field trial of a conjugate vaccine in 
the protection of infants and young children against invasive Haemophilus influenzae type B disease. N 



Engl J Med 1990;323:1381–1387.

114.    Mullholland K, Hilton S, Adegbola R, et al. Randomised trial of Haemophilus influenzae type-B 
tetanus protein conjugate vaccine for prevention of pneumonia and meningitis in Gambian infants. Lancet 
1997;349:1191–1197.

115.    Miller E, Salisbury D, Ramsay M. Planning, registration and implementation of an immunisation 
campaign against meningococcal serogroup C disease in the UK: a success story. Vaccine 
2002;20:S58–S67.

116.    Thomas WR, Callow MG, Dilworth RJ, et al. Expression in Escherichia coli of a 
high-molecular-weight protective surface antigen found in nontypeable and type B Haemophilus 
influenzae. Infect Immun 1990;58:1909–1913.

117.    Brandt ER, Sriprakash KS, Hobb RI, et al. New multi-determinant strategy for a group A 
streptococcal vaccine designed for the Australian aboriginal population. Nat Med 2000;6:455–459.

118.    Hilleman MR. Hepatitis and hepatitis a vaccine: a glimpse of history. J Hepatol 1993;18:S5–S10.

119.    Choo QL, Richman KH, Han JH, et al. Genetic organization and diversity of the hepatitis C virus. 
Proc Natl Acad Sci U S A 1991;88:2451–2455.

120.    Rosa D, Campagnoli S, Moretto C, et al. A quantitative test to estimate neutralizing antibodies to 
the hepatitis C virus: cytofluorometric assessment of envelope glycoprotein 2 binding to target cells. Proc 
Natl Acad Sci U S A 1996;93:1759–1763.

121.    Bishop RF, Barnes GL, Cipriani E, et al. Clinical immunity after neonatal rotavirus infection. A 
prospective longitudinal study in young children. N Engl J Med 1983;309:72–76.

122.    Murphy TV, Gargiullo PM, Massoudi MS, et al. Intussusception among infants given an oral 
rotavirus vaccine. N Engl J Med 2001;344:564–572.

123.    Chang H-G, Smith PF, Ackelsberg J, et al. Intussusception, rotavirus diarrhea, and rotavirus 
vaccine use among children in New York State. Pediatrics 2001;108:54–60.

124.    Wright PF, Karron RA, Bleshe RB, et al. Evaluation of a live, cold-passaged, temperature-sensitive, 
respiratory syncytial virus vaccine candidate in infancy. J Infect Dis 2000;182:1331–1342.

125.    Patel RM, Simoes EAF. Respiratory syncytial virus infection: pathogenesis and its implications for 
prevention. In: David TJ, eds. Recent advances in paediatrics. Edinburgh: Churchill Livingstone, 
2001:197–210.

126.    Siegrist CA, Plotnicky-Gilquin H, Cordova M, et al. Protective efficacy against respiratory syncytial 
virus following murine neonatal immunization with BBG2Na vaccine: influence of adjuvants and maternal 
antibodies. J Infect Dis 1999;179:1326–1333.

127.    Rimmelzwaan GF, Nieuwkoop N, Brandenburg A, et al. A randomized, double blind study in young 
healthy adults comparing cell mediated and humoral immune responses induced by influenza ISCOM 
vaccines and conventional vaccines. Vaccine 2000;19:1180–1187.

128.    Ho DD, Neumann AU, Perelson AS, et al. Rapid turnover of plasma virions and CD4 lymphocytes 
in HIV-1 infection. Nature 1995;373:123–126.

129.    Rucker J, Doms RW. Chemokine receptors as HIV coreceptors: implications and interactions. 



AIDS Res Hum Retroviruses 1998;14(Suppl 3):S241–S246.

130.    Francis DP, Gregory T, McElrath MJ, et al. Advancing AIDSVAX™ to phase 3. Safety, 
immunogenicity, and plans for phase 3. AIDS Res Hum Retroviruses 1998;14(Suppl 3):S325–S331.

131.    Letvin NL, Montefiori DC, Yasutomi Y, et al. Potent, protective anti-HIV immune responses 
generated by bimodal HIV envelope DNA plus protein vaccination. Proc Natl Acad Sci U S A 
1997;94:9378–9383.

132.    Amara RR, Villinger F, Altman JD, et al. Control of a mucosal challenge and prevention of AIDS by 
a multiprotein DNA/MVA vaccine. Science 2001;292:69–74.

133.    Barouch DH, Santra S, Schmitz JE, et al. Control of viremia and prevention of clinical aids in 
Rhesus monkeys by cytokine-augmented DNA vaccination. Science 2000;290:486–492.

134.    Berzofsky JA, Ahlers JD, Derby MA, et al. Approaches to improve engineered vaccines for human 
immunodeficiency virus and other viruses that cause chronic infections. Immunol Rev 1999;170:151–172.

135.    Belyakov IM, Hel Z, Kelsall B, et al. Mucosal AIDS vaccine reduces disease and viral load in gut 
reservoir and blood after mucosal infection of macaques. Nat Med 2001;7:1320–1326.

136.    Ahlers JD, Belyakov IM, Thomas EK, et al. High-affinity T helper epitope induces complementary 
helper and APC polarization, increased CTL, and protection against viral infection. J Clin Invest 
2001;108:1677–1685.

137.    Biggs BA, Anders RF, Dillon HE, et al. Adherence of infected erythrocytes to venular endothelium 
selects for antigenic variants of Plasmodium falciparum. J Immunol 1992;149:2047–2054.

138.    Nussenzweig V, Nussenzweig RS. Circumsporozoite proteins of malaria parasites. Cell 
1985;42:401–403.

139.    Frevert U, Sinnis P, Cerami C, et al. Malaria circumsporozoite protein binds to heparan sulfate 
proteoglycans associated with the surface membrane of hepatocytes. J Exp Med 1993;177:1287–1298.

140.    Singh S, Pandey K, Chattopadhayay R, et al. Biochemical, biophysical and functional 
characterization of bacterially expressed and refolded receptor binding domain of Plasmodium vivax 
Duffy-binding protein. J Biol Chem 2001;276:17111–17116.

141.    Doolan DL, Hoffman SL. DNA-based vaccines against malaria: status and promise of the 
multi-stage malaria DNA vaccine operation. Int J Parasitol 2001;31:753–762.

142.    Good MF, Kaslow DC, Miller LH. Pathways and strategies for developing a malaria blood-stage 
vaccine. Annu Rev Immunol 1998;16:57–87.

143.    Patarroyo ME, Amador R, Clavijo P, et al. A synthetic vaccine protects humans against challenge 
with asexual blood stages of Plasmodium falciparum malaria. Nature 1988;332:158–161.

144.    Bojang KA, Milligan PJM, Pinder M, et al. Efficacy of RTS,S/AS02 malaria vaccine against 
Plasmodium falciparum infection in semi-immune adult men in The Gambia: a randomised trial. Lancet 
2001;358:1927–1934.

145.    Kedzierski L, Black CG, Coppel RL. Immunization with recombinant Plasmodium yoelii merozoite 
surface protein 4/5 protects mice against lethal challenge. Infect Immun 2000;68:6034–6037.



146.    Anders RF, Saul A. Malaria vaccines. Parasitol Today 2000;16:444–447.

147.    Schneider J, Gilbert SC, Blanchard TJ, et al. Enhanced immunogenicity for CD8 + T cell induction 
and complete protective efficacy of malaria DNA vaccination by boosting with modified vaccinia virus 
Ankara. Nat Med 1998;4:397–402.

148.    Schofield L. Antidisease vaccines. In: Perlmann P, Troye-Blomberg M, eds. Malaria immunology, 
Basel: Karger, 2002:322–342.

149.    Locksley RM, Louis JA. Immunology of leishmaniasis. Curr Opin Immunol 1992;4:4213–4218.

150.    Handman E. Leishmaniasis: current status of vaccine development. Clin Microbiol Rev 
2001;14:229–243.

151.    Campos-Neto A, Soong L, Cordova JL, et al. Cloning and expression of a Leishmania donovani 
gene instructed by a peptide isolated from major histocompatibility complex class II molecules of infected 
macrophages. J Exp Med 1995;182:1423–1433.

152.    Stelma FF, Talla I, Sow S, et al. Efficacy and side effects of praziquantel in an epidemic focus of 
Schistosoma mansoni. Am J Trop Med Hyg 1995;53:167–170.

153.    Capron A. Schistosomiasis: forty years’ war on the worm. Parasitol Today 1998;14:379–384.

154.    Capron A, Capron M, Dombrowicz et al. Vaccine strategies against schistosomiasis: from concepts 
to clinical trials. Int Arch Allergy Immunol 2001;124:9–15.

155.    Lightowlers MW, Flisser A, Gauci CG, et al. Vaccination against cysticercosis and hydatid disease. 
Parasitol Today 2000;16:191–196.

156.    American Academy of Pediatrics Committee on Infectious Diseases. The relationship between 
pertussis vaccine and brain damage: reassessment. Pediatrics 1991;88:397–400.

157.    Joce R, Wood D, Brown D, et al. Paralytic poliomyelitis in England and Wales 1985–1991. BMJ 
1992;305:79–82.

158.    Jonville-Béra AP, Autret E, Galy-Eyraud C, et al. Thrombocytopenic purpura after measles, mumps 
and rubella vaccination: a retrospective survey by the French Regional Pharmacovigilance Centres and 
Pasteur-Mérieux Sérums et Vaccins. Pediatr Infect Dis J 1996;15:44–48.

159.    Siegrist CA. Neonatal and early life vaccinology. Vaccine 2001;19:3331–3346.

160.    Kovarik JP, Bozzetti L, Love-Homan L, et al. CpG oligodeoxynucleotides can circumvent the Th2 
polarization of neonatal responses to vaccines but may fail to fully redirect Th2 responses established by 
neonatal priming. J Immunol 1999;162:1611–1617.



Chapter 44 Systemic Autoimmunity

Fundamental Immunology

Chapter 44
Philip Cohen Immunologic Mechanisms in Disease

Systemic Autoimmunity

INTRODUCTION
HISTORICAL
NONPATHOLOGIC SYSTEMIC AUTOIMMUNITY
AUTOIMMUNITY AND TOLERANCE

 T-Cell Tolerance in Systemic Autoimmunity

 B-Cell Tolerance in Systemic Autoimmunity
NATURE OF AUTOANTIGENS
GENERAL CHARACTERISTICS OF AUTOANTIBODIES
GENETICS OF SYSTEMIC AUTOIMMUNE DISEASE
ROLE OF T CELLS IN SYSTEMIC AUTOIMMUNE DISEASE

 Nature of T-Cell Help for Autoantibody Formation

 Regulatory T-Cell Abnormalities
CYTOKINES IN SYSTEMIC AUTOIMMUNE DISEASE
ENVIRONMENTAL INFLUENCES ON SYSTEMIC AUTOIMMUNITY
APOPTOSIS ABNORMALITIES IN SYSTEMIC AUTOIMMUNE DISEASE
AUTOIMMUNITY AND MALIGNANCY
FEATURES OF HUMAN SYSTEMIC AUTOIMMUNE DISORDERS

 Systemic Lupus Erythematosus

 Rheumatoid Arthritis

 Reactive Arthritis and Spondyarthitides

 Systemic Vasculitis

 Sjögren’s Syndrome

 Chronic Graft versus Host Disease

 Scleroderma (Systemic Sclerosis)
COMMONLY USED ANIMAL MODELS OF SYSTEMIC AUTOIMMUNE DISEASE

 lpr and gld Mice

 NZB and NZB/NZW F1 Mice

 BXSB Mice

 Induction of Systemic Lupus-like Syndrome in Mice through Injection of Pristane

 Systemic Autoimmunity Induced by Idiotype Infusion

 Viable Moth-eaten Mouse
SEVERE AUTOIMMUNE DISEASE IN KNOCKOUT AND TRANSGENIC STRAINS
TIGHT-SKIN MOUSE
MODELS OF RHEUMATOID ARTHRITIS
IMMUNE INJURY IN SYSTEMIC AUTOIMMUNE DISEASE
APPROACHES TO TREATMENT OF SYSTEMIC AUTOIMMUNE DISEASE
CONCLUSIONS

REFERENCES

INTRODUCTION



The study of systemic autoimmune disease has held the interest of many 
immunologists for two important reasons. First, human systemic autoimmune diseases 
are an important cause of suffering and shortening of life. Second, the aberrations that 
lead to autoreactivity against multiple self-antigens must hold the keys to understanding 
important aspects of the fundamental basis of self–non-self discrimination.

Some of the mystery surrounding the genesis of systemic autoimmune disease has 
been dispelled by careful analysis of autoantigens and self-reactive T cells and B cells. 
Little about the structure of autoantigens sets them apart from conventional proteins or 
nucleic acids. Autoantibody responses use immunoglobulin and T-cell receptor genes in 
a fashion similar to that used in ordinary responses, and the latter display a degree of 
somatic mutation expected for chronic, antigen-selected secondary responses. T–B 
collaboration is required for autoantibody responses, and the accessory molecules 
involved in this process appear similar to those used in responses to exogenous 
antigen.

Many potential etiologies have been put forth to explain systemic autoimmune disease. 
It seems unlikely that a single explanation is adequate to account for the diverse 
phenomena described in this chapter, yet there are common issues regarding 
self-reactive immune responses, regardless of the inciting causes. The comments 
regarding overall mechanisms of autoimmune disease may not apply to all diseases or 
models, but are intended to place systemic autoreactivity into the context of basic 
immunology and to focus future thought about mechanisms.

Systemic autoimmunity encompasses autoimmune conditions in which autoreactivity is 
not limited to a single organ or organ system. Included under this definition are systemic 
lupus erythematosus (SLE), systemic sclerosis (scleroderma), rheumatoid arthritis (RA), 
chronic graft-versus-host (GVH) disease, and the various forms of vasculitis. While 
autoimmune phenomena are prominent in these conditions, the formal demonstration 
that autoimmunity is a cause of a disease or one of its features is especially difficult for 
systemic disease, as it requires the replication of disease manifestations by transfer of 
antibody or T-lymphocytes. The inference that a systemic disease is autoimmune is 
usually based on the presence of autoantibodies and the localization in diseased tissue 
of antibody, complement, and T-lymphocytes. Many animal models have been helpful in 
testing hypotheses about human systemic autoimmune disease, and in gaining insights 
into fundamental mechanisms; yet some models may not be representative of human 
diseases. The growing number of mouse strains whose autoimmunity occurs following 
deletion of immune system genes has at once generated many important basic insights 
yet at the same time raised questions about whether lesions in the targeted pathways 
are responsible for spontaneous autoimmune diseases.

Certain general features of systemic autoimmune diseases stand out as clues to their 
etiologies. The first is their variable course from person to person (or even from inbred 
mouse to inbred mouse) and their tendency to wax and wane in severity over time. In a 
single individual, disease activity can vary from life threatening to asymptomatic, even 
without medical intervention. This suggests the operation of potent forces that can 



down-regulate the autoimmune process.

A second characteristic of most systemic autoimmune conditions is the increased 
susceptibility of the female sex ( 1 ). Women are at least ten-fold more likely to develop 
SLE, for instance ( 2 ). Increased female disease incidence and severity is seen in many 
animal models as well. Efforts to understand the female tendency to develop 
autoimmune disease have not been entirely successful, but hormonal influences play a 
major role and endocrinologic abnormalities have been described ( 3 , 4 ).

A third feature of autoimmune disease is usually referred to as “overlap,” the finding in 
certain individual patients of features of multiple systemic autoimmune diseases ( 5 ), 
and even of coexisting organ-specific autoimmune disease. This leads to taxonomic 
confusion; for example, some patients have an autoimmune disease sometimes termed 
“mixed connective tissue disease,” which has features of SLE, scleroderma, and 
polymyositis ( 6 ).

It seems paradoxical that humans and animals with systemic autoimmune disease, 
despite their high immunoglobulin and autoantibody levels, respond poorly when 
immunized with exogenous antigens, as if their immune systems were preoccupied with 
responses to self-antigens ( 7 ). Cell-mediated immunity is particularly impaired ( 8 ), in 
part reflecting the lymphocytopenia characteristic of SLE ( 9 ). This immunosuppression 
may be further exacerbated by medical efforts to suppress autoantibody formation; 
infection due to immunosuppression is a regrettably common feature in patients 
suffering from systemic autoimmune disease ( 10 ).

HISTORICAL

The notion that autoantibodies or self-reactive cellular immunity could ever occur met 
with considerable resistance throughout the development of immunology as a 
discipline. Ehrlich and Morgenroth ( 11 ) and others proposed that the consequences of 
the formation of self-antibodies were so severe (“horror autotoxicus”) that the immune 
system stringently prohibited its occurrence. Although investigators as early as Donath 
observed clear evidence of anti–self-agglutinins, it was not until the 1950s that the 
general acceptance of the concept that autoantibodies could cause immune injury 
came from the experiments of Harrington in human idiopathic thrombocytopenic 
purpura (ITP), where the profoundly low platelet counts of the ITP patients were 
reproduced in the investigator and his colleagues by transfer of patient serum ( 12 ); and 
from the pioneering work of Rose and Witebsky ( 13 ) in rabbit experimental thyroiditis. 
An important intellectual figure of the era was Burnet ( 14 ), whose the clonal selection 
theory postulated the elimination of self-reactive antibody producing cells.

NONPATHOLOGIC SYSTEMIC AUTOIMMUNITY

Autoimmune disease must be distinguished from the many instances of nonpathologic 
self-recognition by the immune system. These include the ready isolation of self–class II 



reactive T-lymphocytes ( 15 ) and the existence in normal individuals of low levels of 
autoantibodies to certain self-proteins ( 16 ). The use of binding assays like ELISA 
further complicates the definition of autoantibodies, as low-titer, low-affinity 
autoantibodies can be readily detected in the sera of normal individuals using almost 
any assay system of sufficient sensitivity. Even when threshold values are set to 
exclude low-titer positives, antinuclear antibodies and rheumatoid factor are seen in 
small but significant numbers of normal humans ( 17 ) and become more prevalent 
among the aged and among hospitalized patients ( 18 ).

Autoantibodies to some self-proteins may serve important physiologic functions. This 
has been best shown for rheumatoid factor (RF), which is autoantibody against IgG. RF 
is mainly of the IgM isotype, and a substantial fraction of IgM-bearing lymphocytes 
express this specificity ( 19 , 20 ). RF levels rise promptly after immunization with foreign 
antigens ( 21 , 22 ), and the antibody is commonly observed in the sera of patients with 
chronic infections ( 23 ), especially hepatitis C ( 24 ). RF probably serves to eliminate 
immune complexes; its affinity for monomeric IgG is low, yet is much higher for the 
multimeric IgG that exists in complexes. The binding of RF to complexes very likely 
expedites their removal from the circulation via the mononuclear phagocyte system.

RF-bearing B cells may also serve an important function in presenting foreign antigens 
by virtue of their binding of antigen–antibody complexes ( 25 ). Mice expressing a human 
RF transgene produce little circulating RF; their RF-producing B cells are found in 
primary B-cell follicles and in the mantle zone of secondary splenic follicles ( 26 ). Spleen 
cells from these RF transgenic mice present human IgG antitetanus toxoid immune 
complexes with high efficiency. The resulting wave of T-cell help may serve to amplify 
the immune response, and its subsequent down-regulation may be related to deletion of 
many of the RF-bearing cells ( 26 ).

As depicted in Fig. 1, low-affinity IgM antibodies against other self-antigens have been 
observed in unimmunized animals ( 27 , 28 ). These antibodies may help shape the 
repertoire reactive against exogenous antigens. The fetal repertoire is rich in such 
antibodies, which are derived from a small set of VH and VL genes with limited somatic 
mutation ( 29 ). In mice expressing transgenic natural autoantibodies, neither deletion 
nor anergy of self-reactive B cells occurs, although these cells are functionally capable 
of deletion ( 30 ).



 
FIG. 1. The natural autoantibody repertoire in normal mice. Antibodies produced by 
11,800 hybridomas prepared from splenic B cells of unimmunized 6-week-old A/J mice 
were screened for reactivity against a panel of autoantigens and foreign antigens. Note 
the high frequency of antibodies against nuclear and cytoskeletal antigens. (From 
Souroujon et al. ( 357 ), with permission.)

The B1 subset of B-lymphocytes, which in rodents is concentrated in the peritoneal 
cavity, may have as its primary function the production of IgM autoantibodies such as 
RF ( 31 ). In mice, B1 cells are responsible for production of certain antierythrocyte 
autoantibodies ( 32 ), but they are not the source of antichromatin antibodies or RF in the 
lpr model ( 33 ), nor do they produce such antibodies in GVH disease ( 34 ). In SLE, both 
B1 and B2 cells secrete anti-DNA, but high-affinity autoantibody is derived from the B2 
cells ( 35 , 36 and 37 ).

Autoantibodies to idiotypes are another form of nonpathogenic humoral autoimmunity. 
Anti-idiotypes arise after immunization and have been shown to mediate both negative 
and positive feedback of humoral responses, in some systems via regulatory T cells ( 38 

, 39 and 40 ).

AUTOIMMUNITY AND TOLERANCE

The establishment and maintenance of immunologic tolerance is a key feature of the 
immune system, and is discussed in depth in Chapter 29. The occurrence of 
autoimmunity may reflect the imperfect nature of the tolerance generated in the 
developing T- and B-cell repertoires. Very likely, peripheral tolerance mechanisms 
prevent the emergence of systemic autoimmunity in adult life. In this regard, stra-13, a 
recently identified member of the basic helix-loop-helix family of transcription factors, 
may be critical for ongoing negative selection of both T and B cells, as its absence 
leads to an SLE-like disorder ( 41 ).

T-Cell Tolerance in Systemic Autoimmunity

No spontaneous systemic autoimmune disorders have thus far been shown to involve 
deficits in thymic negative selection and autoimmune diseases typically do not occur in 
the neonatal period, when one would anticipate the most intense shaping of the T-cell 
repertoire. Lupus-like autoimmune disease provoked by the cardiac antiarrhythmic drug 
procainamide, however, has been shown to involve a lowered threshold for intrathymic 
positive selection, leading to export of chromatin-reactive T-lymphocytes ( 42 ). Such a 



mechanism might account for autoimmunity associated with other drugs or 
environmental agents.

Additional data show that intrathymic tolerance is of potential importance in establishing 
tolerance to nuclear antigens ( 43 ). Further, mice engineered to express class II MHC 
antigens only on epithelial cells fail to tolerize intrathymic CD4 + T cells normally. T cells 
transferred from these animals into hosts with normal class II expression develop 
systemic autoimmunity, demonstrating that establishment of intrathymic tolerance as a 
necessary process to prevent autoimmunity ( 44 ).

B-Cell Tolerance in Systemic Autoimmunity

B-cell tolerance to protein antigens is abnormal in certain autoimmune disease models ( 
45 , 46 ). Impaired B-cell tolerance may be more important than T-cell autoreactivity in the 
pathogenesis of NZB autoimmunity ( 47 ). The critical role of maintenance of B-cell 
tolerance in preventing systemic autoimmunity is further illustrated by a number of 
murine models in which deletion or addition of genes resulting in heightened B-cell 
activation leads not only to diffuse B-cell activation but also to autoantibodies and 
systemic autoimmunity. Overexpression of CD19, for example, leads to 
hyperglobulinemia, autoantibodies, and autoimmune disease, apparently due to a lower 
threshold of B-cell activation ( 48 ). Mice with targeted deletion of Lyn, which plays a key 
role in regulation of B-cell signaling, also develop systemic autoimmune disease, 
though the mechanism may be more complex ( 49 ). Animals rendered deficient in PD-1, 
which normally down-regulates B-cell function through immunoreceptor tyrosine-based 
inhibitory motifs, suffer a progressive systemic autoimmune syndrome ( 50 ), as do 
animals lacking CD22 ( 51 ), TGF ß ( 52 ), the inhibitory wedge of CD45 ( 53 ), the B-cell 
inhibitory Fc ? RIIb ( 54 ), and SHP-1 ( 55 ). All of these genes appear to act constitutively 
to down-regulate B cells and thereby prevent systemic autoimmunity. The role of 
aberrations in these genes in spontaneous autoimmune diseases remains to be 
established, but there is evidence in humans correlating expression of genes leading to 
heightened B-cell activation with autoimmune disease ( 56 ).

While disordered tolerance is key to the pathogenesis of autoimmunity, the 
self-reactivity observed in most of these disorders argues for more than a global loss of 
tolerance. Instead, there is a selective autoimmune response directed primarily against 
intracellular autoantigens, and especially against components of the nucleus ( 57 ). A 
persistent question has been why these sequestered antigens become apparently 
immunogenic in individuals with SLE and other systemic autoimmune diseases. 
Exposure during apoptosis, post-translational modification, and other mechanisms have 
been proposed to explain this bias toward nuclear antigens ( 58 ).

NATURE OF AUTOANTIGENS

Unlike immune responses arising from deliberate immunization, it is not obvious that 
autoimmunity is initiated or perpetuated by self-antigen. Other mechanisms can be 
conceived, and some have been seriously put forth. For instance, the diffuse activation 



of B cells by LPS leads to limited systemic autoimmunity (chiefly IgM antibodies to DNA 
and RF) and may be a good model for the autoimmunity that accompanies certain 
infections (e.g., Epstein–Barr virus [EBV] and mycoplasma [ 59 ]). It is also possible that 
aberrations in the web of idiotypes and anti-idiotypes could result in autoimmunity 
without the need for autoantigen as immunogen. Yet considerable evidence supports 
the view that self-antigens themselves act as immunogens for autoantibody responses.

Autoimmunity against nuclear protein complexes such as the snRNP spliceosome is 
directed against multiple components of the autoantigen, as might be expected from an 
immune response to the intact particle ( 60 ). Analysis of the fine specificity of these 
responses has revealed a further complexity consistent with what might be expected 
from a high-affinity, antigen-driven response ( 61 , 62 ). Administration to 
autoimmune-prone mice of a dominant peptide derived from the Sm autoantigen 
accelerates autoantibody production and disease, suggesting dependence of 
autoimmune responses on a supply of antigen ( 63 ).

A number of protein autoantigens have been shown to have undergone 
post-translational modification ( 64 ). For example, patients with rheumatoid arthritis 
frequently have antibodies to citrullinated proteins, which can be demonstrated in 
inflamed synovium ( 65 ). Many SLE-associated autoantigens undergo cleavage during 
apoptosis, and it has been argued that this process and also phosphorylation ( 66 ) 
render these proteins immunogenic ( 67 ).

Antigens seem to be necessary but not sufficient for significant autoantibody 
production: immunization of normal individuals with purified nuclear antigens in general 
yields weak responses and requires adjuvant, such as in the case of Ro antigen ( 68 ); 
and administration to mice of apoptotic cells results in only transient and low-level 
antinuclear antibody production ( 69 ). In contrast, immunization of rabbits and mice with 
small peptide fragments of certain autoantigens has been reported to result in antigen 
not only to the immunogenic epitope, but also to other epitopes on the same antigen 
and even to autoantibodies to other nuclear antigens and clinical evidence of SLE ( 70 ), 
although this finding may be difficult to reproduce ( 71 , 72 ). The peptide most intensively 
studied is found in EBV, suggesting a possible provocative agent ( 73 ). Autoimmunity 
may reflect epitope spreading, that is, the recruitment of T cells reactive to additional 
epitopes on the autoantigen. As tolerance usually does not extend to all such “cryptic” 
epitopes, a mechanism that might be capable of enlisting progressively more 
autoreactive T cells might amplify any initial breakage of tolerance. The impetus for 
such responses might come from immunization with autoantigens from another species, 
which could elicit T-cell help against bona fide foreign determinants, along with the 
generation of antibody against the foreign antigen ( 74 ). B cells expressing antibody 
cross-reactive with self-determinants could then selectively take up autoantigens, 
process them, and express autoantigenic peptides, including cryptic epitopes. The 
physical association of many autoantigens, such as Ro and La ( 75 ) or the many 
components of the snRNP complex, could lead to further diversification of an 
autoimmune response initiated by the breaking of tolerance to only a single autoantigen 
( 76 ). For the La nuclear antigens, a hierarchy of immunogenic cryptic epitopes with 



differing potential for driving a full autoimmune response has been identified using 
peptide fragments of the intact antigen ( 77 ).

Immunization of animals with mammalian DNA generally does not lead to autoantibody 
production unless the DNA is complexed to a cationic protein such as methylated 
bovine serum albumin ( 78 ). DNA that has been damaged by UV irradiation or by 
reactive oxygen species is much more immunogenic than unaltered DNA, which may be 
relevant to UV-induced SLE exacerbations ( 79 ). Recently, much interest has focused 
on the potential of bacterial DNA to activate B cells and provoke autoimmune 
responses, through CpG motifs not found in mammalian DNA ( 80 ). Exposure to 
bacterial DNA also accelerates genetically predetermined autoimmune disease in 
NZB/NZW mice ( 81 ). Although it is possible that microbial DNA is an immunogen in 
SLE, the bulk of the small amount of circulating DNA in SLE has been shown to be of 
human origin and mostly in the form of small complexes bound to histone ( 82 , 83 ).

If nuclear antigens, normally sequestered behind two membranes, serve as 
immunogens, how do they become available for recognition by the immune system? 
Events related to cell death seem related to the release of self-antigens, although this 
area has been controversial. Autoantigens are released from senescent cells; they can 
be demonstrated in blebs on the surface of cells undergoing programmed cell death ( 84 

). It has been proposed that nuclear antigens in this form may serve autoimmunogens. 
As discussed above, proteolytic cleavage during apoptosis may render nuclear antigens 
particularly immunogenic, although not all SLE-related nuclear antigens behave in this 
manner ( 67 ).

It seems doubtful that the apoptotic cell itself can serve as a competent 
antigen-presenting cell for nuclear autoantigens; rather, it seems more likely that 
specialized APC present these molecules, perhaps the same cells which so avidly 
phagocytose apoptotic cells. Evidence for such cross-presentation by dendritic cells of 
antigens has been reported for the class I pathway ( 85 ). Macrophages bear the major 
burden of ingestion of apoptotic cells, a process facilitated by an array of receptors, and 
generally leading to the release of noninflammatory cytokines such as TGF-ß and IL-10, 
in contrast to TNF-a and other “inflammatory” cytokines stimulated by phagocytosis of 
yeast or particulate antigens ( 86 ). As a consequence, apoptotic debris generally does 
not provoke immune responses. When apoptotic cells are administered with LPS or 
other adjuvant, the altered macrophage cytokine profile leads to induction of 
co-stimulatory molecules and the generation of T-cell responses ( 87 , 88 ). Thus, 
apoptotic debris may be necessary but not sufficient to trigger autoreactivity. 
Adjuvant-like effects might come from infections or noxious environmental stimuli.

The elution of peptides from both class I and class II MHC molecules provides further 
reason to believe that nuclear autoantigens are presented to the immune system. Both 
in rodents and in humans, MHC molecules have been found to have peptides derived 
from such nuclear antigens as histone on their cell surfaces, presumably through the 
processing of nuclear debris ( 89 ). It is also possible that these peptides are derived 
from autoantigens are processed from within normal antigen processing cells using a 
class II pathway, although examples of such “inside-out” class II processing are 



uncommon ( 90 ). MHC class II molecules from autoimmune MRL/lpr mice appear to 
bind a more complex array of self-peptides than nonautoimmune controls, suggesting 
some selectivity among class II antigen-presenting cells in processing self-antigens ( 91 

).

GENERAL CHARACTERISTICS OF AUTOANTIBODIES

With some notable exceptions, the autoantibodies characteristic of systemic 
autoimmune disease are high-titer IgG antibodies ( 92 ). The genetic basis of 
autoantibodies has been best studied in mice, where hybridomas have been useful for 
sequence analysis ( 93 ). For individual autoimmune mice, anti-DNA and other 
autoantibodies recovered from hybridomas are usually clonally related, with extensive 
somatic mutation ( 94 ). Many clones show dual reactivity for DNA and other nuclear 
antigens, implying a common ancestry for some of these specificities ( 95 ). The binding 
site of antinuclear autoantibodies is dictated neither by the VH nor the VL hypervariable 
regions, but usually by a combination of both ( 96 ). In mice, there appears to be little 
bias in the use of heavy chains for antinuclear antibodies ( 97 ), while in humans certain 
VH genes may be predisposed to generate autoantibodies ( 98 , 99 ). Anti-DNA 
antibodies may arise from point mutations in the hypervariable regions of antibodies to 
exogenous antigens ( 100 ).

Extensive epitope mapping studies have been undertaken for many antinuclear 
antibodies. In most cases, it appears that the antibodies recognize multiple 
conformationally dependent, often discontinuous, epitopes of nuclear proteins ( 101 , 102 

). There is a predilection for binding to the active site of nuclear proteins. Thus the 
function of certain enzymes and other autoantigens may be inhibited by autoantibody 
containing sera. Antibodies to RNA are often found together with antibodies to the 
protein components of the snRNP particle, as well in sera containing antibody to other 
RNA-binding proteins ( 103 ). Autoantibodies in systemic autoimmune disease usually 
bind with greater avidity to antigen derived from the same species, emphasizing their 
derivation through affinity maturation, and their probable origin from immunization with 
self-proteins ( 104 ).

Isotype switching from IgM to IgG has been observed for some but not all 
autoantibodies. Anti-DNA antibodies in NZB/NZW mice undergo this process ( 105 ), as 
do certain serial samples of human sera. Autoantibodies in human and murine SLE are 
mostly of the highly T-dependent IgG (human IgG1, and mouse IgG2a and IgG2b) 
subclasses, probably reflecting their T-cell dependence ( 106 , 107 ).

Individuals with autoimmune diseases frequently have autoantibodies to multiple 
components of subcellular particles, such as ribosomal proteins, nucleoli, or snRNPs ( 
108 , 109 ). This is suggestive of immunization by the particle itself. Autoantibodies also 
tend to be directed against nuclear antigens that are present in greater amounts in cells 
undergoing proliferation. For instance, proliferating cell nuclear antigen (PCNA), the 
centromeric proteins, and the nuclear mitotic apparatus protein NuMa are present in 



greatly increased concentrations during S and G2 phases of the cell cycle ( 110 ). 
Perhaps nuclear antigens are more available as immunogens at such times.

Antinuclear antibody levels can be quite high. In exceptional patients, 30% or more of 
the total antibody repertoire can be directed against a single specificity ( 111 ). Certain 
autoantibody levels fluctuate with disease activity (antinative DNA is the best-known 
example), but in the more usual case, antibody levels are fairly constant over time. 
Autoantibodies in SLE and SLE models occur in the midst of diffuse polyclonal B-cell 
activation. Antibodies to haptens, such as DNP, and to viral antigens are increased on 
the order of five- to ten-fold ( 112 , 113 ). In contrast, the levels of specific autoantibodies, 
such as antibodies to snRNP, or to Ro and La, are elevated far out of proportion to the 
polyclonal B-cell activation, and are not uncommonly thousands or millions of times 
greater than the weak binding that might be found in normal control serum ( Fig. 2)

 
FIG. 2. Nature of autoantibody production in SLE. A: This panel depicts antibody arising 
from multiple B-cell clones in a normal individual. B: Tetanus toxoid immunization is 
shown to provoke a group of tetanus-specific B-cell clones, along with a modest degree 
of polyclonal activation. C: Effect of diffuse polyclonal activation resulting from exposure 
to bacterial lipopolysaccharide or other polyclonal B-cell activator. D: In contrast to C, 
illustrates the usual situation in SLE and other systemic autoimmune diseases, namely, 
a background of polyclonal B-cell activation together with large amounts of autoantibody 
arising from a discrete number of clones of defined specificity. From Eisenberg and 
Cohen ( 358 ), with permission.

Certain SLE serologic specificities are seen in a variety of autoimmune and 
inflammatory diseases, and do not connote diagnostic specificity. Examples include 
antihistone and anti-DNA antibodies. Other autoantibodies, such as 
anti–double-stranded DNA, anti-Sm, and anti-Ro, are highly specific for the diagnosis of 
SLE and must in some way be linked to its pathogenesis ( Table 1). Some marker 
autoantibodies serve as excellent diagnostic correlates of scleroderma 
(antitopoisomerase I, or Scl-70) ( 114 ), of myositis (antihistidyl tRNA synthetase ( 115 ), or 
of Sjögren’s syndrome (anti-Ro and anti-La) ( 116 ). Some of these autoantibodies are 
exquisitely specific for their autoantigens, and are hard if not impossible to generate by 



deliberate immunization of rabbits or other experimental animals ( 117 ).

 
TABLE 1. Autoantibodies to nuclear proteins in systemic autoimmune disease

Individual patients with SLE tend to have distinctive profiles of autoantibodies that 
usually remain stable throughout the course of the illness. While the patient-to-patient 
variability in antibody spectrum is undoubtedly due in part to genetic diversity, it is 
surprising that even genetically homogeneous inbred mice show considerable 
differences in their autoantibody levels. Inbred mice maintained in the same colony 
under the same conditions have sharp differences in their autoantibody specificities. 
The anti-Sm response of MRL/lpr may give insight into the genesis of SLE 
autospecificities. Only about 25% of these mice develop anti-Sm, regardless of the 
colony from which they are derived. Antibody levels show a true bimodal distribution, 
that is, anti-Sm negative MRL/lpr mice have negligible amounts of anti-Sm, comparable 
to normal mice. When the lineage and microenvironment of anti-Sm positive mice were 
traced, no genetic or environmental clustering could explain the appearance of 
autoantibody in certain mice but not others. The occurrence of the anti-Sm specificity in 
only a minority of mice was not due to the use of an uncommon V gene, nor to unusual 
gene rearrangements. The individual variability in the laboratory and perhaps the 
clinical manifestations of SLE and other autoimmune diseases may arise from poorly 
understood stochastic influences ( 118 ).

GENETICS OF SYSTEMIC AUTOIMMUNE DISEASE

Susceptibility to SLE is strongly influenced by genetics. In studies of identical twins with 
SLE, the concordance rate has been reported to be between 28% and 57% ( 119 , 120 ). 
Multiple genes are involved in determining SLE susceptibility; even in inbred mouse 
models, the genetics are complex, contributions from multiple genes. Genes that alone 
do not cause disease may interact with other genes to result in disease, and inhibitory 
genes further complicate the picture ( 121 ). Neither the NZB nor the NZW parent strains 
develop renal disease or antinative DNA antibodies, yet the F1 hybrid resulting from 
their crossing develops severe SLE-like renal disease and antinative DNA. The most 
important NZW genetic contribution to murine SLE is linked to the MHC, probably MHC 
class II genes. Much progress has been made in characterizing the three most 
important non-MHC linked genes derived from this strain, termed Sle-1, Sle-2, and 



Sle-3. Sle-1 results in impaired tolerance to nuclear antigens, while Sle-2 renders B 
cells mores susceptible to activation ( 122 ). Sle-3 controls CD4 T-cell regulation. These 
genes interact to produce an SLE phenotype. The Sle-1 locus itself is subdivided into 
three loci. One of these appears to encode a defective form of CR1 that results in 
reduced C3d binding and signaling ( 123 ).

NZB contributes a chromosome 4–linked gene that is most important for nephritis, but 
at least seven other genes have been reported to contribute. Surprisingly, the 
chromosome 4 gene determining nephritis susceptibility does not affect the levels of 
anti-DNA, antihistone, and antichromatin ( 124 ). Microarray analysis of B cells from 
congenic mouse strains has produced strong evidence that the interferon-inducible 
gene Ifi-202 is involved ( 125 ), possibly through the action of variant forms on apoptosis 
and cell proliferation.

Microsatellite markers analysis of sib pairs with SLE has defined a region of human 
chromosome 1 linked to disease susceptibility ( 126 ). This region may be syntenic to the 
region of mouse chromosome 1 previously shown to determine renal disease and 
mortality in NZB mice. While the region encompassed by these studies is large and 
remains to be defined further, candidate genes include those for Fc receptor ? II and III 
( 127 ).

Genetic deficiencies of complement result in increased risk of SLE ( 128 ). C2-deficient 
individuals are at greatly increased risk of developing SLE, as are those with absent 
C1q. Several possibilities could explain the link between C deficiency and lupus. First, 
as discussed elsewhere, C assists the removal of apoptotic cells and its absence might 
lead to an increased amount of apoptotic debris. Next, C deficiency might predispose to 
certain infections which might trigger lupus. Finally, especially because several C genes 
are located within the major histocompatibility complex, the SLE association might 
reflect linkage to other genes.

Other disorders of the innate immune system may also represent risk factors for SLE. 
Mutations in the mannose-binding lectin have been reported to be increased in SLE and 
other autoimmune disorders ( 129 ).

ROLE OF T CELLS IN SYSTEMIC AUTOIMMUNE DISEASE

Nature of T-Cell Help for Autoantibody Formation

A diverse body of evidence supports the notion that T-lymphocytes are required for the 
generation of systemic autoimmune disease. In spontaneous SLE animal models, 
administration of anti–T-cell antibody ameliorates disease and reduces autoantibody 
levels, as does blocking of T-cell co-stimulatory molecules ( 130 , 131 and 132 ). Mice 
lacking T cells as a result of thymic extirpation, via genetic restriction of the T-cell 
repertoire by receptor gene deletion, or by imposition of transgenes have much reduced 
autoimmunity ( 133 ). In humans, therapy directed against T cells, such as cyclosporine 
A, mycophenolate mofetil, and cyclophosphamide, leads to improvement of SLE and 



other systemic autoimmune conditions. Although thymectomy in SLE may lead to 
exacerbation or remission of disease ( 134 ), HIV infection of SLE patients, with its 
depletion of CD4-bearing T cells, has been reported to induce remissions in SLE 
activity ( 135 , 136 ), further supporting a role for a continuing source of T-cell help for SLE 
autoantibodies.

Indirect evidence for T-cell participation in SLE comes from analysis of the isotype and 
extent of somatic mutation of autoantibodies. In general, autoantibody responses are 
high-affinity IgG responses ( 137 ), which appear to have undergone affinity maturation, a 
process that requires T cells. Their pattern of extensive replacement mutations in 
hypervariable regions underlies this increase in antibody affinity.

Defining the specificity of autoreactive T cells required for spontaneous autoimmunity in 
humans and in animal models has been a challenging problem. It is not difficult to find 
evidence of T-cell autoreactivity to class II MHC antigens ( 138 ), even in normal 
individuals. The degree to which this represents autoreactivity to self-peptides 
compared to reactivity to the class II MHC molecule itself is uncertain. Self–Ia-reactive T 
cells are less abundant in human and murine systemic autoimmunity ( 139 ), and this 
defect may vary with disease activity. Such autoreactive T cells cloned from diseased 
individuals, on the other hand, have been shown to induce pathology under some 
circumstances. They elicit lesions typical of the inflammatory skin disease lichen planus 
( 140 ) and are present among the hyperproliferative T cells found in mice expressing the 
lpr Fas mutant gene ( 141 ). Whether cells capable of provoking an autologous mixed 
lymphocyte reaction are involved in providing help for autoantibody production is 
unknown.

Beside any role as helpers, T cells may provoke direct cellular injury in systemic 
autoimmunity. In chronic GVH disease, CD4- and CD8-bearing T cells cause 
inflammatory infiltrates in skin, intestine, and elsewhere ( 142 ). There is evidence that T 
cells in systemic lupus are spontaneously activated, as judged by increased expression 
of activation antigens ( 143 , 144 ). T-lymphocytes are found in inflammatory skin lesions ( 
145 ) and may be responsible for some of the other nonrenal manifestations of the illness 
( 146 , 147 ). For the most part, however, autoimmunity mediated directly by T cells seems 
to be more characteristic of organ-specific autoimmune disease, such as experimental 
allergic encephalomyelitis (EAE), than it is of systemic autoimmune disease.

Even in patients with high titer autoantibodies, T-cell proliferation to most nuclear 
autoantigens has been difficult to demonstrate, though reactivity against several bona 
fide SLE autoantigens has been documented ( 148 , 149 ). Weak T-cell responses, despite 
high levels of autoantibodies to SLE autoantigens, may reflect recognition of proteins 
(some perhaps not yet recognized) that may be linked to those autoantigens recognized 
by B cells, as has been suggested to explain the low magnitude of patient T-cell 
responses to nested peptides from the entire La molecule ( 150 ).

Some of the most extensive work on specificity of T-helper cells in systemic 
autoimmunity comes from analysis of clones of SLE T cells that provide help for 



anti-DNA autoantibody production. These cells have charged motifs in their T-cell 
receptor CDR3s, presumably promoting binding to peptides derived from charged 
DNA-binding nucleosomal proteins (high-mobility group and histones). 
Anti–DNA-specific B cells probably bind to the DNA, complexed with associated 
proteins, thus leading to the internalization and to the processing of these proteins for 
presentation to CD4 + T cells ( 151 ). SLE mouse models have allowed in vivo 
experiments to define the role of T cells. Treatment of NZB/NZW mice with anti–Thy 1 
or anti-CD4 prevents autoantibody production and renal disease ( 131 , 152 ). 
Thymectomy of these mice, on the other hand, exacerbates autoimmunity in males but 
ameliorates disease in females, reflecting complex T-cell interactions early in life ( 153 ). 
In the lpr model, thymectomy prevents disease if done within 72 hours of birth ( 154 , 155 ), 
and antibody depletion of T cells prevents both autoantibody formation and lymphoid 
hyperplasia.

Even in these defined genetic models, the precise role of T cells and the amount of 
nonspecific versus specific help for autoantibody production has been elusive. The 
T-cell repertoire of NZB/NZW mice, despite its content of autoantigen specific T cells, 
shows polyclonal and not oligoclonal T-cell activation ( 156 ). In MRL/lpr mice, disease 
fails to develop in animals in which a source of normal T cells is provided and in which 
lpr T cells have been depleted, indicating that the T cells provide more than just a 
passive source of cytokines or nonspecific help and that they participate actively as 
helpers for autoantibody-producing B cells ( 157 ). The extreme restriction of the TCR 
repertoire imposed by expression of a TCR Vß transgene has been reported to result in 
lower autoantibody levels and increased survival in MRL/lpr mice ( 158 ), suggesting 
again that autoantigen-specific T-cell help is required for autoantibody production.

The transgenic studies could be confounded by the ability of such mice to express 
endogenous a or ß chains. MRL/lpr mice transgenic for both the a and ß chains of a 
pigeon cytochrome C hybridoma and lacking endogenous a and ß chains, have been 
constructed ( 159 ). Hypergammaglobulinemia and autoantibodies to IgG, DNA, and 
snRNPs developed despite the lack of autoantigen-specific T-cell help in these mice. 
Lymphadenopathy, renal, salivary, and cutaneous disease were absent, suggesting that 
more specific T-cell help was required for these manifestations. These studies indicate 
that both antigen-specific and antigen-nonspecific T-cell help are required for full 
development of the MRL/lpr SLE syndrome. In this regard, chimera studies in which lpr 
mice have been constructed using congenic donors in which T–B interactions could be 
analyzed have shown that the T help required for autoantibody production is MHC 
restricted: in other words, autoreactive T cells must share class II MHC determinants 
with autoreactive B cells in order for autoantibody production to occur ( 160 ).

The role of ?d T cells has also been evaluated in MRL/lpr mice by comparing disease 
manifestations and autoimmunity in mice lacking ?d T cells ( 161 ). In the absence of the 
latter, mice developed a more severe autoimmune syndrome, suggesting a regulatory 
role for ?d T cells. In the converse situation, mice lacking aß T cells had only an 
attenuated SLE syndrome, implying that ?d T cells were capable of providing 
significantly less help for autoantibody production than aß T cells.



T cells reactive to nuclear proteins have been further studied in murine models. For 
MRL mice, which are prone to develop antibodies to the snRNP complex, 
snRNP-reactive T cells can be demonstrated in draining lymph nodes after 
immunization with purified snRNPs ( 162 ). While normal mice can generate T cells 
reactive to foreign snRNP, only MRL mice and mice expressing certain MHC alleles can 
recognize snRNP of murine origin ( 163 ). The ability of normal mice to generate T cells 
reactive to self-antigens after immunization with foreign nuclear antigen may reflect 
“epitope spreading.” This process entails the recruitment of T cells reactive to 
self-peptides as a result of the presentation of self-antigen by B cells cross-reactive with 
self-proteins.

T cells reactive to overlapping core histone peptides have been described in SLE-prone 
SWR X NZB F1 mice ( 164 ). These antigenic determinants are apparently protected in 
intact chromatin, as responses to whole histone are usually not measurable. 
Interestingly, these T-cell antigenic regions of histones overlap with determinants 
recognized by antihistone autoantibodies. Chromatin-reactive T cells have been 
reported in procainamide-induced SLE, and are able to transfer disease ( 165 ).

T-cell help for autoantibody production may also be mediated through T cells specific 
for variable regions of autoantibody molecules. NZB/NZW mice develop T cells that 
recognize peptides corresponding to the variable regions of anti-DNA antibodies ( 166 ). 
Presumably there is presentation to T cells of peptides derived from the processing of 
self-immunoglobulin by B cells. The resulting helper T cells can provide 
autoantibody-specific help, and interference with their action has been reported to 
ameliorate autoimmune disease.

CD40 ligand (CD40L) may play a critical role in regulating autoantibody production in 
SLE. Expression of this T-cell activation-related molecule is increased in SLE patients, 
especially those with active disease, and also appears on some SLE B-lymphocytes ( 
167 ). The latter observation may account for a relative T-independence of some SLE 
antibody formation. Treatment of NZB X SWR F1 mice with antibody to CD40L prevents 
autoimmune disease ( 168 ). MRL/lpr mice genetically deficient in CD40L, in contrast, 
develop autoantibodies to nuclear antigens, but these are skewed toward the IgM 
isotype, suggesting impairment of class switching ( 169 ). Renal disease appears to be 
diminished in such mice.

An interesting T-cell defect recently reported in AND T-cell transgenic MRL mice may 
help explain autoreactive T cells in this strain. These TCR-anticytochrome-C transgenic 
mice showed greater apparent intrinsic T-cell reactivity to peptide-MHC complexes, 
suggesting a lower signaling threshold ( 170 ). Parallel observations have been made 
using T cells from patients with SLE ( 171 ).

Regulatory T-Cell Abnormalities

T cells can exert a controlling influence on the generation of autoantibodies and on the 



regulation of organ-specific autoimmunity, but their involvement in systemic 
autoimmunity is less well established ( 172 ). Thymectomy of normal animals, in some 
systems, results in autoimmunity, both systemic and organ specific ( 173 ). Nude mice 
develop autoantibodies and immune complex renal disease, a process reversible by 
adoptive transfer of T cells ( 174 , 175 ), implying that regulatory T cells control antinuclear 
antibody production. In SLE, there are multiple reports of in vitro abnormalities of 
regulatory T-cell function both in animals in humans ( 176 ). Much of the extensive 
literature on suppressor defects in systemic autoimmunity merits reexamination in the 
context of present thinking about helper and cytotoxic cell subsets based on their 
cytokine phenotype. Very likely much of previously observed phenomena represent the 
potent action of cytokines derived from these T-helper subsets.

CYTOKINES IN SYSTEMIC AUTOIMMUNE DISEASE

A multiplicity of cytokine abnormalities has been associated with systemic autoimmune 
diseases and models. Some occur late in illness and are probably not causal, while 
others may be actively involved in regulation and dysregulation of immune responses. 
In general, IL-2 levels and the expression of IL-2 receptors are diminished both in 
human and murine SLE ( 177 ), and in several related autoimmune disorders. Circulating 
IL-2 receptors may be increased, however, in parallel with other circulating receptors ( 
178 ), although assays for these receptors are difficult. Efforts to characterize SLE as a 
TH1 or TH2 disease based on the phenotype of helper cells have met with difficulty, but 
IL-10 seems to be increased in human and murine SLE, along with IL-6. The ratio of 
IL-10 to IFN-?–secreting cells in SLE peripheral blood is increased, implying a 
predominance of TH2 cells in the circulation ( 179 ). Supporting the importance of TH2 
cells in promoting systemic autoimmunity is the observation that some IL-4 transgenic 
mice develop SLE-like antinuclear antibodies, hemolytic anemia, and immune-mediated 
renal disease ( 180 ).

Interferons may be especially important for the pathogenesis of SLE. 
Interferon-producing cells are significantly more abundant among circulating T cells in 
patients with SLE ( 181 ); it is particularly noteworthy that they are found both in the 
circulation and within renal lesions in patients with diffuse proliferative 
glomerulonephritis ( 182 ). The importance of interferon-? in SLE may reflect a more 
fundamental role in inflammation and autoimmunity than what would be expected 
merely from predominance of TH1 cells ( 183 ). Interferon-a may also play a special role 
in the pathogenesis of autoimmunity. This cytokine may be produced in response to 
immune complexes and apoptotic cells, and then serve to activate proinflammatory 
dendritic cells ( 184 ). It has recently been reported that SLE serum, due to its 
interferon-a content, exerts such an action on dendritic cells ( 185 ), although others have 
shown decreased dendritic cell function in this disease ( 186 ). Finally, a microarray 
approach has implicated an interferon-inducible gene contributed by NZB in the 
pathogenesis of disease in NZB/NZW mice ( 125 ).

For murine SLE models in general, cytokine patterns are variable. In both NZB/NZW 
and MRL/lpr, a complex pattern not fitting either TH1 or TH2 is seen, with increases in 



IL-6, IL-4, and IL-10 ( 187 ). TNF-a may also be increased, and evidence has been 
published that allelic polymorphisms at this locus predispose to SLE ( 188 , 189 ). For 
autoimmunity due to chronic GVH disease, a TH2 profile has been observed ( 190 ).

The newly discovered TNF family cytokine Blys (also known as TALL-1, BAFF, THANK, 
and zTNF4) is derived from monocyte-macrophages and has an important role in B-cell 
homeostasis. Mice overexpressing this molecule or its receptor develop 
hyperglobulinemia and systemic autoimmunity ( 191 ) and elevated levels of Blys have 
been observed in patients with SLE ( 192 ). This molecule presents a potential target for 
therapeutic intervention.

ENVIRONMENTAL INFLUENCES ON SYSTEMIC AUTOIMMUNITY

Limited and at times idiosyncratic forms of systemic autoimmune disease may be 
provoked or exacerbated by a variety of environmental agents, including drugs, 
infections, and toxins ( 193 , 194 ). Definition of environmental links to pathogenesis of 
SLE and other autoimmune disorders has been difficult ( 195 ). Mechanisms that have 
been invoked include adjuvant effects of silica ( 196 ), environmental estrogens ( 197 ), 
molecular mimicry induced by viral or bacterial antigens ( 198 ), or the immunostimulatory 
properties of their DNA.

The ingestion of certain drugs is clearly linked to development of an SLE-like syndrome 
( 199 ). Unlike spontaneous SLE, renal and CNS involvement are rare, and the syndrome 
resolves after discontinuing the drug. Procainamide, used extensively for treatment of 
ventricular arrhythmias, is the best-studied agent provoking drug-induced SLE, but 
hydralazine, chlorpromazine, diphenylhydantoin, and many other drugs can also cause 
the SLE-like syndrome, characterized mainly by pleuropericarditis, arthritis, pulmonary 
infiltrates, and fever. Only about 10% of patients given procainamide develop clinically 
evident disease, but fluorescent antinuclear antibodies appear in the vast majority of 
patients taking the drug for prolonged periods. Antibodies are directed mostly against 
histones, and a distinct specificity and isotype pattern have been reported ( 200 ). No 
relationship to procainamide acetylator frequency governs SLE development. It has 
been proposed that procainamide exerts its action by hypomethylation of DNA, with 
consequent overexpression of LFA-1 on T-lymphocytes, leading to enhanced 
autoreactive T-cell help ( 201 ). An active metabolite of procainamide has been found to 
impair thymic tolerance to low-affinity self-antigens during positive selection, leading to 
emergence of autoreactive T cells and SLE-like autoimmunity ( 42 ).

The contribution of infectious agents to systemic autoimmunity remains an active area 
of investigation. It is clear that systemic autoimmunity can arise as an immediate 
consequence of infection with EBV and mycoplasma, and probably other viral infections 
( 202 ). While antinuclear antibodies arising immediately after infectious mononucleosis 
are short-lived and probably are harmless, a remarkable statistical association of 
increased SLE prevalence with early EBV seroconversion has reawakened interest in 
the importance of this agent in precipitating SLE, possibly through molecular mimicry 



followed by epitope spreading ( 73 ).

Systemic autoimmunity may arise during the course of severe microbial infections, such 
as endocarditis and osteomyelitis. Occasionally, skin and kidney lesions are seen, 
probably representing deposits of immune complexes, possibly associated with 
rheumatoid factor ( 203 ).

Vasculitis, discussed below, accompanies meningococcal, rickettsial, spirochetal, and 
many other bacterial infections. Systemic autoimmunity is also a sometime feature of 
HIV infection, and may reflect imbalance of helper cell subsets ( 204 ). Various bacterial 
superantigens have been implicated in autoimmune phenomena, including vasculitis, 
associated with infections ( 205 ). Kawasaki disease, caused by an unknown agent, 
causes a serious vasculitis and alterations in Vß expression suggesting the role of a 
superantigen ( 206 ).

The influence of infection on the development of murine SLE is controversial. NZB mice 
maintained germ free still develop antierythrocyte autoantibodies ( 207 ); however, NZB 
mice in a germ-free environment develop lower levels of IgG and antinuclear antibodies 
and less renal disease ( 208 ), and immunization of NZB/NZW mice with bacterial DNA 
accelerates development of renal disease ( 81 ). MRL/lpr mice, in contrast, develop 
similar levels of autoantibodies when raised in germ-free compared to conventional 
environments ( 209 ). Antigen-free animals develop milder renal disease, but this may 
reflect lipid intake changes necessitated by the antigen-free diet.

Certain toxins are capable of inducing systemic autoimmune disease. Mercuric chloride 
is the best-studied heavy metal associated with autoimmunity. Animals given HgCl 2 
develop antinuclear antibodies and immune-complex nephritis. T cells are required, and 
background genes as well as MHC class II haplotype are important determinants of 
autoantibody specificity ( 210 , 211 ).

Systemic sclerosis and related fibrotic diseases believed to be of autoimmune origin 
may rarely be provoked by toxins. Workers exposed to polyvinyl chloride are at risk for 
a scleroderma-like syndrome ( 212 ), and an inflammatory and fibrotic scleroderma-like 
illness has been linked to the ingestion of rapeseed oil ( 213 ). An eosinophilic infiltrative 
disease is caused by a contaminant of L-tryptophan preparations ( 214 ). An area of great 
controversy has been the relationship between silicone breast implants and the 
development of scleroderma or other rheumatic diseases. Several studies have failed to 
find a true association ( 215 , 216 ) despite anecdotal reports.

APOPTOSIS ABNORMALITIES IN SYSTEMIC AUTOIMMUNE DISEASE

The realization that the autoimmune and lymphoproliferative syndromes of lpr and gld 
mice were due to mutations in the Fas apoptosis receptor and its ligand, together with 
the implication of apoptotic cells as possible sources of nuclear autoantigens, led to 
great interest in apoptosis in autoimmune diseases. ALPS (autoimmune 



lymphoproliferative syndrome), a rare illness resulting in lymphoid enlargement and 
immune cytopenias ( 217 , 218 ), results from a dominant nonfunctional Fas molecule or, in 
some cases, defective caspase signaling. Like lpr and gld mice, affected children 
develop “double-negative” T cells and hypergammaglobulinemia. Unlike the murine 
mutations, however, patients rarely develop antinuclear antibodies or lupus-like renal 
pathology.

The apoptosis resistance imparted by the mutant Fas molecule in lpr mice has been 
intensively studied. Thymic selection, as reflected by deletion of I-E and mammary 
tumor virus–reactive T cells, is normal in lpr mice although peripheral T-cell tolerance is 
impaired ( 219 ). The delayed development of autoimmunity in lpr mice probably reflects 
the gradual appearance and clonal expansion of such autoreactive T cells.

Chimeric ( 220 ) and tetraparental ( 221 ) experiments in which lpr T or B cells coexist with 
cells of normal origin have shown that B cells must also express the Fas defect in order 
for autoimmunity to occur, and B cells in both lpr and gld mice are resistant to apoptosis 
in vitro ( 222 ). In vivo studies of tolerance in mice expressing transgenic self-reactive 
antibodies have shown surprisingly little difference between lpr and normal mice. In the 
HEL–anti-HEL system, most B6/lpr mice maintain tolerance through early life. A 
significant minority, however, break through and generate autoantibodies at 5 months 
and beyond ( 46 ). These findings imply that other mechanisms can substitute effectively 
for the Fas/FasL system for maintenance of tolerance. Parallel results are reported for 
mice with an anti–H-2 k transgene: in a conventional facility, most lpr mice maintain 
tolerance as well as mice with a normal Fas gene, but a few develop anti–H-2 k 
autoantibodies ( 223 ). When housed in a specific pathogen-free colony, however, 
tolerance is intact, suggesting an important role for microbial influences.

Systemic autoimmune disease has been observed in animals with other impairments of 
apoptosis. Mice transgenic for the antiapoptosis Bcl-2 proto-oncogene develop 
antinuclear antibodies and immune-mediated renal disease ( 224 ). Animals lacking the 
related but proapoptotic protein Bim also develop autoimmunity late in life ( 225 ), 
reinforcing the idea that apoptosis regulation at multiple steps is required to prevent 
autoimmunity. In this regard, lupus-like autoimmunity also occurs in mice lacking IEX-1 
(immediate-early response gene X-1). This gene targets NF?B and blocks apoptosis 
early in immune responses. In its absence, there is abnormal persistence of immune 
responses, including apparently self-responses. Mice with a partial deficiency in the 
PTEN tumor suppressor develop autoimmune disease similar to that seen in 
Fas-deficient mice, apparently because of defective up-regulation of Fas ( 226 ).

Bcl-2 expression has generally been found elevated in peripheral blood cells from SLE 
patients ( 227 ) and may be selectively expressed in T cells ( 228 ). Dramatic differences in 
apoptosis susceptibility seem unlikely to be uncovered in SLE patients ( 229 , 230 ), but it 
is likely that apoptosis abnormalities may be among the multiple genetic factors 
contributing to SLE susceptibility. This appears to be the case for several models, and 
apoptosis resistance is emerging as a contributing trait to the lupus phenotype ( 231 ).



A major direction in apoptosis research related to autoimmunity concerns aberrations in 
the disposition of apoptotic debris. Very large numbers of apoptotic cells are generated 
continuously and are efficiently engulfed by macrophages that recognize them via a 
battery of receptors including CD36/vitronectin receptor, a receptor for 
phosphatidylserine, complement receptors, CD14, mannose receptors, scavenger 
receptors A and B, and the membrane tyrosine kinase mer. Immunization of normal 
mice with large amounts of apoptotic cells leads to mild and short-lived autoimmunity, 
indicating the potential immunogenicity of apoptotic debris ( 69 ).

Complement is important in the clearance of apoptotic debris ( 232 ). The absence of 
CR2 converts the mildly autoimmune B6/lpr strain to a strain with severe lupus-like 
disease, probably reflecting impaired handling of apoptotic debris ( 233 ), as do B6/lpr 
mice lacking C4 ( 234 ). Humans with C1q deficiency develop SLE almost uniformly, as 
do mice in which the C1q gene is deleted ( 235 ). The well-known association between 
SLE and complement deficiency may reflect the role of the classical pathway in 
disposing of apoptotic corpses ( 236 ).

Other proteins participate in the removal of apoptotic bodies. SLE-like disease has been 
seen in mice lacking the acute phase reactant serum amyloid protein, which binds to 
chromatin and apparently facilitates the removal of nuclear debris ( 237 ). Lupus in mice 
lacking Dnase I may be due to the delayed clearance of nuclear debris in the absence 
of this enzyme ( 238 ).

Mice lacking the cytoplasmic domain of mer ( 239 ) develop SLE-like autoimmunity; in the 
absence of Axl and Tyro-3, two related membrane tyrosine kinases, disease is more 
severe and is accompanied by lymphoproliferation ( 240 ). Autoimmunity in mer–deficient 
mice probably is also due to the altered, proinflammatory pattern of cytokine production 
by their macrophages ( 241 ). Recently, it has been reported that lymph nodes from 
human SLE patients, compared to controls, contain greater numbers of apoptotic 
bodies located outside of macrophages, lending support to the notion that apoptotic 
debris might be of significance in human autoimmune disease ( 242 ).

AUTOIMMUNITY AND MALIGNANCY

Individuals with certain forms of systemic autoimmunity are at increased risk for 
development of malignancies, particularly those of the lymphoid system. While patients 
with SLE, rheumatoid arthritis, and most other connective tissue diseases are perhaps 
two or three times more likely to develop lymphoma, in Sjögren’s syndrome the risk is 
over 40-fold increased ( 243 ). In NZB mice, there is also a marked increased incidence 
of lymphomas ( 244 ), and plasmacytoid tumors have been found to develop in MRL/lpr 
mice ( 245 ). Human lymphomas tend to be of the B-cell variety, sometimes secreting 
IgM paraproteins with rheumatoid factor activity, and may derive from cells producing 
the rheumatoid factors of restricted clonality produced in this illness ( 246 ). In this regard, 
it has been proposed that rheumatoid factor–specific B cells from patients with 



Sjögren’s syndrome may be particularly susceptible to infection with oncogenic viruses 
because of the specificity of their surface IgM for IgG ( 247 ). Others have viewed chronic 
stimulation of autoantibody-producing cells as the first stage of a process involving 
chromosome breaks and oncogene activation leading to lymphoma ( 248 ). Patients with 
ALPS have recently been reported to have a high incidence of lymphomas, implying an 
important role for Fas–Fas ligand interactions in immune surveillance ( 249 ).

Autoimmunity is a feature of certain malignancies, particularly tumors of the lymphoid 
system. Cold agglutinins, rheumatoid factors, anti-DNA antibodies, and other 
self-reactive antibodies are produced by certain lymphomas and show remarkably 
restricted use of certain VH genes, usually in unmutated form ( 250 ). For example, 
VH4-21 is frequently used in antierythrocyte autoantibodies associated with 
lymphomas, and may reflect the location of tumor origin as well as environmental 
factors promoting tumorigenesis ( 251 ). Lymphoma- and chronic lymphocyte 
leukemia–related autoantibodies usually arrive from germline V genes expressed in 
CD5 B cells ( 252 ). These B1 cells may be particularly susceptible to malignant 
transformation, and after that event, may be able to produce their autoreactive 
antibodies and cause pathology ( 253 ).

A wide variety of autoantibodies have been reported in lymphoid and nonlymphoid 
tumors, causing clotting and platelet abnormalities ( 254 ); neurologic paraneoplastic 
syndrome ( 255 ); pemphigus ( 256 ); and myasthenia gravis ( 257 ). The relationship of 
thymoma with myasthenia gravis is intriguing, and may reflect export of autoreactive T 
cells from the thymus into the periphery ( 257 ). Patients with malignancies not 
infrequently develop antibodies against oncogenes such as C-myc and C-myb, against 
p53, against proliferation-associated antigens such as cyclins, and against antigens 
expressed by their tumor (e.g., MAGE in melanoma) ( 258 ). The extent to which they 
contribute to tumor suppression is unclear, as is their mechanism of generation.

FEATURES OF HUMAN SYSTEMIC AUTOIMMUNE DISORDERS

Systemic Lupus Erythematosus

SLE is a multisystem disorder most frequently affecting young women. Arthritis, skin 
rash, CNS dysfunction, and renal disease are the most common clinical manifestations 
( 259 ). The severity of illness has a remarkable tendency to fluctuate over time, 
confounding studies of drug treatment. Long-term survival is the rule, although there 
remains considerable morbidity and mortality, chiefly from renal disease.

Immunologic interest in SLE dates back to the 1940s, when elevated gamma globulin 
levels were noted, and attention was called to marrow tart cells. The realization that the 
spontaneous neutrophil phagocytosis of nuclear material observed in vivo could also be 
seen in buffy coat preparations from patients, and could be induced in normal buffy coat 
cells by addition of patient serum, gave rise to the notion that antibodies to nuclear 
material were of key importance. This led to many investigations of SLE antinuclear 
factors, demonstrated to be IgG, and to the development of a universal highly sensitive 



test for SLE, the fluorescent antinuclear antibody test (FANA) ( 260 ). More than 95% of 
SLE patients have positive FANAs; further, that the pattern of fluorescence staining was 
related to the antinuclear antibodies present in individual SLE serum ( 261 ). Diffuse 
staining, for example, was shown to be due to antibodies to histones and other 
DNA-binding proteins, rim staining to be due to antinative DNA, and a speckled pattern 
to reflect antibodies to components of the splicing apparatus such as snRNPs. Some 
antibodies, detected by more specific methods such as double immunodiffusion or 
ELISA, are quite specific for SLE (e.g., anti-Sm, anti-Su, anti-Ro, anti-La, and antinative 
DNA). Fig. 3 illustrates the variable clinical and laboratory findings in a typical SLE 
patient.

 
FIG. 3. Clinical course of a patient with systemic lupus erythematosus. Note the “mirror 
image” pattern of levels of anti-DNA antibodies and hemolytic complement (CH50) in 
the serum. Exacerbations of the disease (vertical arrows) coincide in this patient with 
increased levels of anti-DNA antibodies; this is not always the case.

Although SLE is best known for its array of antinuclear antibodies ( Table 1), antibodies 
to many other self-components are well described. With the exception of IgG, the 
antigens tend to be cell bound—for example, antibodies to lymphocytes, platelets, 
erythrocytes, neutrophils, and basement membranes. In the case of IgG and clotting 
factors, it is possible that the true autoantibody target is cell bound in the form of 
immune complexes or of activated clotting factors.

Despite the wealth of information regarding SLE autoantibodies, it is useful to realize 
that only a few are implicated in disease pathogenesis. SLE renal disease has been 
attributed to DNA–anti-DNA complexes trapped in glomerular endothelium and 
epithelium, presumably triggering complement-mediated vascular injury and 
inflammation, although the pathogenesis of renal disease involves other pathways ( 262 

). Although concentrated DNA–anti-DNA complexes are found in eluates from SLE 
glomeruli ( 263 ), other antigen–antibody systems may be as important ( 264 ).

Although presumably nonrenal manifestations of SLE are autoantibody mediated, little 
mechanistic data exist except for the various cytopenias, for which an immune basis is 



well supported. Inflammatory skin disease ( Fig. 4) appears to be T-cell mediated, 
although antibodies to Ro and La may be of importance ( 265 ). Infants born to SLE 
patients occasionally have thrombocytopenia and lesions typical of subacute cutaneous 
SLE, together with the Ro and La antibodies typical of this condition and sometimes 
congenital heart block ( 266 ). Transplacental passage of IgG autoantibodies from mother 
to fetus explains the infant disease, as well as its spontaneous resolution, which is 
coincident with the disappearance of maternal antibody. Presumably the nonreversible 
heart block often seen in infants born to anti-Ro–positive mothers is also mediated by 
antibody, which damages the developing cardiac conduction system.

 
FIG. 4. Photosensitive rash in a patient with SLE. Note the erythematous and scaly 
quality of the rash, which crosses the bridge of the nose and gives rise to a “butterfly” 
pattern. No skin rash was noted in areas of the skin usually covered by clothing.

Several other SLE manifestations have been difficult to relate to immune processes. 
CNS involvement can lead to psychosis, seizures, and debilitating neurologic deficits ( 
267 ). Nervous system tissue from affected patients is usually devoid of immunoglobulin 
deposition or evidence of cellular infiltration, the only usual finding being microvascular 
changes. The recent finding of autoantibodies to the NMDA receptor in SLE patients is 
provocative and may lead to a better understanding of the perplexing CNS findings in 
this disease ( 268 ). Immunologic studies of arthritis and of pleural and pericardial 
inflammation in SLE are few, and an immune basis can only be presumed.

Rheumatoid Arthritis

Rheumatoid arthritis (RA) is a common chronic inflammatory polyarthritis of worldwide 



distribution, with a female predominance of 3:1 and a peak onset in the fourth decade 
of life. Intense inflammation occurs in synovial joints, so that the normally delicate 
synovial “membrane” becomes infiltrated with mononuclear phagocytes, lymphocytes, 
and neutrophils ( 269 ). An inflammatory fluid is usually exuded by the inflamed 
synovium. In addition to pain and loss of mobility of joints, patients frequently develop 
systemic manifestations, such as anemia, subcutaneous nodules, pleurisy, pericarditis, 
interstitial lung disease, and manifestations of vasculitis such as nerve infarction, skin 
lesions, and inflammation of the ocular sclera. The course of RA is variable, but usually 
patients undergo progressive loss of cartilage and bone around joints with resulting 
diminished mobility.

Although the cause of RA remains unknown, a number of its features are suggestive of 
an autoimmune etiology. The pathology of arthritic joints suggests a T-cell–mediated 
chronic inflammatory reaction ( 270 ). Susceptibility to RA is significantly greater in 
individuals with the DR4 haplotype, owing to the QKRAA motif in the hypervariable 
region, thereby suggesting a role for autoantigen presentation ( 271 ). Most patients (over 
80%) develop RF ( 20 ), mostly produced in the marrow, but with significant production 
by the inflamed synovium ( 272 ). The presence of intrasynovial immune complexes, 
together with diminished levels of complement components, implies an involvement of 
RF in some of the local pathology ( 273 ). In recent years, however, much interest has 
focused on the T cells and mononuclear phagocytes infiltrating the joint. T cells are 
probably polyclonal ( 274 ), although evidence for selective expansion of certain Vß 
subsets exists and has led some investigators to propose a role for superantigens ( 275 ). 
Depletion of T cells by thoracic duct drainage ( 276 ), or by immunosuppressive drugs 
such as cyclosporine, has resulted in improvement, implying an important role for T 
cells in the inflammatory process ( 277 ). Much work on intrasynovial cytokines, however, 
has pointed toward mononuclear phagocytes as the prime driving force of the 
inflammatory process ( 278 ).

The synovial fluid in RA contains primarily cytokines of mononuclear origin, including 
IL-1, IL-6, and TNF-a. IL-1 receptor antagonist can also be demonstrated in most fluids. 
In contrast, IL-2, IFN-?, and other T-cell cytokines are usually present in only small 
quantities, with the possible exception of IL-17. Efforts to treat RA with T-cell–depleting 
monoclonal antibodies have yielded disappointing results ( 279 ). In contrast, 
administration of monoclonal antibodies to TNF-a has resulted in marked reduction of 
inflammation ( 280 ). Modest improvement has also been reported for antibodies to IL-6 
and with administration of IL-1 receptor antagonist.

Efforts to define the underlying etiology of RA have met with frustration. Numerous 
reports of isolation of viruses, mycoplasmas, and other infectious agents have not been 
confirmed. Because experimental anticollagen immunity in rodents results in an RA-like 
syndrome ( 281 ), it is possible that similar autoimmunity might be at work in RA. 
Although low levels of anticollagen antibodies and reactive T cells have been reported 
in RA, there is little to support the involvement of anticollagen immunity in this disorder ( 
282 ).



The mechanism whereby joint inflammation results in crippling cartilage and bone 
erosion in RA is incompletely understood ( 283 ). It seems unlikely that leakage into 
cartilage of neutrophil or mononuclear phagocyte-derived proteolytic enzymes is 
responsible. The diffusion through the cartilage matrix of cytokines probably stimulates 
breakdown of cartilage and bone through an action on chondrocytes and osteoclasts. In 
this regard, the TNF-family cytokine RANK ligand (RANKL) appears to be of particular 
importance, as overexpression of RANKL and its receptor predispose to erosive arthritis 
in the collagen model, and lack of RANKL allows induction of arthritis yet prevents 
cartilaginous and bony destruction ( 284 ).

Reactive Arthritis and Spondyarthitides

An important group of rheumatic diseases is characterized by inflammation mostly of 
large joints, with a predilection for the sacroiliac joints in chronic cases, often associated 
with infection by certain organisms, or with psoriasis or inflammatory bowel disease ( 285 

). These illnesses share a tendency for inflammation to heal with brisk fibroblastic 
proliferation, together with the formation of new bone. They are unlike RA in that 
periarticular cartilage loss and osteopenia are uncharacteristic. A remarkable feature of 
these illnesses is their association with the HLA-B27 class I MHC allele. Reactive 
arthritis often involves genitourinary, oral mucosal, uveal tract, and skin inflammation. In 
most studies, about 90% of afflicted individuals have the B27 haplotype, compared to 
7% of the normal population ( 286 ). Numerous outbreaks of reactive arthritis have been 
observed in HLA-B27 positive individuals following epidemic infections with 
diarrhea-causing bacteria (see below), as shown in Fig. 5.

 
FIG. 5. The evolution of an outbreak of reactive arthritis among the crew of a naval 
vessel following an epidemic of Shigella dysentery is shown. Of over 600 crew 
members who developed diarrhea, only 11 developed features of reactive arthritis. Five 
of these sailors were traced 10 years later, and four were found to be HLA-B27 positive. 
From Noer ( 359 ), with permission.



Whether autoimmunity is operative in the pathogenesis of these forms of chronic 
arthritis is unclear ( 287 ). Autoantibodies to IgG are absent, as are antinuclear 
antibodies, and other autoantibodies are not described. There is some evidence that 
infection with inciting organisms (which include Chlamydia, Yersinia, Salmonella, and 
Shigella) may elicit antibodies or cell-mediated immunity which is cross reactive with 
self-antigen, but the pathogenesis of these illnesses is quite unclear ( 288 ). The class I 
association has given rise to the speculation that CD8 T cells are important in mediating 
self-reactivity, and this contention is supported by the occurrence of joint inflammation 
and other features of reactive arthritis, often severe, in HIV-infected individuals with 
severely depressed CD4 counts yet relative preservation of CD8 + T cells ( 289 ).

Rats expressing a human HLA-B27 transgene in high copy number develop arthritis, 
inflammatory bowel disease, and skin lesions ( 290 ). These are less severe in animals 
raised under germ-free conditions, implying a role for microbial flora. T cells are 
required for development of disease. In mice, imposition of the HLA-B27 transgene in 
mice lacking endogenous class I MHC molecules also gives rise to an arthritic and 
inflammatory syndrome ( 291 ). The predilection in humans for illness in B27-positive 
individuals may reflect different responses to bacterial antigens and differential 
clearance of bacteria ( 292 ).

Systemic Vasculitis

The susceptibility of the vascular system to injury from deposition within vessel walls of 
immune complexes or from intravascular cell-mediated lesions is the basis of a large 
group of disorders with multiple manifestations that depend on the severity of 
involvement and the nature of the affected blood vessel ( 293 ). Fig. 6 shows typical 
involvement of a medium-sized artery. In some cases, the mechanism is immune 
complexes formed in response to exogenous antigens, such as viruses (especially 
hepatitis B and C) ( 294 ) or drugs ( 295 ), while in other instances, autoantibodies or 
antibodies to as yet uncharacterized environmental agents are responsible. In still other 
instances, the injury to blood vessel is initiated by obscure causes, and is abetted by 
local expression of adhesion molecules, cytokines, chemokines, and activated clotting 
factors ( 296 ).



 
FIG. 6. Systemic necrotizing arteritis. Shown is a section of a subsegmental mesenteric 
artery of a 65-year-old man with severe abdominal pain and a bowel infarction. Note the 
disruption of the internal elastic lamina of the vessel, the intramural thrombus, and the 
leukocytic infiltrate. The patient had an excellent response to corticosteroids and 
cyclophosphamide.

Autoimmune vasculitis can be seen alone or together with SLE or other rheumatic 
diseases. Fig. 7 demonstrates the deposition of C3 in the lumen of an inflamed small 
artery from an SLE patient with vasculitis. There is evidence for deposition of 
complexes of DNA–anti-DNA and IgG rheumatoid factor, with subsequent injury 
involving the complement system ( 297 ). On occasion, clinical disease correlates with 
cryoprecipitation of complexes in serum cooled below body temperature. A special 
example of vasculitis is that of mixed cryoglobulinemia ( 298 ), in which a monoclonal IgM 
(the product of a single aberrant B-cell clone) with autoantibody activity against IgG 
(i.e., rheumatoid factor activity) forms large circulating complexes that deposit in the 
walls of small and medium sized arteries, causing ischemia and infarction of skin, 
nerves, and kidney. There is a striking association between this illness and chronic 
infection with hepatitis C virus, yet the underlying etiology of the cryoglobulinemia 
remains unknown.

 
FIG. 7. Vasculitis in a patient with SLE. Note the presence of complement 
demonstrated using antihuman C3 in the wall of this artery.



Vasculitis manifestations can range from skin lesions alone (small-vessel vasculitis) to 
ischemia of vital organs such as kidney, heart, brain, and liver. Attempts have been 
made to classify vasculitis based on known versus unknown etiology and rheumatic 
versus nonrheumatic. Fig. 8 schematizes the type of involvement that results from 
inflammation of blood vessels of differing caliber.

 
FIG. 8. The spectrum of vasculitis. The manifestations of vasculitis are dependent on 
the caliber of the involved vessel, which may in turn reflect the size, charge, or other 
physical properties of deposited immune complexes. Note that the resulting disease is 
dependent on the size of the inflamed vessel. Courtesy of the late James A. Gilliam, 
M.D.

Wegener’s granulomatosis is a rare form of vasculitis featuring the formation of 
granulomas around blood vessels with typical severe involvement of lung and kidney ( 
299 ). The presence of antibodies to proteinase 3 or myeloperoxidase in most patients 
with this disorder has led to the hypothesis that antineutrophil cytoplasmic autoantibody 
(ANCA)–induced neutrophil activation is central to a chain of events leading to T-cell 
activation and a cellular immune response involving macrophage activation ( 300 ).

Sjögren’s Syndrome

This lymphoproliferative and autoimmune disorder occurs in a primary form, not 
associated with a rheumatic disease, and as a complication of rheumatoid arthritis, 
SLE, or scleroderma. Patients develop infiltration of exocrine glands, mostly salivary 
and lacrimal glands, with activated polyclonal CD4 + T cells, together with 
hypergammaglobulinemia, autoantibodies, and sometimes vasculitis ( 301 ). Lymphocyte 
infiltration may extend beyond the exocrine glands to involve lungs, liver, and other 
viscera. Primary Sjögren’s syndrome is associated with HLA-DR3, and with antibodies 
to Ro and La. There is an increased susceptibility to lymphoid malignancy, mostly B-cell 
lymphomas. An entity resembling Sjögren’s syndrome has been described in HIV 
infection, with CD8- rather than CD4-bearing cells infiltrating exocrine glands ( 302 ).



Chronic Graft versus Host Disease

In animals undergoing chronic graft versus host disease (GVH) against class II 
determinants, a systemic autoimmune syndrome with SLE-like features produces 
antinuclear antibodies, immune complex renal disease, and immune hemolytic anemia ( 
303 ). Clinical manifestations vary according to background genes and according to the 
genetic barrier between strains; I-E differences generate higher levels of antinuclear 
antibodies, yet I-A differences result in more renal disease. In murine chronic GVH, 
induced across an MHC class II barrier, T and B cells interact in a cognate 
MHC-restricted fashion, implying a specific form of T-cell help rather than the 
nonspecific effect on B cells of excessive cytokines ( 304 ).

“Homologous disease” occurs in rats subjected to chronic GVH. Extensive sclerotic 
visceral lesions very like scleroderma occur ( 305 ). In human recipients of bone marrow, 
a chronic GVH syndrome is a major clinical problem, leading to fibrosis, skin pathology, 
and autoantibodies. The syndrome even occurs in recipients of autologous marrow, 
although in a milder form ( 306 ).

Scleroderma (Systemic Sclerosis)

This disease is marked by inflammation, followed by generation of increased amounts 
of collagen in skin and viscera, accompanied by certain antinuclear antibodies ( 307 ). 
Early lesions contain T-lymphocytes, and there is evidence of bias of the T-cell 
repertoire ( 308 ). Antibodies to topoisomerase I (Scl-70) correlate with visceral damage, 
while antibodies to centromere antigens connote a more benign course ( 309 ). 
Scleroderma is characterized by marked vascular abnormalities, the most dramatic of 
which is the episodic reduction in peripheral arterial perfusion (often provoked by cold 
temperatures) known as Raynaud’s phenomenon. Impairment of circulation can lead to 
pain, infections, and frequent ischemic amputation of the distal fingertips. Considerable 
disability can result from this and from the loss of hand mobility due to thickening of the 
overlying skin.

Patients with the severe form of scleroderma known as progressive systemic sclerosis 
develop serious injury to the skin, kidney, lung, and gastrointestinal tract. Therapy is 
usually ineffective. Despite the clear-cut evidence of serologic autoimmunity, the 
autoimmunity underlying the visceral and skin damage in the illness is only presumed, 
and nothing is known of the underlying mechanism. A strain of chickens develops an 
illness with marked scleroderma-like features ( 310 ).

The finding of increased numbers of cells of fetal origin in women with scleroderma has 
led to the proposal that this disorder might be due to persistent microchimerism and 
resulting chronic GVH disease ( 311 ). The occurrence of scleroderma in men and in 
nulliparous women might reflect the persistence of maternal cells transferred to patients 
during fetal life or parturition. While an attractive hypothesis, microchimerism as a 
cause of autoimmune disease must explain how such minute numbers of cells can 



exert powerful effects in vivo.

COMMONLY USED ANIMAL MODELS OF SYSTEMIC AUTOIMMUNE 
DISEASE

Several spontaneous murine models have been widely used to address SLE 
pathogenesis and treatment.

lpr and gld Mice

The autosomal recessive lpr mutation of the Fas apoptosis gene causes progressive, 
spectacular lymphadenopathy ( Fig. 9), multiple SLE-like autoantibodies, and 
hypergammaglobulinemia ( 312 ). As is also true for the other murine SLE models, 
expression of laboratory and clinical manifestations of disease is highly dependent on 
other, poorly understood background genes ( 313 ). Thus, MRL/lpr mice, which are the 
best-studied strain, develop severe glomerulonephritis and vasculitis and have a 
markedly shortened lifespan; C57BL6/lpr (B6/lpr) manifest a milder syndrome with 
nearly normal longevity. The gld mutation is a single base substitution resulting in a 
nonfunctional Fas ligand protein. This defect leads to essentially the same syndrome 
caused by the lpr Fas mutation.

 
FIG. 9. MRL/lpr mouse (formerly called MRL/l), age 4 months. Note massive lymph 

node and spleen enlargement, due to CD4 - CD8 - T-cell infiltration. Courtesy of Robert 
Eisenberg, M.D.

The failure of the Fas–Fas ligand system to delete autoreactive extrathymic T cells 
accounts for the accumulation of vast numbers of CD4 -CD8 - anergic T cells, the 
unusual phenotype of which apparently represents a secondary mechanism for 
down-regulating function, in the absence of deletion. The Fas mutation is also 
expressed in B cells, leading to a failure to delete autoantibody-forming cells but not to 
lymphoproliferation analogous to T cells ( 220 ).



T cells are required for development of both lymphadenopathy and autoantibodies. In 
lpr mice with deletion of MHC class II genes ( 314 ) or lacking CD4 molecules ( 315 ), 
autoantibodies fail to develop, yet lymphadenopathy occurs; conversely, the absence of 
CD8 or ß2 microglobulin ( 316 ) results in little change in autoantibody levels, but a 
marked decrease in lymphadenopathy. These and other studies support the idea that 
the abnormal “double-negative” T cells of lpr are descended primarily from CD8 
precursors, which lose their CD8 as part of their evolution into anergic cells. The T cells 
that provide help for autoantibodies, on the other hand, are primarily CD4-bearing cells 
that recognize antigens (and presumably autoantigens) in the context of self–class II 
MHC. In MRL/lpr mice, immunopathology, including the abnormal accumulation of 
double-negative T cells, depends on B-lymphocytes, indicating their importance not only 
as antibody producing cells but also as antigen-presenting cells and perhaps in other 
roles in the development of autoimmunity ( 317 ).

NZB and NZB/NZW F1 Mice

NZB mice develop autoimmune hemolytic anemia, antinuclear antibodies, and late-life 
lymphoreticular neoplasms ( 318 ). The F1 offspring of this strain and near-normal NZW 
mice suffer from a much more fulminant and SLE-like syndrome leading to diffuse 
proliferative glomerulonephritis, high-titer antinuclear antibodies, and early death 
(especially in females). NZBxSWR F1 mice are another well-studied model that 
develops renal disease, offering the additional advantage that the SWR parents are 
free of endogenous retroviruses and without apparent additional immunopathology ( 319 

). The genetics of SLE in NZB crosses is complex and is discussed elsewhere. The 
SLE-like disease is characterized by both B- and T-cell defects, notably B-cell 
hyperactivity even in fetal life and a requirement for T cells for development of 
autoantibodies and disease ( 320 ).

BXSB Mice

These animals develop an age-dependent SLE-like syndrome that is much more severe 
in males because it is due to a mutation of a Y-chromosome gene (Yaa) ( 321 ). Unlike 
the lpr mutation, which provokes at least some degree of autoimmune disease 
regardless of genetic background, Yaa results in acceleration of autoimmunity only 
when bred onto the genomes of autoimmune mice. High-titer antinuclear antibodies and 
immune-complex nephritis lead to early mortality in males. Chimera studies using 
B6-Yaa mice have shown that it is largely the T-lymphocytes that are responsible for the 
autoimmune disease, as their elimination but not elimination of B cells reduces disease 
in chimeras. It has been suggested that the basic defect in this strain involves 
enhanced T-B interaction, possibly through abnormal adherence. The presence of a 
functional I-E molecule reduces serologic and clinical disease, possibly through 
presentation of peptide fragments of I-E by the I-A element ( 322 ).

Induction of Systemic Lupus-like Syndrome in Mice through Injection of Pristane



Pristane, a branched alkane, is widely used to produce peritoneal inflammation that 
primes mice for subsequent hybridoma implantation. It was fortuitously observed that 
mice receiving pristane alone developed a progressive autoimmune syndrome marked 
by development of SLE-like autoantibodies including anti-Sm and other highly 
characteristic specificities ( 323 ). SLE-like glomerular changes are observed, together 
with deposition of immunoglobulin and complement. Serologic features of the syndrome 
are dependent on the genetic background of the mouse, with H-2 playing a prominent 
role. For instance H-2s mice develop antiribosomal protein autoantibodies, while 
autoantibodies appear only in low titer in C57BL mice ( 324 ).

Systemic Autoimmunity Induced by Idiotype Infusion

A syndrome characterized by antinuclear antibodies, cytopenias, and immune-mediated 
renal disease occurs in mice given antibodies expressing the human 16/6 idiotype, 
which is found on certain human IgM monoclonal anti-DNA antibodies ( 325 ). Disease is 
preceded by antibodies to the 16/6 idiotype, and may represent precipitation of a 
cascade of aberrant idiotype–anti-idiotype network interactions involving T cells, as SLE 
manifestations can also be induced by T-cell lines from idiotype-immunized mice ( 326 ). 
These mice have also been reported to have anticardiolipin antibodies and 
abnormalities of hemostasis.

Viable Moth-eaten Mouse

Recent work has shown that the moth-eaten (Me) and viable moth-eaten (Me v) 
phenotypes, which results in a severe neonatal autoimmune syndrome with 
hypergammaglobulinemia and autoantibodies to DNA and erythrocytes, are due to 
mutations in the SHP-1 tyrosine phosphatase expressed in hematopoietic cells ( 327 ). 
Virtually all of the mouse B cells are of the B1 subset. Death of Me mice occurs at 
about age 3 weeks, while Me v mice, which have a partially functional SHP-1, live to 
about 9 weeks. In both strains, there is hypergammaglobulinemia, multiple 
autoantibodies, and severe interstitial pneumonitis. The mechanism whereby the 
phosphatase deficiency results in autoreactivity is unclear, but presumably reflects 
fundamental mechanisms controlling B-cell differentiation.

SEVERE AUTOIMMUNE DISEASE IN KNOCKOUT AND TRANSGENIC 
STRAINS

Mice homozygous for deletion of the TGFß gene suffer a severe and fulminant 
autoimmune disorder characterized by multiorgan inflammatory disease and death by 3 
weeks. The disorder is mediated by T-lymphocytes and can be adoptively transferred to 
MHC-compatible normal mice ( 328 ). Apparently the absence of the immunosuppressive 
and anti-inflammatory effects of TGFß permits unregulated spontaneous inflammatory 
disease. A parallel situation occurs in mice without functional CTLA-4. The absence of 
negative regulation of T cells normally mediated by this molecule also leads to a severe 



neonatal autoimmune and inflammatory disease ( 329 ).

Striking autoimmune disease, especially involving the intestinal tract but with 
hematologic and other systemic manifestations as well, occurs in mice with deleted IL-2 
( 330 ), IL-10 ( 331 ), and TCR genes ( 332 ). To some extent, the inflammatory disease is 
dependent on the microbiological environment of the mice, as well as the background 
strain, and has been attributed to the consequences of cytokine imbalances.

Mice transgenic for the Bcl-2 oncogene expressed in B cells develop certain SLE-like 
autoantibodies ( 333 ). The combination of the Bcl-2 apoptosis defect and the lpr Fas 
mutation results in mice with even further lymphoid hyperplasia, but no further increase 
in autoantibodies, suggesting that the apoptosis impairment resulting from the lpr 
mutation is maximal in terms of autoantibody production and cannot be further 
exacerbated ( 334 ).

TIGHT-SKIN MOUSE

The Tsk mutation is a dominant mutation on chromosome 2 which is lethal in its 
homozygous form ( 335 ). The mutant gene encodes a defective form of fibrillin-1, which 
apparently causes diffuse fibrosis ( 336 ). The mice develop progressive skin tightening, 
together with pulmonary fibrosis and cardiomyopathy. Antibodies to topoisomerase I ( 
337 ) and RNA polymerase I have been detected. Mice lacking CD4 cells fail to develop 
skin lesions, but develop visceral abnormalities; lack of CD8 cells has little influence on 
the disease, and disease develops in RAG-deficient mice ( 338 ).

MODELS OF RHEUMATOID ARTHRITIS

Several rodent models of RA have been widely used ( 339 ). A chronic polyarthritis 
results from the injection of peptidoglycan-polysaccharide in rats, with extensive joint 
destruction ( 340 ). It is dependent on the genetic background of the rat (Lewis is the 
prototype susceptible strain, Buffalo is resistant), partly due to MHC genes, and 
requires T-lymphocytes. Considerable evidence suggests that the inflammatory disease 
is due to the persistence of bacterial debris. A relapsing form of the disease can be 
induced by intra-articular bacterial lipopolysaccharide in animals that have had an 
earlier injection of peptidoglycan-polysaccharide ( 341 ).

A chronic inflammatory arthritis model also in general use is induced by immunization 
with type II collagen in adjuvant ( 342 ). Collagen arthritis is mainly due to T-cell immunity 
to type II collagen, although antibody is also demonstrable and may provoke some of 
the injury. MHC influences and T-cell oligoclonality are important in this illness ( 343 ). A 
single injection of complete Freund’s adjuvant alone causes a chronic arthritis in rats, 
but not in mice ( 344 ). It has been used as a way of evaluating anti-inflammatory drugs.

Inflammatory arthritis develops in mice transgenic for human T-cell leukemia virus type I 
(HTLV-I) tax ( 345 ). Such animals develop chronic erosive arthritis with synovial 



proliferation and pathologic changes resembling RA. They produce anticollagen 
antibodies, RF, and anti–heat-shock proteins and also manifest T-cell immunity to 
collagen and heat-shock proteins. A Sjögren’s-like autoimmune exocrinopathy has also 
been reported in these animals ( 346 ). These findings are of special interest because 
humans with HTLV infection may also develop inflammatory arthritis, alone or in the 
presence of myelopathy ( 347 ).

A remarkable model of inflammatory and erosive arthritis was serendipitously 
discovered in mice expressing a ribonuclease-specific TCR transgene and the NOD 
class II MHC allele Ia g7. These KRN mice develop RA-like synovial inflammation and 
subsequent deformity ( 348 ). Disease can be transferred with purified immunoglobulin, 
and the responsible antibody is directed against glucose-6-phosphate isomerase. 
Antibodies to this enzyme are found in some RA patient sera, and both antibody and 
antigen have been demonstrated in RA synovial tissue. How this antibody arises and 
the nature of its relation to RA pathogenesis are unanswered and timely questions. It is 
hypothesized that injury comes about through immune-complex deposition.

Mice transgenic for TNF-a also develop a spontaneous erosive arthritis, presumably 
due to the proinflammatory action of this cytokine ( 349 ). These studies support the 
proposed key role of TNF-a in RA.

IMMUNE INJURY IN SYSTEMIC AUTOIMMUNE DISEASE

The classification scheme of Gell and Coombs is still a useful way of subdividing injury 
mechanisms in systemic autoimmunity. Type I injury, mediated by IgE, is not important 
in these disorders. By contrast, tissue damage initiated by binding of autoantibody 
directly to target tissues (type II injury) is of importance, particularly in organ-specific 
autoimmune disease, but to a great extent also in systemic autoimmune disease where 
antibodies to cell and basement membranes, fibronectin, collagen, and other fixed 
components of tissue may exist. Binding of antibody to self-tissue leads to inflammation 
through a complex series of events involving the complement and coagulation 
pathways, leading to chemotaxis of neutrophils and monocytes, and to their 
phagocytosis and release of local inflammatory mediators. Platelet aggregation, 
dilatation of vascular smooth muscle, and activation of mast cells are all part of the 
series of events triggered by autoantibody binding to tissue in type II injury; these topics 
are discussed in detail elsewhere in this textbook. Examples of autoantibodies 
provoking these changes probably include anticollagen antibodies and antiglomerular 
basement antibodies. Fig. 10 depicts the pathologic changes in Goodpastures’ 
syndrome, a disorder causing hemorrhagic lung and kidney lesions due to antibodies 
directed against basement membrane proteins common to both organs.



 
FIG. 10. Type II immune-mediated injury. A: Linear deposition of IgG against antigens 
present on the glomerular basement membrane of a patient with Goodpasture 
syndrome is illustrated using fluoresceinated antihuman IgG. Similar changes were 
seen in the lung. B: Hemorrhagic changes are visible in the gross pathology specimen 
from this patient, who came to autopsy. Courtesy of William J. Yount, M.D.

Type III injury, mediated by immune complexes, is believed to account for much of the 
pathology of systemic autoimmune diseases, particularly SLE and vasculitis. In 
NZB/NZW mice, blocking of C5 using monoclonal antibody reduces nephritis and 
increases survival, supporting a role for classical pathway activation in the immune 
complex disease of this strain ( 350 ). The protean nature of immune complexes, which 
can range from just a few molecules of antigen and antibody to huge complexes 
involving whole cells coated or cross-linked by antibody, accounts for the great variety 
of pathology encountered in type III injury. Much interest has focused on defining the 
offending antigens that are present in injurious immune complexes in SLE and related 
diseases, with mixed success. SLE exacerbations are frequently preceded or 
accompanied by a fall in hemolytic complement, together with a rise in levels of 
antibodies to native (double-stranded) DNA. These antibodies are concentrated in the 
glomeruli of patients with SLE renal disease ( Fig. 11), consistent with the idea that 
DNA–anti-DNA complexes may deposit in SLE kidneys and provoke inflammation. 
Although it seems likely that DNA–anti-DNA is an important antibody system in SLE 
renal disease, it is very likely that other kinds of autoantibodies also contribute in 
important ways to glomerular injury ( 351 ). Antichromatin, for example, forms immune 
complexes that may localize on the glomerular basement membrane. Current studies 
focus on the charge, size, and antigenic characteristics of such antibodies in relation to 
their ability to bind and to injury glomeruli.

 
FIG. 11. Type III (immune complex) injury in an SLE renal biopsy specimen. This 
patient had proteinuria and red blood cells in her urine. Note the granular (sometimes 
called “lumpy-bumpy”) distribution of the immune deposits in this section stained with 



antibody to human C3.

Type IV injury is due to T-lymphocytes, macrophages, and perhaps other cells that 
infiltrate tissues, sometimes causing granulomas. Some systemic autoimmune diseases 
are dominated by type IV injury, for instance, Wegener’s granulomatosis; yet it is more 
common for type IV mechanisms to coexist with types II and III. SLE, for instance, is 
frequently accompanied by destructive and inflammatory skin lesions dominated by 
T-lymphocytes; similarly, the destructive inflammatory muscle lesions of polymyositis 
occur together with antisynthetase antibodies and other serologic autoimmunity. There 
may be some contribution of cell-mediated immunity to SLE renal disease, but 
expression of MHC class I or class II molecules is unnecessary for development of 
nephritis in MRL/lpr mice ( 352 ).

Autoantibodies may also exert damage through their effects on the coagulation system. 
The antiphospholipid syndrome is marked by arterial and venous thromboses that may 
cause stroke, myocardial infarction, and thromboembolism. It is seen alone or as a 
feature of SLE, and is due not to true antiphospholipid antibodies, but rather to 
antibodies to phospholipid-binding proteins, mainly ß2 glycoprotein I ( 353 ). By an 
imperfectly understood mechanism, these antibodies enhance platelet aggregation and 
activation, and promote thrombus formation while paradoxically prolonging the in vitro 
partial thromboplastin time, an indicator of coagulation. This in vitro phenomenon is 
termed the lupus anticoagulant, and is present in a substantial minority of SLE patients 
as well as in many individuals with no other recognized illness. It is a major cause of 
early spontaneous abortion, and may be an important cause of thrombotic disease in 
the general population.

Tissue damage may also be mediated through antibodies to neutrophil cytoplasmic 
antigens (ANCA). These IgG antibodies, initially detected by immunofluorescence, have 
been divided by staining patterns into perinuclear (p-ANCA) and cytoplasmic (c-ANCA). 
p-ANCA are directed against myeloperoxidase, while c-ANCA are specific for 
proteinase 3 ( 354 ). These autoantibodies are useful markers for vasculitis, including 
Wegener’s granulomatosis, pauci–immune necrotizing and crescentic “pauci-immune” 
glomerulonephritis, and polyarteritis nodosa, and their titers correlate with disease 
severity. The mechanism by which antibodies to these cytoplasmic antigens leads to 
blood vessel damage and inflammation is incompletely understood, but may involve 
expression on activated neutrophils of proteinase 3 and myeloperoxidase, and possibly 
release of free proteinase 3. Antibodies to these molecules may provoke enhanced 
neutrophil chemotaxis and adhesion, together with triggering of the respiratory burst. 
This may lead to a series of events culminating in activation of T cells and 
macrophages and the formation of necrotizing granulomas.

APPROACHES TO TREATMENT OF SYSTEMIC AUTOIMMUNE 
DISEASE

In general, the management of human systemic autoimmune disease is empirical and 
unsatisfactory. For the most part, broadly immunosuppressive drugs like corticosteroids 



are used in a wide variety of severe autoimmune and inflammatory disorders; in milder 
conditions anti-inflammatory agents acting on eicosanoid metabolism are often 
sufficient.

In addition to corticosteroids, other immunosuppressive agents are used in 
management of the systemic autoimmune diseases. Cyclophosphamide is an alkylating 
agent that causes profound depletion of both T- and B-lymphocytes and impairment of 
cell-mediated immunity. It is used in SLE nephritis, and is particularly effective in 
granulomatous vasculitis and polyarteritis nodosa. Its use entails the risks of 
immunosuppression, along with an increased incidence of lymphoreticular 
malignancies. Azathioprine and the closely related 6-mercaptopurine are used in 
parallel situations and are somewhat less effective but are less toxic.

Cyclosporine, tacrolimus, and mycophenolate mofetil are natural products with specific 
properties of T-lymphocyte suppression, and have been used with success in SLE, RA, 
and to a limited extent in vasculitis and myositis. They have significant renal toxicity in 
addition to their immunosuppressive effects.

Methotrexate is widely used as a “remittive” agent in rheumatoid arthritis, with the goal 
of reducing disease progression. It is also useful in polymyositis and other connective 
tissue diseases. Its mechanism of action here is controversial and may relate to its 
action on adenosine receptors rather than to its more familiar role as an antimetabolite ( 
355 ).

There is optimism that more specific treatment for autoimmune disorders can be 
devised when their mechanisms become better understood. Oral tolerance holds 
promise as a means of attracting immunosuppressive T-lymphocytes to sites of active 
autoimmune pathology and suppressing inflammation by a bystander effect, probably 
involving TGF-ß ( 356 ). Other approaches under development are monoclonal 
antibodies intended to block the action of cytokines or to deplete lymphocytes ( 279 ). 
With the exception of anti–TNF-a in RA ( 280 ), these have been disappointing so far.

CONCLUSIONS

The mechanisms of systemic autoimmune disease are diverse and incompletely 
understood. Several points are worthy of emphasis. The rules and restrictions 
governing ordinary immune responses seem to apply to autoimmune responses: there 
is little that is extraordinary about the immunoglobulin or T-cell receptor genes used nor 
in their rearrangements or process of diversification; antigen is required to initiate 
responses. Production of and response to cytokines and other mediators are similar to 
what is seen for responses to exogenous antigens, and T and B cells probably 
collaborate in MHC-restricted fashion. The recent availability of transgenic and knockout 
mice and the continuing progress in the understanding of the genome seem likely to 
open novel and fruitful approaches to the challenge of understanding the important 
disorders of systemic autoimmunity.
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GENERAL CONCEPTS IN ORGAN-SPECIFIC AUTOIMMUNITY

Immunity and Autoimmunity

The other side of immunity is autoimmunity. Indeed, in true dialectical fashion, 
immunity’s inception as a scientific discipline centered around this conceptual problem 
that significantly shaped immunologic debates in the first 15 and last 50 years of the 
past century. As much as the prefix auto assigns a specific role for auto immunity apart 
from proper immunity, the idea of immunity is not conceivable, for better or worse, 
without the notion of the self. Immunity has always exhibited distinct association with 
the individual self, beginning with its etymologic roots in the Roman legal concept of an 
individual’s exemption from duty, service, or tax, to its official introduction into the canon 
of medical terminology, where the 1878 edition of Emile Littré’s Dictionnaire de 
Médecine ( 1 ) defined it as “ idio syncratic condition.” However, with the dawn of the 
20th century following the seminal discoveries of protective immunity induced by active 
immunization with attenuated pathogens ( 2 ) or passive transfer of convalescent serum 
( 2a) and the seemingly unstoppable success of the “New Immunology,” the notion of 



the immunologic self underwent a dramatic reconfiguration. The price for immunity, it 
appeared, was autoimmunity, a concept so problematic that its existence had to be 
relegated to the realm of the almost unspeakable, that is, the Greco-Latin neologism of 
a “horror autotoxicus” ( 3 ). Paradoxically, the time that witnessed the “horror 
autotoxicus” acquired the status of “law of immunity research” ( 4 ) also became what 
Arthur Silverstein has termed the “classical period” of autoimmunity research ( 5 ). 
Though declared anathema, autoimmune phenomena were reported in a quick 
succession of widely publicized observations. In 1902, Portier and Richet ( 6 ) reported 
the phenomenon of anaphylaxis (as linguistically opposed to prophylaxis); in 1903 
Arthus ( 7 ) characterized the local inflammatory response that was to bear his name; 
Donath and Landsteiner ( 8 ) described the first human autoimmune disease 
(paroxysmal cold hemoglobinuria) in 1904; and the term allergy (“altered reactivity”) was 
coined by von Pirquet and Schick ( 9 ) in their analysis of serum sickness in 1905. The 
idea that tissue destruction may lead to expanded immunopathology (currently referred 
to as “determinant spreading”) was proposed by Weil and Braun ( 10 ) in 1909: In the 
course of an infectious disease, “tissue alterations lead to generation of complement 
binding factors that, […] based on their affinity to bodily cells, themselves attack and 
damage the cells of the organism.” Even the concepts of organ specificity ( 11 ), 
immunoprivilege, and a breakdown of regulatory mechanisms as a cause for 
autoimmunity ( 4 ) were developed in the early days of autoimmunity research.

This period of extraordinary productivity was followed by an almost 40-year hiatus, “the 
dark ages” of autoimmunity research ( 5 ). The reasons for such a generalized 
disinterest in autoimmune phenomena were manifold and include political 
reconfigurations after World War I, the death of both Ehrlich (1915) and Metchnikoff 
(1916), a misconception of “horror autotoxicus” that immune responses against “self” 
are impossible rather than improbable, and a paradigm shift in the field of immunology 
in favor of immunochemical approaches ( 5 ). The renaissance of autoimmunity 
research had to await observations about immunologic tolerance of mice congenitally 
infected with lymphocytic choriomeningitis virus (LCMV) ( 12 ), description of tolerance in 
chimeric cattle twins ( 13 ), and Medawar’s work on skin transplant rejection ( 14 , 15 , 16 

and 17 ), as well as the integration of these findings into a conceptual framework of self 
and non-self as determinants for immunologic reactivity ( 18 ). Burnet subsequently 
developed and extended these ideas into the “clonal selection theory of antibody 
formation” ( 19 ), thereby establishing the conceptual centrality of self, non-self, and 
immunologic tolerance. Although the dogmatic reading of “horror autotoxicus” was still 
prevalent (Ernest Witebsky delayed his publication about thyroid antibodies [ 20 ] for 
several years assuming an experimental error [ 5 ]), Ehrlich’s original conception of 
“regulatory contrivances” that prevent autoimmunity was now validated within the 
context of the clonal selection theory.

Again, however, the usefulness of self and non-self as distinguishing parameters was 
questioned at the very time that they began their rise to prominence. Ludwik Fleck, in 
his singular study Genesis and Development of a Scientific Fact  ( 21 ), questioned the 
capacity of an immune system that only interacts with structures that are strictly 
non-self: “[I]t is very doubtful whether an invasion in the old sense is possible, involving 



as it does an inference by completely foreign organisms in natural conditions. A 
completely foreign organism could find no receptors capable of reaction and thus could 
not generate a biological process.” This view is echoed and elaborated on in the work of 
Jerne ( 22 ) and Coutinho et al. ( 23 ) and the possibility of a physiologic role for 
autoimmune processes was postulated by concepts such as “physiologic” ( 24 ), 
“positive” ( 25 ) or “protective” autoimmunity ( 25a). The importance of autoreactivity as 
an integral aspect of immunity is further demonstrated by the phenomenon of positive 
T-cell selection in the thymus or the T cell-mediated destruction of transformed or 
infected tissues that is based on the recognition of “foreign” (eg. viral peptides or even 
“self” as in the case of some tumor-derived antigens) in the context of “self” (major 
histocompatibility complexes). In fact, events associated with “danger” or the 
preservation of “tissue integrity” rather than the discrimination between “self/non-self” 
have been postulated as a primary driving force that engages the immune system ( 26 , 
27 ).

While evolutionary constraints have favored the development of an immune system that 
indeed can be successfully conceptualized, to a certain extent, with the notions of 
“self/non-self distinction”, “danger” and “tissue integrity”, a utilitarian view of 
auto/immunity should emphasize a balanced perspective between practical 
consequences and ideational comprehensiveness.

While the notion of autoimmunity as an aberrant phenomenon has formed much of our 
understanding about the immune system and its functions, there appears to be a 
growing awareness that immunity and autoimmunity are historically and conceptually 
inextricably intertwined. An emerging consensus indicates that the anthropomorphisms 
of self and non-self should be overcome (e.g., as suggested in the respective forewords 
to two leading textbooks on autoimmunity [ 28 , 29 ]) and that autoimmunity is likely to be 
a universal phenomenon in the evolution of the vertebrate immune system. As part of 
the evolving organism, the immune system processes antigen stimuli in a deterministic 
fashion restricted by genetics, previous antigenic experience of the host, nature of the 
antigen and the conditions of its presentation ( 28 ). However, imbuing the immune 
system’s function with an overriding purpose, no matter how important for our 
conceptualization and experimentation, has to consider that evolution is ignorant to 
teleology. In this respect, the remark by the Darwinist Paul Ehrlich ( 3 ) that production of 
autoantibodies is “dysteleological in the extreme” may be extended to the functionality 
of the immune system as a whole: there is no teleology in autoimmunity nor immunity, 
just the workings of a complex system under evolutionary constraints. The rules that 
inform immunity are the same ones that govern autoimmunity.

The Burden of Autoimmune Diseases

The existence of autoimmune diseases in humans has been known for almost 100 
years. By now, autoimmune pathogenesis has been attributed to more than 40 human 
diseases ( 30 ), yet it is still far from clear which features can conclusively prove an 
underlying autoimmune pathogenesis. It has been suggested, somewhat provocatively, 
that with knowledge about an infectious origin, diseases are called 
immunopathologically mediated, whereas lack of such knowledge results in reference to 



such diseases as autoimmune ( 31 ). While this argument is akin to the medical 
taxonomy where diseases of unknown origin are assigned to the domain of the 
“endogenous,” “idiotypic,” “essential,” or “primary,” a “positive” definition for autoimmune 
diseases is very much needed to provide a specific diagnostic framework that allows for 
unequivocal identification of distinct autoimmune disorders, yet remains flexible enough 
to accommodate new insights into etiologic and symptomatologic processes. A first 
attempt to provide such a basis for the establishment of the autoimmune origin of 
human diseases was formulated by Witebsky et al. ( 32 ) who modeled their postulates 
on those of Koch: recognition of an autoimmune response (autoantibody or cell 
mediated) and identification of a corresponding autoantigen, as well as induction of an 
analogous autoimmune response and disease in experimental animals ( 32 ). A timely 
update for these criteria has been proposed by Rose and Bona ( 30 ) who suggested a 
combination of direct evidence (transfer of pathogenic antibodies or T cells), indirect 
evidence (reproduction of disease in experimental animals), and circumstantial 
evidence (clinical clues) to determine an underlying autoimmune etiology for human 
diseases. However, it is important to note that ultimately guidelines must be tailored to 
individual autoimmune disorders. An example for a catalog of diagnostic criteria to be 
evaluated in a scoring system for identification of patients with a specific autoimmune 
disease is the report of the International Autoimmune Hepatitis Group ( 33 ). This report 
also illustrates the importance of distinguishing between an autoimmune and infectious 
origin for hepatitis ( 33 ). Immunosuppressive therapy has a beneficial effect on the 
course of autoimmune hepatitis (AIH); responsiveness to such therapy is in fact one of 
the diagnostic criteria for AIH but may be detrimental when employed for treatment of 
virus-induced hepatitis.

In a first of its kind, a meta-study providing a comprehensive evaluation of the 
prevalence and incidence studies conducted for 24 autoimmune diseases since 1965 
was published in 1997 ( 34 ). Overall, 1 in 31 Americans or ˜8.5 million people were 
estimated to be afflicted by autoimmune diseases. The most prevalent disorders, 
divided into organ-specific and systemic conditions, and ranked in order of prevalence, 
are listed in Table 1. The study by Jacobson et al. ( 34 ) has documented some striking, 
if not entirely unexpected results. The number of studies conducted has not necessarily 
been related to the public health burden. Many autoimmune conditions are clearly 
understudied, and some of the most frequently epidemiologically studied diseases do 
not contribute a comparatively high number of cases per year. The specific reasons for 
this balance remain to be elucidated, but will likely include the presence or absence of 
effective therapy. Pernicious anemia, the sixth most common autoimmune disease in 
the United States, can be effectively managed, and therefore apparently attracts only 
limited epidemiologic interest. Other significantly less frequent conditions pose a 
pronounced health burden on afflicted individuals and thus warrant continued attention 
and efforts to provide amelioration or even cure. On the other hand, the availability of 
certain models for autoimmune diseases, again not necessarily a reflection of the 
epidemiologic importance of the corresponding human autoimmune disease, will have 
an impact on choices made by researchers charting their field of study. Finally, as in 
other areas of research or clinical medicine, the funds and resources available are the 
result of multiple factors that may or may not include the public health burden a 
particular autoimmune disease poses. Balancing these aspects to appropriately 
appreciate the burden of autoimmune diseases, based on both the population and the 



afflicted individual, is a great challenge requiring our continued efforts to identify, 
investigate, inform, and, hopefully, improve the therapies for many autoimmune 
diseases.

 
TABLE 1. Prevalence and incidence of autoimmune diseases in United States (1996)

Central and Peripheral Tolerance: Implementing an Operational Concept

A historical discussion of the concept of tolerance is beyond the scope of this chapter, 
but some aspects of the usage of the term require clarification at the outset. Tolerance 
in adaptive immunity, strictu sensu, is the absence of specific lymphocyte activity. This 
may be achieved by physical deletion or functional silencing of specific T and B cells. 
Some researchers refer to these tolerance mechanisms as “passive” or “recessive” 
tolerance to explicitly distinguish them from “active” or “dominant” tolerance. While the 
latter mechanisms constitute bona fide immune responses (therefore, other researchers 
do not categorize them as a mode of tolerance), their particular nature results in a 
phenotype that is comparable to that achieved by means of passive/recessive 
tolerance. Distinct effector mechanisms (e.g., immunosuppressive cytokines) and 
possibly dedicated classes of immune cells (e.g., “T-regulatory cells”) ensure that local 
or systemic autoimmunity is avoided. The concept of T-cell suppressors, first proposed 
in the early 1970s by Gershon and Kondo ( 35 ), has recently been resurrected in the 
form of CD25 +CD4 + regulatory T cells and has attracted considerable attention. 
However, while there is indeed a CD25 + lineage of T cells committed to regulatory 
activity in naïve, nonimmunized mice, we wish to underscore that regulatory functions, 
including those that limit autoimmunity, are a feature of the immune system as a whole 
and can be exercised by other classes of immune cells as well (e.g., CD8 + T cells, 
?dTCR T cells, NKT cells, etc.). Thus, while CD25 +CD4 + regulatory T cells occupy a 
distinct and important niche in the complex dynamic network of immune functions, not 
all T-cell regulators are CD25 +CD4 +, nor do all CD25 +CD4 + T cells function as 
suppressors. The multiplicity of current efforts to understand the nature of CD25 +CD4 +

 regulatory T cells has been expertly reviewed elsewhere ( 36 , 37 and Chapter 30).



T-Cell Tolerance Autoreactivity, by definition, designates a specific immune response 
to self-antigens. Antigen-nonspecific responses such as inflammatory and innate 
immune processes should not be considered autoimmune in the strict sense, although 
they may accompany, enhance, or even trigger autoimmune processes proper. Thus, 
antigen-specific T- or B-cell immunity will have to underlie a genuine autoimmune 
disorder. Furthermore, for organ-specific autoimmune diseases, antigen-specificity of 
primary effector lymphocytes must be largely restricted to autoantigens derived from 
defined organs or tissues. Once initiated, organ-specific responses that precipitate or 
“drive” the localized autoimmune reaction may diversify to comprise additional 
specificities (“determinant spreading”) and pathogenic mechanisms. How does the 
adaptive immune system restrict generation and activation of autoreactive 
lymphocytes? The central process by which the generation of T-cell receptor diversity is 
limited is called thymic selection. Thymic selection is a developmental process that 
selects T cells with a biased repertoire for export into the periphery ( 38 , 39 , 40 , 41 and 42 

). T cells that interact at least weakly with self-peptides presented in the context of MHC 
molecules are chosen in the course of positive selection ( 43 , 44 ), while those that do 
not effectively interact with MHC–peptide complexes die “by neglect.” However, 
interactions above a certain avidity threshold result in elimination by negative selection 
and constitute the basis for “central tolerance” ( 38 , 42 ). Thus, central tolerance prevents 
widespread autoimmunity as a function of lymphocyte/antigen-complex avidity and 
preferentially selects T cells with specificity for antigens not expressed in thymic 
epithelium for export into the periphery. However, central tolerance is not complete and 
a sizable pool of T cells with intermediate avidity can escape negative selection and 
constitutes the majority of autoreactive T-cells found in the peripheral immune system. 
While the presence of these autoreactive T cells is to be considered physiologic, they 
are usually not activated and exhibit a “naïve” phenotype. Only an encounter under 
appropriate stimulatory conditions (i.e., presentation of autoantigen-derived peptides 
presented in the context of MHC class I or II molecules accompanied by 
antigen-nonspecific co-stimulatory interactions) can lead to their full activation in the 
periphery. As “armed effectors,” autoreactive T cells are now potentially very dangerous 
and may initiate organ-specific autoimmunity, if they recognize the same or closely 
related autoantigen in a defined tissue. It is thought that a few autoaggressive “driver 
clones” with highly detrimental effector function can sustain a localized autoimmune 
process, and it is likely that high receptor/MHC/self-peptide avidity predisposes to this 
phenotype ( 45 ). However, not all self-reactive lymphocytes need to necessarily exhibit 
an aggressive phenotype. Depending on their specific effector functions, autoreactive T 
cells may exhibit regulatory functions and may critically modulate or even abort local 
autoimmune processes. Such autoreactive regulators might occur physiologically and 
constitute the majority of autoimmune responses present in healthy individuals. The 
presence of autoreactive T cells in the periphery might suggest that detrimental 
autoimmunity should occur quite frequently if organ-specific autoantigens are not 
expressed in the thymus, or alternatively or in addition, such physiologically occurring 
autoimmunity is of a regulatory nature. Yet, there are several mechanisms that maintain 
tolerance in the periphery. Peripheral tolerance involves a set of mechanisms which 
ensures that autoreactive T-lymphocytes are not activated in the periphery. It should be 
noted that these mechanisms pertain to both autoreactive and “heteroreactive” T cells 
and involve the following pathways. First, it has been observed that naïve T cells 
triggered by a strong signal through the T-cell receptor alone may lose the ability to 
proliferate, and some but not all effector functions become “anergic” ( 46 , 47 and 48 ). 



Presence of certain cytokines or co-stimulatory interactions can avoid the induction of 
anergy or may reverse an anergic state. Second, highly activated T cells will eventually 
undergo activation-induced cell death (AICD) ( 49 ). AICD is thought to be essential for 
the down-modulation of immune responses and the reestablishment of immune 
homeostasis. Impairment of AICD may lead to continued immune activation and 
generalized autoreactivity. For CD4 lymphocytes, AICD is Fas/Fas-L dependent ( 50 , 51 

); it is not clear which interactions precisely control AICD in CD8 cells. Third, molecules 
that can deliver specific negative signals, such as the B7-binding CTLA-4 are involved 
in “turning off” of antigen-specific T cells ( 52 , 53 ). Finally, other factors such as 
regulatory lymphocytes and antigen-presenting cells (APC) might play important roles in 
maintaining peripheral tolerance ( 35 , 36 , 54 ). 
B-Cell Tolerance Although they are not selected in the thymus, similar paradigms 
apply to autoreactive B-lymphocytes. B cells mature independently of antigens in the 
bone marrow and clonally expand after recognizing antigens in the periphery. T-helper 
lymphocytes are needed for this process in response to most protein antigens, and 
these B-cell responses are therefore termed “thymus dependent” or, in other words, 
require T cells with specificity linked to an epitope on the antigen that they are reacting 
with. T helper–cell independent B-cell responses occur mostly to bacterial and lipid 
antigens—for example, to lipopolysaccharide (LPS)—and are therefore rarely 
autoaggressive. In conclusion, central (thymic) and peripheral tolerance mechanisms 
will effectively control the vast majority of autoreactive lymphocytes, which assures that 
autoaggressive immune responses are relatively rare (<5% overall population). Some of 
the considerations described in this paragraph are illustrated in Fig. 1. 

 
FIG. 1. Potentially autoreactive lymphocytes can escape thymic negative selection and 
escape into the periphery. Such initially naïve cells can be activated via several 
mechanisms involving cytokines, inflammation, and possibly external triggers such as 
viral infections.

Organ-Specific Tuning—Regulatory and Destructive Autoimmunity As indicated 
above, while autoimmune disorders must conform to a set of general criteria, 
organ-specific autoimmunity must be considered in addition to the specific context of 
the target organ affected. Certain effector functions exerted by autoreactive 
lymphocytes will be detrimental only to particular cells or tissues. For example, the 
pancreatic ß cells are more sensitive to the damaging effect of inflammatory cytokines 
than neighboring a cells (both cell types are part of the islets of Langerhans) and other 
cells in their vicinity (e.g., fibroblasts or acinar tissue of the pancreas) ( 55 ). On the other 



hand, some organs provide a microenvironment that suppresses inflammatory 
responses. For example, both the gut and the central nervous system (CNS) contain 
relatively large amounts of TGF-ß, which is known to have direct anti-inflammatory 
effector functions on APCs ( 56 , 57 and 58 ). Also, certain large organs such as the liver 
may better tolerize lymphocyte responses direct toward them, because they contain a 
high number of cells that are incapable of co-stimulation (e.g., hepatocytes) and will, 
therefore, shut down naïve autoreactive lymphocytes that recognize them ( 26 ). Finally, 
the precise activation state, phenotype, and effector function of an autoreactive cell are 
critical in determining its impact on tissues expressing its cognate antigen. Some 
molecules will exert beneficial functions, such as interleukin-4 (IL-4) and probably IL-10 
and TGFß in type 1 diabetes ( 59 , 60 and 61 ). Antigen-specific regulatory cells are likely 
present in every local autoimmune process and are essential for delay or prevention of 
clinical disease altogether. While their induction is clearly a therapeutic goal, phenotype 
and mechanistic aspects essential for regulatory function are not yet understood in 
detail. Autoreactive regulatory cells may exert their function by targeted alteration of 
APC function. They may act as true bystander processors if their suppressive action via 
APC modulation is extended to aggressive immune responses regardless of specificity 
found in the microenvironment of the affected organ ( Fig. 2). Indeed, such cells have 
been found in several animal models ( 60 , 62 , 63 and 64 ), but their existence and function 
in humans are not well defined. Alternatively, regulatory lymphocytes may directly affect 
activated or naïve aggressive lymphocytes and induce anergy or apoptosis. Finally, by 
changing the overall cytokine milieu of a given inflammatory process, the number and 
function of aggressive cells and cytokines/chemokines may be dampened in a localized 
area ( 65 ). Probably the best-understood balancing circuit employed by autoreactive 
regulatory cells is the T H1/T H2 paradigm ( 66 , 67 and 68 ). In light of these observations, 
autoreactivity is not necessarily detrimental. Furthermore, it is unlikely to identify a 
“typical” phenotype of autoaggressive lymphocytes that will cause damage at any site or 
organ. Rather, autoaggression has to be defined in relation to the target organ or cell 
that is under attack, lymphocytes detrimental in one organ/disease will not necessarily 
be detrimental to other organs, and ubiquitous autoimmunity will therefore occur very 
rarely. 

 
FIG. 2. The concept of bystander suppression via APCs. Organ (cell)-specific 
autoantigens are taken up and presented by APCs locally, for example in the draining 
lymph node. These will activate both aggressive lymphocytes directed to antigen A and 
regulatory lymphocytes directed to antigen B. Effector molecules secreted by 
autoreactive regulatory cells, such as IL-4 in type 1 diabetes, will dampen the 
aggressive response via APC modulation.



Initiating Autoimmunity: Antigens, Genes, and Environment

Antigens A central challenge in most human autoimmune disorders is the identification 
of an initiating autoantigen or autoantigens. Several candidate autoantigens have been 
identified in type 1 diabetes; however, whether any are actually involved in initiation of 
the disease remains unclear and controversial. A similar situation exists for multiple 
sclerosis (MS) and arthritis. Thus, distinguishing features that constitute an ideal 
candidate autoantigen and parameters by which potential candidates can be searched 
for and identified as the initiating autoantigen antigen for a given organ-specific disease 
must be determined with much greater precision to yield insights applicable to 
preventive or therapeutic interventions. The concept that “processing of antigens 
determines the self” has been introduced by Sercarz ( 69 , 70 ). Autoantigens that are not 
expressed in the thymus or are of cryptic nature ( 69 , 71 , 72 ) may encounter a more 
extensive T-cell repertoire that is likely of higher avidity. Such antigens appear to be 
better targets. Low levels of thymic antigen expression or limited numbers of thymic 
medulary cells may lead to partial tolerance ( 58 ). In addition, the precise timing of 
antigen expression during embryonic development may play a major role for the 
establishment of tolerance. Antigens that are cryptic or not expressed during early 
embryonic development might become better targets later, because more autoreactive 
T cells will be present in the periphery. It should be considered that certain “embryonic 
antigens” are involved in initiating autoimmune diseases. Another parameter of 
importance is the constraints with which particular antigens can be presented to the 
immune system in a given target organ. Exogenous uptake of soluble antigens usually 
results in processing via the MHC class II presentation pathway. Such antigens may 
also be processed through the MHC class I pathway by dendritic cells, a mechanism 
termed cross-presentation if the antigen itself was originally expressed by a cell 
different from the APC ( 73 , 74 ). Cross-presentation appears to be less efficient than 
direct endogenous presentation of antigens through the MHC class I pathway. At this 
point it is not clear which properties will make an antigen a more efficient candidate for 
cross-presentation. The class I pathway may be very important in the effector phase for 
many autoimmune disorders because CD8 + T cells with cytotoxic function (CTL) can 
be induced in this fashion, and CTL have profound detrimental effector functions 
(interferon-? [IFN?] and TNF-a secretion, lysis of target cells) ( 75 ). Clearly, recent 
observations have shown that cross-presentation can lead to immunity, as well as 
tolerance, and in this way propagate or alternatively, halt autoimmune disease ( 73 , 76 ). 
It is unlikely that autoantigens that are not presented by professional APCs or within 
lymphoid organs after their release from target cells/organs can initiate autoimmunity. 
Only under extraneous circumstances (i.e., extremely high-density presentation of an 
antigen on a target cell) would this appear possible. However, experienced or primed 
autoaggressive lymphocytes will be capable of becoming activated after seeing antigen 
in the absence of co-stimulation. The type of autoantigen will define its own potential 
“candidacy” in an autoimmune process. Autoantigens that are not expressed during 
development, or were cryptic for an extended period of time, as well as antigens 
secreted and cross-presented in lymphoid organs by APCs, appear to be better suited 
for assuming the role as primary culprits. 
Genes An abundance of empiric evidence indicates the association of many 



organ-specific autoimmune diseases with certain HLA haplotypes, as well as with other 
susceptibility or protective genes. The principal specific genetic linkages are discussed 
separately for each condition below. In general, MHC class I (such as HLA B 27) ( 77 , 78 

) or class II (such as DR4) genes might predispose to a certain disease by enhanced 
presentation of pathogenic peptides in the periphery or inefficacious presentation of 
autoantigen-derived peptides in the thymus. For example, the human HLA-DQ8 
molecule has a striking structural similarity to the mouse I-A g7 class II that predisposes 
NOD mice to spontaneous autoimmune diabetes ( 79 , 80 ). However, the link to disease 
appears not to be as simple as reasoned above, and more complex mechanisms might 
be in place. Presentation of the pathogenic peptide in gluten-induced celiac disease 
involves acidic modification of the protein to generate the peptide ultimately presented 
by MHC class II ( 81 ) and other chemical modifications can be expected to alter peptide 
binding to MHC and the resulting conformation. Other genes that encode 
immunoregulatory or inflammatory proteins may be involved in the disease process 
and, finally, genes that support tissue or wound repair (e.g., islet cell regeneration in 
type 1 diabetes) may be of help to prevent disease development ( 82 ). For most 
organ-specific autoimmune disorders, the genetic links are complex, not absolute, and 
many susceptibility and resistance genes act in concert to modulate the clinical 
phenotype. Still largely unexplored are genes responsible for transcriptional control of 
other proteins. Experimental models indicate that transcription factors can have 
profound effects on the development of autoimmune disease and variations in 
expression and activity levels may be found between susceptible and protected 
individuals. In summary, a complex interplay of many genes will predispose for a certain 
autoimmune disease, but the concordance of clinical manifestation is frequently not 
higher than 30% to 40% in monozygotic twins ( 83 , 84 , 85 , 86 , 87 and 88 ). For this reason, 
other factors are to be considered in triggering or propagating the organ-specific 
disease process. 
Environment 
Viral Infections For many years viral infections have been discussed as potential 
candidates to trigger autoimmunity in susceptible individuals because of their capacity 
to directly infect target tissues and induce strong inflammatory responses and immune 
activation. While the association between viral infections and organ-specific 
autoimmune disorders is a very intriguing possibility, it has been exceedingly difficult to 
demonstrate a causative role for specific viruses in human autoimmune diseases. 
Some of the many obstacles follow: (a) all individuals undergo a multitude of viral 
infections during their lifetime; (b) one has to assume that viruses are frequently cleared 
at the time of diagnosis and viral footprints can be difficult to find in individuals affected 
by an autoimmune disease (“hit and run” event); (c) the precise viral strain, infection 
kinetics, and number of T cells and type of effector functions induced may play an 
instrumental role in determining its effect in an individual genetically at risk, 
necessitating a very detailed immunologic profiling ( 89 ); (d) due to MHC polymorphism, 
there is a significant variation in specificity of the antiviral response; and (e) viral 
infections might not, per se, trigger autoimmunity, but affect an ongoing autoimmune 
process in a detrimental way. Thus, a successful approach should be to first explore the 
underlying mechanisms in virally induced autoimmunity and then apply the precise 
insight and paradigms developed specifically to the human situation. The most 
important mechanisms to be considered are summarized below and in Fig. 3. 



 
FIG. 3. Potential mechanisms of autoimmune disease induction. After a viral infection, 
activated virus–specific T helper (vTH1) cells migrate through a blood-tissue barrier to 
the infected organ. Molecular mimicry (A) describes the activation of cross-reactive TH1 
cells that recognize both the viral epitope and the self-epitope ( 1). Activation of the 
cross-reactive T cells results in the release of cytokines and chemokines ( 2) that recruit 
and activate resident and peripheral monocyte/macrophage cells that can mediate 
self-tissue damage ( 3). The subsequent release of self-tissue antigens and their 
uptake by antigen-presenting cells (APCs) perpetuates the autoimmune disease ( 4). In 
the epitope spread model (B), persistent viral infection ( 1) results in the activation of 
virus-specific Th1 cells ( 2, 3), which mediate self-tissue damage ( 4) resulting in the 
release of self-peptides ( 5), which are engulfed by APCs and presented to self-reactive 
T-helper cells (sTH1) ( 6 ). Continual damage and release of self-peptides results in the 
spread of the self-reactive immune response to multiple self-epitopes ( 6). The 
bystander activation model (C) describes the nonspecific activation of self-reactive Th1 
cells. Activation of virus-specific Th1 cells ( 1, 2) and the up-regulation of immune 
functions throughout the tissue ( 3, 4) results in the increased infiltration of T cells to the 
site of infection and the activation of self-reactive Th1 cells by T-cell receptor 
(TCR)–dependent and TCR-independent mechanisms ( 5). Self-reactive T cells 
activated in this manner can then mediate self-tissue damage and further perpetuate 
the autoimmune response ( 6). The cryptic antigen model describes the initiation of the 
autoimmune response by differential processing of self-peptides. After viral infection ( 
1) interferons to (IFNs) are secreted both by activated virus-specific TH1 cells ( 2, 3) 
and virus-infected cells ( 4). This up-regulates the immune functions of APCs ( 5) and 
can lead to APC engulfing self-peptides ( 6) ( triangle). Cytokine activation of APC can 
induce increased protease production and different processing of captured 
self-epitopes ( triangle) resulting in “cryptic” epitopes ( star). The presentation of these 
“cryptic” epitopes can activate self-reactive Th1 cells ( 7) and lead to self-tissue 
destruction ( 8, 9). Of course, the above-displayed mechanisms are not mutually 
exclusive and the dotted arrows indicate some of the mechanistic intersection points 
that are possible. Courtesy of Steve Miller and Ludovich Croxford, Northwestern 
University, Chicago, IL.

1. Molecular mimicry, which implies the cross-reactivity between viral and 
self-determinants as a principal cause or mechanism to enhance autoimmunity ( 



90 , 91 ).
2. Bystander activation, which postulates that APCs and autoreactive lymphocytes 

will become activated indirectly as a consequence of the cytokine/chemokine by 
virus infection of a particular organ ( 92 ).

3. Virally induced determinant spreading, which involves the presentation of 
autoantigens (possibly previously cryptic) by virus-activated APCs ( 93 , 94 and 95 ).

Experimental evidence is good for all of the above scenarios in various mouse models 
in vivo. However, none of these have been proven for any human autoimmune disorder 
due to the large size of human trials and the invasive nature of in vivo diagnostics 
required at the present stage. Thus, in the near future we will continue to depend on 
animal models until noninvasive human in vivo diagnostic strategies have advanced 
and allow for imaging of trafficking of antigen-specific lymphocytes and high-resolution 
definition of the immune process present in a specific organ. A final remark must be 
made for the existence of a negative association between viral infections and 
autoimmune disease found in several experimental models ( 96 ). These observations 
are in support of epidemiologic findings that the incidence of many autoimmune 
disorders is decreased in equatorial countries, where the presence of certain infectious 
diseases is significantly increased. However, no firm associations have been 
established to date. 
Other Environmental Causes Similar to viral infections, other inflammatory stimuli may 
trigger or enhance autoimmunity. The gut deserves particular attention in this respect. 
At this site each individual harbors thousands of different bacterial strains and viral 
infections are common. Furthermore, the mucosal lining is permeable for nutrients and 
constitutes a very large interactive surface with the environment. Again, the complete 
absence of all bacteria results in severe immune dysfunction and possibly 
autoimmunity. However, it would be incorrect to conclude that infections are therefore 
always protective. Indeed, the commensal flora appears crucial in maintaining proper 
immune activation and function, but certain pathogens could definitely elicit strong gut 
immune responses that lead to autoimmune disease ( 97 , 98 ). 

Regulatory Circuits in Autoimmune Processes

Cytokines Cytokines and chemokines are essential regulators of cellular and humoral 
immune responses and lymphocyte trafficking ( 99 , 100 and 101 ). They play a central role 
in orchestrating autoimmune processes and constitute a multitude of positive, as well as 
negative feedback loops ( 102 ). Certain cytokines can negatively or positively influence 
the production of other cytokines (i.e., the T H1/T H2 paradigm) ( 66 ) and thus determine 
the balance between pro- and anti-inflammatory factors in the local environment. 
Furthermore, autocrine production feedback can augment or shut down production of a 
given cytokine by one cell. Cytokine networks operate with a fair amount of redundancy, 
and cytokines and chemokines share common receptors. They are the most likely 
mediators of “bystander activation” processes and also offer an effective and versatile 
therapeutic target via the temporally restricted use of cytokine- or chemokine-blocking 
antibodies. Their precise function can vary quite dramatically with respect to the 
autoimmune disease under investigation, and are discussed below. Further, their level 
and timing of expression during an ongoing disease process will determine whether 



they have a positive or negative effect (or any at all). 
Apoptosis It appears to be a general paradigm of great functional consequence that 
activation of the immune system is followed by a process that reverses the activation 
and reestablishes homeostatic baseline levels of immunity ( 49 , 51 ). In the absence of 
such regulatory mechanisms, immune responses will overshoot their goals and 
excessive immunopathology will occur. Thus, activation-induced cell death is believed 
to play an important role in regulating autoimmunity. Apoptotic lymphocytes, for 
example, are easily detected in islet infiltrates in type 1 diabetes ( 103 ) and targeted 
induction of limited apoptosis may even prevent onset of autoimmune disease ( 104 ). 
While increased apoptosis of aggressive lymphocytes that exceeds the “supply” of 
newly activated cells may directly limit an ongoing autoimmune process, limited 
apoptosis of target tissues may indirectly facilitate induction of protective regulatory 
responses. On the other hand, while apoptosis of target cells should at best be limited, 
decreased apoptosis of autoreactive aggressive lymphocytes will propagate 
autoimmunity. It is important to consider precisely which cells undergo apoptosis in 
order to predict the possible outcome. 

If too many target cells die by apoptosis, organ destruction occurs more rapidly. 
However, at the same time, antigens released from apoptotic cells appear to 
propagate tolerance rather than immunity ( 90 ).
If regulatory T cells die by apoptosis, autoimmunity will be enhanced ( 105 ).
If aggressive lymphocytes die by apoptosis, this should in general ameliorate 
disease. However, since they have to first be activated, they might induce organ 
damage during their activation phase.

Thus, an ongoing autoimmune process can be viewed as a rather fine-tuned and fragile 
equilibrium of aggressive and regulatory components and the precise activation kinetics 
and survival times of all lymphocyte types implicated in the process will determine the 
outcome. We are, at present, unable to delineate the precise in vivo cellular kinetics 
and a more thorough understanding will require improved noninvasive diagnostic 
techniques. 
Kinetics One of the most important emerging areas for an improved understanding of 
the pathogenesis of autoimmunity is concerned with the kinetics of immune responses. 
The pathophysiologic or therapeutic effect of a given lymphocyte population depends 
not only on specificity, activation state, and effector functions, but is also a function of 
the timing, that is, the phase of an ongoing disease process in which it is present. 
Indeed, inflammatory cytokines such as IFN? or TNF-a exhibit opposing effects in type 
1 diabetes depending on the precise time point of generation ( 106 ). Early expression 
enhances islet destruction and disease development, whereas late expression 
ameliorates disease by inducing apoptosis of autoaggressive cells. These kinetic issues 
constitute a major obstacle for successful immune intervention because they preclude 
the use of specific blocking agents or administration of cytokines without precise 
knowledge of their kinetically differential role in the disease process. Figure 4 illustrates 
these kinetic considerations in relation to target cell destruction. A better understanding 
of the underlying “autoimmune kinetics” is essential, and treatments will likely have to 
be individualized, in particular for antigen-specific immune-based interventions. 



 
FIG. 4. A: Clinically manifested autoimmune disease is a result of a fine-tuned balance 
between autoreactive aggressive and regulatory responses. An important consideration 
is that usually target cell destruction will somewhat lag behind the aggressive response, 
thus allowing for counter-regulation to occur. B: Inflammatory stimuli of a certain 
magnitude are likely augmenting the aggressive response and will enhance disease 
progression. C: In contrast, enhancing the regulatory response will abrogate disease.

Therapeutic Considerations

Efficacy, Specificity, and Undesired Effects Treatment of autoimmune disorders is 
not that different conceptually from cancer therapy. A fine balance must be found 
between efficacy of the intervention and acceptable undesired effects. The main goal of 
autoimmune disorder therapy is suppression of the pathologic autoimmune response. 
Therapeutic options range in principle from continuous immunosuppression of the 
entire immune system to specific, targeted, temporally limited, and local 
immunosuppression. Systemic immunomodulation or anti-inflammatory therapy will 
affect the entire immune system and may compromise the immune status of the 
individual. One of the more recent examples for effective systemic treatments is the 
blockade of TNF-a to ameliorate rheumatoid arthritis (RA) ( 107 , 108 ). While undesired 
effects are relatively low, systemic lupus erythematosus(SLE)–like symptoms have 
been observed in a few patients, as has the enhanced susceptibility to tuberculosis. 
This is especially encouraging because blockade of TNF affects inflammatory pathways 
distinct from the targets of conventional anti-inflammatory therapy with corticosteroids or 
nonsteroidal anti-inflammatory drugs. Autoantigen-specific immune interventions, in 
contrast, bear the promise of lower systemic side effects, since they can be targeted to 
antigens that are exclusively expressed in the diseased organ ( 109 , 110 ). However, the 
efficacy might be lower and suitable target antigens have to be chosen carefully, 
because enhancement of autoimmunity is an important concern. The goal is either 
deletion of aggressive autoreactive T cells or induction of regulatory cells ( 111 ). To 
achieve the latter, response modifiers are probably required at the time of immunization 
in order to skew the resulting immune response to exert regulatory effector functions. 
Deletion of autoaggressive lymphocytes or anergy induction is even more risky, since 
only suboptimal immunization (i.e., in the absence of co-stimulators) will result in this 
outcome. To control this in vivo is rather difficult. Ultimately, antigen-specific therapy will 
likely have to be individualized due to MHC polymorphism and distinct T-cell repertoires 



among patients and should be combined with other systemically acting agents, such as 
antibodies against CD3 or CD4 or co-stimulation blockade. 
Promising Targets For anti-inflammatory interventions, the factor to be targeted should 
be as disease specific as possible. Therefore, blockade of TNF works well for RA but 
not for diabetes or MS ( 112 ). Experimental evidence supports this observation, because 
TNF is a crucial mediator found to be elevated in affected joints ( 108 ), but has clearly 
positive, as well as negative effector functions in murine models for MS and diabetes ( 
113 , 114 ). Targeting ubiquitously present chemokines or cytokines will likely not bear 
much success, because of the resultant generalized immune modulation or 
suppression. For antigen-specific interventions, antigens that are already targeted by 
regulatory autoreactivity are likely to constitute good targets to augment such a 
preexisting response ( 115 ). In contrast, these antigens should not be selected to delete 
autoreactive cells, which results in a loss of regulation. For anergy or apoptosis, 
induction antigens targeted by a primarily aggressive response will be better suited. The 
fact that autoantigenic and epitope spreading occurs during each ongoing autoreactive 
process makes such interventions difficult to design and individualization will likely be 
necessary. 
Organ-Specific Issues: Reestablishment of Immune Regulation One of the factors 
that pose a challenge to understanding the pathogenesis of distinct autoimmune 
diseases may also hold a clue to developing effective and specific treatment strategies. 
Each target cell, tissue, or organ exhibits specific features that distinguish it from other 
sites of the body. These site-specific features of autoimmunity will likely offer unique 
target sites for interventions with lower systemic side effects. However, one concern is 
that reestablishing proper immune homeostasis and regulation in one organ may still 
affect homeostasis systemically or at another site. Therefore, thorough preclinical 
evaluation and careful monitoring of undesired effects is urgently needed. Ideally, 
treatments have to be administered before complete organ destruction has occurred in 
patients identified by genetic or other screening to be at risk to develop full-blown 
clinical disease. During the preclinical state, frequently regulatory autoreactive 
responses are still strong and their augmentation can result in protection ( Fig. 5). The 
goal to reestablish homeostasis and proper regulation after an initial insult that caused 
organ-specific inflammation appears to be a natural countermeasure to which the 
specific immune system may be successfully harnessed. 

 
FIG. 5. Each inflammatory insult that might trigger autoimmunity ( 1) is met by a 
regulatory response ( 2) that attempts to reestablish homeo-static baseline levels. If this 



is not successful (or not therapeutically supported), the aggressive response will 
eventually win and disease will occur ( 3).

ORGAN-SPECIFIC AUTOIMMUNE DISORDERS

Type 1 Diabetes

Introduction While the distinct symptoms of diabetes mellitus have been known since 
antiquity, the underlying pathophysiologic processes were only identified in the late 19th 
and early 20th centuries. The proof of the involvement of the pancreas in diabetes 
etiology was conducted by von Mering and Minkowski (1890), who demonstrated in 
1890 that extirpation of the canine pancreas results in the classic symptomatology of 
hyperglycemia, abnormal hunger, increased thirst, polyuria, and glycosuria ( 116 ). 
Subsequently, inflammatory changes in the endocrine pancreas, that is, the islets of 
Langerhans, were correlated with diabetes by Schmidt in 1902 ( 117 ) and two decades 
later, Banting and Best ( 118 ) identified insulin as a pancreatic hormone, thereby 
providing the basis for insulin substitution therapy, which remains to this day the 
cornerstone for type 1 diabetes (T1D) management. In a classic 1965 paper, Gepts ( 119

 ) noted the histopathologic similarity between thyroiditis and insulitis and suggested an 
immune basis for the disease. By 1974, the concept that T1D is an autoimmune 
syndrome was firmly established by the discovery of islet cell antibodies and an 
association between T1D and certain HLA genes ( 120 , 121 and 122 ). Today, nearly 30 
years later, the possible autoimmune origin of T1D is understood in much greater detail. 
However, the lymphocytic infiltration of the islets of Langerhans ( Fig. 6) and the 
presence of antibodies specific for ß cell antigens associated with the progressive 
destruction of insulin-producing ß cells ( 123 , 124 ) still constitute the cardinal evidence for 
an autoimmune etiology. While there is a reasonably strong genetic linkage to certain 
HLA molecules, the disease has to be considered polygenic in nature ( 83 ) and a 
significant discordance of disease among monozygotic twins suggests that 
environmental factors contribute to trigger and/or exacerbate the disease. Furthermore, 
it remains unclear which islet antigens are the primary targets. The earliest 
islet-cell–specific antibodies in human individuals at risk are directed to insulin ( 125 , 126 

), and evidence from relevant animal models points toward insulin ( 127 ) or glutamic acid 
decarboxylase (GAD) ( 128 ), but definitive proof for a pathogenic role has not yet been 
obtained. The cellular infiltrates found in the islets contain both CD4 + and CD8 + 
T-lymphocytes, and their irreducible role in ß cell destruction has been documented in 
several animal models ( 129 , 130 and 131 ). CD8 + T cells can exert direct cytotoxic effects 
toward MHC class I–expressing ß cells, while CD4 + T cells secrete inflammatory 
cytokines and can provide help to CD8 + T cells as well as B cells. Ultimately, it is 
important to consider that ß cells constitute about 60% of the islets, which in turn 
contribute only ˜2% to the pancreas mass and demonstrate, unlike many other tissues 
targeted in autoimmune disorders, an exquisite sensitivity to cytokines such as IL-1, 
TNF, and interferons that will result in their apoptotic cell death after prolonged 
exposure ( 55 ). 



 
FIG. 6. Comparison of human insulitis ( left), courtesy of Francesco Dotta, University 
‘La Sapienzia’, Rome, Italy, and mouse insulitis ( right), RIP-LCMV mouse 14 days 
postviral infection with LCMV virus (trigger). Courtesy of La Jolla Institute for Allergy and 
Immunology, von Herrath Laboratory, San Diego, CA.

Despite intensive research, no effective prophylaxis, therapy, or cure of T1D is available 
to date. Even under optimal disease management with insulin-substitution therapy, T1D 
significantly shortens life expectancy due to eventual vascular complications in multiple 
organs. The most promising recent therapeutic advance was made by developing a 
specific protocol for gentle isolation and purification of human islets (“Edmonton 
protocol”) that appear less prone to rejection after intraportal implantation into diabetic 
subjects ( 132 ). However, continued immune suppressive treatment is still necessary in 
recipients of such transplants to prevent renewed autoimmune destruction of islet 
transplants, which emphasizes the need for effective immune-based strategies of T1D 
prevention. 
Immunology of T1D 
Animal Models for T1D Since the pancreas and its draining lymphoid organs are 
notoriously difficult to access, many important insights about diabetes immunology have 
been gained from suitable animal models that continue to refine our understanding of 
the pathogenesis and the development of potential prophylactic and therapeutic 
strategies. There are many animal models for T1D. The most commonly employed 
models take advantage of natural mutations that give rise to spontaneous diabetes 
onset or antigen-specific induction of disease using transgenic technology. Other 
models make use of ß cell damage initiated by treatment with specific chemicals (e.g., 
streptozodozin) or virus infection. Encephalomyocarditis virus is diabetogeneic in mice 
and the incidence of disease is dependent on both virus and mouse strains used ( 91 , 
133 , 134 , 135 , 136 , 137 , 138 , 139 and 140 ). Similarly, Coxsackie virus, associated with 
diabetes development in humans, causes extensive pancreatic tissue damage and 
release of sequestered autoantigens that lead to rapid diabetes development in some 
mouse strains ( 141 ). 
Models of Spontaneous Diabetes Onset There are several animal models of 
spontaneous T1D ( 142 ). The two most extensively used are the biobreeding (BB) rat, 
introduced in 1974 at the Bio Breeding Laboratories in Canada, and the nonobese 
diabetic mouse strain (NOD) established in 1974 in Osaka, Japan ( 142 ). Because the 
BB rat is associated with leucopenia and other abnormalities ( 142 ), the NOD mouse has 
been the model of choice due to its genetic linkages that are reminiscent of human T1D 
( 142 ). In both models, adoptive transfer of T cells can induce disease ( 143 ). 
Interestingly, administration of viral infections, first shown with LCMV, can prevent 



insulin-dependent diabetes mellitus (IDDM) in both BB rats and NOD mice ( 144 , 145 ). 
This occurs in the absence of general immune suppression. While the mechanism 
involved is unclear, the generation of suppresser T cells has been suggested ( 145 , 146 ). 
Models of Antigen-Specific Diabetes Induction Expression of influenza virus 
hemagluttinin (HA) under control of the rat insulin promoter (RIP) resulted in a low 
incidence (10% to 20%) of spontaneous T1D, but no significant enhancement of 
disease occurred after infection of such RIP-HA mice with influenza virus. However, in 
RIP-HA mice expressing a transgenic T-cell receptor (TCR) specific for a determinant of 
the influenza virus HA, the incidence of spontaneous T1D increased to 100% ( 147 ). 
These studies clearly demonstrate the importance of autoreactive T cells present at 
sufficient numbers for induction of autoimmune disease. Thus, the inability of influenza 
strain PR8 to cause T1D in RIP-HA mice likely reflects the low precursor frequency of 
self-reactive CD8 + T cells. Interestingly, recent studies from the Sherman laboratory 
have demonstrated that spontaneous disease in this model is associated with 
cross-presentation of HA. It has been postulated that cross-presentation constitutes an 
important mechanism for unmasking of islet-specific antigens to autoaggressive CD8 + 
T cells. When the model antigen ovalbumin (OVA) was expressed as a self-antigen in ß 
cells using the RIP, similar observations were made, underscoring the likely importance 
of cross-presentation in autoimmune diabetes. These studies also demonstrated that 
the clinical outcome correlated with the number of autoreactive CD4 + and CD8 + cells 
generated and determined a “cut-off level” below which the autoimmune reaction would 
not take hold of the pancreas ( 148 , 149 and 150 ). Similar to RIP-HA and RIP-OVA mice, 
the rat insulin promoter was also used to express the nucleoprotein (NP) or glycoprotein 
(GP) of LCMV in the insulin-producing beta cells ( 129 , 151 , 152 ). Diabetes develops 2 to 
4 weeks after infection with LCMV due to a strong CD8 + or combined CD8 +/CD4 + 
T-cell response directed to the viral/self GP or NP in the ß cells. Insulitis is initiated only 
at a time when the systemic antiviral response reaches its peak and continues well after 
the LCMV infection has been eliminated ( 83 , 153 ). Therefore, the localized, islet-specific 
autoimmune process, although initiated by a response to the viral/self-transgene, can 
be regarded as an autoimmune process that follows kinetics distinctly different from 
systemic antiviral immunity. Indeed, antigenic spreading to insulin and GAD is observed 
during the prediabetic phase ( 154 ). Destruction of ß cells requires activation of 
antigen-presenting cells ( 155 ) in the islets and is mediated by both perforin and 
inflammatory cytokines, predominantly IFN-? ( 156 ). Thus, the RIP-LCMV model 
reproduces many features found in human diabetes as well as other mouse models. A 
distinct advantage of RIP-LCMV mice is that the time point for induction of the 
autoaggressive, LCMV NP–specific response can be chosen experimentally and that 
virus-specific, destructive CD4 + and CD8 + T cells can be enumerated, functionally 
evaluated, and localized using limiting dilution analyses, MHC tetramers, or intracellular 
cytokine stains ( 157 , 158 ). These aspects constituted an advantage in a recently 
published study, where we could demonstrate that feeding of insulin during the 
prediabetic period induces insulin B-chain–specific CD4 + regulatory lymphocytes that 
act as bystander suppressors and can locally down-regulate the autoaggressive 
diabetogeneic response in the pancreatic draining lymph node and the islets ( 158 ). 
Other studies in the RIP-LCMV model have underlined the role of thymic selection in 
allowing sufficient numbers of low-avidity autoaggressive T cells to emerge in the 



periphery ( 159 ), the role of non–MHC-linked genes in influencing the kinetics and 
severity of T1D even in the presence of high numbers of autoaggressive T cells ( 158 ), 
and the importance of antigen-presenting cells (APC) in breaking tolerance and 
sustaining autoaggressive T-cell responses ( 160 , 161 and 162 ). Under some conditions, 
CD4 + or CD8 + T cells can induce T1D by adoptive immunization ( 143 , 163 ). In general, 
T1D develops slower or not at all in the absence of CD8 + CTL, MHC I, or perforin ( 55 , 
164 ). Similar considerations are true for MHC class II and co-stimulatory molecules, 
unless their elimination affects the generation of regulatory lymphocytes ( 165 , 166 ). 
Cytokines, however, frequently play dual roles in T1D pathogenesis in animal models. 
IFN-?, in general known as a proinflammatory mediator that up-regulates MHC 
molecules, can “unmask” ß cells for immune-recognition by induction of MHC class I 
expression, but also exert direct antiviral effects and might be beneficial by increasing 
apoptosis of aggressive T-lymphocytes later in the disease ( 55 ). A similar dual role is 
true for TNF-a, which appears to enhance early disease (possibly by directly causing ß 
cell death in conjunction with other cytokines) but ameliorates advanced autoimmunity 
just prior to onset of clinical disease ( 106 , 167 ). For these reasons, blockade of such 
inflammatory mediators might be problematic in T1D. Dual roles were also described for 
INF-a ( 168 , 169 and 170 ), IL-2 ( 171 ), and IL-10 ( 172 , 173 ). In some of these studies, the 
level of the cytokine might play as important a role as the precise timing of expression. 
The only cytokine with largely beneficial effects has been IL-4, which ameliorates the 
disease and therefore might be a good candidate for treating or preventing T1D ( 174 ). 
In general, those chemokines attract lymphocytes to the islets and activate 
macrophages that worsen the course of autoimmune diabetes. Figure 7 illustrates the 
pathogenetic hypotheses generated through research in multiple animal models. 

 
FIG. 7. Immunopathogenesis of T1D. Viral infections or other inflammatory stimuli ( 1) 
will activate APCs ( 2) that secrete mediators that attract lymphocytes to “rolling” and 
entry into the pancreatic tissue ( 3). Some beta cells might be directly destroyed via 
cytotoxicity ( 4) and others by cytokines secreted from lymphocytes ( 5) or activated 
APCs ( 6). Courtesy of Urs Christen, La Jolla Institute for Allergy and Immunology, San 
Diego, CA.

Human Immunology of T1D The detection of islet antigen–specific antibodies remains 
an essential tool in identifying prediabetic subjects and monitoring the progression of 
subclinical and clinical disease. Procedures for autoantibody determination have been 



substantially refined and standardized worldwide. Emerging data from clinical studies 
support the notion that with progression of the prediabetic phase generation of islet 
antibodies also is increased ( 154 , 175 , 176 ). Usually, antibodies to insulin become 
discernible first, followed by GAD, and then insulinoma antigen 2 (IA2). Individuals with 
islet antibodies to three or more distinct antigens have a greater than 90% risk of 
developing T1D. Thus, islet antibodies are an excellent marker for disease risk. 
However, they appear not to play a role pathogenetically, since transfer of antibodies 
from mothers to children does not increase the risk for T1D and B cells are not needed 
for human diabetes ( 177 , 178 and 179 ). In this crucial respect the NOD mouse appears to 
provide a paradigm that might not be applicable to human diabetes, since maternal 
antibodies are an essential factor for diabetes development in NOD offspring ( 180 ). 
Human T-cell responses to islet antigens are not yet standardized and can vary 
considerably among laboratories. One reason for this may be the source of T cells that 
are generally subjected to specificity analyses: blood-borne CD4 + or CD8 + T cells may 
not reflect the specificity distribution and frequencies of islet-specific T cells found in the 
target organ, that is, the pancreas and its draining lymph nodes. Even the study of 
spleen-derived islet-specific T cells readily obtained from NOD mice and analyzed in 
standardized proliferation assays has shown variations between different NOD colonies 
( 181 ). Therefore, measurement of multiple effector functions (e.g., cytokine production) 
in highly standardized assays will likely be required to assess T-cell autoreactivity on a 
routine basis. Even under those circumstances, T-cell responses among individuals are 
expected to vary and depend on the HLA haplotype and individual trigger(s) that 
precipitate T1D. 
Etiology 
Genes Since the discordance of T1D is significant in monozygotic twins (concordance 
rate approximately 35%), environmental factors have to act in concert with diabetes 
susceptibility genes to orchestrate the autoimmune destruction of ß cells. The initial 
hope that only a few genes would contribute to disease pathogenesis and that genetic 
links would help to directly understand the mechanistic aspects of T1D pathogenesis 
has been progressively eroded. Instead, a complex network of susceptibility and 
resistance genes in both humans and animals (e.g., the NOD mouse) has slowly taken 
shape. Human T1D-associated loci (IDDM1-15) comprise MHC class II genes (IDDM1); 
insulin (IDDM2); IGF1 (IDDM3); immune-related proteins (IDDM4, ICAM, and CD3; 
IDDM7, HOXD8, and IDDM12, CTLA4); and other candidate genes that do not have an 
apparent link to immune functions and/or ß cells. Additionally, certain maintenance, 
developmental, or growth factors may be involved ( 85 ). Many of these genes exhibit 
direct parallels to NOD diabetes susceptibility genes ( 182 ). The association between 
particular HLA/MHC class II haplotypes and the occurrence of human diabetes has 
been of particular interest. DRB1/04-DQA1/0301/B1 and DRB1/03-DQA1/0501/0201 
strongly predispose to T1D and more than 80% of patients carry either one or both 
alleles ( 183 ). In contrast, other MHC class II haplotypes can protect from disease, as 
evidenced by the six-fold reduced risk to T1D in DRB1/15-DQA1/B1/0602–bearing 
individuals. An intriguing mechanistic hypothesis was put forth by McDevitt’s 
observation that predisposing HLA class II alleles appear to express small neutral 
amino acids at position 57 of the DQ allele of Caucasoid populations, whereas an 
aspartic acid is found in resistant alleles at the same position ( 183a). Since position 57 
is part of the peptide-anchoring pocket, amino acid substitutions in this area will affect 
peptide binding. Indeed, the susceptibility alleles prefer different peptides, but the 



contribution to T1D development is not yet clear and a mechanistic link has to be 
established. Both central and peripheral tolerance mechanisms have been implicated 
but no direct proof has been obtained. It is important to realize that the 
human-susceptibility MHC class II alleles share amino acids at position 57 with the I-A 
g7 alleles expressed in the NOD mouse and are required for NOD T1D predisposition. 
However, as previously mentioned, polymorphisms in the MHC class II coding region 
alone cannot explain diabetes pathogenesis. The amount of complexity involved in the 
immunogenetics of T1D has been well described by Serreze ( 184 , 185 ): “Many genes 
contributing to T1D may contribute to dysregulation of different biochemical steps in a 
common developmental or metabolic pathway. For example, sequential expression of 
hundreds, if not thousands, of genes would be expected in the developmental and 
functional maturation of a macrophage or dendritic cell from stem cell precursors. This 
process does not occur in a vacuum, but is contingent on cues provided by the physical 
environment. In the case for APC development, the microfloral and dietary 
environments are crucial.” Thus, diabetes susceptibility and resistance genes contribute 
to disease in a polygenetic/multifactorial fashion that appears to gain in complexity as it 
is being unraveled. The link to environmental factors will be defined to shape gene 
expression and disease development. Major contributors in this respect appear to be 
the gut and viral infections. 
Environment With more than 400m 2 of mucosal epithelium, the gut constitutes the 
largest interactive surface area of the human body that connects us with the 
environment and its pathogens ( 97 ). Therefore, exposure to antigens or pathogens 
through the gut, mediated by the largest outpost of the immune system, the 
gut-associated lymphoid tissue (GALT), will strongly affect specific and general immune 
functions. It is intriguing that immune tolerance to the numerous foreign protein antigens 
found in food, as well as bacterial antigens derived from the commensal flora, is 
generally well maintained ( 186 ). This may be attributable to the high levels of IgA and 
TGF-ß in the gut and to the phenomenon of “oral tolerance” (OT) ( 187 ). OT has been 
observed in animal models and humans and is characterized by tolerance induction to 
protein antigens present in the gut. It occurs via two principal mechanisms. Low 
amounts of antigens will induce a nonaggressive immune-regulatory response, while 
high amounts of antigen can lead to lymphocyte anergy or deletion ( 188 , 189 and 190 ) 
that is likely achieved via APC modulation. In addition, the profound immune 
dysregulation found in the absence of a bacterial flora in both animals and humans 
points to an important physiologic role that foreign antigens play in immune 
homeostasis in the gut ( 191 ). Furthermore, NOD mice only exhibit high levels of 
autoimmunity when kept in a clean, specific pathogen-free environment, and do not 
develop T1D when housed under “dirty” conditions ( 192 ). It currently remains unclear 
whether a baseline level of immune stimulation is needed for proper development and 
“tuning” of the immune system and which types and numbers of gut-derived or 
gut-induced regulatory cells are involved in the maintenance of immune tolerance, but 
CD4 + T H2–like regulators as well as ?d intraepithelial lymphocytes (30% in mice, 15% 

in humans) ( 193 ) have been associated through various lines of evidence with active 
mucosal tolerance. Thus, changes in mucosal functions, infections of the gut, or certain 
dietary components may play a role in T1D pathogenesis. Several reports and studies 
have attempted to establish a link between the introduction of cow’s milk and 
development of T1D in young infants. This link was not observed in the German, 



Australian, and U.S. baby diabetes studies, but in a Finish epidemiologic study ( 194 , 195 

). The Finish study differed from most of the others by an extended observation time 
involving infant as well as childhood consumption of cow’s milk. Therefore, a dietary link 
between milk feeding and T1D can be considered unlikely but not excluded after 
long-term exposure to cow albumin or other milk proteins. Similarly, wheat-derived 
gluten and milk-derived insulin have been implicated as a cause for childhood diabetes. 
The evidence, however, is not convincing at this point and no firm links have been 
established. Some intriguing observations have been published more recently 
supporting the concept of a viral etiology for T1D. The mechanistic links between viral 
infections and autoimmunity can be manifold and have been discussed in detail in the 
introductory section of this chapter. A significant association between rotavirus infection 
in young infants and the first occurrence of islet autoantibodies was established by 
Harrison’s group in Australia ( 196 ). Rotavirus is a double-stranded RNA virus, infects 
the intestinal mucosa and is a common cause for seasonal childhood diarrhea. It can 
polyclonally activate T- and B-lymphocytes and might possibly harbor antigens that 
could immunologically mimic islet cell–derived self-proteins. However, it is not clear 
whether it infects the pancreas or islets directly. Another case can be made for 
enteroviruses. Coxsackie B4 virus has been isolated from islets of a child with 
acute-onset T1D ( 137 , 140 , 197 ), and Coxsackie B3 and 4 strains commonly infect the 
gut, pancreas, and heart ( 198 ). They lead to profound pancreatitis if they replicate at 
high enough titers and might harbor a mimicry antigen (P2C protein) ( 124 ) 
cross-reactive on the T-cell level with a human GAD epitope. However, this evidence 
could not be replicated by other laboratories and is still controversial. Similar to 
Coxsackie, other enteroviruses such as polio or echoviruses have been detected in the 
pancreas and might therefore at least have enhancing effects on ongoing islet 
destruction in prediabetic individuals at risk ( 197 ). The establishment of a firm 
association between viral infections and T1D is difficult, because the underlying 
mechanistic links established in several animal models allow for the virus to be cleared 
before autoimmunity develops (i.e., in the RIP-LCMV) and need not necessarily directly 
induce islet-reactive T-cell responses. 
Therapeutic Concepts Currently, there is no effective prevention for T1D and all 
strategies that look promising have either been evaluated in animal models or are in 
early clinical trials in humans. Part of the problem in devising such prophylactic or 
interventive immune-based approaches is that that the only endpoints in human trials 
are disease prevention and insulin requirements, as well as remaining insulin 
production (C peptide levels). No precise interim staging is possible, which makes 
efficient clinical evaluation very difficult compared to MS or RA, where access to the 
target organ either visually by MRI or directly by sampling fluids is much easier to 
achieve. Animal models have provided interesting ideas and evidence for a variety of 
antigen-specific and systemic interventions that bear promise for human diabetes. 
Antigen-Specific Immunoregulation Immunization with DNA plasmids that express 
islet self-antigens, with or without cytokines, that act as response modifiers can induce 
autoreactive regulatory CD4 + T cells. These cells are able to suppress autoaggressive 
CD4 and CD8 cells locally in the pancreatic draining lymph node, where they act as 
bystander suppressors. Phenotypically, they behave very similar to the T H2-like 

regulators ( 115 , 199 , 200 , 201 and 202 ) induced after oral antigen administration. In treated 
mice (using several distinct diabetes models), insulitis is permanently reduced and 
progression to clinical diabetes can be prevented in 50% to 80% of the animals ( 110 , 115 



, 199 , 200 ). To bring this approach to the clinic as a preventive therapy, a suitable marker 
will be needed that can predict early outcome—for example, levels and isotypes of 
autoantibodies. Like other antigen-specific interventions, this strategy will not likely be 
effective in late stages of the prediabetic phase and should therefore be thought of and 
tested as an early preventive therapy. The important advantage of this and other 
antigen-specific pproaches is that the risk for systemic side effects is low, since the 
effector cells will act antigen specifically only in the area where autoimmune destruction 
is ongoing and their cognate antigen (e.g., GAD, insulin, or heat-shock protein) is 
presented. Cytokine response modifiers will be needed to avoid deleterious 
augmentation of aggressive responses. 
Altered Peptide Ligands Modified insulin peptides that favor a T H2-like deviation of 
responder cells have been developed by Neurocrine (San Diego, CA) and showed great 
promise in the NOD mouse model. These are now being tested in preclinical safety 
studies and will soon go into clinical trials ( 203 , 204 and 205 ). 
Anergy-Inducing Compounds This strategy is based on the observation that 
immunization with antigen in the absence of proper (“professional”) co-stimulation by B7 
molecules will lead to incomplete T-cell activation and may result in anergy. In vitro and 
animal studies show much promise in that antigen-specific cells can be selectively 
deleted. 
Modulatory Dendritic Cells A few recent studies have shown that dendritic cells can 
be modulated in such a way that they can induce tolerance in an antigen-specific 
fashion. This is an emerging area and not much is yet understood as to how these 
modulations occur and what the precise in vivo effector mechanisms are ( 183 ). 
Therapeutic Concepts under Clinical Evaluation 
Anti-CD3. One of the more recent promising ongoing trials evaluates systemic 
administration of noncomplement-binding anti-CD3/Fab' 2 ( 206 ) in human diabetes and 
recipients of transplants. The effector mechanism is systemic and is likely relying on the 
induction of antigen-nonspecific regulators ( 165 ) that are CD62L hi and CD25 hi, as well 
as anergy or deletion of activated aggressive lymphocytes. From data in animal models 
and initial data in humans, systemic immune suppression is not too profound, indicating 
good feasibility for this strategy. The recent completion of a randomized controlled trial 
confirms the effectiveness of this approach for treatment of individuals recently 
diagnosed with T1D ( 207 ). 
Oral Tolerance. As for MS and RA, oral antigen trials have failed so far for T1D. The 
reasons for these failures after initially very promising animal data have become 
increasingly clear from follow-up animal experimentation. Likely, the dose of antigen 
was significantly too low (presumably by a factor of 100). This problem may be 
overcome by coupling the orally administered proteins to gut-response modifiers such 
as the cholera toxin B subunit. Second, the choice of antigen is very important and even 
minor amino acid changes can modify the dose–response curves. Without a reliable 
preclinical marker, it will be very difficult to tune this treatment to the human situation ( 
191 ). 
Heat-Shock Proteins. The first very promising diabetes prevention trial has recently 
been published and indicates a very good reduction of insulin requirements in patients 
that were treated with a heat-shock protein peptide derived from an islet heat-shock 
protein putative autoantigen. The precise mechanism still needs to be evaluated and 
long-term beneficial effects are still uncertain ( 208 ). 



Immunization with Insulin B Peptides and Incomplete Freund’s Adjuvant. This 
intervention, again evaluated and developed in the NOD mouse, were scheduled to 
enter into clinical phase 1 trials in 2003. The mechanism might involve immune 
deviation; however, the use of adjuvant might preclude long-term administrations due to 
local side effects at the immunization site. 
Conclusions and Future Directions One has to keep in mind that no known animal 
model will accurately reflect human diabetes, the individual treatment parameters might 
need to be adjusted, and some “mouse-interventions” will not work at all in humans, as 
is evident from failures in recent clinical trials. For example, to date we have more that 
140 ways to prevent T1D in the NOD mouse ( 123 ), but not a single one that is as 
effective in humans. To improve this situation there is a dire need for preclinical 
markers that accurately predict the potential success of an intervention being evaluated 
by a clinical trial. Better tracking reagents for blood autoreactive T cells such as 
tetramers, noninvasive high-resolution in vivo imaging systems, and perhaps isotype 
profiles of islet antigen autoantibodies and changes in them after a given preclinical 
intervention are good candidates ( 209 ). Similar considerations apply to the maintenance 
of long-term tolerance after islet transplantation, where prolonged systemic 
immunosuppression might not be feasible ( 210 , 211 , 212 and 213 ). 

Multiple Sclerosis

Introduction MS is the most predominant human demyelinating disease of the CNS. 
An autoimmune etiology is suggested by elevated frequencies of myelin basic protein 
(MBP)–specific T cells documented in several independent studies of individuals 
diagnosed with MS ( 214 , 215 , 216 and 217 ). Further, demonstrations that adoptive transfer 
of T cells specific for myelin or other CNS antigens can cause a CNS autoimmune 
syndrome in experimental animals resembling human MS support the concept of a 
direct T-cell–mediated pathogenesis. In addition, myelin-specific antibodies have been 
found in MS cerebrospinal fluid ( 218 ). These antibodies are able to complement-fix and 
induce antibody-dependent cellular cytotoxicity and may be involved in the 
demyelinating process. In spite of these clues, the etiology of MS remains unclear and 
a complex interplay of genetic and environmental factors (similar to T1D etiology) has to 
be postulated. MS is a rather heterogeneous disease. However, we are only beginning 
to understand how clinical and pathologic differences may point toward distinct 
etiologies and, potentially, treatment strategies of differential applicability and efficacy. 
Different subtypes of MS are somewhat better histologically defined (e.g., the distinction 
between T-cell–rich and macrophage-rich lesions as well as the balance between 
demyelination and remyelination, which can vary dramatically) than those of T1 since 
many tissues from patients with clinically active disease are available post mortem, 
whereas pancreatic islets are mostly destroyed in type 1 diabetics and no immunologic 
correlates can be established at the end stage ( 219 , 220 ). MS predominantly affects 
younger women and its frequency, dependent on geographic location, may approach 
up to 3/1,000 ( 221 ). Clinically, the disease can take a mild or very debilitating course 
and, intriguingly, neuritis of the optical nerve is frequently the first sign for a beginning 
MS. Diagnosis is usually obtained by EEG and direct imaging that allows for 
identification of individual lesions, their development over time, and the success of 
therapeutic interventions. Immune-based approaches such as the use of interferon-ß or 



Copaxone ® combined with systemic immunomodulatory agents has brought some 
limited success for certain forms of MS. Thus, a cure for MS appears possibly a little 
closer than for T1D. 
Immunology of MS 
Animal Models for MS Experimental allergic encephalitis (EAE) is one of the oldest 
and most widely studied animal models for a human autoimmune disease ( 70 , 222 , 223 ). 
EAE, a primarily CD4 + T-cell–mediated disease, can be induced in susceptible mouse 
strains (SJL, PL/J) by immunization with MBP, PLP, MOG, or respective MHC class 
II–restricted epitopes together with complete Freund’s adjuvant and pertussis toxin. 
More recently, a role for CD8 + T cells has also been documented. The clinical picture 
resembles that of a relapsing/remitting disease with profound neurologic symptoms. 
CNS histologic findings include T-cell infiltration (mainly CD4 + T-lymphocytes) ( Fig. 8), 
APC, and microglia activation, as well as disruption of the blood–brain barrier. Some 
demyelination occurs and histologic changes can undergo periods of remission that are 
accompanied by remyelination. The predominant cytokine profile is T H1-like, and T H2 

cytokines have a protective function ( 224 ). Epitope spreading occurs and activated APC 
takes a central role as “drivers” of the autoimmune process ( 225 ). A shortcoming of this 
model is the major extent of external manipulation required to break tolerance 
(adjuvant, pertussis). These might be necessary to affect the blood–brain barrier, skew 
the systemic cytokine profile to T H1 phenotype, and support prolonged inflammation. 

 
FIG. 8. Induction of EAE in SJL mice with PLP peptide 139-151 and adjuvant. Courtesy 
of Andreas Holz, Max Plauclx Institute for Neurobiology, Munich, Germany.

A lesser degree of additional nonspecific inflammatory conditions is required for some 
virus-induced animal models for MS. Infection with Theiler’s murine encephalitis virus 
(TMEV), which replicates predominantly in neurons (particularly motor neurons during 
initial stages of infection), results in a poliomyelitis-like syndrome including flaccid 
paralysis. Certain strains of mice that survive the primary infection become persistently 
infected and develop a chronic progressive inflammatory demyelinating disease ( 225 ). 
Demyelination is the consequence of the CD4 + T-cell response to persisting TMEV and 
involves determinant spreading as a consequence of infection and local inflammatory 
processes ( 225 ). Studies from S. Miller’s laboratory ( 226 ) have recently shown that 
APCs in the CNS are crucial for diversification/epitope-spreading of the initiating 
anti-TMEV response to other brain self-antigens such as MBP and PLP. Furthermore, 
when recombinant TMEV expressing PLP epitopes or modified mimic epitopes were 
employed, infection resulted in enhanced disease. These experiments provided in vivo 
evidence for a possible role of molecular mimicry in CNS autoimmune disease. 



Somewhat similar to TMEV, infection with neurotropic strains of mouse hepatitis virus 
(MHV) induces neurologic disease accompanied by demyelination ( 227 ). An interesting 
difference is that MHV will not persist, and therefore allows for easier differentiation 
between the antiviral and the autoimmune response. CD4 + as well as CD8 + 
lymphocytes accompanied by inflammatory cytokines are needed for destruction. These 
virus-induced models of demyelination suggest that a transient or persisting presence 
of virus in the CNS may be needed in conjunction with a nontolerized antiviral response 
for disease induction and/or propagation ( 227 ). Indeed, another animal model of virally 
induced CNS disease, the transgenic MBP-LCMV model developed in analogy to the 
RIP-LCMV model for T1D only exhibits mild motor dysfunction despite good 
lymphocytic infiltration ( 228 ). It is possible that activation of APCs is insufficient in this 
model to locally propagate systemically induced autoaggressive lymphocytes once they 
have entered the parenchyma of the CNS. These considerations are depicted in Fig. 9. 

 
FIG. 9. APCs might be a crucial local driver to propagate an autoimmune process once 
initiated. This paradigm is illustrated when comparing the LCMV transgenic brain and 
islet models. Acute LCMV infection that functions as the trigger for 
self-transgene–directed organ-specific autoimmunity will only infect the pancreas but 
not the brain. As a consequence, clinical disease evolves in the islets (diabetes), but 
CNS clinical disease is extremely mild although autoaggressive lymphocytes can enter 
the brain parenchyma.

Human Immunology of MS Although myelin basic protein (MBP)–specific and 
proteo-lipoprotein (PLP)–specific T cells have been documented in patients with MS, 
some follow-up studies have reported similar frequencies in normal individuals ( 229 ). 
More recent studies have found increased numbers of MBP-specific T cells in MS 
patients reactive to six different MBP epitopes, supporting the concept of determinant 
spreading as a potential pathogenetic factor. Furthermore, their activation appears to be 
increased selectively in MS patients. Thus, it appears plausible that resting T cells 
specific for CNS antigens are present in both, healthy and affected individuals, but their 
activation is selectively increased under conditions of disease (memory/experienced 
phenotype) and their epitope/antigen recognition repertoire is different and appears to 
be expanded. In addition to cellular infiltrations, MS is usually marked by edema and 
inflammatory signs such as MHC up-regulation and cytokine and chemokine induction. 
A breakdown of the blood–brain barrier facilitates antibody access to the CNS. 
Antibodies specific for myelin structures are commonly found in MS patients and some 
studies indicate fluctuations, similar to T-cell responses of antibody titers in parallel to 



exacerbations and remissions of disease. These findings still await confirmation in 
larger patient cohorts. It is important to note that such antibodies can be directed to 
MBP, myelin oligodendrocyte associated protein (MOG) and other myelin constituents ( 
230 ). The fact that they can fix complement and enhance complement-mediated 
cytotoxicity implicates them as possible agents of demyelination. 
Etiology There is a definite genetic link between progressive (HLA-DR3) as well as 
remitting/relapsing MS (DR2) and human MHC class II alleles. However, similar to T1D, 
there is a significant discordance among monozygotic twins (>55%). A pronounced 
geographic gradient (higher incidence in northern as compared to southern regions) 
argues for additional environmental triggers or modulators ( 221 ). Many viruses have 
been implicated in the pathogenesis of MS, but a causal link has not been established. 
For example, human herpes virus 6 was discovered around MS lesions, but follow-up 
studies did not discover any differences comparing healthy, Alzheimer’s, or Parkinson’s 
tissues with MS lesions ( 231 ). Furthermore, antibodies to corona virus have been 
detected in serum of MS patients, which indicates that demyelination might occur 
similar to the mouse hepatitis virus model. Mechanistically, the same paradigms as for 
diabetes might apply (described in the introductory section), but a persistent viral 
infection might be more likely the culprit, based on similar observations in some mouse 
models (e.g., see the TMEV model). The difficulty in establishing conclusive proof is the 
multiplicity of infections during the course of a lifetime and the manifold viral traces that 
can usually be detected in healthy, as well as diseased individuals. Even if the same 
levels of viral antigen, RNA, or DNA are found comparing healthy patients with MS 
patients, this still does not rule out the possibility that a certain virus will only induce 
CNS disease in conjunction with a distinct MHC haplotype. Indeed, animal models 
indicate that this is in fact the case. With the advent of improved vaccination and 
antiviral treatment protocols for multiple infectious agents, we may be able to infer a 
causal relationship if the incidence of MS should recede after introduction of such an 
intervention. 
Therapeutic Concepts 
In Animal Models or under Clinical Evaluation Similar to observations in the 
diabetes models ( 201 ), DNA vaccines that aim to skew the autoreactive response to 
MBP or PLP from a TH1 to a Th2 phenotype have shown some success in the EAE 
model. However, it remains to be seen, whether these findings can be directly 
translated to humans. At least for MS there are preclinical markers that can 
noninvasively and continuously track the size and appearance of current lesions and in 
this way indicate success or failure of a given therapy in a more immediate way as 
compared to T1D ( 232 , 233 ). Oral tolerance induction had shown much promise in EAE 
models, but recently failed in a human trial ( 234 ). Strong placebo effects were observed 
after feeding irrelevant protein versus MBP and the outcome was therefore not 
conclusive, leaving a smaller read-out window. Blockade of TNF-a has shown promise 
in animal models but not humans ( 112 ). The antidepressive agent Rolipram ® is 
currently under clinical evaluation, after it exhibited anti-TNF effects in animal models 
for MS. 
Current Treatment Strategies Treatment of MS is, from the immunologic point of view, 
further advanced than treatment of T1D. It should be noted that life expectancy in MS is 
more reduced because no therapy comparable to insulin substitution is possible. Of the 
current regimens, interferon-ß has shown very promising results in phase 3 clinical trials 
( 235 ). Interestingly, interferon-?, in contrast, has aggravated MS ( 236 ). Furthermore, 



Copaxone ® has shown promise for certain forms of early MS in that it might act as a 
mixture of altered peptide ligands (as a polymer MBP analog) and in this way may skew 
immune responses systemically to a less aggressive phenotype ( 237 ). Lastly, 
phosphodiesterase inhibitors might induce TH2 skewing, as recently demonstrated in a 
small-scale trial ( 238 ). Finally, generalized immunosuppressive therapy with 
corticosteroids that are given in conjunction with relapses, and thereafter slowly phased 
out, still remain an important backbone for MS treatment. Not effective are azathioprine, 
cyclophosphamide, or plasmapheresis. Cyclosporine A is helpful but has profound side 
effects. Altered peptide ligands (APL) to human MBP epitopes have shown strong 
allergic side effects and have worsened disease in one study, indicating that APLs 
might activate in vivo aggressive, as well as regulatory lymphocytes, and that the 
success can therefore vary from individual to individual ( 239 , 240 ). 
Conclusions and Future Directions Therapeutic interventions in MS are becoming 
more effective, but will likely have to be individualized and fine-tuned with respect to the 
subtype of MS in a given patient. Antigen-specific therapy is in development but better 
understanding of the role of T cells in MS will be needed to translate experimental 
findings into clinical applications. 

Autoimmune Liver Diseases

Introduction Autoimmune liver diseases comprise a variety of immune 
system–mediated disorders, including autoimmune hepatitis (AIH), primary biliary 
cirrhosis (PBC), and primary sclerosing cholangitis (PSC) ( 241 , 242 and 243 ). Their 
respective syndromes partially overlap and a definite diagnosis is sometimes difficult to 
achieve. An important distinction needs to be made between AIH, which frequently 
evolves after chronic active hepatitis, and PBC, which constitutes the end stage of 
chronic destructive cholangitis. The primary targets in AIH are hepatocytes, whereas 
the autoimmune process in PBC is directed toward epithelial structures in the small 
intrahepatic cholangic ducts. Sometimes a mixed form of hepatic autoimmunopathy 
occurs that exhibits features of both disorders. In our discussion of autoimmune liver 
diseases, we have included “halothane hepatitis” as a paradigm for an 
immune-mediated adverse drug reaction ( 244 ). 
Autoimmune Hepatitis Autoimmunity had been invoked as a cause for hepatitis in the 
early 1950s ( 245 , 246 and 247 ), and based on the association of autoimmune hepatitis 
and antinuclear antibodies (ANA) the term “lupoid hepatitis” was proposed ( 248 ). Today, 
AIH contributes an estimated 10% to 20% to all cases of chronic hepatitis (which for the 
most part are due to infections with hepatitis viruses B, C, and D). While both liver 
damage and chronic course of viral hepatitis are due to immune functions, the etiology 
of autoimmune hepatitis (AIH) remains unclear ( 249 ) and an otherwise unspecified 
breakdown of tolerance to autologous liver tissue has to be assumed. A diagnostic 
scoring system has been defined by the International Autoimmune Hepatitis Group ( 33 , 
250 ) and requires the inclusion (e.g., ANA), as well as exclusion (e.g., viral antigens) of 
certain criteria. Although AIH is not a uniform syndrome, and at least three subtypes 
have been classified, the following features are frequently shared by all AIH forms. 
Autoantibodies to certain hepatocytes antigens (especially mitochondrial) are present, 
as well as genetic linkage to HLAB8 and DR3, histologic “piecemeal” appearance, a 
higher prevalence among women, and frequent association with other autoimmune 



conditions. The etiology is unclear and additional environmental factors likely add to the 
genetic predisposition. It is possible that as of today unidentified hepatitis viruses or 
other chronic viral infections contribute to some AIH cases ( 241 , 251 ). 
Immunology in Animal Models To date only a handful of animal models for 
autoimmune hepatitis have been described. 

1. In the HBsAg-transgenic mouse model, the hepatitis B–virus surface antigen 
(HBsAg) was expressed in hepatocytes under control of the mouse albumin 
promoter. Induction of transient hepatitis was possible after adoptive transfer of 
activated T cells from HBsAg-primed donor mice ( 252 , 253 ). This model has been 
extraordinarily helpful in understanding the role of interferons in inducing liver 
damage, as well as clearing HBV from the liver. Results have shown that 
interferons, in the absence of cytotoxicity, can purge virus from infected 
hepatocytes. Furthermore, induction of HBV-specific CD4 + and CD8 + T-cell 
responses can be evaluated in this model. The transgenic mice exhibit profound 
liver damage and infiltration after transfer of HBV-specific T-lymphocytes.

2. In another model system, the MHC class I molecule H-2K b was transgenically 
expressed in the liver of mice that were additionally generating T-cells with a 
transgenic TcR specific for H-2K b. Hepatitis induction was only successful when 
such mice were infected with a liver-specific pathogen, indicating that bystander 
activation within the liver microenvironment can be very potent in causing 
autoimmune damage ( 254 ).

3. More recently, H. Pircher’s group ( 255 ) demonstrated that breaking of T-cell 
ignorance to a viral (transgene) antigen in the liver could induce hepatitis. 
Transgenic mice expressing the immunodominant LCMV glycoprotein epitope (GP 
33) under the control of the albumin promoter exclusively in the liver did not 
develop spontaneous hepatitis nor did the adoptive transfer of TCR-transgenic, 
GP 33-specific T cells cause disease. However, when these mice were infected 
with LCMV and received adoptive transfer of TcR-transgenic cells, a transient 
form of hepatitis developed that became evident by elevated serum 
aminotransferase levels ( 255 ). Importantly, this model was used to evaluate the 
numbers of T cells needed to cause liver damage and illustrated that liver 
autoimmune processes are, similar to CNS and pancreatic autoimmunity, 
dependent on the “aggressiveness” and numbers of autoreactive T-lymphocytes.

4. Lastly, adenoviral infection with recombinant expressing the 2D6 antigen can lead 
to focal and confluent liver necrosis in mice resembling that of autoimmune 
hepatitis ( Fig. 10).



 
FIG. 10. Liver necrosis in 2D6 transgenic mice infected with an adenoviral recombinant 
expressing 2D6.

In summary, the success of most mouse models has only been partial, since hepatitis 
was transient and induction of chronic disease appeared difficult to achieve. Figure 11 
illustrates the possible pathogenetic mechanisms implicated in autoimmune hepatitis. 

 
FIG. 11. Infection with a virus leads to high levels of expression of cytokines (A). This 
infection will most likely activate liver resident macrophages (Kupffer cells) (B). Specific 
anti-“viral” lymphocytes are activated and react against cells infected with the virus. In 
parallel, infection causes local inflammation and direct damage to some hepatocytes 
resulting in release of “self-antigens” such as cytochrome P450 IID6. Chemokines and 
cytokines most probably released by Kupffer cells (C) attract and activate infiltrating 
lymphocytes (bystander activation). Later on, activated lymphocytes migrate deeper into 
the liver parenchyma and cause further damage to hepatocytes expressing IID6 (D).

Immunology in Humans Autoimmune hepatitis (AIH) is a severe form of adverse 
immune reaction afflicting the liver resulting in the progressive destruction of the hepatic 
parenchyma. One of the criteria to define subtypes of AIH is the pattern of patient 
autoantibodies. There are three classical subtypes of hepatitis virus antigen-negative 
autoimmune hepatitis that exhibit distinctive immunologic features. 

1. The lupoid form exhibits a strong genetic linkage and usually is associated with 
antinuclear (ANA) and anti–liver membrane antigen (LMA) antibodies.

2. AIH type 2 exhibits a similar genetic linkage, but is characterized by antibodies to 
a liver (and kidney) mitochondrial antigen (LMK-1) that has recently been 
identified as the cytochrome P450 2D6 protein ( 256 ).

3. Lastly, type 3 AIH has no clear genetic linkage, but antibodies against a soluble 
liver antigen (SLA) are present.

Other autoantibodies that are prominently present in AIH patients, such as antibodies to 
the asialoglycoprotein receptor present in up to 88% of individuals, are found in patients 



with chronic hepatitis B and C, alcoholic liver disease, and PBC, and thus may only be 
used as a general marker for liver autoimmunity. In addition, liver-kidney microsomal 
(LKM) antibodies are present in about 10% of cases of hepatitis C virus and 2% of 
hepatitis D virus infections. Clearly the vast majority of AIH cases are characterized by 
the breaking of tolerance to several liver-specific (and for type 2 also kidney-specific) 
autoantigens. Since the generation of such autoantibodies are T-helper cell dependent, 
it is not surprising that loss of tolerance also occurs on the T-cell level and lymphocytes 
isolated from livers of patients with AIH type 2 can react in vitro and expand after 
exposure to P4502D6 antigen. This finding supports the concept of a lymphocyte-driven 
autoaggression and might underlie pathogenesis. Furthermore, histologically 
mononuclear infiltration of the periportal areas is present that usually penetrates into the 
liver parenchyma when the disease progresses and causes the AIH-typical “piecemeal” 
appearance of the liver. Although evidence from animal models and human studies 
gives some indication that cytotoxic killing of hepatocytes could play a role, further 
analysis is still hampered by the fact that intrahepatic lymphocytes are difficult to access 
in humans. Cytokines appear to play an essential role for human AIH. Importantly, 
administration of INF-a led to strong exacerbation of AIH, showing that it likely plays a 
central role in liver destruction ( 257 ). Interferons up-regulate MHC class I and II 
molecules, enhance inflammation, and have strong antiviral effects. The outcome of 
IFN-a administration therefore argues against a role of an ongoing chronic (or acute) 
viral infection in patients with AIH who test negative for hepatitis virus antigen or 
antibodies. A negative regulatory role can possibly be attributed to IL-6 and TNF-a. 
These two cytokines are reduced in livers of AIH patients and have a negative effect on 
cytochrome P450 regulation ( 256 ). As a consequence, the lower levels of IL-6 and TNF 
might enhance IID6 antigen expression and in this way support autoimmunity directed 
to IID6 in patients with type 2 AIH. Lastly, AIH pathogenesis is not necessarily 
controlled by the T H1/T H2 paradigm: Interestingly, helper T-lymphocytes expressing T 

H1 cytokines are elevated in type 1 AIH, whereas T H2 cytokines are augmented in type 
2 AIH in agreement with the high levels of IID6-directed antibodies present in these 
patients. Is production of autoantibodies important for AIH pathogenesis or is it just an 
epiphenomenon signifying the breaking of tolerance to self-antigens? Evidence 
suggests that autoantibodies in AIH play a role that can be situated somewhere in 
between T1D, where autoantibodies and B-lymphocytes likely play no pathogenetically 
important role in humans, and SLE, where autoantibodies are complement fixing and 
enhance organ destruction. LKM antibodies found in AIH, for example, can inhibit 
cytochrome P450 function in vitro but not in vivo, and may participate in hepatocyte 
dysfunction or destruction. The major antigen component specifically recognized by 
LKM-1 antibodies was identified as the 2D6 isoform of the large cytochrome P450 
enzyme family (CYP2D6). Epitope mapping revealed two immunodominant regions 
spanning aa 256–269 and aa 181–245 that are recognized by most of the AIH type 2 
patient’s sera. Since there is a significant genetic polymorphism in humans for the 2D6 
antigen, it is possible that patients with AIH target IID6 protein selectively (LKM-1 
antibodies), whereas cytochrome P4502D9 (LKM-2) is targeted in patients with 
drug-induced hepatitis, disulfide isomerase in halothane-induced hepatitis, or 
UDP-glycosyltransferases in hepatitis D virus–associated autoimmunity. Although the 
major target antigens have been identified down to the level of specific epitopes, the 
etiology of AIH is poorly understood. One major reason for this lack of comprehension 
is that there is no reliable animal model that would allow answers to the central 



questions of how tolerance to self-components, such as CYP2D6 and other molecules, 
is broken and of what mechanisms are involved in the immunopathogenesis of AIH. 
The association with hepatitis C, D, and E virus–induced hepatitis and autoimmunity 
remains very intriguing. However, at this point, the prevalence of hepatitis C virus (HCV) 
for example, exhibits drastic variations between studies performed in different countries, 
and autoantibody titers appear much higher in patients with HCV-negative AIH. In a 
more recent study, it was found that sera of 38% of chronic hepatitis C patients reacted 
specifically with CYP2D6, whereas none of the sera obtained from patients with chronic 
hepatitis B showed CYP2D6 reactivity ( 257 ). Furthermore, it was found that HCV has 
the potential to induce autoreactive CD8 + T cells that cross-reactively recognize the 
cytochrome P450 isoforms 2A6 and 2A7 that contain sequence homology to HCV aa 
178–187. Such a phenomenon of cross-reactivity on the level of T-cell or antibody 
recognition is commonly referred to as “molecular mimicry.” In this context it may be 
important to emphasize that molecular mimicry seems to be an important factor in other 
immune-mediated diseases of the liver. Hence, trifluoroacetyl (TFA)-protein adducts as 
generated during the metabolism of halothane by CYP2E1 confer molecular mimicry to 
the lipoic acid prosthetic group of the pyruvate dehydrogenase complex (PDC) and 
other members of the 2-oxoacid dehydrogenase family ( 45 , 129 , 152 , 258 ), which in turn 
are major autoantigens in primary biliary cirrhosis (PBC) ( 259 ). Consequently, halothane 
hepatitis and PBC may be linked on the level of cross-reactive autoantibodies that 
recognize similar target antigens. It remains to be seen whether novel subtypes of 
hepatitis viruses can be found in AIH patients and whether further studies will 
corroborate such an association. It is likely, however, that viruses play a mutifactorial 
role in AIH pathogenesis (similar to type 1 diabetes) and that not one distinctive virus 
will be responsible for causing liver autoimmunity. 
Primary Biliary Cirrhosis (PBC) Similar to AIH, PBC, or chronic destructive cholangitis 
is characterized by autoantibodies to mitochondrial antigens. However, although the 
disease is associated with other autoimmune-like syndromes and is more prevalent in 
females than in males, it is not ameliorated by immunosuppressive therapy, which 
argues against an autoimmune etiology or pathogenesis. The antimitochondrial 
antibodies (AMA) are directed against enzymes involved in ketone metabolism, such as 
pyruvate dehydrogenase. Several antigenic subtypes have been identified (M1 to M9) 
and the autoantibodies are complement binding. The clinical hallmark of PBC is a 
cholestatic syndrome and the nonbacterial resulting cholangitis. There is no effective 
causative treatment and immunosuppression has worsened PBC in several studies; 
therefore, liver transplantation is often the last resort for cases with terminal progressive 
PBC. 
Halothane Hepatitis Halothane hepatitis is a severe, life-threatening form of hepatic 
damage that affects a small subset of individuals exposed to the anesthetic agent 
halothane ( 260 ) and is thought to have an immunologic basis. Sera of afflicted 
individuals contain autoantibodies directed against the native and the trifluoroacetylated 
form of hepatic proteins. Trifluoroacteylated (TFA) proteins are generated during the 
oxidative metabolism of halothane (2-bromo-2-chloro-1,1,1-trifluoroethane) and include 
cytochrome P450, protein disulfide isomerase, microsomal carboxlesterase, calreticulin, 
Erp72, GRP78 (BiP), and GRP94. Current evidence suggests that such TFA proteins 
arise in all individuals exposed to halothane. However, the vast majority of individuals 
appear to tolerate this covalent protein modification. The lack of immunologic 
responsiveness was suggested to occur due to tolerance induced through the presence 



of structures in the repertoire of self-determinants, which immunochemically and 
structurally mimic TFA-proteins very closely. In fact, lipoic acid, the prosthetic group of 
the constitutively expressed E2 subunits of members of the 2-oxoacid dehydrogenase 
complex family was demonstrated by immunochemical and molecular modeling 
analysis to perfectly mimic N 6-trifluoroacteyl-L-lysine, the major haptenic group of TFA 
proteins. Interestingly, a fraction of patients with halothane hepatitis exhibit irregularities 
in the hepatic expression levels of these cross-reactive proteins. Thus, molecular 
mimicry of TFA lysine by lipoic acid, or the impairment thereof, can be considered a 
susceptibility factor of individuals for the development of halothane hepatitis ( 261 ). A 
small animal model for chemically induced liver diseases has recently been described ( 
262 ). 
Therapeutic Concepts Immunosuppression is the therapy of choice for AIH. Since 
their introduction in 1968 ( 263 ), predinisolone and azathioprine have become part of 
standard treatment regimens ( 264 ). Immunosuppressive therapy improves survival of 
patients with severe AIH ( 265 ), but no guidelines are available for individuals with 
minimal symptoms. End-stage AIH is an important indication for liver transplantation ( 
266 ). Recurrence of AIH has been reported after liver transplantation ( 267 ), but 
interestingly, is not as frequent as observed for islet transplants in T1D patients. 
Therapeutic use of interferons, effective for treatment of viral hepatitis, can worsen 
autoimmune liver disease ( 257 ) and challenges the assumption that unknown chronic 
viral infections of the liver, while possible initiators, maintain the active disease process. 
The effect of immunosuppression on the natural course of PBC and PSC is less 
pronounced and may in fact, as in the case of PBC, have a negative impact. Clinical 
symptoms, histology, and biochemistry of PBC are improved with use of 
ursodeoxycholic acid (UDCA), but the most effective treatment remains, just as for 
PSC, liver transplantation ( 268 , 269 ). 
Conclusions and Future Directions The presence of disease-specific autoantibodies 
in AIH, PBC, and PSC is indicative of autoimmune processes but none of the 
antibodies described is liver specific and their contribution to pathogenesis remains 
unclear. While the complex role of T cells is subject to current investigations, the same 
caveats of specificity and pathogenicity discussed earlier apply for autoimmune liver 
diseases ( 249 ). Although the success of immunosuppressive therapy, in fact a criterion 
for the diagnostic scoring system for AIH ( 33 , 250 ), further supports autoimmune 
etiology for AIH it is conceivable that a viral infection might initiate disease as a 
“hit-and-run” event. Following elimination of viral antigens, disease may be perpetuated 
by immune-mediated processes and preclude the identification of a particular virus as 
causative agent at the time of liver disease diagnosis. Again, the role of “foreign” and 
“self” antigens becomes blurred and their interactions with the immune system in terms 
of immunity or autoimmunity conceptually problematic. Future investigations should 
seek to improve animal models, and focus on human autoantigens and the application 
of contemporary tools for identification and isolation of specific lymphocytes. On the 
basis of such developments, future in vivo tracking of autoaggressive lymphocytes with 
noninvasive methods should substantially improve our insight into disease 
pathogenesis. 

Autoimmune Uveoretinitis



Various inflammatory diseases of the eye accompany other systemic or organ-specific 
autoimmune disorders and are displayed in Fig. 12. Some of these diseases are 
discussed very briefly since they are described in Chapter 44.

 
FIG. 12. Overview of the structures of the eye and the inflammatory diseases and their 
association with other systemic disorders (not comprehensive). No causative cure is 
available and usually, corticosteroids are the drug of choice.

Introduction/Other Diseases Associated with Inflammatory Eye Disorders 
M. Bechterew/Spondylarthoropathies Iridocyclitis is frequently associated with 
Bechterew’s disease (ankylosing spondylitis) that is characterized by a chronic 
spondylarthrosis of the ileosacral joints resulting in profound kyphosis, and is 
associated in 30% to 50% of cases with the HLA B27 allele ( 270 , 271 and 272 ). 
Interestingly, mucosal inflammation, ulcers, and vasculitis are frequently associated with 
this disease group. The immunologic pathogenesis is not clearly known, but 
cross-reactive antibodies to bacterial proteins are frequently found in sera of patients 
with spondarthopathies such as Bechterew’s disease, Reiter’s syndrome, psoriasis, 
Crohn’s disease, or ulcerative colitis. Therefore, molecular mimicry has been 
hypothesized as a cause for these disorders, but proof has been difficult to obtain. 
Several animal models have been developed, the most intriguing of which is probably a 
HLA-B27–transgenic rat that develops joint diseases, genital ulcers, and eye disease. 
Systemic immunosuppressive interventions are not effective and the treatment of 
choice is nonsteroidal anti-inflammatory drugs. Local steroids are frequently 
administered for symptoms affecting the eye. 
Rheumatoid Arthritis RA is an autoimmune joint disease (see below) that is frequently 
associated with scleritis and episcleritis. Inflammatory infiltrates can be found in the 
peripheral cornea leading to ulcerations. Local treatments are usually without effect and 
symptoms are ameliorated in conjunction with systemic immunosuppressive therapy. In 
contrast, juvenile arthritis is accompanied in about 20% of patients with cataracts and 
iridocyclitis, and ocular symptoms are often sensitive to local and systemic 
immunosuppression. 
Sarcoidosis Sarcoidosis is a chronic, systemic granulomatous inflammatory disease 
that involves the eye (uveitis in 20% of cases) and constitutes the cause for uveitis in 
about 10% of patients. Affected are multiple organs, particularly the lungs. The etiology 



is unclear and an autoimmune pathogenesis is suspected and multiple other 
inflammatory changes can occur in the eye ( Fig. 12). Local therapy with steroids is 
usually helpful, and systemic immunosuppression can be considered. 
Idiopathic Uveitis About half of the cases of uveitis are not associated with a known 
primary syndrome and in young adults the association (50%) with HLA B27 is striking. 
Only a few of these patients will ultimately develop Bechterew’s disease. Again, the 
etiology is quite unclear, but some evidence suggests that molecular mimicry between 
ocular and viral antigens (e.g., herpes virus) could play a role. Peptide therapy is 
currently being evaluated; otherwise steroids are the only effective choice. A summary 
of the eye structures and some of the systemic diseases that are associated with a 
putative autoimmune affectation of the eye are listed in Fig. 12. 
Immunology in Animal Models Small rodent models for autoimmune uveitis and 
herpes virus keratitis have been very useful for understanding the underlying 
immunopathology of inflammatory eye disorders. 
Experimental Autoimmune Uveoretinitis Experimental autoimmune uveoretinitis 
(EAU) is induced, similar to EAE, by immunizing susceptible rodent strains with retinal 
proteins such as the receptor retinoid binding protein (IRBP) ( 273 ). Extensive studies by 
R. Caspi and colleagues have revealed that EAU follows very similar autoimmune 
paradigms as other experimental autoimmune diseases including EAE and induced 
forms of diabetes. For example, a T H1-like response drives the aggressive EAU 

process ( 274 ), whereas IL-10 in synergy with IL-4 has a pronounced protective function 
( 275 , 276 and 277 ). Similarly, disease-resistant mice exhibit a predominantly T H2-like 
response to IRBP. Experimental evidence indicates that sequestration and local 
immune privilege of IRBP and possibly other retinal antigens leads to a lack of systemic 
tolerance to these proteins and, as a consequence, destructive autoimmune responses 
can be readily induced. Conversely, tolerance can be reestablished by application of 
tolerizing retinal-Ag/Ig fusion proteins or by inducing peripheral tolerance by systemic 
expression under an MHC class II promoter in transgenic mice. Interestingly, peptide 
therapy using an HLA B27–restricted peptide appears to be effective in humans. The 
immunopathology of this EAU model in comparison to human uveitis, as found in 
sarcoidosis, is displayed in Fig. 13. 

 
FIG. 13. Comparison of human versus mouse uveitis immunohistopathology. Courtesy 
of Rachel Caspi, National Eye Institute, Bethesda, MD.

Herpesvirus-Induced Keratitis Herpesvirus-induced keratitis has been explored in 
several animal models. The most intriguing studies come have come from the 



laboratory of H. Cantor. Inoculation of a genetically susceptible mouse strain with 
HSV-1 results in a viral infection of the eye and cornea that is accompanied by an 
immune response to HSV-1 ( 90 ). Interestingly, damage to the eye is only initiated by 
the virus and strongly depends on CD4 T cells that can cross-react with a self-protein. 
This animal model is one of the few that strongly indicate a direct immunopathologic 
role for molecular mimicry in an in vivo model for autoimmune disease. Studies by 
Rouse and colleagues have focused on the role of inflammatory bystander effects in 
the HSV-keratitis model ( 278 , 279 ). In these studies, inflammatory cytokines were shown 
to play a major role in mediating local damage and administration of DNA vaccine 
constructs expressing certain beneficial cytokines such as IL-10 ameliorated disease ( 
280 ). It is important to point out that these studies were performed using a different HSV 
strain, and that the precise immunopathogenic process (mimicry versus bystander 
effects) indeed depends on the strain of HSV used ( 281 ). Additional observations have 
underscored the importance of regulatory cells in down-modulating a virally induced 
autoimmune disease. It is worthwhile mentioning that Streilein and colleagues have 
previously demonstrated regulatory cells in ocular autoimmune disease and found an 
important role for tolerizing antigen-presenting cells ( 282 , 283 ). 
Therapeutic Concepts in Humans Due to the associated side effects, it is desirable to 
avoid systemic immunosuppressive interventions, as well as the local application of 
corticosteroids. Recently, a Munich group has identified an HLA B27–derived peptide 
that can function as a mimic to the retinal S antigen and induce EAU in Lewis rats ( 284 ). 
Using this mimic peptide as an orally administered antigen has produced very promising 
results in two human pilot trials in Germany. Thus, antigen-specific immunomodulation 
using retinal self-antigens or their peptide mimics may be developed as an effective 
therapeutic choice. It remains to be seen whether combination of such a treatment with 
cytokine-DNA vaccines, as demonstrated by Rouse’s group for HSV keratitis or by 
Caspi’s group for EAU, both in mouse models, might enhance efficacy. 

Rheumatoid Arthritis

Introduction RA is a severe debilitating disease with unknown etiology. 
Epidemiologically, the prevalence is about 1% in the overall population, women are 
affected three times more frequently than men, and the peak of incidence is within the 
fourth and sixth decade of life ( 108 , 285 ). Diagnostic criteria are the typical morning 
stiffness, joint swelling with fluid accumulation, defined radiologic changes, 
subcutaneous rheumatic nodes, and positive rheumatoid factor (autoantibodies) ( Fig. 
14). The prognosis is worse in HLA-DR4–positive patients and, similar to diabetes and 
MS, there is genetic linkage with certain MHC haplotypes. Without systemic 
immunosuppressive or anti-inflammatory therapy, the disease will eventually result in 
destruction of many major joints and immobilize the patient. The major cause of death 
is infections that easily take a more severe course in immobile individuals ( 108 ). 



 
FIG. 14. Rheumatoid arthritis.

The etiology is unclear. Since there is some possible overlap between 
infection-associated arthropathies (e.g., Reiter’s syndrome), bacteria have always been 
good candidates as a cause for arthritis and molecular mimicry has been suggested as 
a cause, since cross-reactivities of autoantibodies between self and bacterial proteins 
have been detected ( 78 ). However, while it is quite possible to demonstrate 
cross-reactive antibodies and T cells in human blood, proof of their pathogenetic 
involvement is exceedingly difficult to obtain. The immune system is likely to have 
developed to tolerate a low-level cross-reactivity, which might even be necessary for its 
proper function, and it remains very difficult to prove a mechanistic link between 
autoreactive cells and pathologic autoimmunity in humans. 
Immunology The evidence that RA is an autoimmune disease stems, as for MS and 
T1D, from the observation that T-lymphocytes in a patient’s blood can react with 
joint-derived autoantigens and IgM autoantibodies, as well as antinuclear antibodies, 
are readily found in humans ( 286 ). Inflammatory signs in the serum include complement 
activation and increased erythrocyte sedimentation rate, which indicates that the 
antibodies could possibly play a role in the disease process. Similarly, immunization 
with collagen can induce arthritis in susceptible mouse strains. Figure 15 summarizes 
the major pathogenetic pathways leading to progressive joint destruction. As in many 
other autoimmune-disease animal models, collagen-induced arthritis models require 
strong immunization with autoantigens and adjuvant, supporting the concept that 
breaking of self-tolerance, even on a genetically susceptible background, requires a 
rather pronounced inflammatory stimulus. In contrast, how disease is initiated in 
humans is unclear. 

 
FIG. 15. Pathogenetic pathways leading to joint destruction in RA. Note the central role 
of TNF-? that is supported by the fact that TNF blockade ameliorates RA in humans.



Therapeutic Concepts and Conclusions Treatment of RA is a difficult task, because 
the medications that adequately suppress joint inflammation also have strong systemic 
side effects. Therefore, a delicate balance between different therapeutic approaches 
that target different stages of the inflammatory process needs to be established. 
Corticosteroids and nonsteroidal anti-inflammatory drugs can provide some baseline 
relief but are not able to halt progressive joint destruction. Gold compounds, 
methotrexate, and cyclophosphamide are more effective but also have profound 
systemic side effects. For this reason, progress with novel immunomodulatory 
interventions is of important benefit for RA patients. Application of cyclosporin A was 
shown to be effective by suppressing proliferation and activation of T-lymphocytes. 
More recently, a more selective intervention has been established based on research 
by M. Feldman’s group ( 107 ). TNF-a was found to play a key role in an in vitro model of 
synovial destruction using human cells and TNF-a blocking agents to be applied in vivo 
were subsequently developed. After promising preclinical results in animal models, this 
intervention was tested in clinical trials and is now licensed for treatment of RA. 
Although side effects do occur, as expected, they appear tolerable and clinical 
improvement of disease is pronounced. In some patients, SLE-like symptoms were 
observed, indicating that blocking a cytokine beneficial for one autoimmune disorder 
might be detrimental for another one. Indeed, TNF blockade is not helpful in MS and 
T1D, because this cytokine exhibits complex dual functions depending on the disease 
stage. Based on the encouraging results with TNF blockade in RA, it may be possible to 
find similar key cytokines for T1D or MS treatment. It should be stressed that the 
successful intervention was developed based on human cell cultures and not animal 
models, underlining the need for direct research on human materials, if and when 
possible. 

Autoimmune Thyroiditis

Introduction The year 1956 was seminal for the field of human autoimmunity given the 
discoveries of Hashimoto’s thyroiditis as an autoimmune disease and of Graves’ 
disease as caused by an autoantibody. These discoveries have prompted some 
straightforward and relatively uncomplicated treatments ( 287 , 288 ). Interestingly, 
numerous viruses have been implicated in the pathogenesis of different thyroid 
diseases, but firm evidence for a direct involvement of viruses or virus-induced immune 
responses leading to clinically manifest disease is scarce. Subacute thyroiditis is a 
clinical and pathologic form of thyroid involvement that appears after infection with 
viruses such as measles, influenza, adenovirus, Epstein–Barr virus and Coxsackie virus 
( 289 ). Again, however, a causative role in vivo has not been shown for any single 
infectious agent ( 290 ). Presence of viral material in the thyroid and elevated 
virus-specific antibody titers were found to correlate with subacute thyroiditis. In other 
instances, direct virally induced thyroiditis has been documented epidemiologically with 
thyroid or parathyroid disease. Retroviruses, in particular HIV infections, have 
generated much interest. Although HIV infection and AIDS may affect multiple 
endocrine organ systems ( 291 , 292 , 293 and 294 ), thyroid dysfunction usually reflects 
weight loss, anorexia, and cachexia of advanced HIV disease, rather than a direct viral 
effect on the thyroid ( 295 , 296 ). Thus, direct involvement of the thyroid by HIV or by 
opportunistic infections is uncommon and may include subclinical hypothyroidism and 



“euthyroid sick syndrome.” The clinical relevance is probably limited, since overt hyper- 
or hypo-thyroidism does not occur with greater frequency in HIV-infected and AIDS 
patients, as compared to patients with other nonthyroidal illnesses (HIV and the thyroid 
gland have been reviewed in Heufelder and Hofbauer [ 295 ]). Involvement of the 
parathyroid in patients with AIDS could be shown by reduced basal and maximal PTH 
levels, but the mechanisms underlying these findings have not yet been elucidated ( 297 

). To account for a possible role of HIV in thyroid autoimmunity, a 66% homology 
between the HIV-1 Nef protein and the human TSH receptor has been noted. However, 
reactivity of sera of Graves’ patients against a Nef peptide showed no significant 
differences as compared to normal controls ( 298 ). This does not rule out the presence 
conformationally shared T- or B-cell epitopes with HIV proteins. In analyzing 
mechanisms of molecular mimicry, studies of potential antigenic surfaces have 
emerged as an important supplement to analysis of sequence similarity ( 299 ). In 
addition, antibodies from a Graves’ patient showed reactivity to the Gag proteins of 
another retrovirus, human foamy virus (HFV) ( 299 ). The association of HFV with 
Graves’ disease or subacute thyroiditis is controversial. Whereas one study 
demonstrated HFV-related sequences in the DNA of peripheral blood in two-thirds of 
the Graves’ patients but none in normal controls ( 300 ), another study could not confirm 
these findings ( 301 ). In other studies, an association between HTLV I and II and the 
occurrence of autoimmune thyroiditis or Graves’ disease was reported ( 301 , 302 , 303 and 
304 ). Further, as in the case of HIV, hepatitis C virus was shown to lead to a wide variety 
of autoimmune disorders including involvement of the thyroid gland ( 241 , 305 , 306 , 307 

and 308 ). Moreover, treatment of chronic hepatitis B and C with INF-a lead to induction 
or enhancement of autoimmune disease ( 309 , 310 and 311 ). For congenital rubella 
infection, which has been associated with diabetes mellitus, Addison’s disease, and 
growth hormone deficiencies, as well as thyroid disorders ( 312 ), it is not clear whether 
thyroid involvement is the result of a direct viral effect or a more generalized dysfunction 
of the immune system ( 290 ). Animal models in mice and chicken have been used to 
study virus-induced thyroiditis (reviewed in Tomer and Davies [ 290 ]). Mice persistently 
infected with lymphocytic choriomeningitis virus (LCMV) showed reductions of 
thyroglobulin mRNA and circulating thyroid hormones in the absence of thyroid cell 
destruction ( 313 ). Thyroiditis characterized by focal destruction of the follicular 
structures, inflammatory infiltration, and generation of antibodies against thyroglobulin 
and thyroid peroxidase was observed in a reo-virus type 1 mouse model of thyroiditis ( 
314 ). The reovirus gene responsible for autoantibody induction was identified and the 
encoded polypeptide shown to bind to tissue-specific surface receptors ( 315 ). 
Spontaneous lymphocytic infiltration of the thyroid is observed in the obese strain of 
chickens. Such chickens express an endogenous retrovirus, avian leukosis virus (ev22), 
not found in healthy normal inbred strains ( 316 ). Although ev22 appears to be a genetic 
marker rather than cause for thyroiditis, infection of normal chicken embryos with avian 
leukosis virus can cause hypothyroidism ( 317 ). Moreover, aberrant MHC class II 
expression is demonstrated in obese-strain chickens and elevated levels of 
2,5-oligoadenylate synthetase as well as 2,5-oligoadenylate polymer levels in the 
cytosol of thyroid epithelial cells occur, suggesting viral involvement ( 318 ). Again, not all 
cross-reactivities with self-ligands need to increase autoimmunity ( 319 ), and regulatory 
cells also play a major role in modulating autoimmune thyroiditis ( 320 ). 



Immunology Autoantigens targeted in thyroiditis are thyroid peroxidase, a cell-surface 
protein, and the thyrotropin receptor. Autoimmune responses to thyroglobulin are 
mainly seen in animal models but appear to play a lesser role in the human disease. 
The B-cell epitopes to these autoantigens have been mapped relatively well; however, 
as it is the case for other human autoimmune disorders, T-cell responses, their tracking 
and specificity, as well as their eliciting antigens in humans, have remained largely 
elusive ( 287 ). An interesting link has been established to the CTLA-4 gene region, 
which is supported by the finding that NOD mice exhibiting a link to this gene as well 
also present with thyroiditis. The usual suspects, including APC dysfunction, 
autoaggressive lymphocytes, and links to viral infections, have been examined, but no 
conclusive etiologic or mechanistic evidence has been obtained to date. It is noteworthy 
that a role for regulatory T cells has been established in D. Mason’s animal model for 
thyroiditis ( 321 ). 

Autoimmune Skin Disorders

Frequently, inflammation of the skin such as urticaria, vasculitis and erythema can 
accompany systemic autoimmune disorders, particularly Crohn’s disease, ulcerative 
colitis, or SLE. Where applicable and relevant, these are discussed in the sections for 
the respective disease. Here we focus on “skin-only” autoimmune disorders, which 
include pemphigus, herpetiform dermatitis, and IgA dermatoses. While there is a 
relative paucity of animal models for human autoimmune skin disorders, the skin is one 
of the few organs that offer us direct access to T cells and proteins expressed in a 
human target organ; therefore, human data are detailed and mechanistic insight into 
the human diseases is good.

Pemphigus Pemphigus is a serious bullous disease of the skin and mucous 
membranes. The cause for blister formation is the loss of cohesion between epidermal 
cells, epidermis, and the basal membrane and corium leading to the accumulation of 
fluid ( 322 , 323 ). A hallmark of pemphigus is the formation of autoantibodies directed to 
desmosomes and anchor fibrils that usually literally hold the skin together and in place. 
Figure 16 summarizes the targeted structures with respect to skin layer or location in 
various forms of pemphigus disease. Due to the appearance of these IgG antibodies 
(close to 100% of patients during the acute clinical phase) that are complement binding 
and because of their pathogenetic importance, pemphigus can be considered an 
autoimmune disease; as a matter of fact, it is the only one where the pathogenetic 
importance of one defined autoantigen is clearly established in humans ( 323 , 324 ). It is 
associated with HLA-DR4 and certain variations of the DQ beta chain ( 325 ); however, 
the milder form, bullous pemphigoid, does not exhibit any HLA linkage. The etiology is 
unclear, however; in some cases, a putative initiation through certain drugs has been 
observed. While pemphigus may be associated with other autoimmune diseases ( 323 ), 
its occurrence with certain malignant diseases has been defined as a separate entity ( 
326 ). Other forms of pemphigus-like manifestations include the gestational pemphigus, 
the penicillamin-induced mucosal pemphigus, and bullous epidermolysis that 
sometimes accompanies SLE, Crohn’s disease, or diabetes. 



 
FIG. 16. Different skin layers and their affectation in autoimmune skin syndromes.

Despite the good response to glucocorticoid treatments, pemphigus remains a very 
serious clinical disease that frequently requires long-term immunosuppression that may 
result in severe systemic side effects. A causative intervention is not yet possible 
despite the fact that the autoantigens are quite well known and characterized. The 
disease is very painful and the clinical implications are similar to those seen with major 
burns. Larger scars will remain after the affected areas have healed. 
Dermatitis Herpetiformis This is a relatively rare, HLA B8/DR3–linked disorder that is 
characterized by string itching and is of unknown etiology. There are some IgA deposits 
in the skin and the disease is treated with sulfones that have significant side effects ( 327

 ). 
IgA Dermatoses This is a bullous affectation of the skin that can comprise several 
layers depending on the subtype ( Fig. 16). It is linked to HLA-B8/DR3 and is 
characterized by IgA deposition in the skin that leads to formation of tears and blisters. 
The treatment with sulfonamides and corticosteroids is usually effective; the etiology is 
unclear ( 328 ). 

Autoimmune Gut Disorders

The gut constitutes a unique immunologic environment given its large interactive 
mucosal surface area and the need to maintain tolerance toward food antigens and 
bacteria normally present within the gut flora. The gut-associated immune system has 
an important regulatory and barrier function. Immune responses are usually initiated 
within the Peyer’s patches that obtain a significant amount of antigens via the M cells 
located within the mucosa and specialized in antigen uptake and transport ( 98 , 329 , 330 ). 
Lymphocytes from the bone marrow will circulate through the Peyer’s patches, where B- 
or T-cell responses can be initiated. Interestingly, the B-cell responses are 
characteristically IgA high. After antigen encounter, these cells will circulate to the 
mesenteric lymph nodes and enter the systemic circulation from there. Specifically for 
the gut, there are other extralymphoid locations, where immune cells are found and 
where immune responses (aggressive or regulatory) can be initiated. One is the 
intestinal lamina propria, where MHC class II is expressed and bacterial products can 
be presented. Predominantly CD4 + T and B cells may assume regulatory functions and 
IgA is secreted with the mucus into the gut lumen. The second are intraepithelial 
lymphocytes (IELs). A significant proportion of IELs expresses the ?d T-cell receptor 
and they have cytotoxic as well as immunoregulatory functions ( 331 , 332 ). Certain 
studies after oral or intranasal feeding of autoantigens have attributed regulatory 
function to ?d lymphocytes. Overall, the hypothesis that the gut environment is ideally 



suited to induce a tolerizing or regulatory immune response to antigens present in the 
gut lumen is of high interest and well supported by evidence from animal models (e.g., 
“oral tolerance”) ( 333 ). The rationale is that the immune system must have evolved to 
put some unique mechanisms into place to deal with the multitude of “foreign” antigens 
present in the gut and needed as nutrients and for digestive purposes. Indeed, mice 
housed within a sterile environment have a shorter life span and multiple immune 
defects, indicating that the gut’s immune system is vital for regular immune 
development and functions.

Gastritis Pernicious anemia is the end stage of autoimmune gastritis observed in about 
10% to 20% of patients ( 334 ) and represents the most common cause of vitamin B 12 

deficiency ( 335 ). Autoimmune gastritis is associated with autoantibody production to 
parietal cells and to its secreted product, intrinsic factor. In addition, a role for CD8 and 
CD4 T cells has been demonstrated ( 336 ). Animal models have been developed ( 337 ). 
Standard therapy is paternal B 12 administration. Interestingly, this disease also 

develops in mice after thymectomy and is characterized by a relative lack of CD25 + 
regulatory CD4 + T cells ( 111 , 338 , 339 ). 
Ulcerative Colitis Ulcerative colitis is a chronic inflammatory disease of the gut that 
affects men somewhat more frequently than women. It usually begins in the distal colon 
and rectum and will spread proximally resulting in severe cases in pancolitis. The 
hallmark is bloody mucoid diarrhea. The etiology is unclear, evidence points toward a 
certain genetic predisposition that has to meet triggering environmental factors. Unlike 
Crohn’s disease, the inflammatory foci are not granulomatous and not discontinuous. 
Overall, inflammatory mediators are increased, but systemic symptoms are rare. 
Treatment is usually achieved by corticosteroids, in severe cases, ulcerative colitis may 
require removal of the colon. 
Crohn’s Disease As opposed to ulcerative colitis, Crohn’s disease begins as a 
discontinuous, granulomatous inflammation of the proximal ileum. Ulcerations are 
frequent and the disease is more severe than ulcerative colitis. The permeability of the 
mucosal epithelium is enhanced, which leads to a local breakdown of barrier functions 
and up-regulation of TNF, IL-1, IL-6, and other cytokines. The immune reaction involves 
the whole mucosa and regional lymph nodes. Interestingly, in addition to standard 
immunosuppressive treatments, blockade of TNF appears to be promising in recent 
clinical trials, similar to the situation in RA ( 340 ). 

Autoimmune Diseases of the Heart

The etiology for primary myocarditis is unclear and an autoimmune cause has to be 
taken into account. The heart muscle is infiltrated mainly by CD4 + T cells and 
macrophages and the infiltrates are usually diffuse and nonfocal. The infiltrating cells 
produce considerable amounts of INF-? and TNF-a. As a consequence of the 
inflammation, heart muscle cells can swell, the heart can dilate and severe disturbances 
of the electrical conduction can occur. It is noteworthy that myocarditis can also occur in 
conjunction with certain systemic autoimmune diseases such as SLE, scleroderma, RA, 
polymyositis, and polyarteriitis nodosa.



CLOSING REMARKS

A common trait among diverse animal models for autoimmune diseases and the human 
conditions they aim to model appears to be the difficulty with which experimental 
autoimmunity is achieved. Breaking of tolerance to self-antigens requires in most 
instances strong inflammatory (e.g., pertussis toxin and adjuvant in EAE or 
collagen-induced arthritis) or infectious (e.g., RIP-LCMV model for T1D, or TMEV/MHV 
models for MS) stimuli. In addition, many animal models require a genetically 
susceptible background or have to rely on artificial autoantigen expression by means of 
transgenic technology. In contrast to the relatively easy detection of autoreactive 
lymphocytes in antigen-induced animal models, it has been a daunting endeavor in 
humans (as well as spontaneous disease models such as the NOD mouse) and data 
obtained frequently vary considerably between different patients as well as laboratories. 
What are the implications for our understanding of autoimmune diseases in humans 
given these challenges? First, it is unlikely that strong inflammatory stimuli can be 
provided under natural conditions in the absence of infectious disease. Thus, viral and 
bacterial infections remain prime candidates for causing secondary autoimmunity (see 
Miller’s TMEV model of APC-mediated determinant spreading to autoantigens). 
Infectious pathogens can provide the “danger signals” (Matzinger) needed for 
propagation of extended inflammation leading to clinical disease. Nevertheless, proof of 
a causal relationship is exquisitely difficult (if not impossible), since traces of pathogens 
detected may have no relation to the underlying disease process, or may be cleared 
from the system by the time of secondary clinical disease. In addition, disease is likely 
dependent on individual pathogen strains, making a very detailed immunologic profiling 
in prospective clinical trials necessary. It is possible that the introduction of new 
antivirals might unmask such an association in the future. Second, a genetically 
susceptible background will likely be required to provide a “fertile field” for initiating a 
chronic inflammation involving autoantigens. This probably occurs via a multifaceted 
network of multiple susceptibility and protective genes, and it will be impossible to treat 
a respective disease just by analyzing the background genes involved. Last, 
autoreactive lymphocytes might predominantly be present in the affected organ or site 
and not in the peripheral blood, which makes their identification and characterization in 
humans rather difficult.

One last word of caution should be devoted to our interpretation of specific findings 
obtained in individual animal models. Animal models should serve to teach us 
paradigms of how a disease could develop kinetically in vivo. The precise parameters, 
targeted antigens, susceptibility genes and effector molecules may be considerably 
different in humans. Thus, for example, if there is indication that GAD is a primary 
antigen in the NOD mouse, this may or may not have direct relevance to the human 
disease. However, what Yoon’s observations in the NOD mouse can teach us is that 
there may be a crucial primary yet-to-be-discovered antigen in human diabetes. Indeed, 
GAD appears to be targeted in humans in a more systemic disorder, stiff man’s 
syndrome (SMS) ( 341 ), and study of the NOD mouse may facilitate our understanding 
of SMS. The opportunities as well as limits of each animal model have to be delineated. 
Again, the NOD mouse appears to be prone toward multiorgan autoimmunity (induction 
of EAE [ 342 ], neuritis [ 343 ], arthritis and hepatitis have all been observed in NOD or 



NOD-congenic mouse strains) and exhibits, in addition to diabetes, thyroiditis, sialitis, 
and orchitis. Thus, diabetes in the NOD mouse is clearly different from typical human 
type 1 diabetes. Therefore, treatments capable of correcting the systemic immune 
dysregulation that predominates in the NOD model may not directly apply to human 
T1D where no such pronounced systemic dysregulation is present. Based on these 
considerations it is not surprising that out of the more than 140 therapeutic strategies 
that prevent diabetes in the NOD mouse, only a handful have made it to phase 1 
human trials. Experiments with human cells or materials should be undertaken in order 
to solidify the choice of molecules or target antigens. The successful story with respect 
to blockade of TNF-a to treat RA underlines the importance of this step. Employment of 
a multiplicity of models thus becomes imperative to evaluate potential candidate 
interventions, as does a careful proceeding, objective evaluation, and avoidance of 
premature conclusions. In addition to the researchers and clinicians, publishers as well 
as the news media will have to share this responsibility. Continued research will 
undoubtedly provide us eventually with sufficient insight into the complexities of 
organ-specific autoimmunity, but patience and perseverance coupled with experimental 
objectivity will be required.
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This chapter provides an overview of the current understanding of diseases under the 



nosological rubric of “allergy.” The diverse diseases so gathered (anaphylaxis, asthma, 
allergic rhinitis, atopic dermatitis, food allergy) are united at least superficially by the 
facts that (a) all these conditions result from the expression of harmful immune 
responses; (b) all the implicated immune responses are associated with the generation 
of immunoglobulin E (IgE) (whether IgE is integral to pathogenesis or not); and (c) the 
antigens driving such immune responses are not derived from infectious pathogens (a 
criterion honored in the breach in such conditions as anaphylaxis caused by spillage of 
the contents of echinococcal cysts). The basic cellular and molecular mechanisms that 
underlie the pathogenesis of allergic disorders, as well as the environmental and 
genetic substrates for their generation, are closely considered. Although much of the 
current understanding of mechanism in allergic disease has been derived from the 
study of animal models, mechanistic data on human disease are discussed wherever 
possible. The chapter finishes with a brief survey of the clinical and therapeutic 
characteristics of the major human allergic disorders. Readers are referred to clinically 
oriented texts for a fuller discussion of such issues.

HISTORICAL PERSPECTIVE

The term allergy was coined in 1906 by the astute pediatrician Clemens von Pirquet, 
who argued that antigenic stimuli led to two distinct categories or patterns of response: 
immunity and allergy ( 1 ). The former, an old concept, referred to responses leading to 
protection from infectious challenge. The latter, a novel theoretical construct, referred to 
“altered reactivity” that itself led to host damage. This idea of allergy—that is, the notion 
that the immune response itself can be a cause of disease—was a powerful conceptual 
advance that led to novel insights into the pathogenesis of a variety of diseases. Quite 
naturally, this concept of allergy initially included autoimmune diseases, in addition to 
conditions that are classified as allergic diseases today. As noted previously, current 
usage largely restricts the term allergy to diseases caused by the subset of harmful 
immune responses (to pathogen-unrelated antigens) that is associated with the 
generation of IgE. There is some artificiality to this. Very similar patterns of immune 
response can drive pathological processes in response to infectious pathogens such as 
tissue helminths. Furthermore, IgE may be more a marker of an underlying pattern of 
immune response than a mechanistic participant in the immunopathogenesis of at least 
some subtypes of allergic disease. As long as these caveats are kept in mind, however, 
this concept of allergic disease long enshrined by clinical subspecialists has 
considerable theoretical and practical utility.

The trail leading to the specific identification of IgE began with demonstration by 
Prausnitz and Kuster ( 2 ) in 1921 that hypersensitivity to an antigen could be passively 
transferred in serum from one individual to another. The instigating antigens ( allergens,
 in contemporary parlance) were known as atopens, and the mysterious plasma factor 
that conferred sensitivity was called atopic reagin. It was not until 1966 that Ishizaka et 
al. ( 3 , 4 and 5 ) demonstrated that reaginic activity was carried by a novel class of 
immunoglobulin, IgE. The word atopy has since come to denote the propensity for 
developing allergic reactions to common environmental antigens (allergens), a 
propensity defined operationally by elevations in serum levels of IgE reactive with, or by 



skin test reactivity to, such antigens. Definitions of other key terms are given in Table 1.

 
TABLE 1. Definitions of key terms

Before proceeding to a direct focus on allergic diseases, it is useful to consider the 
classification scheme for harmful immune responses, or hypersensitivity reactions, 
initially outlined by Coombs and Gell ( 6 ). This widely used formulation, modified by 
Janeway and Travers ( 7 ) and Kay et al. ( 8 ), systematizes the major mechanisms 
initiating injurious processes that are mediated by the adaptive (as opposed to the 
innate) immune system ( Table 2). The scheme delineates four classes of 
hypersensitivity: (a) type I, or immediate hypersensitivity, in which allergens interact with 
specific IgE [or, in the mouse, immunoglobulin G1 (IgG1)] on the surface of mast cells 
or basophils, which leads to the release of a variety of pharmacoactive inflammatory 
mediators; (b) type II hypersensitivity, or cytotoxic reactions, in which antibodies react 
with cell surface–associated antigens or receptors, which leads to tissue injury, altered 
receptor function, or both; (c) type III hypersensitivity, or immune complex reactions, in 
which damage is mediated by immune complexes generated by antibody in the 
presence of antigen excess; and (d) type IV, or delayed-type hypersensitivity, in which 
harmful T cell–driven inflammatory processes proceed without any necessary role for 
antibodies.



 
TABLE 2. Modified coombs–gell classification of the four major types of initiating 
mechanisms of immunologically mediated adverse (“hypersensitivity”) reactions

In light of this classification scheme, beloved of generations of immunologists and 
medical students alike, allergic reactions seem to fall squarely into the category of type I 
hypersensitivity responses. Enhanced mechanistic understanding of allergic processes 
has inevitably complicated matters, however. Most allergic responses are multiphasic, 
combining elements of diverse hypersensitivity types into one “allergic cascade.” For 
example, the initial phase of the clinical asthmatic response to an aeroallergen is often 
caused by immediate (type I) hypersensitivity. However, this is frequently followed by 
late-phase responses more characteristic of delayed-type (type IV) hypersensitivity 
reactions.

GENERAL FEATURES OF ATOPIC DISORDERS

Allergic disorders are categorized by the anatomical site where disease is manifested: 
atopic dermatitis (skin), atopic rhinitis (nasal passages), atopic asthma (lung), food 
allergy (gut), and anaphylaxis (systemic) ( Table 3). All these clinical entities involve a 
similar allergic effector cascade, at least superficially; differences in presentation 
probably reflect variation in the physiochemical characteristics of the allergen, the site 
of initial sensitization to the allergen, the route and dose of allergen exposure, and the 
programmed response of resident cells (e.g., epithelial cells) to injury and inflammation. 
Anaphylaxis aside, there is often a stereotypical sequence in the development of 
allergic manifestations of disease in patients with atopy, with early expression of food 
sensitivities or atopic dermatitis, and the subsequent development of either atopic 
rhinitis or asthma. Many individuals have all three of the latter clinical entities, which 
form the “atopic triad.”



 
TABLE 3. Major features of allergic immune responses

Atopic disorders represent a major health problem worldwide, affecting 5% to 30% of 
the population. The incidence of atopic diseases, including asthma, atopic rhinitis, and 
atopic dermatitis, has increased dramatically since the 1990s in industrialized countries 
( 9 , 10 and 11 ). In such countries, 30% of the population manifest some form of atopic 
disease at some time in their lives. The widespread prevalence and morbidity of atopic 
diseases impose a heavy burden on society. The economic impact of allergic diseases 
in the United States, including health care costs and lost productivity, were estimated at 
$6.4 billion in 1990 alone.

The defining feature of atopy is the production of IgE in response to exposure (through 
mucosae or the skin) to a variety of ubiquitous, and otherwise innocuous, antigens. 
Such IgE production is a tightly regulated process, part of a complex network of cellular 
and molecular events necessary for the development of the allergic response. Initiation 
of this response appears to occur with presentation of the allergen by 
antigen-presenting cells (APCs) to CD4 + T cells residing in mucosae (a process 
referred to as sensitization). In atopic individuals, responding allergen-specific T cells 
polarize to a type 2 T helper (Th2) pattern of production, with the elaboration of 
cytokines such as interleukin (IL)–4, IL-13, IL-5, and IL-9 ( vide infra). Although T cells 
from nonatopic individuals clearly recognize these same environmental antigens, the 
expansion and differentiation of such T cells does not involve Th2 deviation. The 
mechanisms controlling allergen-associated Th2 polarization in atopic individuals are 
not completely understood. It appears likely that genetic and environmental factors 
affecting the antigen-presenting process play a key role.

The elaboration of Th2 cytokines sets into motion a complex series of events leading to 
IgE production: the development, recruitment, and activation of effector cells such as 
mast cells, basophils, eosinophils, and effector T cells and a variety of downstream 
effector cascades.



Once an atopic individual is sensitized, the manifestations of allergy are readily induced 
upon reexposure to the allergen (the elicitation phase). Although the effector phases of 
IgE-associated atopic disorders generally appear as a continuum, it is useful to define 
three temporal patterns: (a) acute reactions (developing within seconds to minutes of 
allergen exposure); (b) delayed or late reactions (developing hours after allergen 
exposure); and (c) chronic reactions (developing over days to years). Acute reactions 
result from cross-linking of high-affinity crystallized fragment e receptor I (FceRI) on the 
surface of mast cells/basophils, induced by the interaction of allergen with cell-bound 
IgE. Such cross-linking results in the release of vasoactive mediators, chemotactic 
factors, and cytokines, which initiate the so-called allergic cascade. This early reaction 
may resolve within minutes but is often followed by late-phase responses that begin 3 
to 6 hours after antigen challenge and may persist for days in the absence of therapy. 
The pathophysiological consequences of chronic reactions are associated with the 
migration of eosinophils and lymphocytes from the blood into affected tissues.

ALLERGENS

Definition and General Characteristics of Allergens

Allergens are, by definition, antigens that can elicit specific IgE responses in genetically 
susceptible individuals. The list of structures that have been identified as allergens 
represents a tiny subset of the antigenic universe to which humans are routinely 
exposed. Allergens are generally subdivided by route of exposure and source. Such 
allergens include aeroallergens (pollens, mold spores, animal dander, fecal material 
excreted by mites and cockroaches), food allergens, allergens transmitted by stinging 
insects, pharmaceuticals, and latex.

Allergen Classification Purified allergens are named in accordance with guidelines 
published in 1994 by the World Health Organization International Union of Immunologic 
Societies Allergen Nomenclature Sub-Committee, on the basis of their source and the 
order in which they were discovered ( 12 ). The names incorporate the first three letters 
of the genus and the first letter of the species from which the allergen is derived, plus 
an Arabic numeral that is used to denote structurally homologous allergens from the 
same species. For example, the two major species of dust mite ( Dermatophagoides 
pteronyssinus and Dermatophagoides farinae) are designated as Der p (Der p 1, Der p 
2) and Der f (Der f 1, Der f 2). Other major allergens include Fel d 1 from the cat, Bet v 
1 from birch pollen, Amb a 1 from ragweed pollen, and Phl p 1 from the pollen of 
timothy grass. 
Biological Properties of Allergens The major allergens are a diverse group of 
proteins in which no one biological property appears to be dominant. However, recent 
studies indicate that a number of allergens from diverse sources have enzymatic activity 
that may bias the immune response toward a Th2 phenotype. For example, Der p 1 is a 
25-kDa cysteine protease that has been shown to cleave CD25, the 55-kDa a subunit of 
the IL-2 receptor ( 13 , 14 ). As a result of cleavage of CD25, peripheral blood T cells 
show markedly diminished proliferation and interferon (IFN)–? secretion in response to 
potent stimulation by anti-CD3 monoclonal antibody. These findings suggest that Der p 



1 decreases the growth and expansion of antigen-specific Th1 cells, augmenting 
expansion of the antigen-specific Th2 cells that favor a proallergic response. Der p 1 
may also contribute to the allergic phenotype by cleaving CD23 on murine B cells that 
would normally serve to inhibit IgE synthesis, thereby disrupting an important negative 
regulator of IgE production ( 15 ). Yet another potential mechanism by which proteolytic 
allergens such as Der p 1 may alter the immune response is through cleavage of 
complement components into their active components at the mucosal surface ( 16 ). 
Moreover, through its ability to disrupt epithelial architecture, Der p 1 may also facilitate 
its own passage across the mucosal surface epithelium, thus enhancing its own access 
to immune cells. Although allergens such as Der p 1 can potentially create a 
microenvironment conducive to Th2 cell expansion, normal individuals do not mount 
Th2 responses when exposed to these allergens, which suggests that despite the 
nature of these antigens, other factors are necessary for the development of allergic 
outcomes in susceptible individuals. 

Specific Allergens

Aeroallergens Aeroallergens are airborne proteins or glycoproteins derived from a 
variety of sources, including pollinating trees and grasses, mold spores, animal dander 
(cat, dog, and rodent), and particulates secreted by dust mites and cockroaches. 
Factors that affect the growth or accumulation of these latter organisms (high humidity, 
well-insulated homes, fitted carpets) increase the levels of these allergens in the indoor 
environment. Exposure to such indoor allergens is also dependent on a variety of 
geographical, climatic, and socioeconomic factors. Interestingly, whereas indoor 
allergens are more closely associated with development of asthma, outdoor allergens 
(e.g., ragweed pollen) appear to be more important in the development of allergic 
rhinitis. The mechanisms underlying such associations remain obscure. Speculation 
has focused on the physiochemical nature (size, chemical structure) and pattern of 
exposure (acute vs. chronic). 
Food Allergens Although hundreds of different foods are ingested, only a small 
number account for most food allergies. The most common foods responsible for 
childhood food allergy are milk, eggs, peanuts, soy, and wheat. Responses to food 
allergens are relatively common in children younger than two years but usually 
disappear as the children age. In contrast, in adult food allergy, the most common 
offending foods are peanuts, tree nuts, fish, and shellfish. Most food allergens have 
been found to be water-soluble glycoproteins ranging in size from 10 to 40 kDa that are 
heat and acid stable and resistant to proteolytic degradation. Exceptions to these are 
fruit and vegetable allergens. Reactions to food allergens can be fatal; one of the most 
severe food reactions occurs in response to peanut allergens. 
Latex Allergens A new class of antigens associated with immediate hypersensitivity 
reactions to latex rubber has been identified in the last few years. Latex allergy is 
frequently seen in health care workers, rubber industry workers, and patients 
undergoing multiple surgical procedures in early infancy ( 17 , 18 ). Symptoms manifest 
as contact urticaria, rhinoconjunctivitis, asthma, and mucosal swelling. However, severe 
reactions and death have occurred upon exposure to latex balloons on the rectal 
mucosa, especially in children with spina bifida. Multiple individual latex allergens have 
been identified, of which eight have received an international nomenclature designation. 
These include Hev b 1, rubber elongation factor; Hev b 2, ß-1,3-glucanase; Hev b 3, 



which is homologous to Hev b 1; Hev b 4, a microhelix component; Hev b 6, 
prohevein/hevein; and Hev b7, a patatin-like protein ( 19 ). It has been appreciated that 
individuals with allergies to certain fruits such as banana, avocado, kiwi, and chestnut 
develop clinical symptoms upon initial contact with latex ( 20 ). This phenomenon has 
been coined “the latex-fruit syndrome.” It is thought to occur as a result of the presence 
of IgE reactive to enzymes such as ß-glucanase and chitinases that are present in both 
fruits and rubber. 
Pharmaceuticals Adverse drug reactions are relatively common clinical problems. 
Most conventional pharmaceutical agents are relatively low-molecular-weight 
compounds that become allergens only after their haptenization to endogenous 
proteins. The penicillins are classic instigators of allergic reactions. Penicillin is 
associated with a relatively high incidence of allergic reactions because of the chemical 
reactivity of penicillin and its metabolites. Although penicillin itself is the major allergen, 
its metabolic products, penicilloate and penilloate, are minor allergens but are 
responsible for a disproportionate share of severe, life-threatening reactions. Moreover, 
the drug is often administered parenterally, which greatly increases the probability that 
an adverse IgE-associated response will be fatal. Cephalosporin drugs are structurally 
similar to penicillin, and penicillin-allergic individuals may have IgE antibodies that 
cross-react with cephalosporin. Other agents, such as quaternary ammonium 
compounds (neuromuscular blocking agents) and sulfonamides (antibiotics) are 
relatively common stimuli of allergic reactions. 
Insect Venom Allergens Hypersensitivity to venom of stinging insects develops in both 
nonatopic and atopic individuals. Individuals are sensitized when relatively high levels of 
proteins (approximately 50 µg) in venom are injected subcutaneously during a sting. 
The venom-associated allergens of several vespids (yellow jacket, wasp, fire ant, and 
white-faced hornet) are cross-reactive and include antigen 5, phospholipase, and 
hyaluronidase. The honeybee venom contains distinct allergens, including two major 
ones, phospholipase A 2 and hyaluronidase, and a less important one, melittin. Many of 
these allergens have proteolytic activity. 

CD4 + Th2 POLARIZED IMMUNE RESPONSES IN ATOPY

As the primary orchestrators of specific immune responses to foreign antigens, the 
T-lymphocyte has been implicated in the pathogenesis of allergic diseases. Several 
lines of evidence support a causal role for T-lymphocytes in allergic disorders. 
Increased numbers of T-lymphocytes are found in the bronchial mucosa, nasal mucosa, 
and skin of patients with allergic asthma, rhinitis, and dermatitis, respectively, in 
comparison with nonatopic controls ( 21 , 22 and 23 ). In asthma and allergic rhinitis, CD4 
+ T cells predominate. In atopic dermatitis, however, excess CD4 + and CD8 + T 
populations are present in skin lesions ( 18 ). Furthermore, there is a generalized 
increase in T-cell activation in allergic individuals both at the site of disease and 
systemically. Increased cell-surface expression of T-cell activation markers such as the 
IL-2 receptor (IL-2R), class II major histocompatibility complex (MHC) antigens [human 
leukocyte antigen (HLA)–DR], and very late activation antigen (VLA)–1 have been 
observed in all disorders in the atopic triad ( 22 , 23 ).

As has been covered in detail in other sections of this text, functional subsets of CD4 + 



T cells have been distinguished at both clonal and population levels by the unique 
profiles of cytokines that they produce ( 24 , 25 ). The differential presence of these 
cytokine phenotypes in a variety of allergic and infectious diseases both in mice and in 
humans has provided descriptive power and theoretical insight into disease 
pathogenesis ( 25 , 26 and 27 ). Th1 cells producing tumor necrosis factor (TNF) ß and 
IFN-? are critical in the development of cell-mediated immunity, macrophage activation, 
and the production of complement-fixing antibody isotypes ( 24 , 25 ). Th2 cells producing 
IL-4, IL-13, IL-5, IL-9, and IL-6 are important in the stimulation of IgE production, 
mucosal mastocytosis, eosinophilia, and macrophage deactivation ( 24 , 25 ).

An immunopathogenic role for Th2 cells in allergy was initially sought on the basis of 
the importance of these cytokines in IgE synthesis, along with eosinophil and mast cell 
regulation. Several lines of evidence support the involvement of these cytokines in the 
pathogenesis of allergic disorders. First, T cells at the site of disease in allergic 
individuals exhibit Th2 deviation ( 28 , 29 and 30 ). Specifically, T cells from both the 
bronchoalveolar lavage (BAL) fluids and bronchial biopsy specimens of allergic 
asthmatic patients express elevated levels of messenger ribonucleic acid (RNA) for 
IL-4, IL-13, granulocyte-macrophage colony-stimulating factor (GM-CSF), and IL-5. A 
similar T-cell phenotype is observed in the nasal mucosa of patients with atopic rhinitis ( 
31 ). In patients with atopic dermatitis, elevated Th2 cytokines (IL-4, IL-13, IL-5) and their 
receptors (IL-4R, IL-5 receptor) are found in skin lesions in acute disease ( 32 ), whereas 
cytokine patterns in chronic lesions are mixed, both Th2 cytokines (IL-5 and IL-13) and 
Th1 cytokines (IFN-?), being expressed ( 33 , 34 ). Second, it has been shown that 
successful therapeutic treatment of these disorders is associated with shifting of the 
cytokine phenotype from a Th2 to a Th1 pattern. For example, steroid treatment 
decreases IL-4 and IL-5 levels, while simultaneously increasing IFN-? levels in the BAL 
of asthmatic patients ( 35 ). Both steroid treatment and immunotherapeutic regimens 
result in reductions in Th2 cytokine levels in the nasal mucosa ( 36 ) and 
allergen-stimulated peripheral blood mononuclear cells (PBMCs) ( 37 ) of patients with 
allergic rhinitis. Third, the increased numbers of activated T cells seen in these 
disorders correlate directly with both the numbers of activated eosinophils and the 
severity of each type of allergic disorder ( 23 , 38 ).

Although there is considerable descriptive evidence that CD4 + T-lymphocytes and Th2 
cytokines are important in the pathogenesis of atopic disorders in humans, definitive 
proof is, of course, difficult to obtain. As a result, experimental animal models have 
been extremely useful in mechanistic delineation of the role of CD4 + T cells and T 
cell–derived cytokines in the pathogenesis of allergic disorders. Murine models of 
antigen-driven asthma have consistently revealed a causal role for CD4 + T cells in the 
development of the signs of allergic airway disease ( 39 , 40 ). In these models, 
sensitization with various allergens (ovalbumin, house dust mite, ragweed, Aspergillus 
species) by either intraperitoneal injections or airway challenge, followed by direct 
airway challenge, induces a phenotype closely resembling that observed in asthmatic 
humans ( 39 , 40 ). Specifically, allergen sensitization and challenge result in airway 
hyperresponsiveness, eosinophilic inflammation, elevations in allergen-specific IgE 
levels, and mucus hypersecretion. Regardless of mouse strains or exposure protocols, 



an absolute requirement for CD4 + T cells for the development of allergic responses is 
clear in such models ( 39 ). A lack of CD4 + T cells, achieved by either antibody 
depletion ( 39 ) or gene targeting ( 41 ), is associated with prevention of the development 
of allergen-induced airway responses. Conversely, depletion of CD8 + cells does not 
affect airway responses to allergen challenge in mice ( 42 ). Furthermore, adoptive 
transfer of Th2 clones into the mouse lung can induce allergic airway symptoms ( 43 ). 
The involvement of each of the specific Th2 cytokines in atopic airway responses has 
been demonstrated in studies in which IL-4, IL-5, IL-13, and IL-9 have been 
manipulated through either antibody blockade ( 43 , 44 ) or gene targeting ( 45 , 46 , 47 and 
48 ). Specifically, IL-4, through its critical role in Th2 differentiation, has been shown to 
be essential in the initiation of allergic airway responses ( 49 , 50 ). Collectively, the Th2 
cytokines orchestrate the elicitation of the allergic response through their ability to 
regulate IgE production and recruitment and activation of various effector cells (e.g., 
mast cells, eosinophils). On the other hand, studies have shown that the administration 
of agents such as IL-12 and IFN-? that inhibit Th2 cytokine production and stimulate 
Th1 pathways prevent the development of allergen-induced airway 
hyperresponsiveness and eosinophilic inflammation in murine models ( 51 , 52 and 53 ). 
Conversely, mice deficient in T-bet, a transcription factor important in IFN-? secretion, 
spontaneously develop Th2-mediated allergic airway responses ( 54 ). Along these lines, 
prior infection of sensitized mice with bacille Calmette-Guérin (BCG) ( 55 ) or 
administration of CpG oligonucleotides ( 56 ) has resulted in suppression of eosinophilic 
airway inflammation, concomitant with a shift in cytokine production to a protective 
type-1 profile.

Similar mouse models have been used to study the pathogenesis of atopic rhinitis ( 57 , 
58 ), food allergy ( 59 ), and atopic dermatitis ( 48 ). Although not as many laboratories 
have examined the effects of respiratory antigen exposure on the nasal mucosa, a role 
for CD4 + T cells has also been established in a murine model of nasal allergy ( 60 ). 
Specifically, blockade of CD4 + T cells before sensitization prevented the development 
of nasal symptoms and eosinophilia.

Oral exposure of mice to antigens such as ovalbumin and peanuts has been shown to 
induce responses similar to those observed in food-allergic individuals with infiltration of 
the large intestine with eosinophils, T cells, and mast cells. Functionally, these 
exposures are associated with diarrhea and, in some cases, with anaphylactic 
reactions. Adoptive transfer of primed CD4 + T cells has been shown to simulate 
antigen responses in the gut, whereas blockade of IL-4 ( 61 ) has been shown to inhibit 
both the cellular response and the intestinal symptoms. Conversely, administration of 
recombinant IL-12 decreased anaphylactic responses to peanut antigens ( 59 ).

One of the most commonly used animal models of atopic dermatitis is one in which the 
NC/Nga strain of mice spontaneously develops an eczematous atopic dermatitis–like 
skin lesion when kept in conventional but not pathogen-free surroundings ( 62 ). The skin 
lesions in NC/Nga mice are characterized by infiltration with lymphocytes, eosinophils, 
and macrophages and with mast cell degranulation. The lesions develop concomitantly 



with elevations in serum IgE levels. Findings consistent with the mixed cytokine pattern 
observed in the skin of humans with atopic dermatitis are IL-4 and IL-5 in the lesions 
earlier on; IFN-? is detected in the later stages. A role for CD4 + T cells in development 
of these lesions has been demonstrated in that mice without recombination activating 
gene type 2 (RAG2 -/-) do not develop lesions ( 63 ). Interestingly, treatment of mice with 
IFN-?, IL-12, and IL-18 early during their lives inhibits development of lesions and 
elevations in IgE levels ( 64 ). Moreover, treatment of NC/Nga mice with tacrolimus 
hydrate (FK506) suppresses skin infiltration and suppresses IL-4 and IL-5 production as 
well as IgE production ( 65 ).

FACTORS CONTRIBUTING TO Th2 CELL DEVELOPMENT IN ATOPIC 
INDIVIDUALS

Overview

Very little is known conclusively about the underlying causes of the aberrant expansion 
of Th2 cells in atopic humans. Naïve T helper cells have the ability to differentiate into 
either Th1 or Th2 cells, regardless of the specific T-cell receptor epitope. Although 
many immune responses are likely to retain a balanced (Th0) phenotype, responses 
may be polarized to either the Th1 or Th2 type. This process may be influenced by 
many factors, including (a) the genetic background of the host, (b) the antigen dose, (c) 
environmental factors, (d) the type and function of APCs involved in the interaction with 
naïve T cells, and (e) the polarizing cytokine microenvironment during antigen 
presentation. There are supportive data for each of these determinants in atopic 
diseases ( Fig. 1).

 
FIG. 1. Factors influencing antigen presentation and T-cell differentiation in atopy. 
Allergen presentation by dendritic cells to naïve T cells is influenced by release of 
mediators [C3, C5, prostaglandin E 2 (PGE 2), IL-10] from local cells such as epithelial 
cells, by the genetic background and microbial exposure of the individual. Under these 
influences, T cells differentiate along a type 2 T helper (Th2) pattern in atopic 
individuals. Elaboration of interleukin (IL)–4, IL-13, and IL-5 collectively results in 
immunoglobulin E (IgE) production and recruitment of eosinophils to the site of 



inflammation.

Genetic Influences on Allergen Sensitization

The production of a Th2 pattern of cytokines appears to be genetically controlled and 
established early during childhood ( 66 , 67 ). In an elegant longitudinal study of children, 
Martinez et al. ( 66 ) and Prescott et al. ( 67 ) showed that the propensity for developing 
allergic asthma is associated with low stimulated levels of IFN-? in children at 9 months 
of age, which suggests that a type 1 response is a protective factor. Furthermore, low 
stimulated levels of IL-2 and IFN-? at 9 months of age were positively correlated with 
parental immediate skin test reactivity. In this regard, familial aggregation and twin 
studies have confirmed a fundamental contribution of genetic factors to the 
development of atopy and specific clinical atopic phenotypes ( 68 ). Specifically, 
individuals with a first-degree relative with atopy are at a significantly greater risk of 
developing atopy. Moreover, individuals with two atopic parents are at greater risk of 
developing an allergic disease than are those with only one atopic parent. Further 
support for this contention is the fact that there is a greater concordance for atopic 
disease between monozygotic twins than between dizygotic twins ( 69 , 70 and 71 ), 
although the concordance rates are not 100%. Thus, although atopy clearly has a 
genetic underpinning, it is also clearly a complex multigenic trait.

Multiple genome-wide screens have been conducted for indices of atopy and specific 
atopic disorders ( Table 4). As shown in Table 4, when linkage to nonspecific indices of 
atopy (e.g., skin prick test positivity or serum IgE levels) have been examined, 
reproducible linkages have been found between the atopic phenotype and five primary 
chromosomal loci: (a) the Th2 cytokine gene cluster on 5q31–q33; (b) the HLA-D region 
on 6p21; (c) the region that contains the high-affinity IgE receptor gene (FceRIb) on 
11q13; (d) a large region on 12q14 that spans several candidate genes [signal 
transducer and activator of transcription protein 6 (STAT6), IFN-?, stem cell factor, nitric 
oxide synthase 1]; and (e) a region of 14q11.2–q13 containing the TCRA/D gene. It is 
hypothesized that inheritance of these loci, either independently or in combination, may 
form a common genetic basis for all of the specific clinical atopic diseases. The 
strongest evidence in support of this hypothesis is the coexistence of atopic diseases in 
the same individual: 60% to 80% of allergic asthmatic patients have coexisting rhinitis ( 
72 ), and about 40% of infants with atopic dermatitis develop asthma by the age of 4 
years. Furthermore, the chromosomal regions and candidate genes [e.g., IL-4 receptor 
a (IL-4Ra), IL-13, CD14, IL-10] linked to atopy are the same regions that have been 
linked with all three clinical phenotypes, which supports the concept that a common 
genetic basis is responsible for atopy, independent of specific clinical manifestations ( 72

 ). Specific candidate genes implicated in atopic diseases are addressed in relevant 
sections throughout the text.



 
TABLE 4. Summary of shared linkage regions for atopy, asthma, atopic dermatitis, and 
allergic rhinitis

Environmental Influences on Allergen Sensitization

It is likely that multiple environmental factors influence the development of allergic 
diseases and that there may be complex interactions between these individual factors. 
The spectrum of antigens to which an atopic individual is sensitized is dependent on the 
person’s environment in early life. This tenet is based on the positive correlations 
observed between allergen exposures present during the month of birth and the 
development of sensitization to the same allergens later in childhood (e.g., birch, grass, 
and dust mite allergens) ( 73 , 74 ). For example, Scandinavian babies born in late winter 
or early spring are more likely to develop IgE antibody to birch pollen, which is prevalent 
during the spring, than are those born at other times of the year ( 73 ). In addition, 
avoidance or withholding certain allergenic foods during the first few months of life, 
tends to prevent sensitization and subsequent allergic responses to these particular 
foods.

Numerous studies have demonstrated the relationship between sensitization risk and 
the level of allergen exposure ( 75 , 76 ). This has been best studied in relationship to 
dust mite and cat antigens in early life. Among infants with two atopic parents, dust mite 
sensitization occurred with less than 1% prevalence when the infants were exposed to 
less than 0.1 µg of house dust mite allergen per gram of dust, but this value increased 
to 6% with allergen levels higher than 10 µg per gram of dust ( 75 ). Although antigen 
dose is positively correlated with sensitization, studies suggest that the relationship may 
be more complex. Specifically, high exposure to animal dander early in life has been 
shown to be protective against manifestations of asthma ( 77 ). Whether this represents 
immune tolerance as a result of high antigen dose or concomitant exposure to other 
factors such as endotoxin as a result of living with a pet is unknown.

More important than the actual dose of allergen is the age at which exposure occurs. 
The immune systems of neonatal mice and humans are thought to have a Th2 bias ( 67 , 
78 ). Studies of human infants indicate that this Th2 skew gradually diminishes during 
the first 2 years of life in nonallergic individuals ( 67 , 79 ). In allergic infants, the reverse 
occurs: the strength of neonatal Th2 responses increases over a similar period ( 67 , 79 ). 
The persistence of this neonatal bias and the failure to produce Th1-type responses 
may be an important feature of the atopic disease state ( 80 ). The redirection of Th2 



responses can be considered to occur simultaneously with childhood bacterial or viral 
infections. This relationship has been capsulated in the “hygiene hypothesis,” according 
to which early childhood infections inhibit the tendency to develop allergic disease ( 81 ). 
In support of this hypothesis, at the population level, Shirakawa et al. ( 82 ) found that, 
among Japanese schoolchildren, there was a strong inverse association between 
delayed-type hypersensitivity to BCG and atopy. Positive tuberculin responses were 
predictive of a lower incidence of asthma, lower serum IgE levels, and cytokine profile 
biases toward a type 1 profile. These results suggest that exposure and response to 
BCG may, by modification of immune cytokines profiles, inhibit atopic disorders. Further 
epidemiological support for this hypothesis comes from studies demonstrating an 
inverse relationship between (a) farm living, pet ownership, or daycare attendance in 
early life and (b) atopy. In each case, the protective effect is thought to be a reflection of 
microbial exposure. Further support for this hypothesis is the striking association 
between a polymorphism in the CD14 gene and increased levels of soluble CD14 and 
decreased levels of IgE, which reflects the importance of bacterial lipopolysaccharide 
(LPS) in down-regulating Th2 responses ( 83 ).

In accordance with this assumption, bacterial exposures have been shown to reduce 
sensitization to inhaled antigens in mice. Specifically, sensitization to ovalbumin can be 
inhibited by previous or concurrent infection with Mycobacterium vaccae or 
Mycobacterium bovis ( 84 , 85 ) or by simultaneous administration of LPS and bacterial 
unmethylated CpG motifs ( 56 ). Although the hygiene hypothesis is probably 
oversimplified, it is theoretically possible that dendritic cells (DCs) at mucosal surfaces 
in atopic individuals receive less microbial stimuli (LPS, peptidoglycans, mycobacterial 
antigens) to up-regulate IL-12 production and therefore fail to redirect weak Th2 
responses into protective Th1 responses. Causes for reduced microbial exposures in 
industrialized societies probably include widespread use of broad-spectrum antibiotics, 
immunizations, and migration from farms to cities. This hypothesis may provide a 
plausible explanation for the rising prevalence of these disorders in industrialized 
countries.

Exposure to other environmental agents such as diesel particles, ozone, second-hand 
tobacco smoke, and rhinoviruses can also enhance sensitization to allergens in young 
children ( 86 ). Numerous epidemiological studies illustrate clear associations between 
exposure to these agents and enhanced antigenic sensitization and worsening of 
disease. Ozone can alter both immediate and late-phase responses of patients with 
asthma and those with allergic rhinitis to inhaled allergen. Nasal challenge with diesel 
alone increased IgE production in both atopic and nonatopic individuals, which suggests 
that, indeed, diesel may be a sensitizer ( 87 ). When evaluated together with allergen, 
diesel exposure of ragweed-sensitive subjects resulted in a significant increase in 
allergen-specific IgE with an increase in Th2 cytokine production. In summary, the 
complex interplay between genetic and environmental factors probably governs 
susceptibility to development of atopic disorders.

Antigen Presentation in Atopic Individuals

A pivotal step in induction of a T cell–mediated immune response is the uptake, 



processing, and presentation of antigen to naïve T cells by professional APCs. After 
exposure to antigens, APCs capture antigen and process it into small peptides of 
defined length for presentation on MHC molecules and presentation to the T-cell 
receptor on naïve T cells. Moreover, APCs express co-stimulatory molecules such as 
CD80, CD86, and intercellular adhesion molecule (ICAM)–1, which provide a second 
signal for optimal induction of T-cell activation, division, and differentiation. A number of 
professional APCs such as DCs, Langerhans cells, B cells, and macrophages are 
present at mucosal surfaces and have the cellular specialization to capture and process 
antigen for presentation to T cells. Early studies focused on the accessory cell capacity 
of macrophages, but numerous studies have shown that macrophages are poor 
accessory cells ( 88 ).

Epithelial cells lining the mucosal surfaces of the respiratory tract, gastrointestinal tract, 
and skin have also been thought to have antigen-presenting capabilities. Because 
epithelial cells line the mucosa surfaces, they are ideally situated to encounter antigens 
and present them to T cells. A role for airway epithelial cells as APCs has been 
suggested by the observation that epithelial cells express many of the co-stimulatory 
molecules important in antigen presentation, such as class II MHC molecules, CD40, 
B7 molecules, and ICAM-1 ( 89 ). However, to date, there is no definite evidence of their 
role in antigen presentation. These cells may instead be important in providing second 
signals for activation and recruitment of T cells and effector cells.

It has become increasingly clear that DCs or Langerhans cells are the most important 
professional APCs at mucosal surfaces. They are particularly important for inducing the 
primary immune response to antigen exposure in the mucosa that eventually leads to 
sensitization. DCs are located at sites of the body where maximal allergen encounter 
occurs, such as the skin, gut, and respiratory tract. At these sites, they form an 
extensive network of cells, extending cell projections in between resident cell types that 
ensure accessibility to allergens. DCs that reside in the periphery have an immature 
phenotype, specialized for uptake and recognition of antigens but not yet capable of 
stimulating naïve T cells, because they lack co-stimulatory molecules on their surface 
(CD80, CD86). When antigen is encountered in an inflammatory context (microbial, 
reactive oxygen species) or in the presence of inflammatory mediators such as 
GM-CSF, IL-1ß, TNF-a, or IL-6 (probably produced by epithelial cells), DCs undergo 
maturation. Upon recognition of foreign antigens in the peripheral tissues, they migrate 
to T-cell areas of draining lymph nodes and present their antigen cargo to naïve T cells, 
at the same time providing essential co-stimulatory molecules for inducing the primary 
immune response. During this interaction with naïve T cells in the lymph nodes, DCs 
have an opportunity to influence the initial pattern of cytokines produced by T cells, a 
process termed primary polarization. Thus, DCs, by being such potent stimulators of T 
cells, are believed to play a key role in the initiation and orchestration of memory T 
cell–mediated immune responses within the respiratory tract, skin, and intestinal tract. 
Indeed, Lambrecht ( 90 ) demonstrated the importance of DCs in development of allergic 
responses. Lambrecht demonstrated that infusion of antigen pulsed bone 
marrow–derived DCs into the respiratory tract of mice primed them for development of 
Th2-mediated immune responses upon subsequent antigen challenge. Further 
evidence of a critical role for DC in generation of allergic responses is the 
demonstration that regular use of budesonide and fluticasone, which are associated 



with improvement in lung function, is associated with a reduction in the number of CD1a 
+ HLA-DR + DCs in the airways of asthmatic patients ( 91 ).

It has been hypothesized that, in addition to presenting antigen to T cells, DCs probably 
play a pivotal role in instruction of T cells to become either Th1 or Th2 cells. It is 
proposed that DCs themselves can be subdivided into two groups, DC1 and DC2, on 
the basis of their ability to facilitate T cells to produce either Th1 or Th2 cytokines, 
respectively. In mice, Th1-inducing DC1s are of lymphoid origin, express CD8a +, and 
produce large amounts of IL-12, whereas DC2s are myeloid derived and express 
CD11b ( 92 ). The opposite is observed in humans: CD11c + DC1s are 
monocyte-derived cells and express many myeloid markers, whereas CD11c + CD2s 
are probably of lymphoid origin, expressing CD4 and lacking myeloid markers. 
However, it has been shown that freshly isolated myeloid DCs from mice induce Th2 
responses and that bone marrow–derived myeloid DCs can clearly be switched to IL-12 
production and Th1 induction. Likewise, human monocyte-derived DCs can induce Th2 
responses. Thus, it is clear that much remains to be learned about DC populations and 
their role in directing T-cell immune responses.

Several lines of evidence suggest that DC function may be altered in atopic individuals 
in a way that promotes Th2 immune responses. First, HLA-DR-expressing DCs are 
more numerous in the mucosal tissues of patients with asthma, allergic rhinitis, and 
atopic dermatitis, in comparison with the low level of DCs found in specimens from 
normal controls ( 91 , 93 , 94 , 95 and 96 ). In both humans and mice, DCs are not 
constitutively present in the tracheal-bronchial mucosa in the first year of life; their 
occurrence appears to be dependent on exposure to inhaled inflammatory stimuli ( 97 , 
98 ). Exposure to certain irritants and infectious agents, such as cigarette smoke, and 
certain oxidants increase the number of DCs present in the respiratory tract. This 
relationship may explain the adjuvant effect of these irritants in induction of allergic 
responses referred to previously. Together, these studies suggest that exposure to 
certain pathogens and environmental irritants may either enhance or inhibit early 
sensitization to allergens by affecting DC recruitment and maturation.

Second, although detailed characterization of subpopulations of DCs have not been 
conducted in atopic individuals, several studies suggest that DCs from atopic individuals 
may be intrinsically different from those of nonatopic individuals ( 99 , 100 and 101 ). In one 
such study, Der p 1 stimulation of monocyte-derived DCs from Der p 1–sensitive 
patients resulted in preferential up-regulation of CD86 expression and proinflammatory 
cytokine production (IL-1ß, TNF-a, IL-6) in comparison with cells from nonallergic 
patients or pollen-sensitive subjects ( 100 ). Purified T cells from house dust 
mite–sensitive patients stimulated by autologous Der p 1 pulsed DCs preferentially 
produced IL-4. Interestingly, DCs from nonatopic individuals stimulated with Der p 1 
expressed CD80, produced IL-12, and stimulated IFN-? production in T cells. Another 
intriguing finding of this study was that the effects of Der p 1 on co-stimulatory molecule 
expression in DCs from allergic patients were dependent on the enzymatic activity of 
Der p 1, inasmuch as a cysteine protease inhibitor prevented these effects. A similar 
phenomenon (role for antigen protease activity in directing T-cell activity) has also been 
observed in a murine model of leishmaniasis. In this model, infection of mice with 



mutant strains of Leishmania lacking the cysteine protease gene preferentially induced 
a shift from the type 2 phenotype associated with infection in the wild-type strain to a 
type 1 response ( 102 ). Alteration in responses of DCs from atopic individuals to 
proteolytic activity of common allergens provides an attractive hypothesis for their 
aberrant immune response to allergen exposure; however, it is not known whether this 
altered response is caused by differences in DC phenotypes or by a disrupted 
protease–antiprotease balance in atopic individuals.

In addition to their contribution to the primary immune response that leads to 
sensitization, DCs are likely to contribute to secondary immune responses in atopic 
individuals. Several lines of evidence support the absolute requirement of these cells in 
the secondary response, despite the previously held view that memory/effector T cells 
are less dependent on co-stimulation and, in theory, respond to any APCs such as B 
cells, macrophages, and even eosinophils. First, during secondary immune responses, 
both human and rodent DCs are rapidly recruited to mucosal surfaces ( 103 ). Second, 
depletion of DCs in allergen-primed mice completely prevented the development of 
Th2-mediated allergic inflammation ( 104 ). Last, Hammad et al. ( 100 ) showed that 
adoptive transfer of myeloid DCs into PBMC-reconstituted hu-SCID mice boosted the 
production of house dust mite–specific IgE, which illustrates that DCs stimulate memory 
Th2 cells to enhance secondary immune responses. These results provide strong 
evidence that DCs play a pivotal role in the primary as well as secondary response to 
allergens, although the mechanisms remain obscure.

DCs may play a role in secondary immune responses through their surface expression 
of the high-affinity IgE receptor. Indeed, CD1a + airway DCs express the a chain of the 
high-affinity IgE receptor. When allergen is recognized through the FceRI on DCs, it is 
very efficiently targeted to the class II MHC–rich endocytic compartment, the site of 
peptide loading onto class II MHC molecules. It has been suggested that the presence 
of IgE on DCs lowers the threshold for allergen recognition, boosting the secondary 
immune response by efficiently stimulating memory T cells. In support of this concept, 
Coyle et al. ( 105 ) showed that when allergen-specific IgE was captured by a 
nonanaphylactogenic anti-IgE antibody in sensitized mice, they failed to produce Th2 
cytokines upon reexposure to the sensitizing allergen. This perpetuation of the allergic 
response may indeed occur in atopic patients in that the proportion of DCs expressing 
the a subunit of the high-affinity IgE receptor is significantly increased in patients with 
asthma and atopic dermatitis, in comparison with nonatopic controls ( 106 ). This 
increase in FceRI on DCs may also be the result of higher endogenous levels of IL-4, a 
known modulator of immunoglobulin crystallized fragment receptors.

Collectively, these studies suggest that altered DC function may underlie the propensity 
of atopic individuals for mounting Th2-biased immune responses to environmental 
allergens. More detailed information regarding the exact mechanisms is awaited with 
further study of DC biology.

CYTOKINE REGULATION OF Th2 DIFFERENTIATION IN ATOPY

One of the most important variables in instruction of T-cell differentiation comes from 



the local cytokine milieu at the time of antigen presentation. Specifically, IL-12 directly 
primes CD4 + T cells for Th1 differentiation ( 107 ), whereas Th2 differentiation is 
critically dependent on IL-4. Because IL-4 and IL-12 are known regulators of T-cell 
differentiation, alterations in either production of or responsiveness to these cytokines 
could result in the polarization of T-cell responses to allergens observed in atopic 
individuals.

Potential Dysregulation of Th2 Differentiation Factors in Atopy

The exact mechanisms regulating differentiation of uncommitted T cell responses into 
Th2 cells remain obscure. The presence of IL-4 at the site of antigen presentation is the 
most dominant factor in determining the likelihood for Th2 polarization of the naïve T 
helper cell in both mice and humans. In support of a central role for IL-4 in Th2 
polarization in atopic disorders, the results of several studies suggest that genes 
regulating IL-4 production may be altered in atopic diseases, particularly in asthma. 
First, a specific polymorphism in the IL-4 gene itself has been shown to be correlated 
with high serum IgE levels and enhanced IL-4 gene expression ( 108 ). A similar 
association has been reported between the T allele of the -590C/T polymorphism of the 
IL-4 gene promoter region and atopic dermatitis ( 109 ). Moreover, Hershey et al. ( 110 ) 
demonstrated that expression of a mutant form of the IL-4Ra chain in allergic patients is 
associated with increased IL-4 signaling. Furthermore, strong support for the role of IL-4 
signaling in Th2 polarization in atopic disorders is the demonstration of the importance 
of the STAT6 in development of Th2 differentiation and development of allergic 
responses in mice ( 111 ). Indeed, elevations in STAT6 expression in asthmatic tissues 
have been reported ( 112 ). Moreover, a GT repeat polymorphism in the first exon of the 
STAT6 gene has been found to be associated with increased prevalence of several 
atopic disorders (bronchial asthma, atopic dermatitis, food allergies) ( 113 ).

Another factor expressed in Th2 cells that appears to function as a potent coactivator of 
IL-4 gene transcription is nuclear factor of activated T cells (NF-AT). Studies in mice 
have shown that alterations in a number of the family members of the NF-AT protein 
family may result in altered IL-4 gene expression and polarization of T-cell responses 
toward the type 2 pattern. NF-AT proteins are expressed on T cells, B cells, and mast 
cells and control the transcription of a number of genes relevant to allergic disorders, 
including IL-4. Tamura et al. ( 114 ) demonstrated that NF-AT C2-deficient mice have an 
increased number of eosinophils in the bone marrow and blood, concomitant with 
increased production of Th2 cytokines. It has also been shown that other NF-AT family 
members, including NF-AT C1, are important in differentiation of T cells. Several groups 
have now shown that loss of NF-AT C1 activity results in impaired T lymphocyte activity 
and secretion of IL-4 in mice ( 115 , 116 ). Furthermore, strains of mice that are susceptible 
to development of Th2-driven immune responses to allergen have enhanced T-cell 
expression of NF-AT C1, in comparison with expression in resistant strains of mice ( 117 

). These experiments suggest that deficiencies in this transcription factor may lead to 
the development of the allergic phenotype.

A transcription factor that may be more widely involved in the induction and 
maintenance of the Th2 pattern of cytokine secretion is GATA-3. GATA-3 belongs to a 



subfamily of zinc finger transcription factors that interact with specific deoxyribonucleic 
acid (DNA) binding sequences in the regulatory regions of genes encoding Th2-like 
cytokines. GATA-3 has been shown to be differentially expressed in Th2 and Th1 cells, 
and expression of this gene is sufficient to drive Th2 differentiation ( 118 ). Altered 
regulation of GATA-3 expression may be important in atopy, inasmuch as GATA-3 
expression has been shown to be elevated in BAL fluids and bronchial biopsy 
specimens of asthmatic patients in comparison with normal controls ( 112 , 119 ). 
Furthermore, blockade of this gene with a dominant negative mutant of GATA-3 inhibits 
allergic inflammation in mice ( 120 ).

Several other genes or chromosomal regions have been shown to be important in 
susceptibility to mounting Th2-driven immune responses in murine models; these 
include CNS-1 and T-cell immunoglobulin and mucin domain–containing molecule 
(TIM). It has been shown that deletion of a noncoding segment, CNS-1, on murine 
chromosome 11 (human 5q), which is in the intergenic region between the IL-4 and 
IL-13 genes, results in the loss of Th2 cytokine production in T cells ( 121 ). Similarly, a 
member of the TIM family of genes, also located on murine chromosome 11, has been 
shown to confer susceptibility to asthma in mice ( 122 ). Although it is not currently known 
whether inheritance of a single gene variant or a combination of genetic variants is 
required to drive Th2 cell commitment in atopic individuals, considerable evidence is 
mounting to suggest that genetic differences in factors important in Th2 cell 
commitment may underlie susceptibility to development of atopic disorders.

Altered Interleukin-12 Production in Atopic Disorders

Although Th2 cell polarization in atopic disorders can clearly arise as a result of 
aberrant expression of the genes important in Th2 differentiation, alterations in factors 
controlling expansion of the opposing Th1 pathways may also play an important role. In 
this regard, IL-12, a product of monocytes and DCs, is the primary determinant of T-cell 
differentiation to a Th1 pattern ( 107 ). Impaired IL-12 production has been reported in 
each of the atopic disorders ( 123 , 124 ). However, it is not known whether this is a 
primary or secondary event. Naseer et al. ( 124 ) demonstrated that the number of cells 
positive for IL-12 p40 messenger RNA is significantly lower in asthmatic patients than in 
normal controls. Furthermore, successful steroid treatment was characterized by a 
significant increase in the numbers of cells expressing IL-12 messenger RNA, whereas 
steroid therapy in steroid-resistant patients did not result in an increase in 
IL-12–expressing cells. In addition, another group has shown that Staphylococcus 
aureus–induced production of IL-12 p70 in whole blood cultures from asthmatic patients 
was significantly less than in nonatopic control subjects ( 125 ). Further support for the 
importance of IL-12 in prevention of antigen-induced allergic airway responses has 
been provided by the observation that blockade of endogenous production of IL-12 in 
naturally resistant murine strains (C3H/HeJ) renders them susceptible to the 
development of allergen-induced airway hyperreactivity (AHR) and eosinophilic 
inflammation ( 126 ). Together, these studies suggest that dysregulation of endogenous 
IL-12 levels may be an important mechanism governing the pathogenesis of allergic 
disorders.



The mechanisms that give rise to alterations in IL-12 production are currently unclear; 
however, there exist several potential mechanisms, such as altered expression of the 
genes encoding either one or both of the individual subunits of the functional cytokine or 
alterations in receptor signaling pathways. The gene encoding the p40 subunit of the 
functional heterodimer is located in the region of human chromosome 5q that was 
previously linked to human atopic diseases ( 71 , 127 ). Although polymorphisms have 
been identified in the p40 gene, they have not been examined in the context of atopic 
disorders ( 128 ). Studies in mice have implied that loss of IL-12 responsiveness and 
subsequent inability of mice to mount Th1 responses are caused by altered expression 
of the IL-12 receptor B2 subunit ( 129 ). IL-12–dependent signaling in human Th1 cells 
was shown to correlate with the selective expression of the transcripts encoding the 
signaling component of the IL-12 receptor B2 and with the presence of high-affinity 
IL-12 binding sites selectively located on Th1 cells ( 130 ). Thus, it is proposed that not 
only is IL-12 receptor B2 (IL-12RB2) a marker of Th1 cells but also lack of expression of 
this receptor subunit may lead to a Th2-polarized immune response. Indeed, 
IL-12RB2–expressing cells have been shown to be reduced in tissues of persons with 
atopic asthma and rhinitis ( 131 , 132 ). Several polymorphisms in the IL-12RB2 gene have 
been reported (1188A?C, -4475-4insG, Glu186Asp, Ser226Asn). However, these 
polymorphisms were shown not to be associated with atopic diseases ( 133 ). Together 
with the demonstration that IL-12RB2 levels are increased in atopic patients after 
steroid treatment, these results suggest that the reduced expression of IL-12RB2 is 
probably not a result of a primary defect in the IL-12RB2 gene but that they occur as a 
consequence of reduced IL-12 production or elevated Th2 cytokine expression ( 132 ). 
Further support for the lack of a primary defect in IL-12RB2 gene expression is provided 
by the observation that, when reconstituted with IL-12, cells from atopic individuals 
produce normal amounts of IFN-? ( 125 ).

Alternatively, the deficient production of IL-12 in atopic disorders may occur as a result 
of altered regulation of IL-12 production by mediators and cytokines, which either 
positively (IFN-?, C5a), or negatively [IL-4, prostaglandin E 2 (PGE 2), IL-10, C3a] 
regulate its production. Clearly, IL-4 and PGE 2 levels are elevated in allergic diseases ( 
134 , 135 ), whereas IFN-? levels are reduced. PGE 2 has also been shown to cause early 
development of immature DC1s into Th2-promoting cells.

Studies suggest that perhaps complement components produced by cells in the 
mucosa, such as epithelial cells, may regulate IL-12 production ( 136 ). It is postulated 
that C5a and C3a play a reciprocal role in regulating IL-12 production, whereby C5a 
induces and C3a inhibits production of IL-12 ( 136 ). Interestingly, allergens such as 
house dust mite feces contain proteases that cleave both C5 and C3 into their active 
fragments, which suggests that allergens may directly activate complement and thereby 
regulate the type of immune response elicited at the mucosal surface ( 16 ). In 
accordance with a potential role for complement, several studies have now 
demonstrated that animals deficient in either C3a or C3 do not develop allergic airway 
responses and have reduced Th2 cytokine production, in comparison with wild-type 
mice ( 137 , 138 ). Conversely, lack of a functional C5 gene renders mice susceptible to 



development of allergen-driven Th2 immune responses ( 139 ). Support for a role for 
complement in human atopic diseases is provided by studies demonstrating enhanced 
expression of complement components in airway tissues from asthmatic patients ( 137 ). 
Further support for a primary role for complement in atopic disorders comes from 
several genetic studies showing linkage of asthma and related traits to chromosomal 
regions containing the C5 ( 140 , 141 ) and C5aR genes ( 142 ).

The role of IL-10 in IL-12 regulation and Th2-mediated immune responses is complex. 
First, although IL-10 has been shown in vitro to inhibit IL-12 production by APCs, the 
impaired IL-12 production in blood cultures from atopic individuals does not appear to 
be caused by elevated IL-10 levels, inasmuch as blockade of IL-10 did not restore IL-12 
levels to normal ( 125 ). Although altered levels of IL-10 have been observed in atopic 
disorders, the relationship is not straightforward. For example, there are conflicting 
reports about the levels of IL-10 in atopic patients: Some studies demonstrated 
elevations in IL-10 levels in bronchial biopsies ( 143 ), PBMCs ( 144 ), BAL fluids ( 145 ), 
and the gut mucosa of asthmatic patients ( 146 ), whereas others reported diminished 
IL-10 production in sputum from asthmatic patients ( 147 ) and in isolated T cells from 
children with asthma or atopic dermatitis ( 148 ). Results from animal studies show similar 
disparities. IL-10 knockout mice have been shown to have both reduced allergic 
responses ( 149 ) and enhanced responses to allergen challenge ( 150 ). Investigators 
have suggested that the discrepancies in the results of studies with IL-10–deficient mice 
may be dependent on the genetic background of the strain ( 150 ). In contrast, studies in 
which animals have been treated with recombinant IL-10 ( 151 ) or overexpress the IL-10 
gene ( 152 ) uniformly demonstrate that IL-10 suppresses inflammation and decreases 
development of Th2-mediated immune responses. Moreover, adoptive transfer of 
IL-10–expressing DCs induced tolerance to allergen exposure ( 153 ). The variability in 
the results may reflect the pleiotropic actions of IL-10 during the course of allergic 
reactions. IL-10 can clearly influence T-cell differentiation through its inhibitory actions 
on IL-12 and through its ability to reduce antigen presentation to T cells by limiting class 
II MHC, CD80, and CD86 expression on APCs. On the other hand, it is a potent 
anti-inflammatory cytokine, which can serve to dampen inflammation once initiated ( 154 

). The fact that steroids ( 155 ), Lactobacillus species ( 156 ), and standard immunotherapy 
regimens ( 157 ), all of which successfully resolve symptoms in atopic diseases, induce 
IL-10 production suggests that perhaps IL-10 is protective and that IL-10 production 
may be impaired in atopic individuals. Diminished IL-10 production may lead both to 
loss of tolerance to environmental antigens and to inability to control inflammation once 
initiated. The elevations in IL-10 tissue levels observed during challenge with allergens 
may reflect compensatory mechanisms designed to suppress harmful inflammatory 
responses. In this regard, genetic polymorphisms in the promoter of the IL-10 gene (C 
to A change at position 571) have been associated with asthma and elevated serum 
IgE levels ( 158 ).

Th2 CYTOKINE REGULATION OF ALLERGIC INFLAMMATION

The dependence of the immunopathogenic consequences of allergic immune 
responses on Th2 cells probably stems from their pivotal role in regulating the primary 



effectors of both the acute- and late-phase reactions: IgE and eosinophils. In addition, 
as discussed in a later section, Th2 cell–derived cytokines themselves also serve as 
effector cells of the allergic response.

One of the major roles of IL-4 in allergic inflammation is as the primary inducer of 
immunoglobulin-class switching in B cells that leads to the synthesis and secretion of 
IgE ( 159 ). The importance of IL-4 to IgE synthesis has been demonstrated by the fact 
that neither IL-4 nor STAT6-deficient mice produce IgE ( 111 ). The exact mechanisms 
by which IL-4 regulates IgE class switching is discussed later. IL-13 is also able to 
regulate IgE synthesis in humans, but its role in IgE synthesis in mice is controversial. 
The combination of IL-4’s effects on IgE synthesis and mast cell growth suggests a 
primary role for IL-4 in the development of the early-phase response. As discussed in 
greater detail in a later section, IgE activation of mast cells leads to the synthesis and 
release of a number of inflammatory mediators that may contribute to the vascular, 
smooth muscle, and mucus changes observed in the early-phase response to allergen 
challenge.

Through their unique and overlapping actions, IL-4, IL-13, and IL-5 coordinately 
regulate the development, recruitment, and activation of eosinophils. Both IL-4 and 
IL-13 have been shown to contribute to the recruitment of eosinophils into sites of 
inflammation, as evidenced by the fact that gene deletion and inhibition of either IL-4 or 
IL-13 by antibody blockade eliminate allergen-driven increases in tissue eosinophils ( 50 

, 160 ). Conversely, overexpression of these cytokine genes in mice results in tissue 
eosinophilia ( 46 , 161 ). The requirement for IL-4 probably stems from two mechanisms. 
First, IL-4 may mediate eosinophilia through its role in Th2 cell expansion and the 
subsequent production of IL-5. In addition, either IL-4 or IL-13 or both may regulate 
eosinophil influx by regulating vascular cell adhesion molecule 1 (VCAM-1) expression 
on the endothelium or by stimulating release of specific chemokines from resident 
airway cells or by both actions. In support of a role for IL-4– and IL-13–mediated 
VCAM-1 in pulmonary eosinophilia, numerous studies have shown that VCAM-1 is 
necessary for eosinophil recruitment into tissues in response to allergen provocation in 
mice ( 162 ).

Because IL-5 has been shown to be the primary determinant of eosinophil 
differentiation, activation, and survival, it is a likely candidate in eosinophil regulation in 
allergic responses. In bone marrow, IL-5 is important for stimulation of 
eosinophilopoiesis and promotion of the terminal differentiation of myeloid precursors 
into eosinophils. IL-5 also increases eosinophil adhesion to vascular endothelial cells, 
promotes the migration of eosinophils from the blood into tissues, prolongs eosinophil 
survival in tissues, and augments the cytotoxic activity of eosinophils. Furthermore, IL-5 
may activate pulmonary eosinophils and cause them to release cytotoxic products. The 
importance of IL-5 in antigen-induced eosinophilia has been examined in numerous 
animal studies ( 163 ). For example, blockade of endogenous IL-5 levels in 
antigen-sensitized guinea pigs ( 163 ) and in mice ( 44 ) has resulted in significant 
suppression of both BAL and tissue eosinophilia. Consistent with these observations is 
the demonstration that intratracheal administration of IL-5 induces eosinophil 
accumulation in the guinea pig lung in vivo. More definitively, mice in which the IL-5 



gene has been disrupted do not develop eosinophilic inflammation ( 45 ). Reconstitution 
of these mice with IL-5 completely restored aeroallergen-induced eosinophilia. Although 
these studies support the primary role of IL-5 in controlling circulating levels of 
eosinophils, other factors such as chemokine gradients (discussed in the section on 
eosinophils) probably also contribute to the regulation of tissue levels of eosinophils.

On the basis of the independent and overlapping roles of IL-4, IL-13, and IL-5 just 
discussed, we envision the following paradigm for regulation of allergen-induced tissue 
eosinophilia. After allergen-specific induction of Th2 cytokine production, IL-5 would 
rapidly induce differentiation of eosinophils from myeloid precursors in the bone marrow 
and stimulate their release into the bloodstream. IL-4 or IL-13 or both would promote 
eosinophil egress from the vascular compartment by up-regulating VCAM-1 expression 
on vascular endothelial cells. Once the cells accumulate in tissues, locally produced 
IL-5 along with other mediators would promote their actions by prolonging their survival 
in tissues. Within this paradigm, allergen driven eosinophil recruitment into tissues is 
coordinately regulated by the Th2 cytokines, IL-4, IL-13, and IL-5. Thus, through the 
coordinate regulation of IgE and eosinophilia, Th2 cytokines orchestrate the elicitation 
phase of allergic immune responses. In the next section, we discuss in more detail the 
steps involved in IgE regulation.

REGULATION OF IMMUNOGLOBULIN E SYNTHESIS

Ishizaka et al. ( 4 , 164 ) purified immunoglobulin E in 1966. IgE has the shortest half-life 
(2.5 days) of all classes of immunoglobulins. In addition, it is present in serum at levels 
considerably lower than other immunoglobulin classes, such as IgG. There is 
considerable heterogeneity in the levels of IgE among individuals. For example, levels 
of less than 100 ng/mL are observed in most normals, whereas in parasitized or atopic 
individuals, IgE levels can reach as high as 1,000 ng/mL. The high variability in serum 
levels is in striking contrast to that of other immunoglobulin isotypes and suggests that 
tight control of IgE may therefore be important to prevent the potentially lethal 
consequences of IgE-mediated inflammation. Indeed, synthesis of IgE and its receptor 
expression appear to be regulated by a series of steps involving both cell–cell contact 
with CD4 + Th2 cells and activation by cytokines secreted by these cells. In this section, 
we discuss the current knowledge of the complex steps involved in regulation of IgE 
synthesis and expression of its receptors.

Isotype Class Switching to Immunoglobulin E Production

The production of IgE antibodies by B cells is triggered by a complex series of secreted 
signals and cell surface interactions, followed by molecular genetic rearrangements at 
the immunoglobulin heavy chain locus ( Fig. 2). The first step in IgE production is the 
binding of allergen to allergen-specific B cells through their membrane-bound 
immunoglobulin receptor. The B cells then internalize and process the allergen and 
present the processed allergen to T cells as peptide fragments in association with class 
II MHC molecules. The class II MHC/peptide complex is then recognized by the T-cell 
receptor on Th2 cells. Initially, all B cells produce immunoglobulin M (IgM) antibodies. 
At this point, a VH(D)JH cassette of sequences encoding the variable domain is 



immediately adjacent to the Cµ exons, which encode the IgM constant regions at the 5' 
end of the immunoglobulin heavy chain locus. Further downstream in the 
immunoglobulin heavy chain are several widely spaced clusters of exons. C regions 
encode the constant region domains of the IgG, IgE, and immunoglobulin A (IgA) heavy 
chain isotypes. Upon stimulation by cytokines, along with critical cell–cell interactions 
with CD4 + T-cell surface accessory molecules, B cells can change the isotype of the 
antibodies (or effector functions) that they produce while retaining their original 
antigenic specificity. This process requires that genomic DNA be spliced and rejoined to 
move the VDJ elements from their location proximal to Cµ to a position many kilobases 
downstream next to the C-region exons encoding the heavy chains of other isotypes. A 
large amount of intervening DNA is excised and discarded in this irreversible process, 
and the mechanism is therefore referred to as deletional switch recombination.

 
FIG. 2. The regulation of immunoglobulin E (IgE) synthesis involves many sequential 
steps: 1) recognition of antigen/major histocompatibility complex (MHC) class II by the 
T-cell receptor (TCR); 2) TCR activation leads to the induction of CD40 ligand (CD40L) 
on the T cell, which is then recognized by CD40 on the B cell; 3) CD40–CD40L cognate 
interaction leads to induction of CD80/CD86 on the B cell, which can then interact with 
CD28; 4) the type 2 T helper (Th2) cell secretes interleukin (IL)–4 and IL-13; 5) IL-4 and 
IL-13 bind their cognate receptors on B cells, which results in activation of signal 
transducer and activator of transcription protein 6 (STAT6); 6) IL-4 and IL-13 signaling 
events result in initiation of transcription at the Ie promotor and the production of 
immature germline e transcripts; 7) the CD40–CD40L interaction provides the 
necessary second signal required for recombination of the germline locus; and 8) 
transcription of mature e transcripts from the rearranged locus followed by translation 
and secretion of IgE.

Isotype switching to IgE production requires two signals ( 165 ). The first signal is 
provided by the Th2 cytokines IL-4 and IL-13 and is IgE isotype specific. IL-4 and IL-13 
stimulate transcription at the Ce gene locus, which contains the exons encoding the 
constant-region domains of the IgE e heavy chain. The second signal is a B-cell 
activating signal provided through CD40–CD40 ligand (CD40L) interactions. Together, 
these interactions result in induction of the necessary deletional switch recombination 



that brings into proximity all of the elements of a functional e heavy chain.

The first signal for IgE class switching is provided by the T cell–derived cytokines IL-4 
and IL-13. IL-4 induces RNA transcription at the Ce locus by stimulation of STAT6 
through binding the type I IL-4 receptor composed of the IL-4Ra chain and the ? c 
chain. IL-13 has also been shown to regulate IgE class switching in humans through 
binding the type II IL-4 receptor composed of the IL-4Ra and IL-13 receptor a1 chains. 
However, there is considerable controversy about the role of IL-13 in IgE class 
switching in mice. After either IL-4 or IL-13 binding to its respective receptor complex, 
Janus kinases phosphorylate tyrosine residues in the intracellular domains of the 
receptor chains, providing docking sites for STAT6. These STAT6 molecules become 
phosphorylated and then form homodimers that translocate to the nucleus. In the 
nucleus, they bind to specific sequences [TTCN(N)GAA] in the promoter of IL-4/IL-13 
responsive genes, including Ie. The importance of STAT6 in IL-4–induced isotype 
switching is supported by the fact that germline transcription and IgE class switching are 
markedly impaired in STAT6-deficient mice ( 166 ). Other transcription factors are also 
important in induction of germline transcription of Ce locus. The importance of NF?B for 
the induction of germline transcripts has been confirmed by the finding that expression 
of germline transcripts for IgE is severely impaired in NF?B p50 knockout mice ( 167 ).

IL-4 or IL-13–induced transcription factor binding of the Ce locus results in germline 
transcription of the Ce locus. Germline transcripts originate from a 5' promoter of the Ie 
exon, which is located just upstream of the four Ce exons. IL-4 induces the appearance 
of 1.7- to 1.9-kb germline Ce transcripts that contain an Ie exon, located 2 kb upstream 
of Se, spliced to the Ce1 to Ce4 exons. After processing, the mature germline 
messenger RNAs include the 140-bp Ie exon and exons Ce1 to Ce4. These transcripts 
have been referred to as “sterile,” because of the presence of stop codons in each of 
the three reading frames of Ie. Although the transcripts are “sterile,” the process of 
transcription itself appears to facilitate the deletional switch recombination event. For 
example, Harriman et al. ( 168 ) analyzed IgA switching, using mice retaining a normal Ia 
promoter in which the Ia exon was replaced by an hypoxanthine 
phosphoribosyltransferase mini-gene and found that switching can occur to the locus 
despite the absence of complete Ia-containing transcripts. This has been demonstrated 
at the Ce locus in that switch recombination occurred at the Ce locus when the Ie exon 
and promoter were intact but Ce exons were absent ( 169 ).

The second signal for IgE class switching is dependent on cell-to-cell contact between T 
and B cells. Specifically, the interaction between CD40 on the surface of B cells with 
CD40L on the T-cell surface is critical for driving the IgE switch to completion and 
leading to IgE production. CD40 is a 50-kDa surface glycoprotein that is constitutively 
expressed on all human B-lymphocytes. CD40L is transiently induced on T cells after 
stimulation of the T-cell receptor by antigen/MHC complexes. Binding of newly 
expressed CD40L with CD40 on B cells provides the second signal for induction of 
deletional switch recombination to IgE.

Several lines of evidence support a critical role for CD40–CD40L interactions in isotype 
switching. First, it had been shown by numerous groups that isotype switching required 
the presence and contact with T cells. After an extensive search for the T-cell contact 



signal, it was discovered that CD40–CD40L interactions were responsible for the T-cell 
dependency of this process. Proof of this was provided by the observation that 
activation of CD40L could completely substitute for T-cell help ( 170 ). Furthermore, a 
soluble form of CD40 inhibits its interactions with CD40L, blocking IL-4–driven IgE 
synthesis in human B cells ( 171 ). Last, genetic deficiencies in CD40L or CD40 in 
humans and mice, respectively, disrupt IgE synthesis. In humans, CD40L is encoded 
on the X chromosome, and individuals with the X-linked hyper-IgM syndrome are 
deficient in CD40L. Their B cells are unable to produce IgG, IgA, or IgE ( 172 ). Mice 
deficient in either the CD40L or CD40 genes have the same defect in antibody 
production ( 173 , 174 ).

CD40–CD40L interactions are thought to provide a second signal through stimulation of 
a number of signaling pathways, which probably synergize with those initiated by IL-4 
and IL-13 to achieve e-germline transcription. Specifically, after interaction with CD40L 
on the B cell surface, CD40 aggregation triggers signal transduction through four 
intracellular proteins, which belong to the family of TNF receptor-associated factors 
(TRAFs). TRAF-2, TRAF-5, and TRAF-6 are known to associate with the 
intracytoplasmic domain of CD40 after its multimerization by interaction with CD40L. 
TRAF-2, TRAF-5, and TRAF-6 promote the dissociation of NF?B from its inhibitor, I?B. 
In turn, NF?B can synergize with STAT6 induced by IL-4/IL-13 signaling to activate the 
Ie promoter, as described previously. In addition to triggering TRAF associations, 
engagement of CD40 activates protein tyrosine kinases, such as Janus kinases.

Another mechanism by which cytokine and CD40L activation may induce class 
switching is through induction of expression of proteins required in deletional 
recombination. Specifically, both cytokine and CD40L induction of class switching has 
been shown to require the synthesis of new proteins. One of these proteins has been 
identified as activation-induced deaminase (AID) ( 175 ). AID is expressed in activated B 
cells and in germinal centers of lymph nodes. Mice deficient in AID have a dramatic 
impairment in isotype switching, with elevated IgM levels and low or absent IgE, IgG, 
and IgA isotypes ( 176 ). Interestingly, a rare autosomal form of hyper-IgM syndrome has 
been attributed to mutations in this gene ( 177 ). Although these studies suggest that this 
protein is critical to isotype switching, the mechanisms by which it participates in switch 
recombination remain obscure at present. AID has homology to the RNA editing 
enzyme APOBEC, which modifies specific sites in apoB precursor RNA to give rise to a 
transcript encoding the functional apoB48 protein. AID might execute a similar 
RNA-editing function in B cells, processing pre–RNA-encoding proteins involved in the 
mechanisms of switch recombination and hypermutation. Alternatively, AID might 
mediate the construction of ribozymes and complex RNA structures with nuclease 
activity, or it could act directly on DNA substrates in the heavy chain locus.

Deletional Switch Recombination

After the delivery of both IL-4 and CD40/CD40L signals, deletional switch recombination 
occurs through a series of molecular events that are not yet fully understood ( 169 , 178 ). 
However, the current data are consistent with a model in which IL-4/IL-13-driven 
transcription originating at the Ie promoter alters the e heavy chain locus in a way that 



permits isotype switch recombination ( Fig. 3). However, because the e-germline 
transcripts do not encode a functional protein, their precise role in isotype switching has 
long eluded investigators. A number of reports have begun to shed light on this subject. 
It appears that germline transcripts participate in the assembly of complex DNA-RNA 
hybrid structures, which then target nucleases to the e locus for the initial DNA cleavage 
in the cut-and-paste reaction of deletional switch recombination. In deletional switch 
recombination at the e locus, DNA cleavage and ligation are carried out within the 
switch (Se) cassette, which contains repeats of GAGCT and GGGGT and is located 
between the Ie and Ce exons. e-Germline transcripts, originating at the Ie promoter, 
pass through the Se region and then on into the Ce exons. Transcription experiments 
have shown that the S region containing RNA does not separate from its genomic 
template but rather remains associated to form a DNA-RNA hybrid. Another group has 
shown that these hybrids create R-loops, in which the S transcript hybridizes to the 
template DNA, leaving the opposite strand as single-strand DNA. Two endogenous 
excision repair nucleases, XPF-ERCC1 and XPG, previously known to target 
duplex–single-strand junctions, have been shown to be capable of cleaving these 
R-loops. These new observations have given rise to a model in which R-loops formed 
by the association of Se RNA with its Se genomic template serve as substrates for 
nucleases that generate double-strand DNA breaks in the first step of deletional 
switching. In later steps, these breaks can be annealed by DNA end joining to 
analogous breaks in Sµ, located between VH(D)JH and the Cµ exons. This 
rearrangement brings the VH(D)JH segments encoding the antigen binding site into the 
immediate proximity of the Ce exons encoding the constant domains. The product of 
this recombination is the de novo generation of a complete multiexon gene that can be 
transcribed as a single message encoding the full e heavy chain. Although these new 
reports establish the existence of R-loops and demonstrate that these two nucleases 
can cleave these structures, it has not been definitively shown that these enzymes are 
the nucleases relevant to the deletional isotype switch mechanism. The specific 
nucleases used by B cells still need to be identified. These proteins may be 
constitutively expressed in B cells; however, as discussed previously, proteins such as 
AID may be induced as a result of either IL-4–IL-13 or CD40–CD40L interactions.



 
FIG. 3. Schematic representation of the molecular steps involved in immunoglobulin E 
(IgE) class switching. In naïve resting B cells, the VDJ sequences encoding the variable 
region are located at the 5' end of the immunoglobulin locus. After stimulation by 
interleukin (IL)–4 or IL-13, transcription is initiated at the Ie promotor to produce e 
germline transcripts. Se ribonucleic acid (RNA) remains hybridized to the Se 
deoxyribonucleic acid (DNA), forming an RNA–DNA hybrid structure, called an R-loop. 
The R-loop serves as a substrate for nucleases that result in double-strand DNA 
breaks. Switch recombination and joining is dependent on a second signal provided by 
the CD40–CD40 ligand (CD40L) interaction. This process results in the formation of an 
episomal excision circle that is eventually lost during cell division.

Negative Regulation of Immunoglobulin E Synthesis IFN-? can inhibit 
IL-4–dependent IgE synthesis in both mice ( 179 ) and humans ( 180 ). IFN-? suppresses 
the expression of e-germline transcripts in murine B cells stimulated with IL-4 and LPS. 
IFN-? may affect recombination events without affecting the expression of e-germline 
transcripts. 

Immunoglobulin E Receptors

The two major crystallized fragment receptors for IgE are called FceRI and FceRII 
(CD23) ( 181 ). They are distinguished by their structure and their relative affinities for 
IgE. The high-affinity IgE receptor FceRI binds monomeric IgE with an affinity constant 
of 10 10 M -1, whereas CD23 binds with a much lower affinity (Ka = 10 8 M -1). The 
high-affinity receptors are constitutively expressed at high levels on mast cells and 
basophils. They are also found, albeit at lower levels, on peripheral blood DCs, 
monocytes, and human Langerhans cells. The low-affinity receptor is expressed on a 
wide variety of cells, including B cells, T cells, Langerhans cells, monocytes, 
macrophages, platelets, and eosinophils.

Crystallized Fragment e Receptor I–Mediated Signal Transduction

The FceRI is a member of the multisubunit immune response receptor family of cell 



surface receptors that lack intrinsic enzymatic activity but transduce intracellular signals 
through association with cytoplasmic tyrosine kinases ( 181 ). In rodents, FceRI is 
expressed on mast cells and basophils as a heterotetramer consisting of a single 
IgE-binding a subunit, a ß subunit and two disulfide-linked ? subunits. The a chain 
consists of two extracellular immunoglobulin-like loops, a single transmembrane region 
containing an aspartic acid residue, and a short cytoplasmic domain that lacks signal 
transduction motifs. The charged amino acid within the transmembrane domain 
mediates the association of the a subunit with the signaling component of the ? subunit. 
The ß subunit consists of four membrane-spanning domains and a cytoplasmic tail 
capable of transducing intracellular signals that amplify ?-mediated signaling events. In 
rodents, all three subunits are required for the cell surface expression of FceRI ( 181 , 182 

). In contrast, in humans, the receptor can be expressed as two different isoforms: a 
tetramer (aß?2) or a trimer (a?2). The tetrameric complex (aß?2) is expressed on mast 
cells and basophils, whereas the trimer is expressed on Langerhans cells, DCs, 
monocytes and macrophages, and eosinophils.

FceRI signaling occurs upon IgE binding to the receptor. This requires two sequential 
events: (a) binding of IgE antibody to the FceRI and (b) cross-linking of IgE antibody by 
bivalent or multivalent antigen. Cross-linking of the receptor initiates a coordinated 
sequence of biochemical and morphological events that result in (a) exocytosis of 
secretory granules containing histamine and other preformed mediators; (b) synthesis 
and secretion of newly formed lipid mediators, such as prostaglandins and leukotrienes; 
and (c) synthesis and secretion of cytokines. Although the exact signaling pathways 
governing each of these functions are not known, the following model has been 
proposed. The ß and ? subunits each contain a conserved immunoreceptor 
tyrosine-based activation motif (ITAM) within their cytoplasmic tails that is rapidly 
phosphorylated on tyrosine after FceRI aggregation ( 182 , 183 ). Tyrosine phosphorylation 
of the ß and ? ITAMs is mediated by Lyn, which is constitutively associated with the ß 
subunit and activated after antigen-mediated FceRI aggregation. FceRI cross-linking 
leads to recruitment and activation of the tyrosine kinase Syk, which binds to the 
tyrosine-phosphorylated ? ITAMs through its tandem SH2 domains ( 181 ). Recruitment 
of Syk occurs upstream of several signal transduction pathways. The importance of Syk 
is demonstrated by the fact that Syk-deficient mast cells fail to degranulate, synthesize 
leukotrienes, or secrete cytokines after FceRI stimulation ( 184 ). Ultimately, this pathway 
leads to the activation of mitogen-activated protein (MAP) kinases, and activation of 
protein kinase C pathways. Protein kinase C pathways are thought to be important in 
exocytosis and in granule content release and gene expression. Activation of MAP 
kinase also regulates the enzymatic activity of phospholipase A 2, leading to generation 
of a variety of lipid mediators [platelet-activating factor (PAF), prostaglandin D 2 (PGD 

2), and leukotriene C 4 (LTC 4)]. Antigen-mediated aggregation of FceRI also stimulates 
the recruitment and activation of p21ras, which has been implicated in FceRI-induced 
cytokine transcription and secretion ( 181 ).

Regulation of Crystallized Fragment e Receptor I Surface Expression

Although the expression of FceRI on the surface of mast cells appears to occur early in 
their differentiation or maturation in vivo, their levels are known to be regulated by 



several factors after maturation. Studies in both mice and humans have revealed that 
the levels of FceRI on mast cells can be regulated by IgE itself, as well as by Th2 
cytokines. Indeed, atopic individuals with high serum IgE levels show markedly 
up-regulated mast cell and basophil FceRI levels ( 185 , 186 ). Moreover, anti-IgE 
treatment of atopic individuals results in down-regulation of FceRI expression on human 
basophils ( 187 ). Further evidence is provided by murine studies in which IgE-deficient 
mice exhibit dramatically reduced levels of receptors on mast cells and basophils. 
Because IgE-deficient mice nonetheless express receptors, albeit at lower levels, other 
mechanisms of regulation are thought to exist. In fact, cytokines such as IL-4 and IL-13 
have been shown to up-regulate FceRIa expression on mast cells, basophils, and 
monocytes. Glucocorticoids have been shown to inhibit IL-4– and IL-13–induced 
up-regulation of the FceRIa chain on monocytes ( 188 ). Together, these results suggest 
that, through a multistep positive feedback process, Th2 cytokines enhance both the 
production of IgE and the expression of its receptor, which leads to further mast cell 
activation and release of Th2 cytokines in the local microenvironment, serving to 
perpetuate the allergic response.

Mast cell activation is subject to negative regulation by a growing family of structurally 
and functionally related inhibitory receptors. These include Fc?RIIB, cytotoxic 
T-lymphocyte–associated antigen 4 (CTLA-4), killer cell nhibitory receptors killer cell 
immunoglobulin-like receptors (KIR), and gp49B1 on mast cells. Indeed, 
gp49B1-deficient mice exhibit more severe anaphylactic reactions than do their normal 
counterparts ( 189 ). Each of these receptors possesses an immunoreceptor 
tyrosine-based inhibitory motif (ITIM). Coaggregation of FceRI and these inhibitory 
receptors on the surface of mast cells results in transinhibition of FceRI-induced mast 
cell activation ( 190 , 191 ). In general, inhibitory receptors are thought to inhibit the actions 
of activation receptors containing ITAMs by recruiting phosphatases through an ITIM ( 
192 ).

Crystallized Fragment e Receptor II (CD23)

In humans, CD23 (FceRII, B cell differentiation antigen) is a Ca 2+-dependent C-type 
lectin of 45 kDa. It has wide distribution among hematopoietic and structural cells and 
exists in two forms, CD23a and CD23b, which result from alternative splicing at the 
N-terminal and differ by five amino acids in the cytoplasmic domain. The isoforms of 
CD23 are found on B cells; one is constitutively expressed (CD23a), whereas the other 
(CD23b) is induced by factors such as IL-4 ( 193 ), and CD40L in conjunction with IL-4. 
CD23b is also found on non–B cells such as T cells, Langerhans cells, monocytes, 
macrophages, platelets, and eosinophils ( 194 , 195 ), and it mediates different biological 
functions. CD23b has been shown to be associated with phagocytosis of soluble IgE 
complexes, whereas CD23a is associated with endocytosis of IgE-coated particulates ( 
196 ).

Structurally, CD23 presents a single membrane-spanning domain, followed by an 
extracellular domain that consists of three regions: the a helical coiled-coil stalk region, 
which mediates the formation of trimers; the lectin head, which binds IgE; and, at the 
C-terminal, a short tail containing an inverse Arg-Gly-Asp sequence, a common 



recognition site of integrins ( 197 , 198 ). CD23 is cleaved at the membrane to yield a 
series of soluble fragments. Soluble CD23s of varying molecular weights arise by an 
autocatalytic process involving matrix metalloproteinase cleavage of membrane-bound 
CD23. The endogenous proteases that participate in CD23 shedding have not been 
identified. However, interestingly, Der p 1, the major house dust mite antigen, has been 
shown to selectively cleave CD23 and to promote IgE synthesis ( 15 ). CD23 expression 
is up-regulated by several factors, including its ligand, IgE ( 199 ), and IL-4 ( 193 ). On the 
other hand, IFN-? counteracts the inducing effect of IL-4 on CD23 expression.

CD23 is thought to mediate a number of effects, including regulation of IgE synthesis, 
antigen presentation, proliferation and differentiation of B cells, and activation of 
monocytes, effects that can be ascribed to the membrane and soluble forms of CD23 ( 
198 , 200 ). Binding of IgE to the membrane-bound form of the receptor transduces an 
inhibitory signal that prevents further IgE synthesis ( 201 ). In contrast, the soluble forms 
described previously up-regulate IgE production, and their release has been found to be 
inhibited by IgE binding ( 202 ). Soluble CD23 also ligates CD11b/CD11c to promote 
release of proinflammatory mediators such as IL-1ß, IL-6, and TNF-a ( 203 ).

CD23 expression on B cells and monocytes and soluble CD23 production is markedly 
increased in allergic disorders ( 32 , 204 , 205 ). Moreover, reduction of allergen-induced 
CD23 expression on B cells has been observed after successful desensitization therapy 
( 206 ). Dysregulation of the CD23 pathway in atopic patients might be part of their 
propensity for developing IgE antibodies and part of an enhancement of the 
inflammatory reaction, through the action of soluble CD23 and through IgE-dependent 
triggering of CD23 on non–B cells.

EFFECTOR CELLS OF THE ALLERGIC RESPONSE

Overview

Once a genetically susceptible individual is sensitized to a given allergen and IgE 
antibody has been formed, subsequent exposure to allergens readily induces the 
manifestations of atopic disease. Although these responses are generally on a 
continuum, they have been categorized into three types on the basis of their temporal 
sequence: (a) acute or immediate responses; (b) late-phase reactions; and (c) chronic 
allergic inflammation.

Exposure of a sensitized individual to allergens results in immediate reactions, the 
characteristics of which are dependent on the site of entry of the allergen. In the nasal 
mucosa, allergen provocation of sensitized individuals results in sneezing, nasal itching, 
and nasal discharge. Acute allergic reactions elicited in the skin at the sites of allergen 
injection are characterized by intense itching, redness, and edema. In asthmatic 
patients subjected to allergen inhalation, these mediators rapidly elicit bronchial mucosa 
edema, mucus production, and smooth muscle constriction. Acute or immediate 
responses are thought to be caused by the release of preformed mediators released by 
antigen interaction with crystallized fragment receptors and IgE on IgE-bearing cells 



(mast cells and basophils). The release of mast cell products produces multiple local 
effects, including enhanced local vascular permeability (leading to leakage of plasma 
proteins, including fibrogen, and resulting in local deposition of cross-linked fibrin and 
tissue swelling), increased cutaneous blood flow (with intravascular fluid from 
postcapillary venules, producing erythema), and other effects, such as itching, caused 
by the stimulation of cutaneous sensory nerves by histamine. Typically, these reactions 
are detectable within a few minutes of allergen challenge, reach a maximum in 30 to 60 
minutes, and then rapidly wane.

In many individuals, the acute phase is followed by what has been termed a late-phase 
reaction, which occurs within 6 to 48 hours after allergen exposure and can persist for 
several days without therapy. The characteristic signs and symptoms of late-phase 
reactions are reddening and swelling of the skin, sneezing and nasal discharge, and 
wheezing and cough upon lower airways challenge. Late-phase reactions are thought to 
occur as a result of recruitment of circulating leukocytes to the site of allergen exposure 
after antigen presentation to T cells. Both eosinophils and T cells are assumed to 
mediate the late-phase response. However, mast cells may also contribute to the 
late-phase response. The importance of leukocyte recruitment is supported by the fact 
that a variety of treatments, which are associated with a reduction in leukocyte 
recruitment that is elicited at sites of late-phase reactions, can also reduce the signs 
and symptoms of these responses.

In naturally occurring allergic diseases, patients typically experience repeated exposure 
to the offending allergens over a period of weeks to years. Although the specific 
features of pathological processes of each of these diseases vary according to the 
anatomical site affected, it has been generally recognized that the structural changes 
that occur in each tissue are caused by the persistence of inflammation. These tissue 
changes range from thickening of the skin and fibrotic papules to extensive remodeling 
of the airway wall with smooth muscle hypertrophy, subepithelial fibrosis, and mucus 
cell hypertrophy. In each case, these structural changes are associated with significant 
alterations in their function.

Development of Mast Cells and Basophils

History and Overview Mast cells and basophils were discovered by Paul Ehrlich in the 
late 1800s from staining of their cytoplasmic granules with aniline and basophilic dyes, 
respectively ( 207 ). It was once thought that basophils might be circulating precursors of 
mast cells or that mast cells were “tissue basophils,” but current evidence suggest that 
they are indeed distinct cell types. Although these cell types have unique functions and 
release a unique profile of mediators, they also produce an overlapping array of 
mediators that are known to contribute to the allergic diathesis. It is hypothesized that 
IgE produced by allergen-reactive B cells binds to Fce receptors present on the surface 
of mast cells and basophils and that, when challenged with allergen, these cells release 
vasoactive mediators as well as chemotactic factors and cytokines that promote 
leukocyte infiltration and exacerbate the inflammatory response. Through the 
production and release of these proinflammatory molecules, mast cells and basophils 
set into motion a series of events that result in immediate responses to allergens in the 
skin, lungs, and nose of an atopic individual and may also contribute to the late-phase 



response. 
Basophils Basophils are a small population of peripheral blood leukocytes containing 
cytoplasmic granules that stain with basophilic dyes ( Fig. 4). They typically exhibit a 
segmented nucleus with marked condensation of nuclear chromatin and contain round 
or oval cytoplasmic granules. Basophils are thought to arise from pluripotent CD34 + 
progenitors found in cord blood, peripheral blood, and bone marrow. They have been 
suggested to evolve from CD34 +/IL-3 receptor a +/IL-5 + eosinophil/basophil 
progenitors, which is by the occurrence of granulocytes with a hybrid 
eosinophil/basophil phenotype in patients with chronic or acute myelogenous leukemia 
or in cell culture ( 208 , 209 and 210 ). Unlike mast cells, basophils differentiate and mature 
in the bone marrow and then circulate in the blood, in which they constitute fewer than 
1% of circulating leukocytes. IL-3 appears to be an important developmental factor for 
basophils ( 211 ), although many other growth factors, such as IL-5, GM-CSF, TGF-a, 
and nerve growth factor, probably influence their development ( 212 , 213 and 214 ). Like 
mast cells, basophils possess high-affinity IgE receptors (FceRI) that are cross-linked 
upon engagement of receptor-bound IgE with corresponding antigens, which results in 
release of a number of mediators that are, in part, common for both cell types. 

 
FIG. 4. Electron micrograph of a human basophil (10,500× magnification). Note the 
characteristic bilobed nucleus and the membrane-bound specific granules (S) filled with 
a closely packed, electron-dense material that contains mediators such as histamine 
and leukotrienes. From Wheater PR, Burkitt HG, Daniels VG. Functional histology. 
Edinburgh: Churchill Livingstone, 1979, with permission.

Because of the lack of specific markers for detection of basophils in tissues and the 
inability to isolate significant numbers of these cells from peripheral blood, the study of 
basophil biology has been severely hampered. Participation of basophils in allergic 
reactions has traditionally been documented by indirect means, such as by determining 
the pattern of mast cell– or basophil-specific mediators such as histamine (derived from 
both), PGD 2 (mast cells only), and LTC 4 (primarily from basophils). Despite the 
difficulties in studying basophils, studies suggest that they rapidly produce large 
amounts of the immunoregulatory cytokines IL-4 and IL-13 and constitutively express 
CD40L and CCR3 on their surface. These findings, together with the demonstration that 
they are rapidly recruited to the skin ( 215 ), lungs ( 216 ), and nose ( 217 ) after allergen 



challenge, suggests that these cells probably play an important role in allergic diseases. 
However, because much more is known about the role of mast cells in the immune 
response, we confine our discussion to mast cells, except for situations in which 
specific information about basophils is available. 
Mast Cells Mast cells typically appear as round or elongated cells with a 
nonsegmented or occasionally binucleated or multinucleated nucleus ( Fig. 5). Their 
intracellular granules become purple when stained with aniline blue dyes. This change 
in color represents the interaction of the dyes with the highly acidic heparin contained in 
the mast cell granules. Mast cells, like other granulocytes, are derived from CD34 + 
hematopoietic progenitor cells; however, they are distinct from other granulocytes in 
that they mature in the periphery. Several lines of evidence suggest that interactions 
between the tyrosine kinase receptor c-kit, which is expressed on the surface of mast 
cells, and the c-kit ligand, stem cell factor (SCF), are essential for normal mast cell 
development and survival. For example, mice with mutations that result in either 
markedly impaired c-kit function or a reduction in c-kit virtually lack mast cells. 
Reconstitution with recombinant SCF can induce mast cell hyperplasia in vivo in mice, 
rats, nonhuman primates, and humans ( 218 ). 

 
FIG. 5. Electron micrograph of a human mast cell (10,500× magnification). Mast cells 
contain a large, nonsegmented nucleus with multiple membrane-bound granules (G) 
containing a dense amorphous material. Upon activation, mediators and cytokines are 
released from the granules. Variable numbers of cytoplasmic processes (P) extend into 
the surrounding connective tissue matrix. The cytoplasm contains several rounded 
mitochondria (M) but little rough endoplasmic reticulum. From Wheater PR, Burkitt HG, 
Daniels VG. Functional histology. Edinburgh: Churchill Livingstone, 1979, with 
permission.

Mast cells are distributed throughout normal connective tissues, in which they often lie 
adjacent to blood and lymphatic vessels, near or within nerves, beneath epithelial 
surfaces that are exposed to the external environment, such as those of the respiratory 



tract, gastrointestinal tract, and skin. At these locations, they are ideally situated to 
encounter foreign antigens and to release their products close to their respective target 
cells (i.e., epithelial cells, vascular endothelium, smooth muscle, and fibroblasts). In 
humans and mice, the number of mast cells in a tissue varies markedly, depending on 
the anatomical site and the immunological status of the host. The mast cell population 
is composed of a group of cells heterogeneous with regard to their structure and 
function ( 219 ). On the basis of their content of neutral serine proteases, they had 
previously been divided into two phenotypes. One subset, designated MC TC, contains 
tryptase, chymase, cathepsin G, and carboxypeptidase, whereas the other phenotype, 
designated MC T, contains only tryptase. MC TC is found predominantly in skin and at 
subepithelial locations in the bronchial, nasal, and gastrointestinal mucosa, whereas 
MC T is located predominantly in alveolar walls, intestinal epithelium, and airway 
epithelium in patients with allergic disease. However, more recent studies in both 
humans and animal models suggest that mast cells in different anatomical sites and 
even within a single site can vary in several aspects of their phenotype, including 
morphology, responsiveness to various stimuli, and activation and mediator content. 
The tissue levels of mast cells and their specific phenotypes are probably controlled by 
a complex interplay among SCF, other growth factors, and cytokines. SCF is necessary 
to elicit the c-kit–mediated signaling that ensures the expansion of cells of the mast cell 
lineage, whereas the development of different phenotypes appears to be determined by 
their responsiveness to signals from T cells. Specifically, MC T cell expansion appears 
to be T-cell dependent, whereas expansion of the MC TC population is T-cell 
independent. This contention is supported by the fact that humans with T-cell 
deficiencies lack intraepithelial intestinal mast cells, while maintaining submucosal mast 
cell populations ( 220 ). Similarly, athymic mice lack intraepithelial cells and are unable to 
expand this population in the gastrointestinal tract in response to helminthic infections ( 
221 ). IL-3, IL-4, and IL-9, in particular, are among the T cell–derived cytokines known to 
influence mast cell development and phenotypic characteristics. A role for IL-3 in mast 
cell hyperplasia has been demonstrated in intestinal helminthic infections, in which IL-3 
depletion inhibits the intraepithelial mast cell hyperplasia normally observed in the 
jejunum of infected mice ( 222 ). A similar case can be made for IL-9, because IL-9 
transgenic mice spontaneously develop intraepithelial mast cell hyperplasia in the 
jejunum ( 223 ). The action of IL-9 can be blocked by depletion of SCF. Moreover, IL-9 
and IL-10 reversibly induce expression of mouse mast cell proteases 1 and 2 in mast 
cells through transcript stabilization, which suggests that T cell–derived cytokines can 
influence the spectrum of mediators produced by a given mast cell. Together, these 
studies suggest that the regulation of mast cell phenotype in the microenvironment is 
dynamic and that T cell–derived cytokines are major determinants of the numbers, 
distribution, and phenotype of mast cells in tissues. 
Mast Cell–Derived Mediators Mast cells and basophils release a wide array of potent 
biologically active mediators that have both unique and overlapping activities on various 
target cells ( Table 5). Some of these products are stored preformed in the cytoplasmic 
granules, whereas others are synthesized upon activation of the cell by IgE-dependent 
processes or non–IgE-dependent stimuli. These mediators can be categorized into 
three main groups: (a) preformed secretory granule–associated mediators, (b) 
lipid-derived mediators, and (c) cytokines ( Table 5). 



 
TABLE 5. Products of mast cells and basophils

Preformed Mediators The secretory granules of human mast cells contain a crystalline 
complex of preformed inflammatory mediators ionically bound to a matrix of 
proteoglycan. When mast cell activation occurs, the granules swell and lose their 
crystalline nature, and the individual mediators are released by exocytosis. The 
mediators stored in mast cells include histamine, proteoglycans, serine proteases, 
carboxypeptidase A, and small amounts of sulfatases. In mouse and rat mast cells, the 
granules also contain serotonin ( 224 , 225 and 226 ). The mediator most associated with 
the mast cell is histamine. Histamine is a biogenic amine formed in mast cells and 
basophils by the decarboxylation of histidine. It is present in the granules at a level of 
approximately 100 mmol/L, or 1 pg/cell. Histamine has many potent activities that are 
pertinent to the early phase of the allergic response, including vasodilatation, increased 
vasopermeability, smooth muscle contraction, and increased mucus production. 
Histamine exerts its biological and pathological effects through specific receptors on 
various cells such as smooth muscle, endothelial cells, and nerves. At least three types 
of histamine receptors have been identified: H 1, H 2, and H 3. Histamine is very rapidly 
metabolized, with a half-life of about 1 minute by histamine N-methyltransferase and 
histaminase. Increased levels of histamine have been found in BAL fluids of patients 
with asthma, atopic dermatitis, and allergic rhinitis ( 227 ). Interestingly, although 
antihistamines inhibit the immediate allergic responses, they do not seem to inhibit 
late-phase responses. Heparin is the predominant proteoglycan in human mast cells. It 
constitutes about 75% of the total. The remainder is composed of chondroitin sulfates. 
The proteoglycan is the storage matrix inside the granule, and the acid sulfate groups of 
the glycosaminoglycans provide binding sights for the other preformed mediators. 
Proteoglycans also have anticoagulant, anticomplement, and antikallikrein effects. In 
addition to regulating the kinetics of release of mediators from the granule matrices, 
proteoglycans can also regulate the activity of some of the associated mediators. The 
major mast cell protease that is present in all mast cells is tryptase. Tryptase is a serine 
protease, and it is stored fully active in the granule. There are two distinct forms of 
tryptase with 90% amino acid sequence homology: a-tryptase and ß-tryptase ( 228 , 229 ). 
The ß-tryptase form is a useful clinical biomarker for anaphylaxis. Tryptase level 
measurements obtained within 4 hours of a presumed anaphylactic reaction are more 
sensitive than serum or urine histamine measurements in implicating mast cell 
activation and degranulation ( 230 , 231 and 232 ). By weight, tryptase is the major enzyme 
stored in the cytoplasmic granules of human mast cells and occurs in all human mast 



cell populations. It has many activities, including cleavage of peptides such as 
vasoactive intestinal peptide, bronchodilator peptides, and calcitonin gene–related 
peptide, but not substance P; sensitization of smooth muscle; cleavage of type IV 
collagen, fibronectin, and type VI collagen; up-regulation of ICAM-1 on epithelial cells; 
and mitogenic activity for fibroblasts and epithelial cells ( 226 ). Some of these activities 
have led to speculation that mast cells may be involved in chronic inflammation and 
tissue remodeling ( 233 ). The other major neutral protease in mast cells is chymase. It, 
too, is a serine protease that is stored in the active form in the granules of some human 
mast cells. Unlike tryptase, chymase is present in only a subset of mast cells. Chymase 
can cleave angiotensin I and neurotensin, but has no activities on vasoactive intestinal 
peptide or substance P. Of importance is that it can degrade IL-4. Some subsets of 
mast cells also contain other proteinases, such as carboxypeptidase and cathepsin G. 
Newly Synthesized Mediators 
Lipid Mediators Activation of mast cells not only results in release of preformed 
granule-associated mediators but can also initiate the de novo synthesis of certain 
lipid-derived substances. Of particular importance are the cyclooxygenase and 
lipoxygenase metabolites of arachidonic acid, because these products possess potent 
inflammatory activity. Lipoxygenases generate leukotrienes, 
hydroperoxyeicosatetraenoic acids (HPETEs) and the reduced products of HPETES, 
hydroxyeicosatetrenoic acids, whereas cyclooxygenase products include prostaglandins 
and thromboxanes. Leukotrienes are produced by the activity of 5-lipoxygenase on 
arachidonic acid. Arachidonic acid is converted to 5-HPETE, which can then be 
converted to leukotriene B 4 (LTB 4) through the action of the leukotriene A 4 (LTA 4) 
hydrolase or to LTC 4 through LTC 4 synthase. LTC 4 can then be converted to 
leukotrienes D 4 and E 4 (LTD 4 and LTE 4). Human mast cells generally produce more 
LTC 4 than LTB 4. The leukotrienes were originally discovered in 1938 and were 
referred to as the slow-reacting substance of anaphylaxis until their structural 
elucidation in 1979 ( 234 , 235 ). In 1983, Samuelsson identified the slow-reacting 
substance of anaphylaxis as the cysteinyl leukotrienes LTC 4, LTD 4, and LTE 4 ( 
235a). Leukotrienes induce a prolonged cutaneous wheal-and-flare response, stimulate 
prolonged bronchoconstriction (10 to 1,000 times more potent than histamine), enhance 
vascular permeability, promote bronchial mucus secretion ( 236 ), and induce constriction 
of arterial and intestinal smooth muscle ( 237 , 238 , 239 and 240 ). Cysteinyl leukotrienes 
have been detected in the BAL fluid of asthmatic patients and in the urine of patients 
after inhaled allergen challenge or, in sensitive individuals, aspirin challenge. Cysteinyl 
leukotriene receptor antagonists and leukotriene synthesis blockers have been 
introduced into clinical practice as novel therapies for asthma. In asthmatic patients, 
clinical trials have demonstrated that approximately 80% of the early bronchoconstrictor 
response can be eliminated with cysteinyl leukotriene antagonists ( 241 , 242 and 243 ). 
These blockers also block 50% of the late-phase response to inhaled allergen, which 
supports the importance of cysteinyl leukotrienes in the late phase of the allergic 
response ( 241 , 242 and 243 ). However, the fact that PGD 2 and tryptase are not found in 
the BAL fluid during the late-phase reaction suggests that the cysteinyl leukotrienes 
noted in the late phase are the product of basophils or eosinophils and not mast cells. 
In contrast to the cysteinyl leukotrienes, mast cells produce very little LTB 4. LTB 4 is a 

potent chemotactic factor for neutrophils and, to a lesser extent, for eosinophils ( 244 ). 



Certain mast cell types, including bone marrow–derived murine mast cells and human 
lung mast cells, may also secrete PAF ( 245 , 246 ). PAF has several actions that suggest 
that it is an important mediator of anaphylaxis, including: (a) its ability to induce 
aggregation and degranulation of platelets, (b) its induction of wheal-and-flare reactions 
in human skin, (c) its ability to increase lung resistance, and (d) induction of systemic 
hypotension. The major cyclooxygenase-derived product in mast cells is PGD 2, which 
is a potent bronchoconstrictor. PGD 2 is rapidly degraded to 9a,11ß-PGF 2, producing 
another potent bronchoconstrictor. Maximal activation of mast cells yields 50 to 100 ng 
of PGD 2 per 10 6 mast cells ( 247 ). Although PGD 2 is 100-fold less potent than 
cysteinyl leukotrienes, it is released in larger molar amounts and thus, is important in 
the early bronchoconstrictor response to airway allergen challenge ( 248 ). PGD 2 exerts 

its effects by interacting with the thromboxane receptor on airway smooth muscle ( 249 ). 
PGD 2 is also chemotactic for neutrophils and is an inhibitor of platelet aggregation. 
There is considerable evidence that prostanoids are generated during allergic reactions 
in vivo. PGD 2 is elevated in the BAL of asthmatic subjects following inhaled allergen 

challenge ( 250 ). Furthermore, the metabolite of PGD 2, 9a,11ß–prostaglandin F 2 (PGF 

2), rises markedly in the urine after allergen or aspirin challenge of sensitive asthmatic 

patients ( 251 ). Significantly raised PGF 2a and PGE 2 levels are reported in the serum 

of asthmatic patients ( 252 , 253 ). These findings are confused by the facts that there is 
no therapeutic benefit from cyclooxygenase inhibitors and that, in fact, cyclooxygenase 
inhibitors often exacerbate underlying asthma ( 254 , 255 ). 
Mast Cell–Derived Cytokines Mast cells may be important initiators of both the early- 
and late-phase allergic reaction because of their ability to synthesize and secrete 
cytokines. Mast cells express message for a number of cytokines, including (a) 
proinflammatory cytokines, (b) immunoregulatory cytokines, and (c) chemokines ( Table 
5). Mast cells contain preformed stores of several proinflammatory cytokines, including 
TNF-a, IL-8, IL-6, and IL-1a. Release of these cytokines early in the immune response 
probably contributes to the recruitment of leukocytes during the late-phase response 
through their ability to increase expression of adhesion molecules such as P- and 
E-selectin, VCAM-1, and ICAM-1 on vascular endothelial cells. Mast cells appear to be 
an important initial source of TNF-a during allergic responses. Mast cells produce a 
number of immunoregulatory cytokines such as IL-3, IL-4, IL-5, GM-CSF, IL-13, and 
IL-16. In the human bronchial mucosa, IL-4 immunoreactivity is seen in approximately 
80% of mast cells ( 256 , 257 ). Indeed, it has been suggested that mast cells are the 
primary source of IL-4 protein in inflamed airways. Although cytokine production by 
basophils has not been as extensively studied as that by mast cells, mast cells have 
been shown to produce large quantities of IL-4 and IL-13. The rapid and perhaps 
sustained production of cytokines by these cells at sites of allergic inflammation may 
intensify or perpetuate IgE production and Th2 cell differentiation. Mast cells have also 
been shown to produce a number of chemokines such as monocyte chemotactic 
protein (MCP)–1, macrophage inflammatory protein (MIP)–1ß, MIP-1a, and regulated 
upon activation, normal T-cell expressed, presumably secreted (RANTES). Elaboration 
of these chemokines may contribute to the cellular component of the late-phase 
response. 
Mast Cell Activation Mast cell activation may be initiated upon interaction of a 
multivalent antigen with its specific IgE antibody attached to the cell membrane through 



its high-affinity receptor, FceRI. Cross-linking of IgE by the interaction of allergen with 
specific determinants on the antigen-binding fragment portion of the molecule brings the 
receptors into juxtaposition and initiates mast cell activation and mediator generation 
and release. Mast cells may also be activated by non–IgE-mediated stimuli such as 
neuropeptides, by complement components, and by certain drugs such as opiates. In 
addition to IgE-dependent stimuli, several non–IgE-dependent stimuli activate mast 
cells and basophils. C5a, IL-3, N-formyl-methionyl-leucyl-phenylalanine, and certain 
chemokines (RANTES) are known to induce histamine and mediator release in mast 
cells and basophils. Hyperosmolarity itself also stimulates mediator secretion from 
these cells. Degranulation produced by IgE-dependent stimuli appears similar to that 
produced by non–IgE-dependent stimuli. However, the biochemical processes that lead 
to mediator release may differ. 
Role of Mast Cells in Acute-Phase Responses Several lines of evidence suggest that 
mast cells and basophils play a pivotal role in the generation of acute-phase responses. 
First, allergen provocation of atopic individuals is associated with extensive activation of 
mast cells, as judged by the detection of the release of mast cell–associated mediators 
(histamine, tryptase) at the site of allergen challenge. Second, therapeutic agents that 
inhibit either the release of these mediators (mast cell stabilizers) or their actions 
(antihistamines) effectively attenuate acute allergic responses. Despite this evidence in 
humans, the data in animal models are conflicting. Although most studies in mice 
suggest that acute responses are mast cell and IgE dependent, others suggest that 
these responses are IgE independent. For example, it has been shown that responses 
induced in mice by passive transfer of allergen-specific IgE antibodies and subsequent 
intravenous allergen challenge are inhibited in genetically mast cell–deficient Kit W/Kit 
W-v mice. When these mice were reconstituted with mast cells by adoptive transfer, 
their acute-phase responses were restored ( 258 ). In contrast, some investigators have 
reported that anaphylactic responses develop normally in IgE-deficient mice ( 259 ). 
Although these conflicting results may reflect inherent differences in mast cell biology 
between humans and mice, they imply that both mast cell– and IgE–dependent and 
–independent processes are probably involved in the expression of the physiological 
features of the acute-phase reaction. 
Role of Mast Cells in Late-Phase Responses Although it has long been thought that 
mast cells contribute only to the early acute response, there is evidence of their 
potential contribution to the late-phase response. First, through the elaboration of 
proinflammatory cytokines, chemokines, and immunoregulatory cytokines as discussed 
previously, mast cells may contribute to the cellular component of the late-phase 
response, as well as favor the acquisition of the Th2 phenotype, by providing a 
continuously high concentration of IL-4. Second, mast cell–derived mediators may also 
contribute to the chronic remodeling of mucosal tissues, inasmuch as many of the 
mediators that they release influence connective tissue turnover. Specifically, histamine 
and tryptase have been shown to stimulate fibroblast growth and collagen synthesis in 
vitro and in vivo. Last, studies in humans have shown that stabilization of mast cells 
with sodium nedocromil effectively inhibits both the early- and late-phase responses to 
allergen exposure ( 260 ). Furthermore, clinical trials utilizing a monoclonal antibody 
against IgE resulted in reductions in symptoms and improvement in lung function in 
asthmatic patients ( 261 ). Although these reports together support a role for mast cells in 
the late-phase response, studies of animal models of atopic dermatitis and asthma 
suggest that late-phase reactions are similar in wild-type and IgE-deficient mice ( 48 , 262 



), which in turn suggests that, although mast cells are capable of inducing late-phase 
responses, additional mast cell–independent processes also contribute to the 
development of late-phase responses. 

Eosinophil Biology

Eosinophil blood and tissue levels are generally quite low in the absence of parasitic 
infection or atopy. One of the hallmarks of allergic disorders is heightened production of 
eosinophils in the bone marrow and the accumulation of eosinophils in tissues and 
blood. Eosinophil differentiation, recruitment, and activation are regulated by a series of 
molecular events orchestrated by Th2 cytokines. Although the exact role of eosinophils 
in the pathological processes of allergic responses is not known, eosinophils are known 
to release a myriad of mediators and cytokines that have the potential to induce the 
symptoms of allergy and to amplify the allergic response through the release of 
immunoregulatory and proinflammatory cytokines.

Eosinophils are bone marrow–derived granulocytes that are characterized by their 
bilobed nuclei and their distinctive cytoplasmic granules ( Fig. 6) ( 263 , 264 ). They contain 
three distinct types of cytoplasmic granules: (a) eosinophil specific granules, which 
contain electron-dense crystalloid cores; (b) primary granules, which lack a crystalloid 
core and develop early in eosinophil maturation; and (c) smaller granules, which contain 
arylsulfatase and other enzymes. Eosinophils also contain varying numbers of lipid 
bodies. Lipid bodies are non–membrane-bound, lipid-rich inclusions that are also found 
in macrophages and mast cells and are thought to contribute to the formation of 
eicosanoid mediators. Although there are currently no known cell-surface markers for 
eosinophils, they are generally identified in blood and tissues by the affinity of their 
cytoplasmic granules for acid aniline dyes such as eosin. As eosinophils are often 
difficult to detect in tissues after degranulation, immunostaining for eosinophil-specific 
proteins [in particular, major basic protein (MBP)] has been used as a means to 
determine the presence of activated eosinophils in tissues.

 
FIG. 6. Electron micrographs of human ( A) and mouse ( B) eosinophils (10,500× 
magnification). The most characteristic ultrastructural feature of eosinophils are the 
large, ovoid, specific granules (S), each containing a dense crystalloid (C) in the long 
axis of the granule; in humans, the crystalloids are irregular in form, but in many 
species, as in the mouse shown here, they have a regular, discoid shape. The specific 
granules are membrane-bound, and the matrix contains a variety of hydrolytic enzymes, 



including histaminase. The crystalloids are thought to be composed of basic proteins 
such as major basic protein (MBP), eosinophil peroxidase (EPO), and eosinophil 
cationic protein (ECP). Eosinophils also contain a small number of primary granules (L), 
which are less electron dense and lack crystalloids. Other cytoplasmic organelles such 
as mitochondria (M) are relatively sparse, and rough endoplasmic reticulum is absent. 
Note the characteristic bilobed nucleus. From Wheater PR, Burkitt HG, Daniels VG. 
Functional histology. Edinburgh: Churchill Livingstone, 1979, with permission. 
Micrograph of murine mast cell provided courtesy of Marc Rothenberg.

Eosinophil-Derived Mediators 
Eosinophil-Specific Cationic Proteins Eosinophils store four highly basic, 
low-molecular-weight proteins in their cytoplasmic granules: MBP, eosinophil-derived 
neurotoxin (EDN), eosinophil peroxidase (EPO), and eosinophil cationic protein (ECP). 
MBP, EPO, and ECP are potent toxins for helminths and bacteria, and they are strongly 
implicated as mediators of allergic diseases such as asthma, atopic dermatitis, and 
allergic rhinitis ( Fig. 7). MBP is potently toxic in mammalian cells in vitro, and high 
levels of MBP are found in the body fluids of patients with asthma and other allergic 
disorders ( 265 ). Both MBP and ECP exert their toxicity by damaging target cell 
membranes through charge-mediated interactions. In addition to its toxic properties, 
MBP activates platelets, mast cells, and basophils, which in turn release histamine. 
Furthermore, MBP administration to primates induces airway hyperresponsiveness. 
MBP may induce AHR through its demonstrated ability to competitively inhibit binding of 
cholinergic muscarinic M2 receptors on parasympathetic nerves ( 266 ). These receptors 
normally function as autoreceptors that inhibit the release of acetylcholine from the 
nerve ending. Thus, inhibition of these receptors by MBP would enhance the release of 
acetylcholine in the airway wall, resulting in heightened contractile responses. Both 
ECP and EDN have partial sequence identity with pancreatic ribonucleases; however, 
EDN is more potent as a ribonuclease than is ECP. 

 
FIG. 7. Eosinophils store and release a number of proteins in their specific granules. 
Specifically, major basic protein (MBP) is stored in the core of the granule, whereas 
eosinophil cationic protein (ECP), eosinophil-derived neurotoxin (EDN), and eosinophil 
peroxidase (EPO) are found in the matrix of the granules. Eosinophils also contain lipid 
bodies in which products of lipoxygenase and cyclooxygenase are formed. Eosinophils 
express a variety of adhesion molecules such as CD11a, very late activation antigen–4 
(VLA-4), L-selectin, and sialoglycoproteins after activation. Eosinophils also release 
cytokines and chemokines, which are important in the allergic diathesis. Eosinophils are 



recruited to sites of inflammation in response to a number of chemoattractants, 
including C5a, interleukin (IL)–2, regulated upon activation, normal T-cell expressed, 
presumably secreted (RANTES), and eotaxin.

EPO, which is distinct from the myeloperoxidase of neutrophils and monocytes, 
consists of two polypeptides of about 15 and 55 kDa. It catalyzes the formation of 
hypobromous acid from hydrogen peroxidase and halide ions (preferentially bromide). 
Hypobromous acid reacts with primary amines to form bromamines, and it converts 
tyrosine to 3-bromotyrosine. Increases in the levels of 3-bromotyrosine in BAL proteins 
have been observed in asthmatic patients after allergen provocation ( 267 ). Thus, the 
oxidative pathways induced in activated eosinophils may damage biomolecules in vivo ( 
267 ). Another prominent component of eosinophil primary granules are Charcot-Leyden 
crystals. This protein comprises up to 10% of the total cellular protein in human 
eosinophils. Although the Charcot-Leyden crystals protein possesses 
lysophospholipase activity, structural analysis suggest that the Charcot-Leyden crystal 
protein is similar to that of galectins 1 and 2, members of the “S-type” lectin superfamily 
( 268 ). Studies in the mouse lung suggest that Charcot-Leyden crystals may contain a 
protein called YM-1 (T-lymphocyte–derived eosinophil chemotactic factor), which has 
sequence homology to chitinase ( 269 ). Chitinase activity of these proteins may explain 
the strong association between eosinophilia and parasite infestations. These crystals 
are often found in sputum, feces, and tissues in patients with allergic asthma and other 
eosinophil-related diseases characterized by significant eosinophilia. 
Lipid Mediators Upon stimulation, eosinophils elaborate several bioactive lipids, 
including products of the 5- and 15-lipoxygenase pathway, products of the 
cyclooxygenase pathway, and PAF. Lipid bodies, or intracellular lipid-rich domains, are 
induced to develop in many activated eosinophils in vivo and are sites for enhanced 
synthesis of both lipoxygenase- and cyclooxygenase-derived eicosanoids. The activities 
of eosinophil-derived lipids, which are generally proinflammatory, are multiple and 
include potent smooth muscle contraction, vasoactivity, and mucus secretion activities. 
Cytokines It has been recognized that eosinophils are a major source of cytokines and 
appear to store some if not all of these cytokines in cytoplasmic specific granules. The 
cytokines reported to be made by eosinophils can be grouped into five major 
categories: (a) the myeloid-active and eosinophil-active growth factors (IL-3, IL-5, 
GM-CSF); other growth factors important in fibrosis and wound healing (TGF-ß, TGF-a, 
vascular endothelial growth factor, platelet-derived growth factor ß, heparin-binding 
epidermal growth factor); (c) immunoregulatory cytokines (IL-2, IL-4, IL-10, IL-12, 
IFN-?); (d) proinflammatory cytokines (IL-1ß, IL-6, IL-8, TNF-a); and (e) chemokines 
(RANTES, MIP-1a, eotaxin). Through the quick release of this diverse array of 
cytokines at the inflammatory loci, the eosinophil is poised to perpetuate and intensify 
the eosinophil-mediated inflammatory response, both by enhancing its own activation 
and through the release of Th2 cytokines. 
Recruitment of Eosinophils to Sites of Inflammation Preferential accumulation of 
eosinophils at sites of allergic inflammation involves multiple molecular events that are 
integrated and controlled by Th2 cytokines ( 270 ). These include (a) differentiation and 
release of mature eosinophils from the bone marrow into the bloodstream; (b) 
up-regulation of specific adhesion molecules on eosinophils and endothelium; (c) 
stimulation of C-C chemokine production and egress of eosinophils from the blood into 
the tissues; and (d) production of eosinophil-active cytokines that increase eosinophil 



survival in tissues. Eosinophils are terminally differentiated granulocytes that develop 
from CD34 + hematopoietic progenitor cells in the bone marrow. Under the influence of 
GM-CSF, IL-3, and IL-5, they differentiate into mature eosinophils. Each of these 
cytokines can promote eosinophilopoiesis in vivo, but the Th2 cytokine IL-5 has the 
most specific effects on eosinophil differentiation and production. In addition to its 
effects on eosinophil differentiation, IL-5 can rapidly induce the release of developed 
eosinophils from the bone marrow into the circulation. The importance of IL-5 in blood 
and tissue eosinophilia has been repeatedly shown in in vitro and in vivo studies of 
gene-targeted and gene-overexpressing mouse lines ( 45 , 271 ). Circulating eosinophils 
are recruited to sites of inflammation by the combined actions of inflammatory 
mediators on adhesion molecule expression on the vascular endothelium and 
production of chemoattractants ( Fig. 8). Several cell adhesion molecules have been 
implicated in eosinophil adherence to cytokine-stimulated vascular endothelium, 
including ICAM-1, E-selectin, L-selectin, and VLA-4/VCAM-1. The importance of 
VCAM-1 to eosinophil recruitment has been shown in primate and mouse studies in 
which blockade of VLA-4/VCAM-1 interactions inhibits eosinophil infiltration of tissues ( 
272 ). IL-4 and IL-13 induce VCAM-1 expression on the surface of vascular endothelial 
cells, which leads to preferential recruitment of eosinophils into sites of allergic 
inflammation. 

 
FIG. 8. Type 2 T helper (Th2) cytokine regulation of eosinophil recruitment and 
accumulation. Th2 cytokines coordinately regulate eosinophil recruitment, activation, 
and accumulation at the site of antigen exposure. After allergen-specific induction of 
Th2 cytokine production [interleukin (IL)–5, IL-4, IL-13, IL-3, granulocyte-macrophage 
colony-stimulating factor (GM-CSF)], IL-5 rapidly induces differentiation of eosinophils 
from myeloid precursors in the bone marrow to stimulate their release into the 
bloodstream. IL-4 or IL-13 or both promote eosinophil egress from the vascular 
compartment by up-regulating vascular cell adhesion molecule 1 (VCAM-1) expression 
on vascular endothelial cells. Subsequently, IL-4 and IL-13 guide eosinophils to the site 
of allergen exposure by regulating the production of various chemokines [e.g., regulated 
upon activation, normal T-cell expressed, presumably secreted (RANTES), eotaxin] by 
local cells such as macrophages and epithelial cells. Once these cells accumulate in 
tissues, locally produced IL-5 along with other cytokines, such as GM-CSF and IL-3, 
promote their actions by prolonging their survival in tissues.

Eosinophil migration to the sites of inflammatory loci is mediated by a number of 
chemoattractants. Until the 1990s, mediators such as PAF, C5a, and LTB 4 were 
considered to be the most important eosinophil chemoattractants. Although potent 



chemoattractants, they do not show any specificity for eosinophils. In the 1990s, a 
family of chemotactic peptides (also known as chemokines) that control leukocyte 
migration and activation were identified. They have been divided into two main groups 
on the basis of their sequence homology and the position of the first two cysteine 
residues, C-X-C or C-C ( 273 ). Interestingly, a number of the C-C chemokines were 
identified as eosinophil active chemoattractants [RANTES, CCL5), eotaxin (CCL11), 
MCP-4 (CCL13), MCP-3 (CCl7), and MIP-a (CCL3)]. The levels of most of these 
chemokines have been shown to be up-regulated in the mucosal tissues of patients 
with asthma, atopic rhinitis, and atopic dermatitis. Although each of these chemokines 
is implicated in eosinophil chemotaxis, it was originally hypothesized that eotaxin would 
play a pivotal role in eosinophilic inflammation in that it binds specifically to the 
chemokine receptor 3 (CCR3), while the other C-C chemokines bind multiple receptors. 
The fact that CCR3 is highly expressed on eosinophils, basophils, and Th2 cells but not 
on neutrophils suggested that it plays an important role in Th2-mediated inflammatory 
responses ( 274 , 275 ). Surprisingly, however, eotaxin-deficient mice have shown only 
minor defects in eosinophil accumulation ( 276 , 277 ), which indicates that eotaxin alone is 
not sufficient for eosinophil accumulation. Along these lines, complete abrogation of 
eosinophil migration has not been observed by inhibition of any one chemokine ( 42 , 276 , 
278 , 279 and 280 ), which suggests that multiple chemokines working in concert are 
necessary to direct leukocytes to specific sites of inflammation. Thus, it has been 
postulated that a panoply of chemokines may be necessary to establish the multiple 
chemical gradients required for eosinophils to migrate through several local 
compartments from the vascular spaces to the mucosal surfaces in the nose, airways, 
and skin. For example, in the airways, the eosinophil must emigrate from the vascular 
compartment through the interstitium and, finally, through and into the airways. 
Therefore, interstitial macrophage-derived chemokines might provide the chemotactic 
gradient for eosinophils to move from the vascular compartment into the interstitium, 
whereas airway epithelium-derived chemokines might provide a second gradient that 
localizes the cells around and into the airways ( 281 ). Further studies are needed to 
clarify the complex network of chemokines involved in regulation of these important 
effector cells of the allergic diathesis. Last, eosinophils rapidly undergo apoptosis 
unless provided with signals from eosinophil growth factors such as IL-5, GM-CSF, and 
IL-3. As discussed previously, each of these mediators is found in increased levels in 
the tissues and fluids from allergic individuals. Prolonged survival of eosinophils under 
the influence of locally generated growth factors is thought to be an important 
mechanism for selective eosinophil accumulation in atopic diseases. Direct evidence for 
prolonged survival of eosinophils comes from a study in which anti-IL-5 monoclonal 
antibody caused rapid loss of eosinophils from cultured explants of nasal polyps. 
Interestingly, the number of apoptotic eosinophils in the airways of asthmatic individuals 
is increased in such patients treated with inhaled glucocorticoids ( 282 ). The effect of 
glucocorticoids on tissue eosinophils may result either from inhibition of T cell–derived 
growth factors or as a direct effect on eosinophil survival ( 283 ). 
Mechanisms of Eosinophil Activation The effector functions of eosinophils are 
mediated by stimuli that induce degranulation. Eosinophil degranulation can be 
regulated by multiple components, including those that primarily stimulate the cells 
(e.g., immunoglobulins, and lipid mediators), priming agents (e.g., cytokines), and 
chemokines. However, the precise mechanisms by which eosinophil degranulation 
occurs in vivo are still poorly understood. Eosinophils express receptors for several 



immunoglobulins, including IgG, IgA, and IgE. Surfaces coated with IgG, IgA, and 
secretory IgA stimulate eosinophil degranulation in vitro. Of these immunoglobulins, 
secretory IgA is the best for inducing eosinophil degranulation and does not stimulate 
neutrophil degranulation. Because IgA is the most abundant immunoglobulin isotype in 
mucosal secretions of the respiratory and gastrointestinal tracts, it may be an important 
regulator of eosinophil activation at these sites. IgE may also be important for 
eosinophil activation, inasmuch as eosinophils can bind IgE through three distinct 
structures: the S-type lectin galectin-3, FceRII/CD23, and FceRI. It was initially shown 
that eosinophils isolated from patients with parasite-induced eosinophilia degranulate in 
response to IgE antibody or IgE-coated parasites ( 284 , 285 ). Subsequent studies 
showed that local allergen provocation induces expression of FceRI by eosinophils 
infiltrating the airways ( 286 ) and skin of patients with allergic diseases ( 287 , 288 ). In 
studies with sera from ragweed-allergic patients with hay fever, ragweed-specific IgG, 
but not IgE, induced allergen-dependent eosinophil degranulation in vitro ( 289 , 290 ). 
Thus, it remains to be determined whether IgE is an important regulator of eosinophil 
degranulation in atopy. Eosinophil degranulation may also be induced by soluble stimuli 
alone. Cytokines, especially those with eosinophilopoietic activity, such as GM-CSF and 
IL-5, are potent inducers of eosinophil granule protein release. Interestingly, eosinophil 
granule proteins themselves, including MBP and EPO, stimulate eosinophils and cause 
degranulation, which suggests an autocrine mechanism of eosinophil degranulation ( 291

 ). Other physiological stimuli for eosinophil degranulation include PAF, the complement 
fragments C5a and C3a, and the neuropeptide substance P ( 292 ). As discussed briefly 
earlier, chemokines may also activate eosinophils by binding CCR3. In this regard, 
eotaxin induces eosinophil degranulation and LTC 4 release. 
Eosinophils as Effector Cells in Allergic Responses Eosinophils are postulated to 
contribute to the clinical symptoms of the late phase of the allergic response through 
the actions of the eosinophil-specific basic proteins, as well as the lipid mediators on 
mucosal tissues. Circumstantial evidence for a causative role of eosinophils in allergic 
inflammation and the clinical symptoms of atopic disorders comes from a variety of 
studies ( 293 ). First, elevated levels of activated eosinophils and their protein products 
(MBP, ECP, EPO, and EDN) have been consistently demonstrated in BAL fluids and 
airway biopsy tissues from patients with asthma ( 293 ), in nasal specimens from patients 
with allergic rhinitis (nasal fluids and nasal biopsies) ( 294 ), and in skin lesions from 
patients with atopic dermatitis ( 295 ). Second, in each of these diseases, increased 
levels of eosinophils and of their proteins are correlated with disease severity. Last, 
successful steroid treatment is associated with a marked reduction in both blood and 
tissue eosinophil levels in patients with asthma and atopic rhinitis ( 296 , 297 and 298 ). 
Despite the substantial body of circumstantial evidence that supports a causative role 
for eosinophils in the pathophysiological processes of atopic disorders, the results of 
studies designed to define a pathogenic role for eosinophils in atopic disorders are 
conflicting. Studies in IL-5 gene knockout ( 45 ) and transgenic mice ( 271 ) show that both 
eosinophilia and AHR are IL-5 dependent. In addition, anti–IL-5 treatment of 
cynomolgus monkeys inhibits allergen-induced airway reactivity and BAL eosinophilia ( 
299 ). In contrast, other investigators have demonstrated that blockade of eosinophils by 
IL-5 ablation did not affect AHR ( 45 , 300 ). This dissociation between eosinophils and the 
late-phase response has been confirmed in a multiple-center study in asthmatic 
humans that demonstrated that, although anti–IL-5 treatment suppressed pulmonary 



eosinophils, it did not inhibit either early or late responses to inhaled allergens or 
improve lung function ( 301 ). Although multiple explanations for a lack of effect in this 
study can be made, including the small study size, dosing schedule, or acute nature of 
treatment, these studies suggest that blockade of eosinophils and IL-5 alone are not 
sufficient to inhibit clinical symptoms of atopic disease. One thing that should be 
stressed in interpreting these studies is that most studies have relied entirely on 
blockade of IL-5 to elucidate the role of eosinophils in allergic responses. Blockade of 
IL-5 does not completely eliminate eosinophils in either humans or mice. Because there 
are no currently known ways to completely and specifically deplete eosinophils, 
elucidation of the role of these cells in the pathophysiological consequences of atopic 
diseases awaits development of more specific tools. Nevertheless, it is possible to 
conclude from the combined data that multiple processes probably occur during the 
allergic response that work in concert to induce the clinical symptoms of atopic 
diseases. 

Th2 Cells as Effector Cells

The updated understanding of the role of Th2 cells in the allergic diathesis suggests 
that they are important effector cells in the allergic response in addition to their 
well-accepted role as orchestrators of the inflammatory process. Specifically, the Th2 
cytokine IL-13 has been implicated as an effector molecule in allergic disease. 
Evidence for this contention comes from studies in which blockade of endogenous 
levels of IL-13 in antigen-sensitized mice by administration of a soluble form of the IL-13 
receptor a2 (IL-13Ra2) chain, which binds only IL-13, completely reversed AHR and 
pulmonary mucus cell hyperplasia ( 40 , 302 ). Furthermore, it was shown that 
recombinant IL-13 was able to recreate the symptoms of asthma (airway 
hyperresponsiveness, mucus hypersecretion, eosinophilia) in the absence of functional 
T cells or B cells ( 40 ). These effects were shown to be independent from eosinophils as 
well ( 303 ). These results suggested that IL-13’s effects were not ascribable to its known 
role in regulating IgE or eosinophil recruitment. Interestingly, despite the similarities in 
function between IL-13 and IL-4, IL-4 blockade at the time of antigen challenge does 
not ablate airway hyperresponsiveness ( 304 ). This was further supported by the finding 
that transfer of Th2 cells derived from IL-4–deficient mice was still able to confer airway 
hyperresponsiveness ( 305 ). Moreover, chronic expression of IL-13 in the murine lung 
results in development of these features, as well as subepithelial fibrosis and the 
formation of Charcot-Leyden crystals ( 161 ). In contrast, overexpression of the IL-4 gene 
in the murine lung does not result in AHR or subepithelial fibrosis ( 306 ).

IL-13 has several actions that implicate it as an effector in the allergic diathesis, such as 
its role in mucus production, fibrotic processes, and, perhaps, bronchoconstriction. 
First, it has been shown to play an important role in mucus hypersecretion. Mucus 
hypersecretion is a consistent feature of the allergic phenotype in both the upper and 
lower respiratory tract. In fact, extensive plugging of the airway lumen has been 
associated with fatal episodes of asthma. This response is a Th2 cell–dependent 
process, inasmuch as adoptive transfer of Th2 cells into the murine lung reconstitutes 
the effect of antigen challenge ( 305 ). Several lines of research suggest that mucus cell 
metaplasia is an IL-13–, not IL-4–, dependent process. For example, transfer of Th2 



cells devoid of the IL-4 or IL-5 genes nonetheless induce extensive goblet cell 
metaplasia in the murine lung. However, blockade of the IL-4Ra chain or deficiency in 
STAT6 prevents the development of mucus cell metaplasia after allergen challenge, 
which suggests that IL-13 may be the ligand for the IL-4/STAT6 pathway in mucus cell 
changes ( 111 ). Indeed, administration of soluble IL-13Ra2 reversed the metaplastic 
response of goblet cells induced by allergen sensitization and challenge. Administration 
of recombinant IL-13 in vivo or overexpression of the IL-13 gene recapitulates antigen 
effects on mucus production. Conversely, allergen-induced goblet cell metaplasia is 
significantly reduced in IL-13–deficient mice ( 307 ). This metaplasia was not further 
reduced when IL-4 was blocked with neutralizing antibodies, which suggests that, 
indeed, IL-13 is the primary regulator in vivo of mucus cell hyperplasia.

Another feature of the chronic inflammatory response in both the skin and the airways is 
the presence of a fibrotic process. Data suggest that IL-13 is an important regulator of 
fibrotic processes. For example, overexpression of IL-13 in the murine lung induces a 
dramatic fibrotic response in the airway wall ( 161 ). Furthermore, IL-13 transgenic mice 
express matrix proteases such as matrix metalloproteases and cathepsins, which are 
thought to be important in the fibrotic response ( 308 ). A clear demarcation of function 
for IL-4 and IL-13 in fibrosis has been demonstrated in Th2-mediated pathological 
processes of Schistosoma mansoni infection in mice. Schistosome-induced collagen 
deposition is reduced in the lungs of STAT6-deficient animals but not in IL-4–deficient 
mice ( 309 ). Furthermore, secretory IL-13Ra2–immunoglobulin delivery completely 
prevented the fibrotic response in parasite-infected mice. Thus, in several models of 
Th2-mediated fibrosis, blockade of IL-13 selectively inhibited fibrotic remodeling 
processes, which suggests that this cytokine may be an important mediator of 
inflammation-induced tissue fibrosis.

Reports suggest that IL-13 may directly induce bronchoconstriction by means of its 
direct effects on airway smooth muscle. In this regard, Laporte et al. ( 310 ) reported that 
human airway smooth muscle cells express IL-4Ra, IL-13 receptor a1, and IL-13Ra2 
chains. Moreover, they demonstrate that IL-13, but not IL-4, significantly reduces 
ß-adrenoceptor–induced human airway smooth muscle cell stiffness through a MAP 
kinase–dependent pathway. Collectively, these results suggest that IL-13 may have 
direct effects on airway smooth muscle that contribute at least in part to the airway 
narrowing observed in asthmatic individuals. Because IL-13 receptors are expressed on 
resident cells in the mucosa such as epithelial cells, fibroblasts, macrophages, and 
smooth muscle cells, the effects of IL-13 are probably caused by direct stimulation of its 
receptor on each of these cells, although this remains to be determined.

The importance of IL-13 in allergic disorders in humans is supported by numerous 
reports of exaggerated IL-13 production in patients with asthma, atopic rhinitis, and 
allergic dermatitis ( 311 ). In asthma in particular, both message and protein levels of 
IL-13 are elevated in bronchial biopsy specimens and BAL cells from allergic individuals 
in comparison with those of control subjects ( 124 ). Conversely, IL-13 levels are reduced 
in patients with asthma and rhinitis undergoing allergen desensitization treatment 
regimens or steroid treatment ( 124 ). In support of the notion that IL-13 is a central 
effector of allergic immune responses, several groups have reported associations of 



polymorphisms in the IL-13 gene with various features of the asthmatic phenotype ( 312 , 
313 ). Of particular interest is the Arg130/Gln substitution in the coding region of IL-13 
noted by two groups and detected across multiple ethnic populations. Molecular 
modeling suggests potential biological impacts of this change, including enhanced 
receptor binding and activation.

Unifying Hypothesis The elicitation of allergic airway responses in a sensitized 
individual upon reexposure to offending allergens is probably the culmination of a 
complex network of cellular and molecular events ( Fig. 9). After antigen challenge, 
cross-linking of antigen and IgE on IgE-bearing cells leads to the immediate release of 
substances such as histamine, leukotrienes, PGD 2, and tryptase. The actions of these 
mediators account for the immediate symptoms, such as smooth muscle constriction, 
vasodilation, and increased vascular permeability. It is possible that the release of IL-13 
by either mast cells or basophils can also induce many of these same symptoms. 
Secretion of chemokines (eotaxin) and cytokines (IL-4, IL-5) by basophils and mast 
cells also serve to attract more T cells, APCs, and effector cells such as eosinophils to 
the site of insult. Simultaneously, DCs within the mucosa are presenting allergen to T 
cells, and within 6 to 48 hours, additional T cells are recruited to the area. The 
expression of FceRI on the surface of DCs greatly facilitates their uptake, processing, 
and presentation of allergens to T cells during the elicitation phase of the response. 
Furthermore, the cytokine milieu created as a result of mast cell and basophil 
activation—namely, a Th2 cytokine environment—most likely drives a polarized Th2 
response. Further production of Th2 cytokines at the local site augments the 
recruitment and activation of additional eosinophils and T cells. During the late phase, 
release of mediators from mast cells, basophils, eosinophils, and T cells act in concert 
to induce the vascular changes, bronchoconstriction, and mucus changes observed 
during the late-phase response. Many repetitions of this sequence lead to persistent 
inflammation, resulting in alterations in the structure and function of resident mucosal 
cells such as smooth muscle, fibroblasts, and epithelial cells. Because many of the 
actions of these effector cells are redundant, it is not surprising that depletion of neither 
mast cells nor eosinophils has been sufficient to significantly ablate the physiological 
consequences of allergen exposure. One point of convergence is the production of 
IL-13 by all of the likely suspects (e.g., basophil, mast cell, eosinophil, and T cells). With 
its newly described effector functions, IL-13 may not only provide a unifying explanation 
for the importance of multiple effector cells in allergic responses but may also provide 
an ideal target for therapy. 

 



FIG. 9. Overview of the acute, late, and chronic phases of the allergic response. 
Cross-linking of surface immunoglobulin E (IgE) on sensitized mast cells by antigen 
results in mast cell degranulation and release of numerous mediators, including 
histamine, tryptase, prostaglandin G 2 (PDG 2), and cytokines. These mediators are 
largely responsible for the early phase of the allergic response. Antigen presentation by 
dendritic cells to type 2 T helper (Th2) cells results in activation and clonal expansion of 
antigen-specific T cells and the subsequent release of Th2 cytokines, interleukin (IL)–4, 
IL-5, and IL-13. These cytokines result in recruitment of eosinophils, chemokine 
expression, smooth muscle hypertrophy, and mucus hypersecretion. Ultimately, 
long-term exposure to IL-13 and eosinophilic effector molecules leads to the structural 
changes observed in tissues of individuals with chronic disease.

CHARACTERISTICS OF SPECIFIC ATOPIC DISORDERS

In this section, we briefly discuss the clinical manifestations, pathogenesis, and 
therapeutic strategies for the treatment of the classical atopic syndromes, including 
anaphylaxis, allergic rhinitis, atopic dermatitis, and asthma. Readers should consult 
clinical allergy textbooks for further details on these disorders.

Anaphylaxis

Anaphylaxis is a systemic, immediate hypersensitivity reaction that results from 
IgE-mediated release of vasoactive and inflammatory mediators from mast cells and 
basophils. Death from anaphylaxis is most often caused by respiratory obstruction or 
cardiovascular collapse. The initial experimental description of the phenomenon dates 
to a paper published in 1902, in which Portier and Richet ( 314 ) described the 
sensitization of dogs to sea anemone venom, a process with fatal sequelae upon 
subsequent exposure to nonlethal doses of the venom. In opposition to prophylaxis, this 
process was termed anaphylaxis, meaning against or without protection. Common 
causes of anaphylaxis in humans include exposure to antibiotics and other drugs, 
radiocontrast media, latex, venom, and foods. The cause of anaphylaxis remains 
unidentified in up to two thirds of patients. Whereas anaphylactic reactions involve 
IgE-mediated mast cell and basophil degranulation by definition, anaphylactoid 
reactions result from mast cell and basophil degranulation by IgE-independent means. 
Underlying etiologies, when known, include drugs, biological agents, and physical 
factors (e.g., pressure, cold, sunlight); a substantial proportion of cases are idiopathic.

Allergic Rhinitis

In 1819, John Bostock first described catarrus aestivus or hay fever ( 315 ). In 1873, 
Charles Blackley recognized that pollen grains were the causative agents of hay fever. 
In the 1800s, hay fever was considered a rare disorder, restricted to the privileged 
class. This is certainly no longer the case. According to year 2000 estimates, up to 40% 
of children in the United States are affected by allergic rhinitis ( 316 ). Allergic rhinitis is 
an IgE-mediated disease characterized by sneezing, rhinorrhea, nasal congestion, and 
nasal pruritus ( 317 , 318 ). The seasonal form is caused by allergens released during tree, 



grass, or weed pollination; the perennial form is associated with allergies to animal 
dander, dust mites, or mold spores, or a combination of these. Skin testing—the 
experimental interrogation of the ability of a panel of antigen extracts to induce 
cutaneous immediate-type hypersensitivity responses—is often employed for diagnostic 
confirmation of atopy and to determine the allergens to which an individual is sensitized.

Treatment strategies include allergen avoidance, antihistamines, a-adrenergic agonists, 
intranasal steroids, topical ipratropium bromide, and immunotherapy regimens. 
Immunotherapy, introduced by Leonard Noon and John Freeman in 1911 as a method 
for protecting patients against the effects of “pollen toxin” ( 319 ), has been used since as 
a treatment for patients with allergic rhinitis and allergic asthma. Conventional allergen 
immunotherapy involves the subcutaneous injection of graded quantities of allergen. 
Although such mmunotherapy has been associated with therapeutic benefit, the 
relevant immunological mechanisms remain obscure. In patients with venom 
anaphylaxis, allergen immunotherapy is the prophylactic treatment of choice.

Food Allergy

Food allergy must be carefully distinguished from the more common adverse reactions 
to ingested substances (e.g., food intolerance, dose-related toxic reactions) that are not 
immune mediated. True food allergy afflicts approximately 8% of children younger than 
3 years and 2% of the adult population. Such food hypersensitivity comprises several 
disorders that vary in time of onset, severity, and persistence. The most common type 
of food allergy is immediate gastrointestinal hypersensitivity. Symptoms, which include 
nausea, abdominal pain, colic, vomiting, and diarrhea, develop within minutes to 2 
hours of antigen exposure. Infants with this syndrome may present with intermittent 
vomiting and poor weight gain. The predominant response to orally induced antigens is 
the induction of tolerance. Food allergy represents an aberration of this process. Only a 
small number of foodstuffs account for most offending allergens. In childhood, the most 
common allergens are derived from milk, eggs, peanuts, soy, and wheat. In adults, the 
most common foods implicated are peanuts, tree nuts, fish, and shellfish. Most food 
allergens are relatively small, water-soluble, heat- and acid-stable glycoproteins that are 
resistant to proteolytic degradation. The higher incidence of disease in childhood is 
presumably related to factors regulating the ontogeny of the gut and immune system 
development ( 320 , 321 ). Therapy revolves around avoidance of the offending allergen. 
Interestingly, patients with atopic dermatitis commonly have subclinical food 
hypersensitivity; ingestion of the relevant allergen leads to worsening of the dermatitis.

Oral allergy syndrome represents a second type of food hypersensitivity. This is an 
immediate-type contact allergy that leads to pruritus and tingling and swelling of the lips, 
palate, and throat after ingestion of the offending allergen, which is usually in fruits or 
vegetables. Oral allergy syndrome affects up to 40% of adults with defined pollen 
allergy, because of cross-reacting allergens. Therapy involves allergen avoidance.

The eosinophilic gastroenteritides (eosinophilic esophagitis, gastritis, gastroenteritis), 
although not thought in general to be caused by food allergy, deserve brief mention 
here. These syndromes are characterized pathologically by eosinophil infiltration and 
clinically by a variety of nonspecific symptoms, including abdominal pain, nausea, 



vomiting, and diarrhea, although the etiology and pathogenesis remain unclear in most 
cases. Some cases result from hypersensitivity reactions to antigens derived from 
Ancylostoma caninum, a common dog hookworm that is poorly adapted to and causes 
nonpatent infection in humans ( 322 ). Some cases may indeed be caused by food 
allergy.

Atopic Dermatitis

Atopic dermatitis is a common, chronic, relapsing, inflammatory skin disease 
characterized by dry skin, severe pruritus, secondary excoriation (which can lead to 
lichenification), and a heightened susceptibility to cutaneous infections. Atopic 
dermatitis can lead to significant suffering, both physical and psychological. The 
prevalence of atopic dermatitis has increased in the since the 1960s; currently, 10% are 
affected at some point during childhood in the United States. Both environmental and 
genetic factors seem to play a role in susceptibility. Because the heritability of atopy 
appears to be largely independent of disease type, it is notable that parental atopic 
dermatitis confers a higher risk for the development of atopic dermatitis than for either 
allergic asthma or allergic rhinitis in offspring, which suggests the likelihood of atopic 
dermatitis-specific genes ( 323 ). Disease generally manifests early in childhood and is 
associated with sensitivity to food or inhalant allergens or both. In adults, disease is 
associated primarily with sensitivity to inhalant allergens. Apart from exposure to 
specific food and inhalant allergens, environmental triggers such as irritating 
substances, emotional stress, climactic factors, hormones, and local infections are all 
known to be important in the expression of atopic dermatitis. Skin lesions generally 
display evidence of mast cell, eosinophil, and T-cell infiltration and activation. In 
contrast to other atopic disorders, a biphasic pattern of T-cell polarization or reactivity is 
present in atopic dermatitis: Th2 cytokines predominate in acute lesions, whereas 
chronic lesions express a mix of Th1 and Th2 cytokines.

Current treatment of atopic dermatitis is directed at symptomatic relief, skin hydration, 
the reduction of cutaneous inflammation, and avoidance of inciting antigens. Therapy 
includes antihistamines, topical immunosuppressive agents (glucocorticoids, FK506), 
moisturizers, environmental control measures for inhalant allergens, and 
food-elimination diets for food allergens. Phase I and II studies have supported the 
efficacy of short-term IFN-? therapy in the treatment of severe atopic dermatitis ( 324 ), 
although the mechanism of action remains unclear.

Asthma

The term asthma was coined by Hippocrates to refer to attacks of breathlessness and 
wheezing. Asthma is a complex inflammatory disease of the lung, the prevalence, 
morbidity, and mortality of which have been increasing markedly since the 1960s. 
Asthma is a heterogeneous disorder with variations in the age at onset, severity of 
disease, and underlying pathogenesis. Although asthma is multifactorial in origin with 
both environmental and genetic influences, atopy is the strongest identifiable 
predisposing factor for the development of asthma. Most childhood asthma is allergic in 
nature and referred to as extrinsic or atopic asthma; however, asthma that develops in 



adulthood and some forms of childhood asthma are not associated with elevated IgE 
levels, and this form is referred to as intrinsic or nonatopic asthma. In the most common 
form of the disease, extrinsic asthma, the inflammatory process is thought to arise as a 
result of inappropriate immune responses to commonly inhaled antigens. The 
inflammatory response in the asthmatic lung is characterized by infiltration of the airway 
wall with lymphocytes, predominantly CD4 + T cells, eosinophils, and degranulated 
mast cells. Structurally, the airways of asthmatic patients are characterized by mucus 
cell hyperplasia, sub–basement membrane thickening, and loss of epithelial cell 
integrity. These cellular findings have consistently been associated with the main 
physiological abnormalities of the disease, including variable airflow obstruction and 
airway hyperresponsiveness. As discussed extensively in this chapter, the pathological 
consequences of this disease are thought to arise as a result of skewed T-cell 
responses to inhaled antigens, which, in turn, lead to activation and recruitment of the 
primary effector cells, mast cells, eosinophils, and T cells. Activation of these cells 
results in the release of a plethora of mediators that individually or in concert induce 
changes in airway geometry and produce the symptoms of the disease.

Current guidelines for asthma management emphasize environmental control 
measures, objective monitoring, and pharmacotherapy for comprehensive asthma 
management. The exact combination of pharmacotherapeutic agents is dependent on 
the severity of disease: Short-acting bronchodilators (ß-adrenergic agonists) are 
recommended for mild, intermittent asthma, and the addition of anti-inflammatory 
medication, including inhaled or oral corticosteroids, cromolyn or nedocromil, or a 
leukotriene antagonist is indicated for more severe disease. Several novel therapies 
have been introduced since the 1990s, including a humanized monoclonal antibody 
directed against IgE, a soluble IL-4 receptor, and an anti–IL-5 antibody. Because 
clinical testing of these new therapies is in early stages, determination of their efficacy 
in asthma therapy awaits further study.
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INTRODUCTION *

The transplantation of organs and cells between individuals saves or prolongs 
thousands of lives each year. The growing list of organs transplanted includes corneas, 
kidneys, livers, hearts, lungs, small intestines, pancreata, and even hands. Currently, 
clinical cellular transplantation includes islets of Langerhans and hematopoietic cells, 
but the list is likely to expand in the future to include other cell types, such as 
hepatocytes and myoblasts, which are currently under investigation in experimental 
models. Success of all types of transplants depends on the ability to avoid rejection due 
to a host-versus-graft immune response. Hematopoietic cell transplantation is, in 
addition, associated with some special considerations, since the administration of a 
donor graft that contains mature T cells to a conditioned, and consequently 
immunoincompetent recipient, is associated with the risk of rejection in the 
graft-versus-host (GVH) direction, that is, graft-versus-host disease (GVHD). Because 
all of these transplants are performed between different humans (i.e., members of the 
same species), they are referred to as allotransplants. However, improvements in 
immunosuppressive therapies have increased the success of allotransplantation to the 
point that a new limitation has been encountered—the insufficient supply of human 
organs. While this insufficiency can be partly overcome by the increasing use of living 
donors as sources of kidneys, liver, and lungs, such procedures are associated with 
significant risks to the donor, and some organs (e.g., the heart) can, obviously only be 
obtained from cadaveric donors. This organ shortage has led to considerable interest in 
alternative sources of organs, such as artificial organs, tissue grafts engineered in vitro 
from stem cells, and donors from other species. Transplants from other species, 
referred to as xenografts, are felt by many to be a promising solution to the organ 
shortage, but present even greater immunologic challenges than allografts, as well as 
potentially novel infectious risks, and these problems must be addressed before 
xenotransplantation can be effectively used in the clinic. This chapter presents an 
overview of the immunology of organ and cellular allotransplantation, as well as 
xenotransplantation.

Since the transplantation of tissues between members of a species or from other 
species does not occur in nature, an immunologic defense against transplantation 
provides no obvious advantage for the survival of the species. Thus, the allogeneic 
response (i.e., the immune response to the novel antigens of other members of the 
same species) and the xenogeneic response probably did not evolve for the purpose of 
graft rejection, and issues of fundamental immunology cannot be explained on the 
basis of their importance to allogeneic and xenogeneic immunity. Nevertheless, studies 
of transplantation biology have contributed significantly to our understanding of 
fundamental immunology by leading, for example, to the discovery of the major 
histocompatibility complex antigens and by providing the mixed lymphocyte response 
(MLR) assay for the study of T-cell activation. Now, however, the emphasis has shifted. 
With the increasing importance of clinical transplantation, the goal is to apply our 
knowledge of fundamental immunology to the problems of graft rejection and GVHD.

The common error in many summaries of transplantation immunology is to assume that 



the field can be understood simply by applying classical immunologic principles to 
describe the response to this particular set of foreign antigens. Allogeneic and 
xenogeneic responses, however, differ from other immunologic responses in at least 
two fundamental ways. First, they exhibit extraordinary strength and, probably for that 
reason, they include unusual types of responses that cannot be detected in classical 
immunology. Second, they can be stimulated by two different sets of antigen-presenting 
cells—those of the donor and those of the recipient. In this chapter, we emphasize 
these differences compared to classical immunology as we describe our current 
understanding of the several immune responses that cause graft rejection.

ORIGINS OF TRANSPLANTATION IMMUNOLOGY

Early History

The earliest known records of tissue transplantation are those of the Hindu surgeon 
Sushrutu who reported the use of a flap from a patient’s forehead to repair an 
amputated nose. This procedure was probably practiced by Hindu surgeons as early as 
700 B.C. In the 15th century, Italian surgeons began to practice rhinoplasty by means of 
flaps and extended the donor site to the patient’s arm ( 1 ). In 1503, one such surgeon 
reported the first allograft—the grafting of skin from a slave for the reconstruction of the 
master’s nose. A sizable legend grew out of such reports, although obviously 
unfounded in fact.

Skin grafting became an accepted practice in the late 1800s. Many workers, however, 
did not distinguish between autografts (donor and recipient the same individual) and 
allografts (donor and recipient of the same species) or even, sometimes, xenografts 
(donor and recipient of different species). The last of these formed the basis for an 
extensive practice known as zoografting in which patients were subjected to grafts from 
animals ranging from pigs to frogs ( 2 ). Billingham ( 3 ) points out that no one apparently 
cared whether the grafted skin “took” or merely promoted healing of the wound. The 
results of these efforts led to a period of confusion in transplantation. Without any clear 
understanding of the processes involved, surgeons embarked on all sorts of 
transplants, and a series of operations were reported that we know, from our present 
understanding of the laws of transplantation, could not possibly have been successful. 
Dr. Serge Voronoff, for example, attained considerable fame (and fortune) in Europe by 
developing an unusual grafting procedure in which testicles were transplanted from ape 
to human in order to restore men to youth and vitality.

The transplantation of internal organs awaited the development of techniques for 
vascular anastomosis. In 1908, Carrel, one of the pioneers of vascular surgery, 
reported the results of en bloc allotransplantation of both kidneys in a series of nine 
cats ( 4 ). He was able to obtain up to 25 days of urine output in some cats, but 
ultimately all of them died. Although other investigators repeated and modified Carrel’s 
experiments, no major advances in prolonging the function of allografts or in 
understanding the cause for their failure were made for the following 3 decades.

During this same period, the closely related field of tumor transplantation gained 



momentum. In 1902, Jensen reported the transplantation of a mouse tumor through 19 
successive generations of mice and was able to obtain tumor growth in some 50% of 
the mice he injected. Furthermore, he showed that mice in which the tumor grew for a 
while and then regressed were resistant to subsequent challenge with the same tumor. 
He was also able to prevent successful tumor grafting by prior treatment with grafts of 
normal tissues ( 3 ).

Although it seems obvious to us now that these experiments provided much of the 
information essential to an understanding of transplantation immunology, this was not 
clear at the time. Many workers still held to the “athrepsia theory” formulated by Erlich in 
1906 ( 5 ). According to this hypothesis, living tissues required a vital substance specific 
for each species and provided only by the intact organism. Thus, a transplanted tumor 
might grow for a while until it used up its supply of this substance. Other workers who 
accepted a theory of immunity were nevertheless committed to the idea that they were 
studying an effect peculiar to tumor tissues. In his Harvey Lecture, Medawar summed 
up the confusion neatly by the statement, “Nearly everyone who supposed that he was 
using transplantation to study tumors was in fact using tumors to study transplantation.”

In 1936, Voronoy, a Russian surgeon, reported the first clinical renal allograft ( 1 ). There 
was apparently a mismatch of blood types and the patient died having demonstrated 
only minimal renal function. The early postwar years saw reports of attempts at clinical 
renal homotransplantation from various locales around the world. In 1952, the first 
successful renal transplant was performed in Boston using the kidney of an identical 
twin ( 6 ).

One of the important contributions to the understanding of transplantation in this era 
was the work of Medawar. In 1943, Gibson and Medawar reported their experience with 
autologous and allogeneic skin grafts on a woman who had suffered extensive 
third-degree burns. The allografts in this case were taken from the patient’s sibling, and 
for clinical reasons were transplanted in two different stages separated by about a 
week. The authors observed accelerated rejection of the second grafts. Appreciating 
the possible significance of these observations, Medawar followed them with a series of 
grafting experiments in rabbits and mice. By 1945, he was able to conclude that 
“resistance to homologous grafted skin therefore belongs to the general category of 
actively acquired immune reactions” ( 7 ), thereby establishing the relationship of clinical 
transplantation to the field of immunology.

History, Principles, and Discoveries of Immunogenetics

Inbred Strains Rodents have provided an invaluable model for the study of the genetic 
basis for graft rejection. One of the main features that has made them so valuable is the 
availability of a large number of inbred strains. Such strains consist of animals that have 
been produced by sequential pedigreed brother–sister matings for at least 20 
generations and which are, therefore, essentially genetically identical. With the 
exception of the sex chromosomes, chromosomes in such strains are homozygous and 
therefore produce identical homozygous progeny. The reason that sequential 
inbreeding leads to homozygosity is illustrated in Fig. 1. For the sake of simplicity, the 



first generation illustrated in this figure is indicated as a brother–sister mating in which 
for any given autosomal locus the alleles being bred will be of the form AB × AB. The 
more general case of AB × CD can also be analyzed statistically by a similar, although 
slightly more complicated, mathematical treatment. The ratio of genotypes of the 
offspring from this breeding is given by the binomial formula (AA:AB:BB = 1:2:1). Thus, 
as illustrated at the second generation, when a single brother–sister pair is chosen, the 
chance that both animals will have the genotype AA at the locus in question is 1/16. 
Similarly, the probability that the second-generation mating will take the form BB × BB is 
also 1/16. In either of these eventualities, all future generations will be fixed as 
homozygotes (either AA or BB) and therefore we speak of the locus as being fixed. 
Thus, the probability of fixation of a given autosomal locus at this generation is 1/8. 

 
FIG. 1. Breeding scheme for inbred strains.

For segregation of a large number of independent loci, it is mathematically equivalent to 
state that the probability of fixing a given locus is 1/8, or that on the average 1/8 of the 
segregating loci will be fixed. If the locus in question is not fixed during this random 
breeding, then the chances that it will be fixed at the next breeding are still 
approximately 1/8 (actually a little higher). In other words, 1/8 of the loci would be 
expected to fix at the second inbreeding generation, 1/8 of the remaining unfixed loci 
would be expected to fix at the next generation, and so on. As indicated in Fig. 1, the 
probability of fixation (Pfix) is given by the formula 

This equation describes a curve that rises asymptotically toward a probability of 100% 
fixation ( Fig. 2). Since genes travel at meiosis in groups rather than individually, there 
is a finite number of units of genetic information that segregate. Therefore, for practical 
purposes, one can consider a strain inbred after 20 such brother–sister matings, since 
at this point there is a very small chance that any locus will not have reached 
homozygosity. All loci will be of the genotype either AA or BB, and there will no longer 
be any loci of the heterozygous form AB. The strain so derived is defined as an inbred 
strain. Hundreds of such well-characterized inbred strains are now available. 



 
FIG. 2. Probability of fixation curve.

During the procedure of sequential brother–sister matings to produce such inbred 
strains there are, as expected, numerous cases in which lethal recessive genes 
become homozygous, leading to the loss of a particular line. However, since a very 
large number of sequential brother–sister pairs can be started and maintained from a 
single original breeding pair, it is generally possible to produce at least several inbred 
strains from the breeding of two outbred animals. If, for example, one sets up all 
possible brother–sister matings at the first two or three generations and then selects 
only a single brother–sister pair for all subsequent generations, one might easily obtain 
ten successful inbred strains, even if 90% of the lines started were to succumb to lethal 
recessives. Since a large number of strains of mice can be housed in a small space, 
such a project is feasible in this species. Inbred strains have also been produced in 
several other species including rats, guinea pigs, and rabbits. However, both space 
requirements and other genetic features, such as gestation times, age of sexual 
maturity, and litter size, make production of inbred strains in larger species much more 
difficult. Indeed, until recently, there were no inbred large animal species available. 
However, over the past 30 years, studies in one of our laboratories (D. Sachs) have 
produced highly inbred miniature swine ( 8 ). Swine were chosen for this purpose 
because they represent one of the few large animal species in which breeding 
characteristics make genetic experiments possible. Swine have a relatively large litter 
size (three to ten offspring) and a short gestation time (3 months). They reach sexual 
maturity at approximately 6 months of age, and sows have an estrous cycle every 3 
weeks. These breeding characteristics made it possible to develop MHC homozygous 
lines of miniature swine in a relatively short time ( 8 ), to isolate new MHC recombinants 
and breed them to homozygosity, and to carry out short-term backcross experiments in 
order to identify and study the segregation of genetic characteristics. These miniature 
swine now represent the only large animal model in which MHC genetics can be 
reproducibly controlled. As such, these animals have been particularly useful in 
assessing the effects of MHC matching on rejection and/or tolerance induction ( 9 ). At 
present, swine of three homozygous SLA haplotypes, SLA a, SLA c, SLA d, and five 
lines bearing intra-SLA recombinant haplotypes are maintained, as illustrated in Fig. 3. 



All of these lines differ by minor histocompatibility loci, thus providing a model in which 
most of the transplantation combinations relevant to human transplantation can be 
mimicked. Thus, for example, transplants within an MHC homozygous herd simulate 
transplants between HLA identical siblings, while transplants between herds resemble 
cadaveric or nonmatched sibling transplants. Likewise, transplants between pairs of 
heterozygotes can be chosen to resemble parent into offspring or one-haplotype 
mismatched sibling transplants. In addition, one subline of SLA dd animals was selected 
for further inbreeding, in order to produce a fully inbred line of miniature swine. This 
subline has now reached a coefficient of inbreeding of >94%, and is now sufficiently 
inbred for histocompatibility, that is, reciprocal skin grafts among the offspring have not 
been rejected. These animals should be particularly useful in permitting adoptive 
transfer studies for the first time in a large animal model. 

 
FIG. 3. Origin of minature swine haplotypes.

There are several factors that may mitigate against the obtaining of truly inbred animals. 
One such factor is known as forced heterozygosity. This situation arises when both 
possible alleles at a given locus are recessive lethals such that only heterozygotes are 
viable. In this case, the locus in question, as well as loci closely linked to this locus, will 
be maintained in a heterozygous state. This situation, although theoretically possible, 
has apparently been encountered only very rarely during the production of inbred 
strains. A more common problem in obtaining true homozygosity is that of mutation, 
which is of course a continuously occurring phenomenon that cannot be avoided. The 
average mutation frequency for mammalian genes has been estimated to be 
approximately 10 -6 per base pair per meiosis. Since there are more than 10 6 genetic 
loci in mammalian organisms, one would expect at least one mutation to occur 
somewhere in the genome at every generation. While this source of reintroduction of 
heterozygosity cannot be avoided, one can ensure that such heterozygosity, once 
introduced, will not remain for very long by continuing to maintain a brother–sister 
pedigreed mating scheme for the reference line of any inbred strain. As indicated in Fig. 



1, such a scheme will ensure that any mutation that occurs will either be lost or be fixed 
as a homozygous allele by this procedure. In order to ensure that inbred lines stay 
inbred, therefore, pedigreed reference lines for each inbred strain must be maintained. 
A single brother–sister mating is chosen at each generation and all other animals of the 
strain are bred from this pair or its progeny. Animals used for experiments in large 
numbers are bred in expansion and production colonies, but should not be more than a 
few generations away from the reference pedigreed line. If a particular inbred strain is 
maintained in two different colonies, the pedigreed reference lines will accumulate 
different mutations. The lines will therefore be said to “drift” from each other. If proper 
sequential brother–sister mating is performed in both colonies, each line will remain 
truly inbred, although eventually the two lines will be distinct at a number of genetic loci. 
Lines maintained separately are therefore called sublines and are designated by a 
series of letters following the strain designation that indicate the origin and location of 
the pedigreed reference line. Thus, for example, the C3H/HeJ and C3H/HeN lines are 
two different sublines of the C3H strain. Both were originally maintained by Heston (He), 
one subline then being maintained at Jackson Laboratory (C3H/HeJ) and the other at 
the National Institues of Health (C3H/HeN). Although these strains are still quite similar 
for many properties, there are already several known differences between them, such 
as the responsiveness of their lymphocytes to LPS. Often differences between sublines 
are first detected when results from one laboratory are found difficult to reproduce in 
another. 
Genetic Principles Governing Tissue Transplantation: The “Laws of 
Transplantation” The earliest strains of inbred mice examined by geneticists had been 
produced for commercial rather than experimental purposes. Mouse fanciers in Europe 
and Japan had for many years attempted to maintain a variety of desirable 
characteristics in their mouse lines, such as coat color and behavioral patterns, and in 
selecting for such traits they had essentially inbred their mouse strains. In the early 
1900s it was noted by tumor biologists that tumors arising in such animals could 
frequently be transplanted successfully to other animals of the same line, while this was 
usually impossible in outbred animals. Little ( 10 ) then studied this phenomenon 
systematically, and in the process produced and characterized a large number of inbred 
strains of mice. In summarizing the results of these studies of tumor grafting in mice, 
Little described what have since been called the “five laws of transplantation” (see 
Table 1). These are not really laws but rather a set of apparently confusing observations 
in which the capacity for graft rejection exists in the parental generation, is lost in the F1 
generation, but is regained in the F2 generation in most cases. For those attempting to 
identify the genetic basis for tumor (graft) acceptance, this pattern did not appear in 
keeping with Mendelian genetics. Little’s remarkable insight was to reconcile these 
observations with the classical Mendelian principles by suggesting the true fundamental 
principle of graft rejection and by identifying the genetic basis for the unusual outcomes. 
His fundamental principle was that recipients would reject grafts if the donor expressed 
a product of any histocompatibility (tissue compatibility) locus that was not expressed by 
the recipient (a principle that is now second nature to any student of transplantation 
immunology). His explanation for the unusual inheritance pattern was to suggest, first, 
that there must be co-dominant expression of the histocompatibility genes, and second, 
that there must be a relatively large number of histocompatibility loci. Under these 
conditions, members of the F1 generation would express both parental alleles at all 
histocompatibility loci (and thus would fail to reject grafts from parental, F2, or 
subsequent generations) and members of the F2 generation would be unlikely to 



express all of the products of histocompatibility genes that are expressed by either 
parental generation (and thus would usually reject parental allografts). 

 
TABLE 1. The laws of transplantation

Estimating the Number of Histocompatibility Genes Given the availability of inbred 
strains and the genetic principles discussed above, one can experimentally determine 
the number of histocompatibility loci by which any two inbred strains differ. One breeds 
a large F2 population between these strains and then transplants tissues from one of 
the parental strains to all of the F2 offspring, measuring the fraction of grafts that 
survive. As illustrated in Fig. 4, if the two strains were to differ at only one 
histocompatibility locus, one would predict that 3/4 of the grafts would survive. If, 
however, the two strains differed by two independently segregating histocompatibility 
loci, then one would predict that (3/4) 2 or 9/16 of the grafts would survive since, of the 
3/4 of animals accepting the graft due to histocompatibility at the first locus, only 3/4 
would be expected to be histocompatible for the second locus. Similarly, if there were n 
loci by which these two strains differed, one would expect (3/4) n to be the fraction of 
surviving grafts. 

 
FIG. 4. Estimating the number of histocompatibility loci.

When experiments designed to determine the number of histocompatibility loci were 
first performed, tumor grafts were employed. The number of loci detected was between 
four and ten, depending on the particular parental strains chosen and the tumor used 
for transplantation. Subsequently these experiments have been repeated, using skin 
grafts as the challenging transplant. In this case, numbers for n as high as 30 to 50 



have been reported. Since there are only 20 chromosome pairs in the mouse genome, 
these larger numbers imply that many chromosomes carry more than one 
histocompatibility locus. 
Producing Congenic Strains: Identifying the MHC There are thus a very large 
number of histocompatibility loci, each encoding a cell protein capable of contributing to 
rejection of a graft. However, in addition to Little’s insight that there were multiple 
histocompatibility loci, the genetic principles he identified also suggested the process 
for breeding mice that would generate strains differing from one another genetically at 
only a single histocompatibility locus. This process, pursued especially by Snell ( 11 ) at 
Jackson Laboratory, involved the production of congenic strains (inbred strains that 
differ from one another at only one independently segregating genetic locus) using the 
rejection of parental skin grafts as the trait used to select successive matings. The 
resulting congenic strains were therefore called “congenic-resistant” (CR) strains, since 
they resisted engraftment of tissues from one another. In the course of producing 
numerous CR strains, it became apparent that one histocompatibility locus could be 
distinguished from all the others by the speed with which it caused skin graft rejection. 
This is now called the major histocompatibility complex. All of the other 30 to 50 
histocompatibility loci have since been called minor histocompatibility loci. There are 
now a very large number of H-2 CR strains of mice available ( Table 2), as well as some 
that isolate minor histocompatibility loci and some rat CR strains. 

 
TABLE 2. List of H-2 congenic resistant strains

One of the most useful breeding schemes to produce CR lines is illustrated in Fig. 5. 
Starting with two inbred strains, labeled for simplicity Strain A and Strain B, the 
objective is to obtain a strain that will share its entire genome with Strain A except for 
the major histocompatibility locus H-2, which will be derived from Strain B. The end 
product will be designated Strain A.B. According to the cross-intercross scheme 
illustrated in Fig. 4, the two inbred strains are first crossed to produce an F1 generation. 
Since, as described above, both inbred strains can be presumed to be homozygous at 
all autosomal loci, all loci of the F1 generation will be heterozygous (ab). These F1 



animals are then intercrossed to produce an F2 generation. The distribution of alleles at 
all autosomal loci in this generation follows the binomial expansion. At any locus, 1/4 of 
the animals would be expected to be of genotype bb. A skin graft or tumor graft from 
Strain A is next placed onto all of the F2 offspring. Animals that reject the graft must be 
of genotype bb in at least one histocompatibility locus. Obviously, since there are many 
histocompatibility loci, most animals at this generation will reject the graft. However, if 
only animals rejecting vigorously are chosen, and if numerous such animals are 
selected, then one can be reasonably certain to have selected bb homozygotes at the 
H-2 locus by this procedure. 

 
FIG. 5. Schematic representation for production of a congenic line.

The process is next repeated by mating rejectors back to Strain A animals. For selected 
loci, therefore, the offspring once again are heterozygous. At all other nonselected loci, 
offspring will have a 50% probability of being homozygous for aa alleles or of being 
heterozygous ab. Obviously, therefore, approximately one-half of the nonselected 
genetic information is caused by this process to revert to the inbred Strain A type. Once 
again, these animals are intercrossed to produce the expected F2 distribution for 
selected loci. Another tissue graft from Strain A is performed, and again rejecting 
animals are selected. The fraction of animals rejecting grafts vigorously at this 
generation will be smaller than it was at the previous generation. Once again, by 
selecting only vigorous rejectors one will ensure the selection of the bb homozygote at 
the H-2 locus. A cross to Strain A is then again performed, once again producing the 
expected ab heterozygotes at the selected locus or loci. This time, however, the 
chances that any nonselected locus will still be heterozygous have fallen to 25%. This 
process of crossing, intercrossing, and selecting by graft rejection is repeated 
sequentially. By the time nine cycles have been completed, one would expect only one 
histocompatibility locus to be segregating, so that only 25% of the intercross offspring 
should be capable of rejecting the graft. Assuming that vigorous rejection has been 
demanded throughout, one can be relatively certain that the selected locus will be H-2. 
In addition, the chances that any other nonselected locus will still be heterozygous 



rather than having reverted to the homozygous aa genotype will have fallen to <0.2%. 
Stated another way, >99.8% of nonselected loci will be expected to be identical to their 
counterparts in Strain A. A male and a female homozygote from the final intercross are 
selected and used to establish a pedigreed inbred CR line A.B. Because mammalian 
genes are transferred as linked units in chromosomes, this process will always lead to 
the retention of a variable amount of bb genetic information at genes closely linked to 
the locus being selected. However, as described below, the occurrence of 
recombination during intercrossing generations leads also to fixation of the aa genotype 
at loci on the same chromosome as the MHC (chromosome 17 in mice) but at a 
variable distance from H-2. For practical purposes, animals that have been through at 
least nine cycles of such selected breeding are considered to be congenic. As indicated 
in Table 2, there are now a large number of H-2 congenic mouse strains available on a 
variety of backgrounds. In general, the names of each of these strains follow the rule 
A.B, with Strain A being the background strain used in the production of the congenic, 
and Strain B being the other parental strain from which the alternate allele at H-2 was 
selected. All of the early inbred mouse strains were assigned a small letter designation 
to represent the particular constellation of alleles that they possessed at genes in the 
MHC. This small letter designation is often called the haplotype designation, as 
indicated in Table 2. Thus, for example, Strain C57BL/10 is assigned the haplotype 
designation H-2b, and Strain DBA/2 the haplotype designation H-2d. The shorthand 
designation for C57BL/10 is B10 and that for DBA/2 is D2. Thus, the congenic strain 
B10.D2 represents a CR line in which the background is derived from the C57BL/10 
and the MHC from the DBA/2. It thus resembles in almost every way the C57BL/10 
congenic partner, except that it differs from this partner for all properties controlled by 
MHC-linked genes. Similarly, the C3H.B10 strain was derived from an initial cross 
between C3H (H-2k) and C57BL/10(H-2b). The formal designation of a CR line also 
includes, in parentheses after the letters, a designation such as (18M), distinguishing 
different congenic lines derived from the same cross. Since a large number of CR lines 
have been developed in which histocompatibility loci other than H-2 have been 
transferred to the same background, these numbers are often included to distinguish 
different lines. However, for most purposes when one is describing an MHC congenic, 
one does not need to include its suffix. Thus, B10.D2 is a generally acceptable 
designation for the H-2 congenic between C57BL/10 and DBA/2. 
Intra-MHC Recombinant Strains: Class I and II Antigens As can be seen in Fig. 5, 
every alternate generation in this mating scheme involves the crossing of animals 
heterozygous at H-2. Whenever heterozygotes are bred, there is always a possibility of 
recombination between autosomal chromosomes at meiosis. During the production of 
congenic lines, such recombination will tend to decrease the amount of linked genetic 
information carried into the congenic from the H-2 source. Therefore, the more 
backcrosses a particular congenic line has been subjected to, the closer will be the 
boundaries on either side of H-2 at which the chromosome reverts to the background 
strain. Since it soon became apparent that the MHC was in fact made up of multiple 
loci, there was also the possibility for recombination within H-2 to occur during such 
crosses. Indeed, it was through the detection and characterization of such 
recombinants that the linkage map of H-2 was constructed. It is instructive to examine 
how such recombinants would be detected and used in determining the genetic fine 
structure of the H-2 locus. In order to detect a recombination event, one must examine 
the intercross or backcross progeny for more than one of the distinguishing features of 
the MHC described in the previous section of this chapter. This is because one can only 



detect the occurrence of a recombination event if the two properties examined do not 
behave comparably in the progeny. Thus, during the production of the hypothetical CR 
strain A.B, a recombination such as that illustrated in Fig. 6 might occur. In this case, let 
us assume that progeny are being examined both for ability to reject vigorously a Strain 
A skin graft (i.e., genotype bb for a histocompatibility locus) and for presence of a or b 
gene products on lymphocyte surfaces as detected by a complement-mediated 
cytotoxic assay. The antisera used might be Strain A anti-Strain B (detecting products 
of bb) and Strain B anti-Strain A (detecting products of aa). 

 
FIG. 6. Intra-MHC recombination.

As seen in Fig. 6, an intra-H-2 recombinant event might lead to an animal which would 
type as bb by the skin graft analysis because it lacks a part of the H-2 complex that 
encodes products capable of causing skin graft rejection, but nevertheless type 
positively with both A anti-B and B anti-A antisera, suggesting an ab genotype. Such an 
animal would certainly not satisfy the requirement for an eventual A.B congenic line, so 
that other rejectors would be used for further crossing to produce the desired congenic. 
However, such an animal might be selected as a putative recombinant and 
backcrossed further to Strain A to produce a congenic recombinant line designated 
A.B(1R). The next such putative recombinant found would be called A.B(2R), and so 
on. In this way, a series of congenic lines might be obtained each differing from the 
background strain A at the MHC, and from each other by different points of 
recombination within the MHC. Fortunately, mouse geneticists were aware of this 
possibility and saved numerous recombinants during the production of H-2 congenic 
lines. Thus, for example, there are now a series of recombinants between strain 
C57BL/10(H-2b) and A/WySn(H-2a) that were isolated by Stimpfling during production 
of the B10.A CR line and which have provided a great deal of information on the genetic 
fine structure of the H-2 complex. Strains B10.A(2R) and B10.A(4R), for example, have 
been used to map a variety of immune response genes within the MHC. Table 3 
presents a listing of many of the most useful congenic recombinant strains now 
available and their known or presumed points of recombination. Among the most 
important contributions that came from the study of intra-MHC recombinant strains was 
the progressive understanding that the loci within the MHC encoded two general types 
of MHC antigens, now referred to as class I and class II MHC antigens. 



 
TABLE 3. List of H-2 recombinant strains

DONOR ANTIGENS RESPONSIBLE FOR GRAFT REJECTION

Major Histocompatibility Antigens

As discussed above, the genetic analysis of graft rejection indicated that the antigens 
encoded within the MHC are of particular importance in graft rejection. Table 4 
summarizes important aspects of the MHC antigens that are worth emphasizing in this 
chapter on transplantation, while a much more detailed description of their structure and 
function can be found in Chapter 19.

 
TABLE 4. Summary of features of MHC

Basic Features of MHC Antigens 
Class I and Class II Antigens Different loci within the complex encode two general 
types of MHC antigens, today called class I and class II antigens. Over the years the 
distinction between these two classes has been based on several different criteria and 
thus the terminology applied to them has varied. Originally the class I antigens were 
identified most easily by serologic techniques, and they were therefore named SD, or 
serologically defined antigens. Class II antigens, however, were not originally detected 
by antibody responses, but by proliferative responses of allogeneic lymphocytes. Class 
II antigens were therefore called LD, or lymphocyte-defined antigens. Subsequently, 
serologic identification of class II antigens was accomplished and it was recognized that 
genes responsible for class II antigens were tightly linked to the I region of the mouse 
MHC. Thus, for a time, these antigens were called I region–associated or Ia antigens. 
Among other differences, class I and class II MHC antigens evoke allogeneic responses 
that differ in both character and magnitude, as will be discussed below. 
Polymorphism The MHC antigens exhibit extraordinary polymorphism. This 
polymorphism presumably provides an advantage to members of the species by 



ensuring a broad capacity to present the peptides of, and thus respond to, a large 
number of foreign antigens. In the human HLA complex, for example, there are 
currently at least 300 known alleles at each of the HLA-B and DRB1 loci ( 12 ). The high 
degree of polymorphism has important consequences for transplantation. Given that 
there are three class I loci (A, B, and C) and three to four class II loci (DQ, DP, DRB1, ± 
an expressed DRB 3, 4, or 5 locus present in some haplotypes) on each haplotype, the 
likelihood of achieving identity for MHC antigens in two unrelated humans is extremely 
small. 
Tissue Distribution The tissue distribution of the two types of MHC antigens is not 
identical. Class I antigens are present on all nucleated cells of the body, but may be 
sparsely represented on some types of cells, including certain antigen-presenting cells 
(APC) ( 13 ). Class II MHC antigens are more selective in their distribution. They are 
especially frequent on macrophages, dendritic cells (DC), and B-lymphocytes. They 
may be present on other lymphoid cells under some circumstances, and on vascular 
endothelium. Their expression on some tissues of the body is not constant and varies 
according to several stimuli ( 14 ). Finally, the tissue distribution of class II MHC antigens 
is not the same in all species. One of the important distinctions between rodents and 
many larger species is the lack of expression of class II antigens on the vascular 
endothelium and other cell populations in rodents, whereas pigs, monkeys, and humans 
do express class II antigens on these tissues ( 15 ). 
Physiologic Function of MHC Antigens MHC antigens are called “histocompatibility” 
antigens because of their powerful role in causing graft rejection; yet they did not evolve 
in nature to prevent tissue grafting. While the name serves to emphasize the historical 
importance of transplantation in the discovery of the MHC, the essential role of MHC 
antigens is now understood to involve the presentation of peptides of foreign antigens 
to responding T cells (see Chapter 19 and Chapter 20). 
The Importance of MHC Antigens in Alloreactivity Alloreactivity is the immune 
response to foreign antigens of other members of the same species. MHC antigens are 
exceptionally important in stimulating alloreactive responses, both in vivo and in vitro. 
Vigorous Graft Rejection Allogeneic MHC antigens are the most important antigens 
responsible for causing graft rejection. Their discovery depended largely on this feature, 
since early experiments showed that mouse skin grafts differing only in their MHC 
antigens were typically rejected in 8 to 10 days, whereas grafts differing by only a single 
minor histocompatibility antigen were typically rejected in 3 or more weeks. Subsequent 
experiments have confirmed the importance of MHC antigens for other types of grafts. 
In pigs, primarily vascularized organs, such as the kidney, may survive indefinitely in 
some cases, even without immunosuppression, if all MHC antigens are matched, 
whereas MHC-mismatched kidneys are always rejected within 2 weeks ( 15 ). However, 
the clear evidence for the importance of MHC antigens in causing graft rejection 
generally depends on disparities of both class I and II antigens together. Thus, there 
are examples in mice of skin grafts that have only class I or only class II MHC antigen 
disparities that are not rejected at all. Furthermore, the importance of MHC antigen 
matching becomes harder to detect, especially for skin graft survival, when comparing 
MHC-antigen mismatched grafts with grafts differing in multiple minor histocompatibility 
antigens. 
Primary In Vitro MLR and CML Allogeneic MHC antigens also stimulate an 
extraordinarily strong T-cell response in vitro. This strength is manifested partly by the 
ability to achieve primary in vitro cell-mediated responses to allogeneic MHC antigens, 



whereas in vitro responses to “nominal” antigens, such as ovalbumin, generally require 
in vivo priming. The greater strength can also be measured by the higher precursor 
frequency of alloreactive T cells compared to that for other foreign antigens presented 
in association with self-MHC molecules. T cells reactive with an allogeneic MHC 
determinant may represent as many as 2% or more of the total T-cell population, while 
T cells reactive with an exogenous protein generally represent no more than one in 
10,000 of the same T-cell pool ( 16 ). This high frequency of alloreactive cells is 
observed even when precursor frequencies are measured for a mutant MHC antigen 
varying from the responder by only a single amino acid. 
Explanations for the Strong Response to Allogeneic MHC Antigens Originally, 
efforts to explain the strength of the immune response stimulated by allogeneic MHC 
antigens focused on possible physiologic benefits of a strong alloreactive response. For 
example, some considered the possibility that alloreactivity might be helpful in 
terminating pregnancy at parturition or that it might help prevent the spread of infectious 
diseases between individuals. However, as the true physiologic function of MHC 
antigens has become better understood, most immunologists have concluded that the 
strong response to allogeneic MHC antigens is not physiologic, but rather an accidental 
occurrence that depends on two important features: first, that allogeneic MHC antigens 
are almost unique among foreign proteins in being able to stimulate an immune 
response without first being processed into peptides for presentation by self-MHC 
molecules, and second, that because of this feature they can be recognized on 
allogeneic rather than just on self-APC. 
Direct Recognition of Allogeneic MHC Antigens All theoretical explanations for the 
extraordinary strength of alloreactivity are based on the unusual feature that T cells can 
recognize allogeneic MHC antigens without the usual requirement that peptides of 
these antigens be processed and presented by self-MHC molecules. Transplantation 
immunologists refer to this special type of recognition as “direct” recognition of 
allogeneic MHC antigens. The capacity for direct recognition is believed to result from 
the similarity of the determinants formed by allo-MHC antigens with those created by 
the presentation of foreign peptides by self-MHC antigens. In shorthand terminology, 
this has been referred to as: “Allo = Self + X”. The evidence supporting this 
cross-reactive property comes from studies of T-cell clones that are specific for peptide 
antigens presented by self-MHC molecules, but that also recognize allogeneic MHC 
antigens directly. Since the T-cell repertoire is selected in the thymus to recognize 
modified self-MHC antigens preferentially, it therefore also includes large numbers of 
receptors capable of recognizing allo-MHC antigens directly. The possible reasons for 
this extraordinarily high frequency of T cells that can respond directly to allo-MHC 
antigens are discussed below. 
The Strength of Direct Alloreactivity Three different, but not mutually exclusive 
hypotheses have been proposed to explain the high frequency of alloreactive T cells: 
(a) a genetic bias favoring T-cell receptor genes that are specific for MHC antigens, (b) 
a greater density of individual allogeneic MHC determinants on the surface of 
allogeneic APC, and (c) a greater frequency of different allogeneic MHC/peptide 
determinants on the donor APC. Jerne was the first to propose that the genes that 
encode T-cell receptors might be maintained according to their ability to confer reactivity 
with the MHC antigens of the species ( 17 ). If so, then after the thymus deleted 
self-reactive T cells, the mature T-cell repertoire would include a high frequency of cells 
reactive with all other MHC antigens. Jerne’s hypothesis was proposed before 
immunologists had learned about associative recognition and positive thymic selection, 



but his theory became even more attractive in light of these considerations. Since the 
thymus only selects T cells with some degree of MHC reactivity, a T-cell receptor gene 
pool that encodes a broad range of specificities (as is the case for B cells) would 
produce many useless precursors. A narrower pool of T-cell receptor genes, however, 
as suggested by Jerne’s hypothesis, would allow for more efficient thymic selection. 
There is some evidence to support Jerne’s hypothesis ( 18 ), although the selection of 
mature T cells within the thymus appears nonetheless to be extremely inefficient ( 19 ). 
The second explanation for strong alloreactivity, sometimes called the “determinant 
density” hypothesis, considers the difference in the expression of nominal antigens, 
presented as peptides by self-MHC molecules on self-APC, and the expression of 
allogeneic MHC molecules on allogeneic APC ( 20 ). As illustrated in Fig. 7A, the density 
of nominal antigen determinants expressed by a self-APC would be quite low (since 
most MHC antigens present other peptides), whereas the density of an allogeneic MHC 
determinant on allogeneic APC would be very high (since every MHC antigen would 
represent a foreign determinant). According to this hypothesis there might not really be 
a higher precursor frequency of alloreactive T cells, but they would appear to exist in 
larger numbers since the more powerful stimulus of an allogeneic APC would activate 
many T cells with relatively low affinities. 

 
FIG. 7. A: Determinant density hypothesis. B: Determinant frequency hypothesis.

The third explanation for alloreactivity, sometimes referred to as the “determinant 
frequency” hypothesis, was developed on the basis of the idea that T cells specific for 
allogeneic MHC antigens might be influenced by the peptides presented by these MHC 
molecules ( 21 ). If the MHC molecules on self-APC often present peptides of 
self-proteins (say, X 1, 2… n), then allogeneic MHC antigens would also present 
peptides of allogeneic “self” proteins (e.g., “Allo + X 1, Allo + X 2,… Allo + X n”) ( Fig. 
7B). In some cases, the self-peptides presented by self- or allogeneic MHC molecules 
might be identical, but these complexes would stimulate different TCR, since crystal 
structure data indicate that both peptide and MHC alpha helix residues contribute to the 
surface that is recognized by TCR ( 22 , 23 , 24 and 25 ). In addition, the peptides of 
self-proteins presented by allogeneic MHC might also differ from those presented on a 
self-APC. In either case, however, the set of determinants represented by “Self + X 1… 

n” would differ from that represented by “Allo + X 1… n.” T cells responsive to 
self-peptides on self-APC (Self + X 1, Self + X 2,…, etc.) are eliminated by the induction 
of self-tolerance, leaving only the rare self-MHC molecule, presenting a peptide of a 
nominal antigen, to stimulate an immune response. On the other hand, self-tolerance 
would not affect the response to the many self-peptides on allogeneic APC (Allo + X 1, 
Allo + X 2,… etc.). Thus, the determinant frequency hypothesis suggests that 
alloreactive T cells really are more frequent, because each allogeneic MHC antigen 
generates a large number of different foreign determinants. Choosing between the 



determinant density and frequency hypotheses depends on the degree to which 
alloreactive T cells are influenced by the peptides presented by allo-MHC molecules. 
There is some evidence that alloreactive T cells can recognize determinants that are 
not influenced by peptide presentation, and the CDR3 region of one crystallized 
alloreactive TCR was shown to only make contact with MHC, and not peptide residues ( 
26 ). However, other evidence suggests that T cells generally see “Allo + X” ( 27 ). It has 
recently been shown that the degree of peptide dependency of alloreactive T cells 
varies inversely with the degree of disparity in the MHC between responder and 
stimulator cells ( 28 ). However, rejection of cardiac allografts from DM -/- mice, which 
lack the capacity to replace invariant chain–derived CLIP peptide with a more diverse 
array of peptides, is delayed to a similar extent as that of class II–deficient allografts ( 29 

). This result provides strong in vivo evidence for the importance of peptides in direct 
allorecognition. On the other hand, a new type of quantitative T-cell repertoire analysis 
that integrates the frequency of TCR mRNA specific for a particular Vß with the CDR3 
length polymorphisms within that Vß family has revealed selective Vß expansions 
without CDR3 length skewing in MLR assays ( 30 ). This analysis agrees with 
crystallographic studies indicating that most of the binding energy of alloreactive TCR is 
dependent on TCR interactions with MHC a helices ( 31 ). Overall, the available 
information supports the inherent MHC-binding capacity of TCR, as well as the 
determinant frequency and the determinant-density hypothesis as explanations for the 
high frequency of T cells recognizing alloantigens through the direct pathway. The 
finding that alloreactivity is so strong often generates confusion in light of the discussion 
of T-lymphocyte development in Chapter 9. There it was pointed out that the process of 
positive selection in the thymus generates a T-cell repertoire that is strongly biased 
toward recognition of peptides presented by self-MHC molecules rather than peptides 
presented by allogeneic MHC molecules. This would seem to suggest that the response 
to allogeneic MHC antigens ought to be weak, not strong. This confusion occurs, 
however, only if one forgets that the experiments demonstrating the principles of 
positive selection could only be performed after T-cell alloreactivity to a particular set of 
foreign MHC antigens was first eliminated. Under these circumstances, an individual “A” 
who was tolerant to self and tolerant to “B,” whose T-cell repertoire developed in an “A” 
thymus, would develop T cells capable of recognizing “A + X” much more efficiently 
than “B + X.” However, under ordinary circumstances, an individual “A” who was 
tolerant only to self, whose T-cell repertoire developed in an “A” thymus, would develop 
T cells capable of recognizing “A +X” and “B + X,” but would also be capable of 
recognizing “B without X,” even in the absence of in vivo priming. Thus, the recognition 
of “B + X” would be uninterpretable in these experiments. The phenomenon of 
thymocyte selection, therefore, represents the enrichment of T-cell receptors capable of 
seeing modified MHC antigens after those receptors with strong affinity for the same 
MHC antigens plus self-peptides have been removed. Alloreactivity can occur despite 
the influence of positive selection because negative selection never occurs for the vast 
majority of T cells recognizing allogeneic MHC antigens. 

Minor Histocompatibility Antigens

The experimental process that initially defined the “major” histocompatibility complex 
similarly defined the “minor” loci by the slower rejection caused by their antigens. As 
understanding of MHC antigens increased, however, it became apparent that the 



separation between “major” and “minor” antigens could not depend on the speed of 
graft rejection alone. Class I or II MHC antigens alone, for example, do not necessarily 
cause rapid skin graft destruction in mice, whereas the combination of several “minor” 
histocompatibility discrepancies may bring about rejection as rapidly as a whole MHC 
difference. Thus, the identification of a major histocompatibility antigen depends in part 
on the location of the genes encoding the molecule and in part on the 
well-characterized structure of both class I and class II antigens (see Chapter 19). For 
example, Qa and T1a antigens are generally considered class I–like products because 
of their structure, even though they are weak transplantation antigens in terms of 
rejection. Thus, minor histocompatibility antigens are those capable of causing 
cell-mediated graft rejection, but which lack the structural characteristics of MHC 
products. This definition of minor histocompatibility antigens does not include all 
non-MHC alloantigens, but rather focuses on those capable of eliciting a T-cell immune 
response. Other glycoproteins such as blood group antigens that can cause rejection 
through B-cell responses are considered elsewhere in this chapter.

For a long time investigators tended to assume that the minor histocompatibility 
antigens were other allelic cell-surface proteins, similar in nature if not in strength to the 
MHC antigens. We now recognize that this is not the case. The minor histocompatibility 
antigens, defined on the basis of cell-mediated rejection, are peptides of donor proteins 
that are presented by MHC molecules ( 32 ). Thus, the minor histocompatibility antigens 
are analogous to nominal foreign antigens, the peptide fragments of which are 
presented by MHC molecules to evoke a T-cell response. Of course, individuals are 
tolerant to the peptides derived from their own proteins, and can only respond to the 
peptides of another individual’s proteins that have allelic variation, that is, 
polymorphism.

It has been estimated that there may be as many as 720 minor histocompatibility loci in 
mice ( 33 ), and at least 50 have been mapped to autosomes in the murine genome. 
Minor histocompatibility antigens can be expressed ubiquitously or in a tissue-selective 
or tissue-specific manner (see section below on tissue-specific antigens). During the 
past several years, some of the peptides representing minor histocompatibility antigens 
have been isolated in mice and humans, and, in many of these instances, the proteins 
from which they are derived have been identified ( 34 , 35 and 36 ). As expected, these 
proteins are not necessarily surface glycoproteins, and most are intracellular proteins 
such as nuclear transcription factors and myosin. One cell-surface glycoprotein that has 
polymorphic residues that function as minor histocompatibility antigens is CD31, and 
these polymorphisms may be of significance for GVHD risk in bone marrow transplant 
(BMT) recipients ( 37 ). Presumably any cellular protein with allelic variation could 
function as a minor histocompatibility antigen as long as it contains a peptide 
expressing that allelic variation that is capable of being presented by an MHC antigen in 
an immunogenic form. In mice, antigens derived from enzymes encoded by 
mitochondrial DNA are presented by nonclassical class I molecules and may function 
as maternally inherited minor histocompatibility antigens ( 38 ).

There are several ways in which minor histocompatibility alleles can be produced. Most 
minor antigens have been found to be diallelic peptides. Allelic variation in a particular 
peptide locus may result in allelic forms of the same peptide being presented by an 



MHC molecule. An example is the murine minor histocompatibility locus H13, in which 
recognition between congenic strains is bidirectional ( 39 ). Alternatively, allelic variation 
in the capacity of a peptide to bind to an MHC molecule can result in a situation in 
which one allele is presented and the other is not. An example is the human HA-1 minor 
antigen, in which only one of the two alleles resulting from a single amino acid 
polymorphism binds effectively to HLA-A2 and leads to an immune response ( 40 ). 
Another means by which minor antigenic determinants can be produced is the failure of 
one allele to be processed, as has been observed for allelic polymorphisms that make 
up the HLA-A2–restricted minor determinant HA-8. Although both alleles, when 
provided as peptides, can be recognized by HA-8–specific CTL, only one allele is 
naturally produced, apparently because the other allele is transported poorly by the 
TAP complex ( 41 ).

The notion that the minor antigens are peptides recognized in association with MHC 
molecules has explained many of the features of these antigens that were known, but 
poorly understood, for a long time ( 42 ). First, it is very difficult, if not impossible, to 
detect humoral responses to minor antigens. This is probably because minor 
histocompatibility antigens are presented as peptide/MHC complexes that may be too 
low in abundance on the cell surface to either stimulate an antibody response or be 
detectable on the cell surface with antibodies that may be induced. Second, minor 
antigens do not stimulate a primary in vitro cell-mediated response, whereas MHC 
antigens evoke a powerful primary response in both MLR and cell-mediated lympholysis 
(CML) assays. This is in keeping with the general difficulty in detecting in vitro T-cell 
responses to peptides of nominal antigens unless in vivo priming has occurred. Third, 
the recognition of minor antigens is MHC restricted, that is, secondary responses 
require that the minor antigens be presented in association with the same MHC 
molecules as during the primary exposure. This would be expected for any antigen that 
evokes a T-cell response by the presentation of its peptides in the cleft of an MHC 
molecule. Fourth, when multiple minor antigen discrepancies exist, the immune 
response to one of these antigens often predominates in a phenomenon known as 
“immunodominance.” This is not due to weak recipient responsiveness to some of the 
minor antigens, since slight changes in the donor–recipient combination sometimes 
produce strong responses to antigens that evoked weak or no responses before. This 
phenomenon may be due to competition between peptides of different minor antigens 
for presentation by MHC molecules ( 33 ). Unfortunately, immunodominance of CTL 
responses measured in vitro does not necessarily reflect the immunodominance of the 
same antigens in vivo, as has been revealed by studies of GVHD in mice ( 33 , 43 ). This 
discrepancy may reflect the importance of helper T-cell responses to minor antigens in 
inducing GVHD ( 35 ).

While this discussion of minor histocompatibility antigens has emphasized general 
conclusions, it is based on studies of the responses to individual minor antigens. 
Several studies have been reported using a variety of CR mouse strains that were 
generated on the basis of weak rejection in order to isolate minor histocompatibility loci 
(e.g., H-1, H-3, H-41, or H-42). In addition, some of the most thoroughly studied minor 
antigens have been the H-Y antigens, encoded on the Y chromosome, that are 
therefore expressed only by males of a given species ( 44 ). Several different genes 



encoded on the Y chromosome have been identified as H-Y antigens in mice and 
humans ( 33 , 34 , 45 ). There is no reproducible antibody response to these antigens, 
primary in vitro cellular responses cannot be obtained, and secondary in vitro 
cell-mediated responses are MHC restricted. In addition, analysis of the anti–H-Y 
response has revealed that: (a) some strains are capable of generating this response 
while others are not; (b) the immune response genes determining responsiveness are 
encoded both within and outside the MHC; and (c) the rejection of grafts on the basis of 
the H-Y antigen alone requires that the antigen generate both helper determinants, 
recognized by CD4 + cells in association with class II MHC antigens, and cytotoxic 
determinants, recognized by CD8 + cells in association with class I antigens. This last 
feature suggests that to be identified as a minor histocompatibility antigen, a protein or 
perhaps a combination of proteins probably has to generate at least two different 
peptide fragments that show allelic variation ( 46 ). An exception to this rule is the 
capacity of transgenic CD4 T cells in female mice with a CD4 cell–derived TCR 
transgene specific for H-Y (bred to the Rag1 -/- background so that there were no 
endogenously rearranged TCR and no CD8 T cells) to reject H-Y disparate skin grafts. 
This study demonstrated that either a Th1 or a Th2 response of sufficient magnitude is 
capable of such rejection in the absence of CTL ( 47 ).

The identification of minor histocompatibility antigens in humans has been achieved 
mainly in the setting of bone marrow transplantation, the vast majority of which has 
been performed in HLA-identical sibling pairs, thus permitting the analysis of responses 
to minor antigens. It is in the setting of GVHD and marrow graft rejection that CTL 
clones specific for certain minor antigens have been generated and used in the ultimate 
identification of these antigens ( 35 , 41 , 48 ). Immunodominance of CTL responses to 
particular H-Y and HA determinants has been detected in the setting of GVHD and 
marrow graft rejection, and certain HA incompatibilities (e.g., HA-1) in the GVH direction 
have been reported to be particularly associated with GVHD ( 49 ). Recently, tetrameric 
complexes of HLA molecules and autosomal (HA) and H-Y–derived minor antigenic 
peptides have been used to demonstrate the expansion of minor antigen-specific CTL 
in the setting of GVHD and graft rejection ( 50 , 51 ).

Most of the minor histocompatibility antigens that have been identified to date are 
determinants recognized by CTL. This largely reflects the relative ease with which CTL 
assays can be used to measure peptide-specific responses. Recently, a technique 
involving the use of DC to re-present peptides derived from COS cells transfected with 
genes encoding candidate Th minor histocompatibility determinants has allowed the 
molecular identification of two H-Y peptide epitopes recognized by CD4 + Th ( 52 ).

Other Antigens of Potential Importance in Transplantation

The minor histocompatibility antigens, defined by their ability to evoke cell-mediated 
rejection, do not account for all of the non-MHC antigens that can elicit transplant 
rejection. Several other groups of antigens should also be considered.

Superantigens Superantigens share the feature with MHC antigens that they can 



stimulate primary in vitro T-cell proliferative responses and activate an unusually high 
proportion of the T-cell repertoire. However, these antigens are not presented as 
peptides in the binding groove of MHC molecules, but instead bind to distinct regions of 
class II MHC molecules, and engage nonvariable portions of Vß components of the 
T-cell receptor, rather than the hypervariable regions that recognize peptides. 
Furthermore, it does not appear that endogenous superantigens can serve as classical 
transplantation antigens, perhaps because they are not expressed by endothelial cells 
or parenchymal cells of most tissues ( 53 ). However, they have been implicated as 
antigens that contribute to GVH alloresponses and GVHD in mice ( 54 ). 
Tissue-Specific Antigens There is evidence that some peptides presented by MHC 
molecules may be derived from proteins with limited tissue distribution ( 55 ). For 
example, T-cell clones specific for allogeneic cells of one type do not always recognize 
cells of a different type from the same individual. The only well-described tissue-specific 
antigen that causes graft rejection is that for skin, referred to as the Sk antigen ( 56 ). 
Since it was identified on the basis of T-cell–mediated responses, this antigen most 
likely represents a peptide derived from a protein expressed only in skin that is 
presented by an MHC molecule. The existence of tissue-specific antigens has 
importance in several ways. First, in vitro assays to measure T-cell responsiveness to 
donor antigens may be misleading when they use donor lymphohematopoietic cells as 
the stimulating population if the actual T-cell response is specific for donor 
tissue–specific antigens. Second, the need to develop self-tolerance to tissue-specific 
antigens emphasizes that the induction of tolerance might not be accomplished entirely 
in the thymus by a “central” process. Finally, the existence of tissue-specific antigens 
suggests that transplantation tolerance induced by one set of donor cells might not 
always induce complete tolerance to donor cells of a different sort. For example, 
induction of permanent hematopoietic chimerism and long-term tolerance via 
hematopoietic cell transplantation (HCT) may not necessarily lead to permanent 
tolerance to donor skin. This may be due to the existence of skin-specific antigens, 
which donor hematopoietic cells do not express. These tissue-specific proteins do not 
necessarily need to show allelic variation to be regarded as alloantigens in bone 
marrow chimeras, since the determinant formed by “Allo + Xsk” (where Xsk is a peptide 
derived from the skin-specific protein) would be different from that formed by “Self + 
Xsk.” Hence, T cells can be tolerant to the skin-specific antigen expressed on their own 
tissues, but responsive to this same antigen of a different individual. The tissue 
specificity of this antigen occurs because “Allo + Xsk” is expressed only by donor skin 
and not by other donor tissues. In the field of HCT, interest has recently focused on the 
potential to use GVH-alloreactive donor T cells that recognize minor histocompatibility 
antigens expressed only on hematopoietic cells as a way of achieving 
graft-versus-leukemia (GVL) effects without GVHD. Several human minor 
histocompatibility antigens have demonstrated this pattern of expression, making this a 
promising approach to separating GVL from GVHD. However, GVH disparities for some 
of these same minor antigens (e.g., HA-1) have been associated with increased 
incidence of GVHD ( 49 ). Perhaps the presence of these immunodominant disparities 
helps to initiate an alloresponse that, by inducing APC activation and cytokine 
production, augments responses to additional minor histoincompatibilities that are 
shared by GVHD target organs. 
Endothelial Glycoproteins 
Blood Group Antigens The blood group antigens do not evoke cell-mediated 



responses and hence are not classified as minor histocompatibility antigens. They are 
expressed on many types of cells and, importantly, are present on vascular 
endothelium where they may serve as the targets for an antibody-mediated attack on 
blood vessels. Blood group antigens were identified because of their importance in 
transfusions. They represent the effects of glycosylation enzymes such that A and B 
individuals each express their respective antigen but O individuals have neither. The 
natural antibodies that develop against these antigens probably do so as a result of 
cross-reactions with common carbohydrate determinants of environmental 
microorganisms as long as the individual does not already express those determinants. 
Thus, O individuals will develop antibodies to the antigens of A and B donors, while A 
and B individuals will only develop antibodies reactive with antigens from each other, 
and AB individuals will develop responses to neither. Therefore, O recipients can only 
receive transfusions from O donors; A and B recipients can receive transfusions from O 
donors or from individuals sharing their blood type; and AB recipients can receive blood 
from donors of any blood type. The same rules apply to the transplantation of most 
primarily vascularized organs in humans, since the vascular endothelium expresses 
“ABO” antigens. In addition to the ABO locus, there are other loci-determining blood 
group antigens on erythrocytes, but these are irrelevant to organ transplantation 
because they are not expressed on vascular endothelium. 
Other Allogeneic Endothelial Glycoproteins In addition to the well-known blood 
group antigens, other glycoproteins expressed on the vascular endothelium may serve 
as targets for humoral responses. Very rarely, preformed antibodies to these antigens 
may give rise to hyperacute rejection of primarily vascularized organs. In addition, 
antibody responses to endothelial glycoproteins can be detected following kidney 
transplantation between MHC identical blood-group–matched individuals ( 57 ). 
However, these induced antibodies may not have any role in graft rejection. 
Species-Specific Carbohydrate Determinants Closely analogous to the blood group 
antigens are the carbohydrate determinants expressed on vascular endothelium that 
show species specificity. For example, pigs have a glycosyl-transferase enzyme that is 
not expressed by humans, that glycosylates ß-galactosyl N-acetyl glucosamine to form 
a Gala1-3Galß1-4GlcNAc (aGal) determinant. In humans, a fucosyltransferase 
generates instead the H substance from the same substrate, leading to blood group O. 
Preformed or “natural” antibodies are present in human serum, which react to the novel 
pig determinant. Similarly, natural antibodies are present between all but the most 
closely related species combinations. Like the blood group antibodies, these natural 
antibodies probably arise from cross-reactions with environmental microorganisms ( 58 ), 
and they also cause hyperacute rejection of most primarily vascularized xenogeneic 
transplants. They may also be recognized by other components of the innate immune 
system, such as macrophages and NK cells. 
The “Hh” Locus In apparent violation of the laws of transplantation described above, a 
phenomenon has been described in mice whereby (AxB) F1 offspring are capable of 
rejecting bone marrow from parental donors. This phenomenon, as well as the 
phenomenon of rapid rejection of fully allogeneic marrow, was shown in studies by 
Kiessling et al. ( 59 ) to be mediated by natural killer (NK) cells. However, the identity of 
what appeared to be recessively inherited transplantation antigens responsible for this 
rejection could not be determined. Recently, it has become clear that the specificity of 
NK cell–mediated marrow rejection is due to the expression by NK cells of receptors 
such as Ly-49 molecules that recognize specific class I MHC ligands on target cells and 
transmit an inhibitory signal to the NK cell upon such recognition. These receptors are 



clonally distributed on NK cells, each of which may express one or more different 
inhibitory receptors. The only requirement for NK cells to be tolerant of “self” is that they 
express at least one inhibitory receptor for a “self” class I MHC molecule. Thus, as 
illustrated in Fig. 8, an AxB F1 recipient will have subsets of NK cells with inhibitory 
receptors that recognize MHC of either the A parent, the B parent, or both. The 
absence of “B” class I molecules on, for example, AA parental hematopoietic cells, 
permits subsets of (AxB)F 1 NK cells that have inhibitory receptors only for class I 
molecules from the B parent to destroy AA cells. Thus, the violation of the laws of 
transplantation that is observed in the phenomenon of hybrid resistance can be 
explained on the basis of “missing self” ( 60 ). NK cell–mediated resistance to fully 
allogeneic marrow grafts can also be explained by the absence of “self” class I 
molecules on allogeneic donors. The nature of NK cell recognition of class I MHC is 
discussed further below and in detail in Chapter 12. 

 
FIG. 8. An explanation for hybrid resistance. Each solid circle represents a subset of NK 
cells.

COMPONENTS OF IMMUNE SYSTEM INVOLVED IN GRAFT 
REJECTION

Antigen-Presenting Cells

Types of APC The role of specialized APC in the process of immune activation is 
discussed elsewhere in this textbook (see Chapter 20). The critical role of APC in graft 
rejection is best exemplified by the prolonged survival of some types of grafts when 
APC of the donor have been eliminated ( 61 ). Several types of cells have 
antigen-presenting capability, including DC, macrophages, and activated B cells ( 62 , 63 

). In addition, several organ-specific cell populations, such as Kuppfer cells in the liver 
and Langerhans cells in the skin are probably subpopulations of DC. Not all APC are 
equally effective and those of the dendritic lineage are the most potent on a per cell 
basis ( 64 ). All of the “professional” APC are derived from bone marrow progenitors. In 
recent years it has become clear that there are multiple subpopulations of DC 
distinguished by their degree of maturation, their derivation from myeloid versus 
lymphoid lineages, and whether they express the CD8a chain, CD11c, IL-3 receptor, 
and a variety of other markers. These subpopulations have different functions and in 



some cases have been used in efforts to induce tolerance rather than activation of 
alloreactive T cells ( 65 ). Mature APC express MHC class II antigens constitutively, and 
the level of class II antigen expression can be further increased by various cytokines, 
including IFN-? and TNFa. Some APC may express relatively low levels of MHC class I 
antigens, which might serve to protect these crucial cells from destruction by the 
activated immune response before they can provide their full helper function ( 13 ). An 
important feature of transplantation immunology is that the APC responsible for T-cell 
activation may potentially originate from either the donor graft or from the recipient. The 
types of APC in each case are unlikely to be the same, since those from the donor will 
generally be tissue-specific APC (such as Langerhans cells), while those from the 
recipient will generally be associated with lymphoid tissues. Furthermore, the MHC 
antigens expressed by the two different sets of APC will often be different and, thus, the 
specificities of the T cells stimulated by the two different sets of APC will generally 
differ. Unless there is matching of MHC antigens between donor and recipient, only the 
determinants expressed on donor APC will also be expressed by parenchymal cells of 
the graft. 
Direct versus Indirect Antigen Presentation Because the distinction between the two 
potential sets of APC is so important in describing and understanding the mechanisms 
of graft rejection, transplantation immunologists have developed a terminology to 
describe the two potential processes of T-cell sensitization. The “direct” pathway refers 
to antigen presentation by APC derived from the donor graft, while the “indirect” 
pathway refers to donor antigen presentation by recipient APC. Of course, indirect 
recognition corresponds to the form of presentation used in classical immunology and, 
thus, the terminology has the weakness that the term “indirect” seems to suggest that 
this is not the physiologic process for stimulating an immune response. Actually, direct 
recognition is the nonphysiologic pathway. The use of the terms “direct” and “indirect” 
presentation is sometimes confusing for several reasons. The first problem is that not 
all investigators define the terms in the same way. The definition used in this chapter is 
based on which set of APC (donor vs. recipient) is involved in T-cell activation, not on 
whether peptide presentation is involved. This is because, while indirect presentation 
clearly involves peptide presentation (donor peptides by recipient APC), direct 
presentation may also do so. For example, if peptides of donor MHC class I molecules 
are presented by donor class II antigens (or by other donor class I antigens), this would 
still represent direct presentation, even though it involves antigen processing and 
peptide presentation. Thus, we have defined indirect responses as those occurring 
when T cells are stimulated by recipient APC and direct responses as those occurring 
when they are stimulated by donor APC. A second source of confusion regarding direct 
and indirect presentation occurs when the donor and recipient share some MHC 
antigens. Under these circumstances, the determinants formed by direct and indirect 
presentation may be identical. For example, in the case of class II–matched allografts, 
the determinant formed by presentation of a donor class I peptide by class II molecules 
would be the same on both the donor and recipient APC. Nonetheless, the responses 
evoked by the two different sets of APC may not be the same, making it useful to use 
the terms “direct” and “indirect” to distinguish between the two separate pathways. A 
third source of confusion regarding the indirect pathway is that there are other terms 
that refer to the same process. For example, “cross-priming” is a term that was 
introduced into the literature well before discussion of indirect responses became 
popular. It was used to describe the observation that CD8 + T cells can become 
sensitized to donor peptides presented by recipient class I molecules during allograft 



rejection ( 66 ). The term “cross-priming” is still used in the literature, always in reference 
to CD8 + responses. Thus, it should be thought of as referring to one subset of 
responses involving an indirect pathway of antigen presentation. A fourth element of 
confusion is that the term “indirect” can be used in reference to two different stages 
during graft rejection: the sensitization of donor-specific T cells and the T-cell effector 
function that leads to graft destruction. Evidence that graft rejection could occur with the 
help of T cells sensitized through the indirect pathway was obtained some years ago. 
Only much more recently has evidence also been obtained to suggest that, under some 
circumstances, graft destruction can occur on the basis of effector T cells with indirect 
specificity ( 67 ). Finally, the use of the term “indirect” presentation in transplantation 
immunology is confusing because it suggests that this type of response is unusual or 
abnormal. Actually, the indirect pathway involves the normal process of generating an 
immune response: the recognition of foreign peptides presented by self-MHC molecules 
on self-APC. It is the direct response that is the unusual pathway during graft rejection. 
Trafficking of APC after Transplantation Since APC are the critical element in 
stimulating immune responses, an important issue in the regulation of transplant 
rejection and tolerance is which APC are available and where they are located. Studies 
in mice show that changes in the location of both donor and recipient APC take place 
almost immediately after transplantation. Donor APC begin to migrate from the graft to 
the recipient lymphoid compartments, finding their way to both draining lymph nodes 
and the spleen of the recipient ( 64 ). Simultaneously, bone marrow–derived APC from 
the recipient begin entering the graft and gradually replace the donor APC. The time 
required for this change probably varies for different organs. In the case of murine skin 
grafts, the replacement of donor by recipient APC seems to require many months, 
whereas the shift may occur over weeks in the case of pig kidney and human liver 
grafts. 
Anatomic Sites of Sensitization Although activation of T cells generally involves 
contact with APC and allogeneic APC are especially powerful stimulators, it does not 
necessarily follow that cell sensitization occurs within the donor graft. Since donor APC 
migrate to recipient lymphoid compartments, sensitization may occur primarily in these 
locations. Experiments by Barker ( 68 ), among others, have suggested that draining 
lymph nodes are the primary site of sensitization for skin graft rejection. They showed 
that skin grafts on vascular pedicles that had been deprived of lymphatic drainage failed 
to undergo rejection and failed to prime the recipient against donor antigens. These 
grafts, however, were susceptible to rejection if the recipient was sensitized by normal 
skin grafts placed concurrently. Recently, similar experiments using mice that lack 
secondary lymphoid organs as a result of a genetic defect have shown similar results ( 
69 ). The notion that allogeneic sensitization occurs primarily in draining lymph nodes is 
in keeping with the principles of fundamental immunology. Naïve T cells generally traffic 
in the lymphoid circulation, waiting for foreign antigens to be concentrated there. Only T 
cells that have been previously activated are allowed to migrate into the nonlymphoid 
tissues, seeking the source of the antigen challenge ( 70 ). On the other hand, some 
memory T cells that were previously activated by “Self + X” determinants may 
cross-react with allogeneic determinants of a new graft. Thus, it is not surprising that 
there is also evidence suggesting that activation, or perhaps reactivation, of alloreactive 
T cells can occur within grafts, especially when they are primarily vascularized and 
express donor endothelial cells ( 71 ). 



B Cells and Antibodies

Preformed Antibodies Antidonor antibodies that are present before transplantation are 
extremely important in causing rejection of many types of primarily vascularized organ 
transplants. If they are present in sufficient quantity, and recognize determinants 
expressed on vascular endothelium, preformed antibodies can cause hyperacute 
rejection. The preformed antibodies that do this are of two general types: natural 
antibodies and antibodies generated by previous exposure to transplantation antigens. 
Natural Antibodies Natural antibodies include those directed at blood group antigens 
and species-specific carbohydrate determinants. Their existence does not require 
previous exposure to transplanted tissues, since they are probably generated in 
response to carbohydrate determinants on microorganisms. They tend to be of the IgM 
class, although IgG isotypes may also occur. Their presence is generally thought to be 
T-cell independent and their receptors are often in, or near, germline configuration. 
Studies in mice have shown that IgM natural antibodies are produced primarily by a 
CD5-negative and Mac1-negative, but otherwise B1b-like B-cell population in the spleen 
( 72 ). Although large numbers of Mac1-positive B1 cells are present in the peritoneal 
cavity of mice, the peritoneal cavity B cells do not produce antibody unless stimulated 
with LPS for several days in vitro, at which point they lose Mac1 expression ( 72 ). 
Preformed Antibodies from Prior Sensitization Recipients may also express 
antidonor antibodies if they have been previously exposed to cells expressing the donor 
antigens. This can occur by prior blood transfusion, as a result of pregnancy, or from 
previous organ transplantation. The antibodies formed in this way are usually IgG in 
isotype, are directed at protein rather than carbohydrate determinants (usually against 
MHC antigens), and have much higher binding affinities than the natural antibodies. 
Probably because of the density of MHC antigen expression and high affinity of the 
antibodies, lower titers of these antibodies cause organ damage more consistently than 
even higher titers of natural antibodies. 
Induced Antibodies After transplantation, new antibodies may be formed to the novel 
determinants expressed on donor tissue. Often this antibody response is directed at 
MHC antigens, although antibody responses to other molecules with allelic variation 
may also occur, especially if the recipient is repeatedly immunized. Induced antibody 
responses start with IgM antibody formation and then convert to IgG production in a 
T-cell–dependent fashion. In most cases induced antibodies are not responsible for 
acute graft rejection, either because they appear too late, after T-cell responses have 
already caused rejection, or because they appear so slowly, in the face of 
immunosuppression, that they fail to cause acute graft destruction. However, there are 
exceptions to this rule that are best demonstrated by primarily vascularized 
xenotransplants between closely related species ( 73 , 74 and 75 ). In these cases, the 
induced antibody response occurs especially rapidly and causes an accelerated form of 
rejection targeted at the vascular endothelium. A similar form of rejection occurs only 
rarely in allogeneic combinations, when antidonor antibodies appear unusually early, 
probably reflecting prior sensitization. Induced antibodies after transplantation may play 
a role in chronic graft rejection. This process also involves injury primarily to the donor 
vessels, but occurs over a much longer period of time. 



T Cells

Most allograft rejection involves T-cell–mediated responses. The particular importance 
of T cells has been confirmed experimentally by the demonstration that athymic mice 
accept tissue grafts indefinitely from other members of the same species, and often 
from members of other species as well. Furthermore, repopulation of these mice with 
purified T cells reconstitutes their ability to reject grafts. In human beings, the use of 
reagents that specifically block T-cell responses, and the correlation of their 
effectiveness with their ability to eliminate T cells, supports the central role of T cells in 
graft rejection.

Because there is no phenotypic marker that correlates precisely with the function of 
particular T-cell subsets, it has been difficult to determine the exact role of the various 
subsets that participate in graft rejection. Nonetheless, a distinction between helper and 
effector functions can be made, and is important in understanding the process. In the 
case of T-dependent B-cell responses, the role of T cells as helper cells for B cells that 
produce alloantibodies has been demonstrated well ( 76 ). There have also been in vivo 
experiments that indicate a distinction between helper and effector T-cell functions for 
cell-mediated rejection. For example, there are particular cases of skin grafts that are 
not rejected unless simultaneous grafts that express both the antigenic determinants of 
the first graft and additional determinants as well, are placed elsewhere on the same 
recipient. The rejection of both grafts under these circumstances indicates that a T-cell 
effector mechanism was potentially available for the rejection of the first graft, but that it 
required an additional T-cell helper function to allow the effector response to occur. 
These types of experiments have defined the distinction between helper and effector 
T-cell functions for graft rejection in vivo, and they have suggested the terms “helper” 
and “effector” determinants based on which determinants were expressed on the first or 
second grafts. Because in these types of experiments, the effector determinants have 
usually been presented by class I antigens, which are likely to stimulate CD8 + cells, 
while the helper determinants have usually been presented by class II antigens, which 
stimulate CD4 + cells, the results of these experiments have supported the idea that 
CD4 + T cells often provide help for CD8 + cells, at least in those cases where the two 
functions reside in separate cell populations.

Other Cells

Natural Killer Cells NK cells are large granular lymphocytes that lack T-cell receptors, 
and that have the ability to mediate cytolysis against certain tumor targets and 
hematopoietic cells. NK cells also produce a number of proinflammatory cytokines, 
including TNFa and IFN?, as well as the hematopoietic cytokine GM-CSF. Recently, 
human NK cell subsets grown in IL-12 or IL-4 have, like Th, been shown to produce 
differing sets of cytokines, resulting in the designation of NK1 (IL-10– and 
IFN-?–producing) and NK2 (IL-5– and IL-13–producing) subsets, respectively ( 77 ). NK 
cells can be activated and triggered to kill through a number of different cell-surface 
receptors, some of which may still be undefined, and they represent a first line of 
defense against a variety of microorganisms. NK cells of both humans and mice 



express clonally distributed inhibitory cell-surface receptors that are capable of 
recognizing specific class I MHC molecules. These class I receptors are type II C lectins 
(Ly49 family) or dimers of CD94 with NKG2 lectins in the mouse, and are either sIg 
family members (p58/p70) or dimers of CD94 with NKG2 lectins in humans. 
Recognition by an inhibitory receptor of a class I ligand results in intracellular 
transmission of an inhibitory signal via an immune receptor tyrosine–based inhibitory 
motif (ITIM) that interacts with a tyrosine phosphatase and counteracts activating 
signals transmitted from other cell-surface molecules. Recognition of “self” class I 
inhibitory ligands is believed to be important in preventing the NK cell from killing normal 
autologous cells ( 60 ). Molecules belonging to the same families as the above inhibitory 
receptors, but lacking an intracellular ITIM motif, are capable of associating with 
molecules that contain tyrosine-based activating motifs (DAP-10 and DAP-12) that 
activate cytolytic activity by NK cells (see Chapter 12). Although the role of NK cells in 
mediating hybrid resistance and allogeneic marrow rejection is well established in mice, 
the amount of resistance mediated by NK cells to allogeneic pluripotent hematopoietic 
stem cells (PHSC) is limited, and can be readily overcome by increasing the dose of 
donor stem cells administered ( 78 ). Furthermore, despite the fact that human NK cells, 
like those of mice, have class I–dependent recognition mechanisms that inhibit lysis of 
targets expressing those class I molecules, a role for NK cells in resisting human 
allogeneic marrow engraftment has not been clearly demonstrated in heavily 
conditioned recipients. Antidonor NK reactivity was not demonstrable during the time of 
rejection in a patient receiving marrow from a donor whose HLA class I alleles would be 
incapable of triggering recipient KIRs recognizing class I alleles ( 79 ). While a role for 
NK cells in mediating marrow allograft rejection has not been demonstrated in heavily 
conditioned hosts, their role may become more significant if mismatched transplants are 
attempted with less toxic, nonmyeloablative regimens. Consistent with this possibility, 
patients with severe combined (T- and B-cell) immunodeficiency (SCID) who have 
functional NK cells require cytotoxic conditioning to permit engraftment of 
haplo-identical marrow. In contrast, those lacking NK cells have a low incidence of 
rejection in the absence of any such treatment ( 80 ). Inhibitory receptors on NK cells are 
quite broad in their class I specificity ( 81 ), and recognition of even fully allogeneic class 
I molecules can confer some protection from NK-mediated marrow destruction 
compared to that observed for cells deficient in class I expression ( 82 ). Because of the 
increased disparity of xenogeneic compared to allogeneic MHC molecules, a greater 
role might be expected for NK cells in rejecting xenografts than allografts. Indeed, NK 
cells play a greater role in resisting xenogeneic marrow than allogeneic marrow 
engraftment ( 83 , 84 ). A role for NK cells in the rejection of solid organ allografts is even 
less well defined than it is for marrow allografts. NK cells are prominent in infiltrates 
found in rejecting allogeneic organs and sponge allografts. However, evidence suggests 
that NK cells do not make an important contribution to solid organ allograft rejection 
under normal circumstances ( 85 ). If they do, NK cells must be dependent on T cells, 
since mice lacking T cells are unable to reject nonhematopoietic allografts. 
Furthermore, whereas bone marrow allografts from class I–deficient donors (ß2m -/-) 
are subject to potent NK-mediated rejection (because these cells cannot trigger 
inhibitory receptors on host NK cells [ 86 ]), ß2m -/- skin grafts are not rejected by ß2m + 
recipients ( 87 ). These results are consistent with the likelihood that NK cells do not 
reject solid tissue allografts. However, cells expressing NK cell markers (either NK cells 
or NK/T cells) have recently been reported to play a critical role in cardiac allograft 



rejection in CD28 knockout mice ( 88 ). NK cells are a prominent cell type infiltrating 
xenografts undergoing “delayed vascular rejection” (see below) and, for reasons 
discussed later in the chapter, may play a more significant role in solid organ xenograft 
rejection than allograft rejection ( 83 ). Consistent with the hypothesis that NK cells are 
poorly inhibited by xenogeneic compared to allogeneic MHC molecules, NK cells have 
also been implicated in the accelerated rejection ( 89 ) that can destroy solid organ 
xenografts that have escaped hyperacute rejection (see below). Since one mechanism 
by which NK cells mediate cytolysis is via antibody-dependent cell-mediated cytotoxicity 
(ADCC), it is possible that IgG natural antibodies play a significant role in initiating NK 
cell–mediated rejection. NK cells also release cytokines such as IFN-? and TNFa, which 
activate macrophages and endothelial cells and induce inflammation ( 89 ). In addition to 
failing to receive inhibitory signals from xenogeneic MHC molecules, NK cells may also 
be activated by direct recognition of xenogeneic determinants. For example, it has 
recently been suggested that lectins on the surface of human NK cells can activate 
cytolysis when xenogeneic carbohydrate determinants such as aGal are recognized ( 90 

). 
T Cells That Express NK Cell–Associated Markers In recent years, a subset of 
murine T cells that expresses NK cell–associated phenotypic surface markers has been 
defined. It appears that some of these cells are thymus dependent and others thymus 
independent. They produce a variety of cytokines, the most prominent of which are 
IFN-? and IL-4, and also have cytolytic activity. They are often autoreactive, and can 
also produce the inhibitory cytokines IL-10 and TGF-ß ( 91 ). These cells recognize and 
are positively selected by the nonclassical class I molecule CD1d, and many express an 
invariant Va14/Ja281 chain with a restricted subset of ß chains (Vß8.2, Vß7 or Vß2). 
They recognize glycolipid antigens presented by CD1, and may provide an important 
link between innate and adaptive immunity ( 92 ). Most NK/T cells are either CD4 +CD8 -, 
or CD4 -CD8 -. Humans have a parallel subset of cells that use a similar invariant a 
chain with restricted Vß gene usage in their TCR ( 93 ). Studies in mice have associated 
a defect in this cell subset with diabetes in NOD mice ( 94 ), and studies in humans have 
linked abnormally high Th1 cytokines produced by NK/T cells with type 1 diabetes ( 95 ). 
Studies in mice have also shown that this subset of cells can inhibit GVHD via an 
IL-4–dependent mechanism ( 96 ). NK/T cells have also been reported to be required for 
tolerance induction to cardiac allografts with co-stimulatory blockade or blockade of 
LFA-1/ICAM interactions ( 97 ), and to be responsible for immune deviation induced by 
antigens placed in the anterior chamber of the eye ( 98 ). Despite these apparent 
inhibitory effects on immune responses, NK/T cells have also been suggested to play 
an important augmenting role in the elimination of tumors ( 99 ). In one study, this T-cell 
subset was also implicated in the phenomenon of hybrid resistance in mice, but this 
conclusion has been challenged by results of more recent studies. 
Monocytes/Macrophages A role in graft rejection for other “nonspecific” cellular 
effectors such as monocytes has been suggested ( 89 ), especially in xenograft rejection. 
It is likely that proinflammatory cytokines produced by activated monocytes and 
macrophages, such as IL-1 and TNFa, play a role in endothelial cell activation. 
Chemoattractants produced by the inflammatory process may partially explain 
monocyte recruitment. 



MECHANISMS OF GRAFT REJECTION

There are at least four distinct mechanisms that can cause graft rejection that have 
been identified at this time and it is likely that additional mechanisms will be 
characterized in the future. It is convenient to describe these mechanisms according to 
the time frame in which they tend to occur in clinical practice, especially as their names 
(hyperacute rejection, accelerated rejection, acute rejection, and chronic rejection) have 
a clear temporal distinction. However, it is increasingly possible to characterize these 
mechanisms according to the cell types and processes involved and, in some cases, 
they may occur at uncharacteristic times.

Rejection Caused by Preformed Antibodies (Hyperacute Rejection)

Hyperacute rejection is said to occur when a vascularized organ suffers from rejection 
within minutes to hours after transplantation. The phenomenon is visible and dramatic. 
Transplanted kidneys that have initially perfused well turn blue and mottled shortly after 
vascularization is established. Urine output ceases and recovery does not occur. 
Microscopically, organs show evidence of extensive vascular thrombosis and 
hemorrhage with little evidence of a mononuclear cell infiltrate.

There are several important components involved in the mechanism of hyperacute 
rejection. First, there are donor endothelial MHC antigens or carbohydrate determinants 
as described above. Second, there are preformed antibodies that can bind these 
antigens. Third, the complement and coagulation cascades are activated by the binding 
of preformed antibodies to the donor antigens. Finally, there are complement regulatory 
proteins that can modify complement activation, and anticoagulants that can modify the 
coagulation pathway. The target of the hyperacute rejection process is the donor 
vascular endothelium.

The interaction of these components leading to hyperacute rejection is diagrammed in 
Fig. 9. The crucial event in the process is the formation of the membrane attack 
complex (MAC) made up of C5-9 of the complement cascade. In allogeneic 
combinations, this is always initiated by antibody/antigen binding, which activates 
complement through the classical pathway. In some xenogeneic combinations, 
complement activation can also occur through the alternative pathway, and thus does 
not require antibody binding. Complement activation is controlled by several regulatory 
molecules, including complement receptor 1, decay accelerating factor (DAF, CD55), 
membrane cofactor protein (MCP, CD46), and CD59, which act at different stages 
along the cascade (see Chapter 34). Many of these molecules are produced by the 
vascular endothelial cells. Since these regulatory proteins prevent unwanted 
complement activation in the face of low levels of perturbation to the system, the initial 
stimulus for activation must be strong enough to overcome these down-regulating 
molecules. Thus, the titer and avidity of the preformed antibodies must be relatively 
high. Preformed antibodies directed at MHC antigens almost always accomplish this 
activation, whereas the lower-affinity blood group antibodies lead to hyperacute 
rejection in only about 25% of cases. One of the reasons that hyperacute rejection is 
such an important feature in xenogeneic transplantation is that the complement 



regulatory proteins produced by the donor vascular endothelium of one species do not 
always function effectively with complement molecules derived from a different species. 
Because of this homologous restriction, lower levels of an initial triggering signal lead to 
explosive complement activation.

 
FIG. 9. Schematic representation of hyperacute rejection.

Although the membrane attack complex is often thought of as a lytic molecule, its effect 
on the donor vascular endothelium, even before cell lysis, is to cause endothelial 
activation. This occurs rapidly, before there is time for new gene transcription or protein 
synthesis, and has been referred to as type I endothelial activation. The two principal 
manifestations of this activation are cell retraction, leading to gaps between endothelial 
cells, and the loss of antithrombotic molecules from the endothelium ( 100 ). Thus, type I 
endothelial activation is responsible for the two principal pathologic findings in 
hyperacute rejection: extravascular hemorrhage and edema, and intravascular 
thrombosis.

There are no known treatments that can stop the process of hyperacute rejection once 
it has started and, thus, it is essential to avoid the circumstances that initiate it. 
Experimentally, this can be accomplished for relatively short periods of time by 
administration of cobra venom factor, which depletes complement. In clinical practice, 
this is accomplished by avoiding transplantation in the face of preformed antibodies, 
both by avoiding blood-group antigen disparities and by testing recipients before 
transplantation to determine whether they have preformed anti-MHC antibodies that 
react with the donor’s MHC antigens. This test is referred to as a “crossmatch,” and is 
usually performed by adding recipient serum to a suspension of donor lymphocytes and 
measuring cell lysis in the presence of an exogenous source of complement. In a small 
number of cases, allogeneic transplantation in the face of preformed antibodies has 
been attempted after first removing antidonor antibodies by plasmapheresis. This has 
been successful in some cases involving blood group disparities, but rarely in cases 
involving preformed anti-MHC antibodies. Discordant xenogeneic transplantation always 
involves preformed antibodies, and thus cannot be accomplished without initial efforts 
to modify the process of hyperacute rejection.

Not all organs and tissues are equally susceptible to hyperacute rejection. Most 
primarily vascularized organs, such as kidneys and hearts, are very susceptible, but the 
liver can often survive without hyperacute rejection despite preexisting antidonor 



antibodies ( 101 ). It is not clear whether this unusual feature of the liver reflects the large 
surface area of its vascular endothelium or an intrinsic property of liver endothelial cells. 
It is possible that because of its anatomic position in the portal circulation, the liver has 
more powerful mechanisms to prevent endothelial activation resulting from 
antigen/antibody complexes. Nonetheless, hyperacute rejection of the liver has 
occurred in some cases, especially involving xenogeneic transplantation, indicating that 
its resistance to hyperacute rejection is not absolute. The other types of transplants that 
are resistant to hyperacute rejection are those that do not immediately expose donor 
vascular endothelium to the recipient’s circulation. For example, skin grafts do not suffer 
hyperacute rejection because their blood vessels are not in communication with those 
of the recipient until about a week after transplantation. After this, large doses of 
exogenously administered antidonor antibodies can destroy skin grafts through a 
complement-dependent mechanism ( 102 ). Nonetheless, long-term survival of 
xenogeneic skin grafts has been achieved despite the presence of natural antibodies, 
suggesting that the threshold for initiating this late antibody-mediated rejection is hard 
to achieve. Fresh pancreatic islets appear to behave like skin grafts, but cultured 
pancreatic islets (which lose their endothelial components in culture) are probably never 
susceptible to hyperacute rejection. Free cellular transplants, such as bone marrow 
cells or hepatocytes, do not have an endothelium and thus are not susceptible to the 
mechanisms of hyperacute rejection. However, in many cases these cell transplants do 
express some of the antigens recognized by preformed antibodies, and there is 
evidence indicating that the presence of these antibodies can lead to resistance to 
engraftment ( 103 ). While in the case of HCT, this resistance can be overcome by 
transplanting larger numbers of cells ( 103 , 104 and 105 ), this finding suggests that 
preformed antibodies can cause cellular graft rejection by mechanisms that are distinct 
from hyperacute rejection. Additionally, antibody-independent complement activation 
has been shown to be a significant factor diminishing the engraftment of porcine bone 
marrow in mice ( 106 ).

Although hyperacute rejection is a dramatic and powerful mechanism of graft rejection, 
it is rarely encountered in clinical practice. The understanding of its causes, and the use 
of standard immunologic assays to detect preformed antidonor antibodies, has largely 
eliminated its occurrence. This is one of the best examples where an understanding of 
immunology has had an important impact on clinical transplantation.

Early Rejection Caused by Induced Antibodies (Accelerated Rejection)

A second mechanism of rejection, usually caused by antibodies, is almost as infrequent 
as hyperacute rejection. It occurs as a result of antibodies that are induced very rapidly 
after a transplant is performed. This type of rejection has sometimes been called 
“accelerated” rejection because it typically occurs within the first 5 days, but there is no 
consensus regarding this name. The process is characterized by fibrinoid necrosis of 
donor arterioles with intravascular thrombosis ( 107 ).

Accelerated rejection is rare in allogeneic combinations because it requires that an 
antibody response occur before the T-cell response that is typically responsible for early 
rejection episodes. Indeed, in allogeneic combinations, accelerated rejection is 



sufficiently rare that some investigators have questioned its existence. Others, who 
have studied this mechanism of rejection in xenogeneic combinations, have given it 
several different names, such as “acute vascular rejection” or “delayed xenograft 
rejection,” thereby generating confusion about what may be a single process involving 
endothelial activation occurring later than the type I activation described above. In some 
xenogeneic cases, accelerated rejection may occur even without an antibody response, 
and may result from endothelial activation by NK cells or other components of the 
innate immune system.

There are several causes for the difficulty in characterizing accelerated rejection. First, 
the clinical circumstances are rare in which induced antibodies appear before 
T-cell–mediated rejection. Second, some patients develop antidonor alloantibodies 
weeks or months after their transplant, but without suffering an acute rejection episode. 
Finally, it is very difficult experimentally to induce a B-cell response in the absence of 
T-cell immunity. Thus, it has been hard to prove that an induced B-cell response, rather 
than an especially vigorous T-cell response, is responsible for a unique rejection 
mechanism.

Given these difficulties, the best characterization of accelerated rejection has been 
achieved using primarily vascularized organ transplants from closely related xenogeneic 
species. In these cases, the levels of preformed antibodies are not sufficient to cause 
hyperacute rejection, but antidonor antibodies appear rapidly (within 3 to 4 days) in 
association with the onset of rejection. Vigorous anti–T-cell immunosuppression has 
little effect on this early rejection, whereas immunosuppression with reagents that affect 
B-cell responses, such as cyclophosphamide, delays its onset until more typical 
T-cell–mediated rejection occurs ( 73 ). The two types of immunosuppression together 
can lead to prolonged graft survival, unless release of the B-cell suppression allows the 
appearance of antidonor antibodies and the concurrent initiation of rejection ( 73 ). The 
pathology in these cases reveals a paucity of lymphocytes infiltrating the donor graft, 
antibody binding to donor vascular endothelium, and fibrinoid necrosis of the donor 
vessels.

These studies of concordant xenograft rejection have indicated that the most important 
feature in “accelerated” rejection is the early appearance of antidonor antibodies. In 
fact, these antibodies appear so early, and despite the presence of anti–T-cell 
immunosuppression, that they probably do not represent a primary response to the 
donor’s antigens in most cases. For xenografts, they may represent a rapid increase in 
the levels of natural antibodies that were present before transplantation, but at 
undetectable levels. In the case of allografts, low levels of preformed antibodies also 
exist occasionally as a result of previous exposure to donor MHC antigens, but with the 
levels having fallen to a point where they are not detected in the standard crossmatch. 
Thus, it is probably the unusual rapidity and perhaps the especially high levels of the 
antibody response that are critical in causing “accelerated” rejection.

As in hyperacute rejection, the process of “accelerated” rejection is usually initiated by 
antibody binding to antigens on the donor vascular endothelium. In this case, however, 
the subsequent endothelial changes occur more slowly, allowing time for gene 
transcription and new protein synthesis. This later form of activation has been called 



type II endothelial activation ( 108 ). Many of its features appear to be mediated by the 
transcription factor NF?B, which generates many of the responses associated with 
inflammation, including the secretion of inflammatory cytokines such as IL-1 and IL-8 
and the expression of adhesion molecules such as E-selectin and ICAM-1 ( 109 ). In 
addition, type II endothelial activation causes the loss of thrombomodulin and other 
prothrombotic changes ( 110 ). Thus, the events following type II endothelial activation 
are associated with the pathologic changes that occur with “accelerated” rejection, 
including the tendency toward intravascular thrombosis and the inflammatory 
destruction of donor vessels that occurs in the absence of infiltrating lymphocytes.

Just as there are regulatory processes for complement activation, there are regulatory 
molecules that counter the tendency toward intravascular coagulation and the process 
of type II endothelial activation. For example, the expression of tissue factor protein 
inhibitor by vascular endothelium tends to inhibit factor Xa of the clotting cascade. In 
addition, the tendency toward type II endothelial activation is inhibited by the expression 
of a number of protective molecules, including Bcl-x L, Bcl-2, and A20 ( 108 ). Although 
these are often thought of as antiapoptotic molecules, they also tend to inhibit activation 
mediated by NF?B. Just as the regulatory molecules of complement may not function 
across species differences, so too some of the regulatory molecules involved in type II 
endothelial activation may show homologous restriction ( 111 ). Thus, in addition to the 
more rapid appearance of antidonor antibodies, loss of regulation may also be 
responsible for the finding that accelerated rejection is an important aspect of 
xenogeneic graft rejection (once hyperacute rejection is avoided), whereas it is rarely 
seen in allografts.

Although vigorous early antibody responses generate type II endothelial activation and 
accelerated rejection, later antibody responses usually fail to do so. The process that 
enables transplanted organs to survive in the face of circulating antibodies that can bind 
endothelial antigens has been called “accommodation.” In xenogeneic combinations, 
and some allogeneic combinations with preformed blood group antibodies, 
accommodation has been achieved by the removal of preformed antibodies for a period 
of 1 to 2 weeks and the allowance of their slow return after this time. Similarly, 
resistance to type II endothelial activation has been achieved in vitro by pretreatment 
with low levels of antiendothelial antibodies that are insufficient to trigger activation ( 112 

). The achievement of accommodation is associated with increased expression of the 
antiapoptotic genes described above and with changes in the isotype of the recipient’s 
antibody responses ( 108 , 113 ). However, accommodation has not been convincingly 
demonstrated in a pig-to-primate xenograft model.

Although both hyperacute rejection and accelerated rejection occur early after 
transplantation and depend on antidonor antibodies, there are a number of important 
differences between the two. One of these is that while hyperacute rejection is primarily 
mediated by complement activation, accelerated rejection can occur in the absence of 
complement. On the other hand, accelerated graft rejection may involve different 
secondary mediators, such as monocytes and macrophages. In xenogeneic 
combinations (where the inhibition of NK cells by class I molecules is lost), NK cells 
may also participate in accelerated rejection using antibodies to generate an ADCC 



response. NK cells alone may cause type II endothelial activation in xenogeneic 
combinations, even in the absence of antidonor antibodies, perhaps by triggering 
adhesion and activation through lectin molecules that recognize xenogeneic 
carbohydrate moieties, and/or due to a lack of NK cell inhibitory ligands on the porcine 
cells ( 114 ).

Another important difference between the two early forms of antibody-mediated 
rejection involves treatment. Once hyperacute rejection is initiated, there is no known 
therapy that can stop graft destruction, whereas accelerated rejection can sometimes 
be reversed by vigorous therapy. This has usually included plasmapheresis to remove 
antidonor antibodies and treatment with anti–B-cell reagents, such as 
cyclophosphamide ( 73 ). These reagents may also have a direct effect on the donor 
endothelium, blocking the process of type II endothelial activation. Although treatment 
of accelerated rejection is possible, it is not always successful. In current clinical 
practice, this form of humoral rejection may be responsible for many of the relatively 
few cases in which immunologically mediated graft loss occurs during the first several 
months after transplantation.

Rejection Caused by T Cells (Acute Rejection)

Although in clinical practice few allogeneic organs suffer either hyperacute or 
accelerated rejection after careful crossmatching, rejection episodes occurring toward 
the end of the first week after transplantation are not infrequent, despite the use of 
immunosuppression. These episodes are separable from the humoral rejection 
processes by the later timing of their occurrence, by the absence in many cases of 
antidonor antibodies in the recipient, and by the cellular infiltrate usually present in the 
biopsy. Called “acute rejection” episodes, most rejection treated by clinicians is of this 
type. Acute rejection occurs with decreasing frequency after the first 3 months, but 
rejection by apparently similar mechanisms may occur much later after transplantation, 
especially if immunosuppressive medication is withdrawn.

Acute rejection of organ allografts is T-cell–mediated. Therefore, treatment is usually 
with increased doses of standard immunosuppressive drugs or with antilymphocyte 
antibodies. These strategies are so likely to be successful that the diagnosis of acute 
rejection is doubtful if they are not.

Because T-cell–mediated acute allograft rejection plays such an important role in 
clinical transplantation, there has been considerable study of the mechanisms involved. 
Nonetheless, the following discussion indicates that many important issues regarding 
this rejection process remain to be resolved. On the other hand, despite the absence of 
a thorough understanding of cell-mediated rejection, most current clinical therapies 
have still been extremely effective in controlling it. Whereas 30 years ago the majority of 
transplant recipients suffered one, or several, rejection episodes, and only about half of 
the recipients were able to keep their transplanted organ for a full year, the use of 
newer immunosuppressive drugs and monoclonal anti–T-cell antibodies has changed 
these numbers considerably. Currently, as many as 80% of kidney transplant recipients 
never experience an episode of acute rejection, and it is now quite rare to lose a 
transplanted organ to cell-mediated rejection during the first year after transplantation. 



However, the use of these highly effective immunosuppressive treatments is associated 
with significant morbidity. It is hoped that an improved understanding of cell-mediated 
rejection might lead to more specific, less broadly immunosuppressive, approaches to 
preventing and treating acute rejection, and possibly to specific, noninvasive 
approaches to diagnosing rejection.

The study of cell-mediated rejection in vivo has used four types of experiments. First, 
there have been the studies of clinical transplants, which are obviously highly relevant, 
but that are always performed in the presence of immunosuppression and without the 
capacity to control and manipulate important variables. Second, there have been 
studies of skin grafts or islet transplants in rodents, which provide large amounts of 
controlled data on highly immunogenic grafts, but that may not accurately reflect the 
processes of rejection for primarily vascularized organs. Third, there have been studies 
of heart and other types of primarily vascularized organ transplants in rodents, but 
these types of transplants are more tolerogenic and hence more easily accepted than 
similar transplants in large animals and human beings. Finally, there have been studies 
of primarily vascularized organ transplants performed in large animals, such as 
monkeys or pigs, which have obvious clinical relevance. Unfortunately, these studies 
are expensive, difficult to perform in large numbers, and are limited by the lack of 
monitoring and support at the same level that is possible in humans. The conclusions 
suggested by these different approaches have not always been the same, and thus, the 
description of the general mechanisms of T-cell–mediated rejection is complicated by 
the need to identify exceptions and features that occur only in special cases.

Pathways of T-Cell–Mediated Rejection T-cell–mediated rejection can, like all 
adaptive immune responses, be considered in terms of the afferent, or sensitization 
phase, and the efferent, or effector phase. The location and pathways of T-cell 
sensitization by allografts were discussed above. Figure 10A depicts a model whereby 
the direct pathway of CD4 T-cell sensitization may both generate CD4 + effector cells 
and provide help for the activation, differentiation, and proliferation of cytotoxic CD8 + 
cells. This model emphasizes the importance of direct recognition of donor class 
II–MHC antigens by recipient CD4 + T cells, which then serve as helper cells for 
recipient CD8 + cells that are sensitized by direct recognition of donor class I–MHC 
antigens. The CD4 help for CD8 cells consists of both cytokine (e.g., IL-2) production 
and “conditioning” of the APC, for example by interactions of CD40 on the APC with 
CD40L on the activated CD4 cell, to make it a more effective APC for CD8 cells. The 
CD8 + and CD4 + T cells then provide the effector mechanisms for graft rejection based 
on the direct recognition of parenchymal cells that express class I or II antigens 
throughout the donor graft. 

 
FIG. 10. Model of T-cell–mediated rejection. A: Interactions between CD4+ Th, donor 



APC, and CD8+ CTL. B: Additional pathways of T-cell sensitization that can lead to 
rejection.

As shown in Fig. 10B, there are additional pathways that have been implicated in some 
of the studies described below, including (a) direct activation of CD4-independent 
(so-called “helper-independent”) CD8 T cells by donor APC; and (b) CD4 + T-cell 
sensitization by recipient APC presenting reprocessed donor antigens (the indirect 
pathway of sensitization), resulting in the development of CD4 + effector cells that can 
contribute to graft destruction via indirect effector mechanisms (discussed below). Not 
all of these pathways are available in every case, however, and their availability may 
change over time, especially as donor APC in a graft are replaced by recipient APC. An 
additional pathway, the sensitization of CD8 + T cells recognizing processed donor 
antigen presented by class I molecules on recipient APC, is not included in Fig. 10. This 
type of sensitization violates the original observation that peptides of exogenous 
antigens tend to be presented by MHC class II antigens while those of endogenous 
antigens are generally presented by MHC class I molecules ( 115 ). However, numerous 
exceptions to this principle have been reported, and several pathways have now been 
delineated for the processing and presentation of exogenous antigens by class I 
molecules ( 116 ). The phenomenon, termed “cross-priming,” was originally 
demonstrated in a transplantation model by Bevan ( 117 ), who showed that when minor 
antigen-disparate grafts with MHC antigens of type A were placed on MHC (A × B) F1 
recipients, the CD8 + cells of these recipients became sensitized to the minor antigens 
presented by both A and B types of class I MHC molecules. A role for CD8 + T cells 
sensitized in this manner has not yet been demonstrated in graft rejection. This is not to 
say that this pathway does not play a role, and indeed, the importance of this pathway 
in sensitizing CTL to viral antigens ( 116 ) makes it seem likely to play a significant role in 
the sensitization of CD8 T cells to donor minor histocompatibility antigens and 
MHC-derived peptides when there is sharing of class I alleles between the donor and 
recipient. Without class I sharing, indirect CD8 + cell sensitization is unlikely to be 
important as a helper mechanism, since the help generated by CD8 + cells has been 
found to be useful only for the CD8 + cells themselves. Additionally, in this setting CD8 
+ effectors sensitized indirectly would not recognize determinants expressed in the 
graft. However, these might contribute to graft rejection via indirect effector 
mechanisms or by producing cytokines that contribute to the overall regulation of the 
immune response. Thus, the question of how CD8 + indirect sensitization might affect 
graft rejection remains one of the open issues in transplantation immunology. The 
multiplicity of T-cell sensitization and effector pathways involved in graft rejection is 

demonstrated by the failure of elimination of either CD4 + or CD8 + T cells from the 
recipient to prevent graft rejection under many circumstances. As a result of the high 
precursor frequency of T cells that respond to allogeneic MHC antigens directly, 
populations of T cells that ordinarily have minimal significance become functionally 
important. A number of experimental systems have been devised to investigate graft 
rejection that depends on the indirect pathway alone or that depends on direct 
recognition by CD8 + cells in the absence of CD4 + cells, and their results are 
summarized in the ensuing sections. 
Helper Responses 



Alloreactive Helper Activation Measurements The standard in vitro assay of helper 
function in cellular immunity is the mixed lymphocyte response (MLR). This assay uses 
uptake of radio-labeled thymidine or loss of a fluorescent intracellular dye upon 
successive cell divisions to measure proliferation of T cells after allogeneic stimulation. 
Such analyses have led to frequency estimates of approximately 1% to 7% of T cells 
proliferating in a particular alloresponse. The helper response can also be quantified 
and characterized by measuring the production of particular cytokines such as IL-2 
using biologic assays, ELISA, and ELISpot assays, intracellular cytokine staining with 
flow cytometry ( 118 ), and PCR. Extensive investigation of the pathways of alloreactive 
helper activation has been undertaken using these in vitro techniques ( 119 ). A summary 
of the experimental results is shown in Table 5, which indicates the magnitude of the 
helper response for each T-cell subpopulation in response to each type of antigenic 
challenge. It should be noted that in some cases where the response is shown in Table 
5 to be absent (based on bulk culture experiments), there have been T-cell clones 
derived (presumably exceptional cases) that demonstrate this specificity. 

 
TABLE 5. In vitro pathways of alloreactivity

The results summarized suggest that there are three main pathways of alloreactive 
helper activation in vitro: CD4 + lymphocytes responding directly to allogeneic class II 

stimulation, CD4 + lymphocytes responding to peptides of alloantigens presented in 
association with responder-type class II MHC molecules, and CD8 + lymphocytes 
responding directly to class I alloantigens. The CD4 + direct response is easily 
measured. The ability to measure the CD4 + indirect response usually requires in vivo 
priming, although there is an unexpected, weak primary response to peptides of 
allogeneic MHC antigens presented by self-MHC molecules. The ability to measure the 
CD8 + direct response is often enhanced if IL-2 production rather than just proliferation 
is measured, especially if an anti–IL-2 receptor antibody is used to prevent IL-2 
consumption. In addition, detection of the CD8 + direct response requires depletion of 
the CD4 + population or stimulation with just a class I–antigen disparity, since helper 
responses generated by whole MHC differences are generally dominated by CD4 + 
cells. The CD8 + cells that have helper function in allogeneic responses have been 
found to have particularly high affinity for class I alloantigens ( 120 ). Recently, an in vivo 
assay, termed the “ trans-vivo delayed-type hypersensitivity (DTH)” response, has been 
developed to assess tolerance and alloreactivity in humans ( 121 ). In this assay, 
peripheral blood lymphocytes are transferred from the patient to an immunodeficient 
mouse, with or without donor antigen and/or an irrelevant recall antigen. Using this 
assay, specific tolerance to donor antigens, along with the ability to actively 
down-regulate reactivity to irrelevant antigens, has been detected for PBMC of patients 



who have discontinued immunosuppression following organ allografting and not 
rejected the organ. In contrast, reactivity to the donor was detected for PBMC of a 
patient who rejected his donor graft after discontinuing immunosuppression. These 
studies provided evidence for an active regulatory mechanism that is dependent on 
TGF-ß or IL-10 in tolerant patients ( 121 ). Because this assay permits dissection of in 
vivo mechanisms of alloreactivity and tolerance, and appears to provide different results 
from purely in vitro assays of such reactivity ( 122 ), it will be of considerable interest to 
see whether the trans vivo assay can be validated in large animals and larger groups of 
patients. Two basic approaches have been used to study the pathways of alloreactive 
T-cell recognition in graft rejection. First, selected T-cell subpopulations have been 
depleted in vivo and, second, selected T-cell subpopulations have been transferred into 

immunodeficient (nude, SCID, or RAG -/-) recipients that themselves lack the T-cell 
components of graft rejection ( 123 ). In both cases, the approach has been modified by 
placing grafts with narrow antigenic disparities or by using different types of tissues for 
transplantation. The results of these studies suggest that all three alloreactive helper 
pathways detected in vitro can also be detected in vivo, and that both direct and indirect 
effector mechanisms can contribute to rejection. 
CD4 + T Helper (Th) Cells in Graft Rejection CD4 + T cells alone can cause rejection 
of many types of grafts, including those with full MHC disparities ( 124 ), class II–antigen 
disparities alone, and multiple minor antigen disparities alone ( 123 ), and they seem to 
play a critical role in the rejection of fully MHC mismatched cardiac allografts in rodents 
( 124 ). In BMT recipients, they can induce GVHD in the absence of CD8 cells in the 
setting of class II, full MHC, or multiple minor histoincompatibilities ( 125 ). In addition, 
CD4 + cells have been shown to contribute to rejection of bone marrow grafts differing 
only at class I MHC loci ( 126 , 127 ). However, CD4 + cells alone have been shown to be 
incapable of rejecting some types of class I–only disparate murine skin grafts ( 123 ) or 
inducing GVHD across certain isolated class I and minor histocompatibility barriers ( 128 

). Numerous studies have demonstrated that depletion of donor APC can prolong graft 
survival ( 61 ), illustrating the importance of direct allorecognition in causing graft 
rejection. The role of the direct pathway in stimulating CD4 + cells has been 
demonstrated using genetically engineered, class II knockout mice as recipients after 
reconstitution of their CD4 + T-cell population. These mice lack class II antigens on their 
own APC and, therefore, cannot generate an indirect response. Thus, CD4-dependent 
rejection of grafts by these recipients must reflect direct sensitization of CD4 + cells in 
vivo. Recent studies of this nature have clearly shown that direct allorecognition by 
recipient CD4 T cells is both necessary and sufficient to induce cardiac allograft 
rejection in mice ( 129 ). This is somewhat surprising, since class II is far from 
ubiquitously expressed in cardiac grafts, and suggests that mechanisms directed at 
vascular endothelial cells that up-regulate class II under inflammatory conditions, and/or 
indirect effector mechanisms, may induce rejection. There is also considerable 
evidence for a role for the indirect pathway of CD4 cell–mediated allorecognition in graft 
rejection. Indeed, over the past several years there has been an increasing tendency to 
stress the importance of indirect recognition ( 130 ). Evidence for its role includes the 
contribution of CD4 + T cells to the rejection of class I–only disparate marrow ( 126 , 127 ). 
Furthermore, antibody blocking of recipient class II antigens in vivo can sometimes 



prevent rejection, and immunization of recipients with peptides of donor antigens before 
transplantation can accelerate subsequent graft rejection. Some manipulations that 
alter the immune response to peptides of donor MHC antigens have been found to 
prevent rejection of grafts expressing the intact MHC antigens, suggesting that the 
indirect response to these antigens may induce tolerance that is dominant over the 
direct response in graft rejection ( 131 , 132 ). For example, miniature swine kidney 
allograft acceptance in animals receiving transduced autologous bone marrow 
expressing donor class II peptides through the indirect pathway ( 133 ) suggests that a 
dominant (regulatory) type of tolerance spreads from the indirect to the direct pathway 
of allorecognition. Likewise, expression of class II by recipient APC has been shown to 
be essential for the induction of hyporesponsiveness to fully MHC-mismatched 
allografts with co-stimulatory blockade, suggesting an important role for indirect 
recognition in this process ( 134 ). Rejection of some grafts lacking class II antigen 
expression has been shown to be dependent on CD4 + T cells, which were, therefore, 
presumably stimulated by modified class II antigens of the recipient ( 135 ). These 
studies in class II knockout mice have shown rejection through the indirect pathway to 
be a powerful event, and that it is often as difficult to control as rejection depending on 
direct recognition. Rejection of xenografts from highly disparate species in mice is very 
dependent on CD4 + function, even though CD4 + direct activation measured in vitro is 
very weak ( 136 ), suggesting a dominant role for the indirect pathway in this setting. 
Clinically, sensitization of indirect CD4 responses to donor MHC–derived peptides has 
been demonstrated in patients undergoing graft rejection, and some studies have 
suggested that an increase in the precursor frequency of T cells responding through the 
indirect pathway provides the best correlation with clinical events. A major role for 
indirect allorecognition has been suggested in the setting of chronic rejection, because 
this pathway is critical for the induction of antibody responses, which have been 
implicated in the pathogenesis of chronic rejection, and because the eventual 
replacement of donor APC by recipient APC would imply that the latter are responsible 
for fueling the immune response on a long-term basis. Indeed, direct alloresponses 
tend to subside over time in patients with heart or kidney allografts ( 137 ). Experimental 
and clinical evidence has supported this hypothesis. Th2 CD4 responses have been 
hypothesized to play a particularly important role in chronic rejection through indirect 
recognition and induction of antibody responses ( 138 ). However, a recent study has 
shown an association of Th2 clones recognizing donor peptides indirectly with stable 
graft function, whereas Th1 clones with similar specificity were associated with chronic 
renal allograft rejection in patients ( 139 ). In view of the apparent importance of the 
indirect pathway of allorecognition in graft rejection, it is not obvious why donor APC 
depletion or the lack of donor class II MHC expression should be effective in preventing 
rejection in some situations ( 61 , 129 ). An essential role for indirect allorecognition has 
been easier to demonstrate in chronic rejection than acute rejection ( 138 ), and the 
indirect pathway alone may simply be insufficiently powerful to induce acute rejection. 
Long-term survival of APC-depleted endocrine allografts, which are not primarily 
vascularized, may reflect resistance to chronic rejection of tissues lacking donor-derived 
blood vessels. In the case of renal and cardiac allografts, APC depletion may allow the 
inherent tolerogenicity of the parenchymal tissue to prevail and spread to the indirect 
pathway. Initial sensitization through the direct pathway may be essential in producing 
the inflammatory conditions necessary to promote indirect pathway sensitization, so that 



the latter does not occur or is tolerogenic in the absence of the former. An alternative 
explanation might be that donor APC are essential for the sensitization of the effector 
cells responsible for graft rejection, while indirect presentation is available for the 
sensitization of helper cells. In the absence of donor APC, potential effector cells might 
undergo anergy as a result of encountering donor antigens directly only on parenchymal 
cells of a graft. The indirect pathway of allorecognition also has implications regarding 
the potential effectiveness of some strategies to achieve donor-specific 
nonresponsiveness. Many of these strategies seek to present donor antigens to 
immunocompetent recipients in a manner that leads to T-cell down-regulation rather 
than activation. If these strategies only involve manipulations of donor APC, they may 
be ineffective in preventing indirect immune responses, since these depend on recipient 
APC. 
Role of CD8 + Th in Graft Rejection Depletion of CD8 + T cells leads to a delay in the 
rejection of fully MHC-mismatched skin allografts, demonstrating that they play a role, 
but are not absolutely required, for rejection. CD8 + T cells alone can reject skin grafts 
that express an MHC class I antigen disparity ( 123 ). They can reject bone marrow 
differing at isolated class I or minor histocompatibility loci ( 126 , 127 ), and can induce 
GVHD in the absence of CD4 T cells in the setting of full MHC, class I only, and minor 
antigen histoincompatibility ( 125 ). These results suggest that CD8 + Th direct activation 
can also contribute to graft rejection and GVHD. Direct CD8 + cell activation does not 
appear to be as powerful as direct CD4 + T cell activation, since grafts expressing only 
class I antigen disparities are usually rejected more slowly than class II disparate grafts, 
and responses dependent on CD8 + helper responses are more easily suppressed by 
cyclosporine (CsA). Many primarily vascularized grafts that express only a class I 
antigen disparity still require CD4 + cells to initiate rejection. Probably as a result of this 
weakness, rejection that depends on CD8 + T cell direct activation is influenced by 
several factors that do not seem to be as important for CD4 + T cell direct activation. 
First, CD8 + direct activation is very dependent on the relative number of donor APC in 
a graft ( 140 ). Second, CD8 + helper cells recognize modified self-class I antigens very 
poorly. Therefore, CD8 + direct activation fails to initiate rejection of grafts with only a 
small number of minor antigen disparities and provides only a weak helper response 
even when there are a large number of foreign minor antigens. CD8 + helper cells also 
differ from CD4 + helper cells in being unable to provide help for other cell populations. 
Apparently the IL-2 produced by these cells is used by the cells themselves as they 
develop effector function. Therefore, CD8 + helper cells cannot provide help for CD8 + 
cells with a different specificity. For a number of reasons, they cannot provide help for 
B-cell antibody responses. CD4 + cells alone but not CD8 + cells alone can reject skin 
grafts with only class II antigen disparities ( 123 ). This result correlates with the in vitro 

experiments showing that both CD4 + and CD8 + cells contain precursors of cytotoxic 
cells specific for allogeneic class II antigens, but that only the CD4 + population has a 
helper pathway to generate mature class II–specific CTLs. Some experimental 
evidence raises the possibility that CD4 helper cells sensitized by antigen presented on 
recipient APC might provide help for CD8 + effector cells recognizing antigen presented 
by donor APC. This is a special feature of alloreactivity compared to ordinary 



immunology, in which two different populations of APC expressing different MHC 
antigens may collaborate in the process. The absence of a physical linkage afforded by 
the expression of different determinants on a single APC may limit the availability of 
help from one subpopulation during the sensitization of another subpopulation. This 
issue is discussed in more detail below, in the section on regulation of graft rejection. 
Pathways of Alloreactivity: Effector Mechanisms While there are many controversial 
aspects of helper T-cell function, there is even more uncertainty about the effector 
mechanisms of cell-mediated graft rejection. While cytotoxic T-cell function has 
attracted attention because it could account for the precise selectivity of graft 
destruction that is sometimes observed, the role of additional tissue-destructive 
mechanisms, and particularly of indirect effector mechanisms initiated by T cells 
specific for modified self-MHC antigens, has not been fully elucidated. A brief review of 
the available data on these issues is provided here. 
In Vitro Studies of Effector Mechanisms A standard assay measuring an alloreactive 
effector function is the CTL or CML assay measuring T-cell–mediated cytotoxicity 
against allogeneic targets. Alloreactive CTLs can easily be generated from naïve T cells 
after about 5 to 7 days of in vitro stimulation with MHC-disparate cells. Generation of 
CTLs to peptides of minor antigens presented by self-MHC molecules, however, 
requires that the T cells first be primed in vivo. The amount of cytotoxicity measured in 
vitro is a function of both the helper activation and the number of precursor CTLs 
available at the start of the in vitro culture. Therefore, to focus on just the cytotoxic 
effector function the assay is often performed with the addition of exogenous helper 
factors, such as IL-2, in order to provide excessive help. The assay can also be 
quantified by measuring precursor frequencies of cytotoxic T cells using limiting dilution 
cultures, but this assay has been shown to severely underestimate the number of CD8 
T cells that proliferate or produce cytokines in an immune response. Since alloreactive 
T cells to foreign MHC antigens can be measured even in naïve animals, the standard 
CML assay is inadequate to determine whether CTLs have been primed in recipients 
that have rejected MHC-disparate grafts. Therefore, efforts have been made to modify 
the assay to measure the effect of in vivo events. The presence of T cells that can kill 
donor targets without the period of in vitro sensitization (direct cytolytic activity), an 
increased precursor frequency of alloreactive T cells, and development of CTL under 
modified conditions have been used to demonstrate in vivo activation by alloantigens. 
More recently developed techniques, including ELISpot and intracellular cytokine 
staining, have considerably enhanced the ability to detect nonproliferating or 
noncytolytic CD8 T cells that have been sensitized in vivo ( 118 ). MHC-peptide tetramers 
containing minor histocompatibility antigenic peptides and their known class I 
MHC–presenting molecule have been very useful in detecting expansions of CTL 
recognizing minor histocompatibility antigens in the setting of GVHD and rejection of 
HLA-identical hematopoietic cell grafts. However, the broad diversity of MHC 
alloantigen–specific T cells and undefined peptides recognized by such cells currently 
precludes the use of this approach to identify MHC-alloreactive T cells. The in vitro CML 
assay has been used to determine the pathways of alloreactive T-cell cytotoxic function. 
The results of these assays are summarized in Table 5. CD8 + cytotoxic T cells reactive 
with donor class I antigens are the most frequent effectors in vitro, and CD8 + cytotoxic 
cells specific for self-class I antigens modified by allogeneic peptides can also be 
detected after in vivo priming ( 141 ). In addition, CD8 + cytotoxic cells specific for 
allogeneic class II antigens can be detected, although they would not be predicted in 



classical immunology. CD4 + cytotoxic cells specific for allogeneic class II antigens can 
also be measured in vitro. Thus, as for helper cells, there are multiple pathways for 
generating alloreactive cytotoxic T cells in vitro. 
In Vivo Analysis of Effector Mechanisms of Rejection and GVHD 
Selectivity of Allograft Rejection. A critical feature when considering in vivo effector 
mechanisms of graft rejection is the selectivity by which the process destroys foreign 
but not self tissues. When syngeneic skin is grafted adjacent to allogeneic skin on a 
single bed, the inflammation of rejection shows a perfect demarcation at the division 
between the two grafts ( 142 ). Results of grafting skin from tetraparental (allophenic) 
donors, which are mosaic animals produced by fusing embryonic cells of two parental 
pairs, also indicate a high degree of selectivity of rejection for cells expressing the 
allogeneic antigens, but these results are open to alternative interpretations. For 
example, the syngeneic elements that eventually survived from the tetraparental grafts 
might actually represent the product of epithelial seeding by a few syngeneic cells that 
remained as the tissue around them died. When syngeneic skin from bone marrow 
chimeras in which the APC of the skin had been replaced by cells derived from an 
allogeneic donor bone marrow was transplanted, the entire graft was rejected ( 143 ). 
Thus, entire skin grafts can be rejected when only the APC are foreign, indicating that 
nonselective destruction of grafted tissue can occur, especially if the inflammatory 
response is sufficiently vigorous. Skin grafts from class II knockout mice have been 
placed on SCID or nude recipients reconstituted with CD4 + but not CD8 + T cells. 
These experiments have shown that the class II–deficient grafts can be rejected by 
CD4 + cells alone, but much more slowly than when CD8 + cells are also present ( 144 ). 
The rejection of pancreatic islets is diminished substantially by the reduced expression 
of donor MHC antigens, unless the MHC-deficient islets are placed in xenogeneic 
recipients. In the case of bone marrow transplantation, donor CD4 + T cells destroy only 
class II–expressing recipient hematopoietic cells, with no evidence of damage to the 
hematopoietic microenvironment or of hematopoietic cells not expressing recipient 
class II ( 145 ). Together, these results suggest that indirect CD4 cell–mediated effector 
mechanisms can destroy transplanted tissue under some circumstances, but much less 
efficiently than direct mechanisms. Rejection of class I–only disparate grafts has 
frequently been demonstrated in recipients depleted of CD8 + T cells ( 123 ), even 
though in vitro assays have generally failed to reveal cytotoxic CD4 + cells specific for 
class I alloantigens. These results appear to violate the correlation between graft 
rejection and the ability to measure in vitro cytotoxicity. Rosenberg et al. ( 146 ) and 

McCarthy et al. ( 147 ), however, demonstrated that mice depleted of CD8 + T cells by 
antibody treatment still have a population of cytotoxic precursors (apparently of the CD8 
+ lineage despite the absence of the CD8 antigen) that require in vivo priming and help 

from CD4 + T cells for their activation. These investigators have demonstrated the 
presence of CD4 -, CD8 -, aß + cytotoxic T cells after graft rejection in the mice that 
were treated with anti-CD8 antibodies. These results suggest that depletion of CD8 + 
cells in vivo may not always eliminate all cytotoxic cells of this lineage and that the 

rejection of class I–disparate skin grafts apparently by CD4 + cells alone is not actually 
a violation of the correlation between in vitro CTL activity and in vivo graft rejection. 
However, this conclusion is controversial, and other investigators have suggested that 



they apply only to the very limited antigenic disparities generated by the Bm strains of 
class I mutant mice. These other studies suggest that the larger number of foreign 
peptides generated by more disparate class I antigens are sufficient to generate an 
effector mechanism mediated by CD4 + cells specific for class I peptides presented by 
class II molecules. These results do not distinguish a direct from an indirect effector 
mechanism, since the class II molecules of the donor and recipient are identical in 
these experiments, but they do suggest a lack of correlation between in vivo rejection 

and in vitro cytotoxicity, since CD4 + cytotoxic T cells have not been detected after 
rejection in these experiments. Since CTL activity to minor histocompatibility antigens 
can only be measured in vitro after in vivo priming, minor disparate graft rejection 
provides an opportunity to test whether every case of rejection is associated with the 
development of CTL activity. A particularly good model to test this correlation is the 
rejection of murine skin grafts that differ by only the H-Y antigen since some strains, but 
not others, can reject skin grafts with only this single minor antigen disparity. 
Experiments have indicated that the rejection of H-Y disparate grafts is not always 
associated with measurable in vitro cytotoxicity, while in other cases the development of 
CTLs in vitro occurs despite the absence of graft rejection. This may reflect the 
prevalence of non–CTL-mediated mechanisms of graft rejection in this system, or may 
simply reflect the failure of the in vitro conditions chosen for CTL assays to reflect the 
activity of CTL that indeed play an active role in rejection in vivo. Solid organ graft 
rejection can be correlated with the presence in the graft of proteins and mRNA 
encoding perforin, granzymes, and proteases associated with cell-mediated cytotoxicity 
( 148 , 149 ). The presence in urine of cell-derived RNA encoding perforin and granzyme B 
has been associated with renal allograft rejection ( 150 ). A functional analysis of the role 
of CTL in graft rejection and GVHD has been facilitated by the use of mice deficient in 
one or more effector proteins involved in CTL activity—particularly perforin, granzyme, 
and Fas/Fas ligand (FasL). Although the perforin/granzyme pathway of CTL activity is 
the major cytolytic pathway for CD8 T cells and CD4 cells tend to utilize the Fas/FasL 
pathway, both subsets are capable of both types of cytolytic activity, and the perforin 
pathway is available to both T-cell subsets mediating GVHD ( 151 ). Overall, these 
studies have shown all of these proteins to play contributory roles, but no single protein 
has been found to play a critical role in the induction of solid organ graft rejection, 
GVHD, or bone marrow graft rejection in the presence of clinically relevant mismatches. 
Critical cytotoxic interactions have been identified in a few special situations. For 
example, GVHD directed at isolated class II MHC disparities is markedly reduced in the 
absence of Fas/FasL interactions ( 152 ), and the survival of K b mutant class I–only 
mismatched heart allografts is markedly prolonged in perforin-deficient recipients ( 153 ). 
Another interesting observation is the requirement for donor heart allografts to express 
IFN-? receptor in order to be rejected by CD4 + cells ( 154 ), raising the possibility that 
IFN-? may itself be an effector molecule of graft destruction. Thus, direct cytotoxicity by 
T cells may, perhaps, represent one of several mechanisms for graft destruction and 
GVHD. Other, less direct cytotoxic mechanisms (e.g., TNFa–mediated cytotoxicity) and 
cytokine-mediated activation of accessory cell populations may play redundant roles in 
most settings. 
Analysis of Cells Invading Allografts. Studies using sponge matrix allografts and 
rejecting allogeneic organs have revealed that many types of cells are present during 
graft rejection, including CD4 + and CD8 + T cells, NK cells, and macrophages ( 155 ). 



There are, however, relatively few B cells. Not surprisingly, L-selectin + T cells, which 
migrate through the lymph nodes via receptors on high endothelial vessels and do not 
circulate through parenchymal tissues, are absent from rejecting grafts. Further analysis 
of the invading cells within rejecting allografts has been undertaken by in vitro 
propagation of the T cells derived from rejecting organs. Most reports of such efforts 
have indicated that these T cells are polyclonal and that both cytotoxic and 
IL-2–producing lymphocytes of both CD4 + and CD8 + lineages can be obtained. Many 
T cells seem to be recruited nonspecifically into rejecting grafts, as only a fraction of 
them recognize donor antigens, but only the donor-reactive CTL show evidence of 
having been activated in vivo, as indicated by their ability to respond to donor antigens 
in limiting dilution analyses without further antigen-specific stimulation ( 156 ). Despite 
some early reports suggesting that an oligoclonal T-cell response occurs during 
allograft rejection, these studies may be subject to in vitro culturing artifacts and 
sampling error. Most analyses of the T-cell repertoire of T cells recognizing allogeneic 
MHC molecules have, as expected, revealed a broad, polyclonal repertoire utilizing 
many different Vß. Nevertheless, CDR3 spectratype analysis has shown that, even in 
the setting of MHC disparity, graft-infiltrating cells of long-term rejected human kidneys 
and of acutely rejecting rat heart allografts show a markedly skewed repertoire. 
However, a similar type of skewing has not been evident among T cells infiltrating 
rejecting xenografts ( 157 , 158 ), suggesting that the larger number of 
histoincompatibilities between xenogeneic donors and recipients may result in a 
broader repertoire of responding T cells. Analyses of T cells mediating GVHD in the 
setting of multiple minor histoincompatibilities have revealed a markedly skewed 
repertoire, but still with the involvement of several different Vß families, each exhibiting 
an oligoclonal response ( 159 ). The number of invading T cells in a graft is not 
necessarily related to the speed of the resulting rejection. Whole MHC and class II 
disparate grafts generally elicit dense cellular infiltrates, while class I disparate grafts 
are generally sparsely infiltrated, and only to a similar extent as syngeneic grafts ( 160 ). 
This finding has suggested that certain critical elements of the graft, such as its blood 
vessels, are the actual site of graft destruction and, indeed, endothelialitis is an 
important hallmark of clinically significant rejection activity ( 161 ). The number of cells 
within minor antigen disparate grafts is generally far greater than the number invading 
grafts with class I only differences, even when the rejection of the class I grafts is faster 
( 160 ). 
Cytokines as Mediators of Graft Rejection and GVHD. In recent years, numerous 
studies have been performed correlating the onset of graft rejection with the presence 
of immunologically active cytokines or mRNA encoding them in the graft and, in the 
case of renal transplantation, in the urine ( 150 ). RT-PCR and protein measurements 
have revealed high levels of both Th1 (IL-2, IFN-?) and Th2 (IL-4, IL-5, IL-10) cytokines 
in rejecting allografts. As is discussed below in the section on tolerance, the finding of 
Th2-type cytokines in association with rejection does not support the hypothesis that 
Th2 cytokines are purely anti-inflammatory and prevent rejection. Indeed, under certain 
conditions, when Th1 cytokines are not available (e.g., in various knockout mice), Th2 
have been shown to be capable of inducing allograft rejection, often with a prominent 
infiltration of eosinophils and mast cells. Furthermore, mice with induced mutations of 
signal transducers and activators of transduction (STAT) molecules critical for either 
Th1 or Th2 differentiation are both capable of rejecting cardiac allografts ( 162 ). 



Consistent with the multiplicity of cytokines associated with rejection, the use of 
knockout mice as recipients lacking various cytokines (e.g., IFN-?, IL-2, IL-4) has failed 
to reveal any single molecule that is essential for graft destruction or GVHD. One 
exception is the rejection of established islet allografts in a SCID mouse model, in which 
rejection by adoptively transferred CD8 T cells is critically dependent on IFN-? ( 163 ). 
IFN-? is apparently also critical for the rejection of skin allografts mismatched only at 
class II MHC loci ( 164 ). Additionally, membrane-bound lymphotoxin (TNFß) has been 
shown to play a critical role in CD8 cell–mediated rejection of intestinal allografts in the 
presence of co-stimulatory blockade, perhaps by inducing the production of critical 
chemokines ( 165 ). Paradoxically, the Th1 cytokine IFN-?, and the cytokine that induces 
it, IL-12, have been shown to play inhibitory roles in graft rejection ( 166 ) and GVHD ( 167 

) under certain conditions, and Th2 responses have been clearly shown to contribute to 
graft rejection and GVHD. Nonetheless, a predominance of Th2 cytokines has been 
observed in some rodent models in which solid organ grafts, in the presence of certain 
immunologic manipulations, induce tolerance, and these cytokines have been 
implicated in tolerance induction. These cytokines have been shown to be present and 
to play an active role in tolerance induced by neonatal injection of allogeneic 
lymphocytes ( 168 ). Immune deviation to Th2 has been shown to be capable of inducing 
cardiac allograft acceptance in the setting of minor only, but not major 
histoincompatibilities, suggesting that this strategy may lead to tolerance only when the 
number of alloreactive T-cell clones is relatively small ( 169 ). In a paradox similar to that 
observed for allograft rejection, Th2 cytokines have been implicated in both acute and 
chronic GVHD, but have also been suggested to play a role in inhibiting acute GVHD. A 
reader new to the transplantation field may justifiably be confused by the above 
discussion, as the role of cytokines in graft rejection, GVHD, and tolerance is 
extraordinarily complex, and is far from being completely understood. 
Final Mediators of T-Cell–Dependent Effector Mechanisms The final mediators of 
cell-mediated graft rejection and GVHD may not be T cells themselves, but rather other 
components of the immune system that depend on helper T cells. There are several 
candidate mediators of graft destruction. Classical DTH responses are thought to 
depend on the activation of macrophages by helper T cells through production of IFN-?. 
In turn, the destruction of tissues by activated macrophages may often involve the 
production of toxic molecules such as nitric oxide. Although an effector mechanism 
involving macrophages would appear to lack selectivity, the process might still cause 
limited tissue destruction if the donor cells (such as pancreatic islets) are especially 
sensitive to these inflammatory mediators, or if donor blood vessels in the immediate 
vicinity of the activated cells are especially likely to be injured by the inflammatory 
response. Cytokines are clearly involved in the mechanisms of graft rejection. However, 
most of the obvious examples of their participation involve their role in the helper 
mechanisms of T-cell sensitization. It is likely, however, that some cytokines, such as 
TNFa, may themselves be toxic to allogeneic tissues. A similar situation prevails in the 
setting of GVHD. Cytokines such as TNFa and IFN-? have been shown to play a role in 
the inflammatory cascade involving macrophage activation by LPS from the damaged 
gut epithelium and by IFN-? to release TNFa, nitric oxide, and other mediators that may 
contribute to tissue injury. Studies on the relative roles of various cytolytic mechanisms 
in GVHD pathology have been performed in a variety of models, including irradiated 
and nonirradiated (parent to F1) recipients, various MHC disparities, and models that do 
and do not include a source of donor hematopoietic cells that should be exempt from 



cytolytic effects of donor T cells, and hence can protect the mice from death due to 
hematopoietic failure. It is unwise to extrapolate results from one such system to other 
GVHD models without direct evaluation. Bearing these limitations in mind, in certain 
models, TNFa had been shown to play a critical role in wasting disease and intestinal 
GVHD, and FasL to play a critical role in lymphoid hypoplasia and skin and liver GVHD. 
The perforin-granzyme pathway contributes to GVHD in undefined target organs. 
Overall, the Fas-mediated cytotoxic pathway appears to be of greater importance than 
the perforin pathway in the induction of GVHD. In contrast the perforin/granzyme 
pathway plays a predominant role in antileukemic effects, especially of CD8 cells, and 
selective blockade of the Fas/FasL pathway may ameliorate CD8-mediated GVHD 
without eliminating GVL effects. While the relative contribution of cytokine-dependent 
mechanisms versus direct cell-mediated cytotoxicity to GVHD is still a matter of debate, 
the capacity to induce GVHD with T cells lacking both the perforin-mediated and the 
Fas-mediated pathways of cytotoxicity, even in mice lacking TNFR1-mediated signaling 
pathways, demonstrates the capacity of cytokines alone to mediate significant 
end-organ damage. 

Chronic Rejection (B- and/or T-Cell–Mediated)

Most experimental studies of rejection are performed without immunosuppression and, 
therefore, graft destruction usually occurs within the first several weeks by one of the 
mechanisms described above. In clinical practice, however, the use of 
immunosuppression usually allows graft survival for much longer periods of time. 
Nonetheless, clinical survival statistics reveal that even when 1-year graft survival has 
been achieved, the loss of transplanted organs continues to occur at a rate of about 3% 
to 5% per year and a significant portion of this loss appears to be due to immunologic 
mechanisms. The term “chronic rejection” has been used to describe this late process 
of graft destruction. As immunosuppressive reagents have become more effective at 
controlling acute rejection, chronic rejection has emerged as one of the most important 
problems in clinical practice. Indeed, Fig. 11 shows that while there has been ongoing 
improvement over the past 30 years in the 1-year graft survival rates for kidney 
transplants, the half-life for organs that have survived for 1 year has not changed 
significantly over that entire period of time. As a result of this ongoing loss, only about 
50% of transplants are still functioning 10 years later.

 
FIG. 11. One-year graft survival and chronic half-life over time.



Although almost every type of organ transplant suffers from chronic rejection, the 
pathologic manifestations are different in each case. Kidney biopsies tend to show 
interstitial fibrosis along with arterial narrowing from hyalinization of the vessels. In the 
heart, the process is manifested principally as a diffuse myointimal hyperplasia 
proceeding to fibrosis of the coronary arteries that has often been referred to as 
“accelerated atherosclerosis.” Chronic rejection in lung transplants primarily affects the 
bronchioles with progressive narrowing of these structures, and is referred to as 
“bronchiolitis obliterans.” The liver may be the one type of organ transplant that is 
relatively resistant to chronic rejection, but the progressive destruction of bile ducts 
referred to as the “vanishing bile duct syndrome” may be another manifestation of this 
process.

Some of the causes of chronic graft destruction may not be immunologic in origin. 
Potential factors that have been considered include the initial ischemic insult, the 
reduced mass of transplanted tissue (especially in the case of kidney transplants 
leading to hyperfiltration injury), the denervation of the transplanted organ, the 
hyperlipidemia and hypertension associated with immunosuppressive drugs, the 
immunosuppressive drugs themselves, and chronic viral injury. Nonetheless, while 
these factors undoubtedly contribute to the process, there is a marked difference in 
survival between syngeneic and allogeneic transplants in experimental models. In 
addition, native hearts in kidney transplant recipients do not show manifestations of 
chronic rejection and vice versa. Thus, there is almost certainly an important 
immunologic component in most cases of chronic rejection.

Several important observations regarding chronic rejection have emerged from clinical 
practice. First, the process is frequently associated with the presence of antidonor 
antibodies. This was first recognized in the case of kidney transplants when a high 
correlation was found between the presence of alloantibodies and the hyalinization of 
renal arteries on late biopsy specimens. The same correlation has been found for other 
organs as well. Second, the process of chronic rejection is usually refractory to 
increases in immunosuppressive therapy, in contrast to acute rejection episodes that 
almost always respond to treatment. Third, there is a high correlation between the onset 
of chronic rejection and a history of early acute rejection episodes. Together, these 
clinical observations have suggested to some that chronic rejection is the result of 
chronic B-cell alloantibody production. They have suggested to others that chronic 
rejection requires the early sensitization of the immune system to donor antigens. Both 
suggestions may be correct, but neither the logic nor the evidence fully supports these 
conclusions. In the first place, alloantibody production often reflects indirect T-cell 
sensitization (see below), and hence it might equally well be a marker for other rejection 
mechanisms as opposed to a cause of chronic rejection. In addition, early rejection 
episodes probably reflect primarily the degree of antidonor immunoreactivity, and may 
not themselves be required for chronic rejection. Therefore, even if sufficient 
immunosuppression were given to prevent acute rejection, chronic rejection might still 
occur when the suppression was reduced to levels tolerable over the long term, even if 
acute rejection had never occurred. Finally, experimental studies have suggested that 
the mechanisms of chronic rejection are not absolutely dependent on either antibody 



formation or on the occurrence of acute rejection episodes.

The uncertainties that arise from the interpretation of the clinical data make it important 
to develop experimental models for studying the mechanisms of chronic rejection. It is 
difficult in the laboratory, however, to mimic a process that may take 5 or 10 years to 
develop in patients treated with immunosuppressive drugs. Thus, the effort to study 
chronic rejection experimentally has depended on surrogate short-term pathologic 
markers that are thought to predict the long-term changes of chronic rejection. In 
particular, these studies have concentrated on the development of the myointimal 
proliferation that is thought to be the precursor of the chronic vascular changes typically 
observed in patients. Both in rodents and in pigs, this has often been done with heart 
transplants after an initial period of immunosuppression that prevents acute rejection. 
All of these experimental studies are subject to the caveat that the surrogate pathologic 
lesion occurs much earlier than the typical changes of chronic rejection in clinical 
patients. Thus, the process being studied experimentally may not be the same as the 
clinical process.

Pathologic Manifestations of Experimental Chronic Rejection The typical pathologic 
features of the experimental lesion associated with chronic rejection are shown in Fig. 
12. The marked narrowing of the vascular lumen is caused by the substantial 
proliferation of endothelial and then smooth muscle cells. Associated with this 
proliferation is progressive destruction of the media. In time, the cellular proliferation 
becomes less pronounced and is replaced by concentric fibrosis that narrows the 
vascular lumen. Immunohistologic staining indicates that there is increased expression 
of several adhesion molecules during the early manifestations of this process and easily 
detectable levels of several cytokines and factors, including nitric oxide synthase, acidic 
fibroblast growth factor, insulin-like growth factor, and endothelin. Ultimately, the 
ischemia resulting from vascular occlusion results in fibrosis in the parenchyma of the 
organ, and consequent organ dysfunction ( 170 ). In the case of the lung or the liver, 
chronic injury may cause changes most prominently in the bronchioles or the bile ducts, 
but this is also associated with arterial lumen loss, which may be the primary lesion 
causing bronchiolitis obliterans or bile duct fibrosis, respectively ( 170 ). 

 
FIG. 12. Histology of chronic rejection.

Immunologic Mechanisms of Chronic Rejection Because it is assumed that 
stimulation of direct immune responses is likely to diminish over time as donor APC are 



replaced by recipient APC, it is commonly assumed that the predominant immune 
response that causes chronic rejection occurs through the indirect pathway. The 
evidence supporting this hypothesis was discussed above. Studies in pigs have 
suggested that the vascular changes of chronic rejection are more apt to develop when 
there are class I antigenic disparities than when there are only class II disparities and 
have suggested that the lesion depends especially on CD8 + T cells ( 171 ). Mouse 
studies, however, have indicated that either CD4 + or CD8 + T cells can produce the 
lesion and that either class I or class II antigenic disparities are sufficient to stimulate 
chronic rejection ( 172 ). The finding that class II antigenic disparities are themselves 
sufficient to induce this pathology is consistent with the observation of class II MHC 
expression on the vascular endothelium and medial smooth muscle cells of mouse 
cardiac allografts with these vascular lesions ( 173 ). Since class II MHC is not 
constitutively expressed by murine vascular endothelial cells ( 174 ), indirect recognition 
of donor class II transferred from passenger leukocytes may be responsible for inducing 
an inflammatory response that leads to subsequent up-regulation of class II on the 
donor vascular endothelium. In keeping with the prediction of many clinical studies, 
adoptive transfer experiments into SCID mice have shown that alloantibodies in the 
absence of T cells can induce the typical pathologic vascular changes, and lesions can 
develop in T-cell–deficient mice ( 175 ). However, T cells without B cells have also been 
shown to cause the lesion, although there may be somewhat less tendency to progress 
to end-stage fibrosis. Several studies have indicated that the induction of donor-specific 
tolerance can prevent the development of the vascular changes of chronic rejection, 
although not all of the short-term manipulations that have been effective in preventing 
acute rejection have necessarily prevented the later onset of chronic rejection. 
Remarkably, mice rendered tolerant by neonatal injection of donor splenocytes, or by 
the induction of high levels of lasting, multilineage mixed chimerism with demonstrated 
central deletion of donor-reactive T cells and permanent acceptance of donor-specific 
skin grafts, demonstrate graft vasculopathy in donor cardiac allografts ( 176 ). In the 
same study, immunodeficient SCID mice and Rag1 -/- mice were also shown to be 
capable of developing lesions. Such lesions do not develop in isografts, indicating that 
recognition of allogeneic differences are essential for their development. Together, 
these studies suggest that, in the complete absence of antidonor T-cell reactivity, other 
cell types (possibly NK cells) may induce these types of lesions in cardiac allografts ( 176

 ). In addition, T-cell recognition of cardiac-specific antigens presented by donor MHC 
and not shared by donor hematopoietic cells could play a possible role in the 
development of these lesions in immunocompetent, tolerant mice. From these data, it 
seems likely that multiple immunologic mechanisms may be capable of creating the 
graft arteriosclerotic lesions that are characteristic of chronic rejection, and that T-cell 
alloreactivity is not essential for their induction. Whether there is a critical final common 
mediator involved in all of these pathways is not currently known. However, IFN-? has 
been shown to play an important role in the development of lesions in several models, 
and STAT4-deficient mice, which do not respond to IL-12 and therefore cannot 
generate Th1 responses, show markedly reduced severity of graft vasculopathy 
compared to wild-type mice ( 177 ). Additional data have implicated Th1 responses in 
these lesions, and Th2 responses have been associated with a reduction in them ( 139 ). 
However, Th2 CD4 responses have been hypothesized to play a particularly important 
role in chronic rejection through indirect recognition and induction of antibody 



responses ( 138 ). TGF-ß has been shown to attenuate the lesions, but has also been 
detected within the lesions and implicated in the development of fibrosis. Th1 and Th2 
responses are both profibrotic when they become chronic ( 170 ). Thus, the interplay 
between Th1 and Th2 cytokines in the pathogenesis of chronic rejection is incompletely 
understood. Nonimmunologic factors, such as ischemic/reperfusion injury are believed 
to play a significant role in the ultimate development of chronic rejection ( 170 ), and the 
interaction of injury and immunologic factors deserves further study. A new twist in our 
understanding of this phenomenon has recently arisen from the observation that most 
of the proliferating intimal smooth muscle cells in vessels with graft arteriosclerosis are 
actually recipient-derived ( 178 ). 

PHYSIOLOGIC INTERACTIONS REGULATING GRAFT REJECTION

The preceding sections described the interactions between donor antigens and the 
recipient immune system that lead to graft rejection. This section deals with the 
regulatory elements that control this process. Since the regulation of complement and 
endothelial activation was described in the sections on humoral mechanisms of 
rejection, this discussion concentrates on the regulation of T-cell responses. First, we 
consider the process of T-cell sensitization, and then we consider the interactions 
required between sensitized helper and effector cells, and finally, we consider the 
regulation of effector cell activity.

Regulation of Sensitization

Tissue Damage and Inflammatory Signals Antigen-presenting cells require activation 
and/or maturation before they gain full APC function. These processes, as well as 
changes in chemokine and adhesion molecule expression and hence T-cell trafficking 
to target organs, are controlled by inflammatory cytokines, such as TNFa, IFN-?, and 
IL-1. IFN-? has a potent ability to activate macrophages to become effective APC and 
release chemokines ( 179 ). Tissue injury from any source is an important stimulus for 
releasing such cytokines and thus, the concept that a “danger” signal helps regulate 
graft rejection is important in transplantation immunology. All forms of transplantation 
involve ischemic and traumatic injury to the donor tissue, which may be one of the 
reasons that rejection episodes occur most frequently early after transplantation. In 
addition, later inflammation, either occurring in the transplanted organ or perhaps 
elsewhere in the body, may trigger late rejection episodes. On the other hand, it would 
be wrong to picture the role of nonspecific danger signals as the dominant feature 
controlling graft rejection. For example, skin or heart transplants placed on RAG1 -/- 
recipients can be allowed to heal for long periods before immunologic reconstitution of 
the recipients, but rejection always occurs when this is done ( 180 ). Similarly, even 
achieving organ transplant survival for many years in clinical practice is rarely sufficient 
to allow the cessation of immunosuppression. Thus, it is better to picture the antigenic 
disparity and the recipient’s immunoresponsiveness as the dominant features 
controlling graft rejection, while danger signals may influence the timing, intensity, or 
character of the rejection response. In the setting of allogeneic HCT, production of an 
inflammatory environment in GVHD target tissues by conditioning therapy probably 
plays a very significant role in increasing susceptibility to GVHD (see below). 



Co-stimulatory Signals Involved in T-Cell Activation The special features of APC 
involve not only their ability to present foreign antigens on their surface but also to 
provide additional signals for T-cell activation. This second component of T-cell 
activation is often referred to as the “second signal,” although it more likely involves 
several different elements ( 181 ). The likely components of the “second signal” include 
the cytokines secreted by APC, including IL-12 and IL-1, and signals transmitted after 
binding of T-cell accessory molecules with their ligands on APC. These include the 
interaction of CD4 or CD8 with monomorphic determinants on MHC antigens; LFA-1 
with ICAM-1, 2, or 3; CD2 with LFA-3 (CD48); CD40 with CD40 ligand; CD28 with B7.1 
and B7.2; and the function of 4-1BB, ICOS, OX40, and other newly discovered 
co-stimulatory molecules ( 182 ). In addition, cytokines secreted by T cells and other 
cells, such as IL-2 and IL-15, may further contribute to the “second signal” for other T 
cells. An important feature of the “second signal” is that in the absence of some or all of 
its components, T cells stimulated though their antigen receptor may be anergized (as 
discussed below in the section on tolerance induction). Since many of the cells of a 
transplanted organ are not APC, the induction of anergy would seem likely to be 
initiated after every organ transplant, a process, of course, in competition with the 
activation events stimulated by APC. Soon after transplantation, this competition 
probably favors APC activation since allograft rejection is almost universal, but the 
stimuli may be more evenly balanced months or years after transplantation when the 
donor APC have mostly been replaced by the recipient. 
Down-Regulating Signals after T-Cell Activation It has become increasingly apparent 
in recent years that cell-mediated immune responses are controlled by down-regulating 
interactions, such as by the ligation of CTLA-4 and by the interaction between Fas and 
FasL ( 183 ). In transplantation, there is evidence that high levels of expression of FasL 
on some or all donor tissue cells may prevent rejection and that FasL may be partly 
responsible for lack of rejection when tissues are transplanted to some “privileged 
sites,” such as the testis or the anterior chamber of the eye ( 184 ). However, the 
overexpression of FasL has been shown to lead to a nonspecific inflammatory 
syndrome associated with prominent neutrophil infiltration ( 185 ). Thus, overexpression 
of FasL in pancreatic islets has tended to make them more susceptible to destruction 
rather than protect them from rejection. If the mechanisms by which FasL recruits 
neutrophils can be delineated and this complication avoided, overexpression of FasL 
alone might still not be successful as a strategy for inducing tolerance. FasL expression 
on donor tissues or cells would not eliminate recipient T cells recognizing donor 
antigens through the indirect pathway and, as is discussed above, there are significant 
indirect effector mechanisms for graft rejection. CTLA4 is clearly important in the 
maintenance of self-tolerance, as evidenced by the T-cell lymphoproliferative 
autoimmune syndrome that develops in CTLA4 knockout mice. While CTLA4 has been 
shown to play a role in T-cell tolerance in several models ( 166 ), direct stimulation of this 
pathway has not been attempted as an approach to down-regulating alloimmunity. 
CD28 knockout mice have been found to reject allografts, despite unopposed signaling 
through CTLA-4 ( 186 ), indicating that the absence of CD28 signaling alone is 
insufficient to prevent rejection. Recently, PD1 has been identified as an additional 
down-regulatory molecule expressed by activated T cells, whose ligand is also a 
member of the B7 family. These findings suggest that an approach to preventing 
rejection might be to manipulate these molecular interactions, and it seems likely that a 
better understanding of the down-regulating events controlling immune responses will 



provide new approaches for preventing graft rejection in years to come. 
Regulatory Cytokines Many cytokines play a role in the regulation of graft rejection. 
However, since almost none of the cytokine or cytokine-receptor knockout mice have 
demonstrated a defective phenotype for graft rejection, it is impossible to describe more 
precisely that cytokines provide particular regulatory functions. It is usually assumed 
that IL-2 is important as a helper cytokine for effector T cells, but its role can apparently 
be replaced by other molecules, such as IL-15, which has the stimulatory activities of 
IL-2, but lacks the capacity to promote activation-induced cell death. IFN-? is thought to 
play a role in activating other cells in the process of graft destruction and in 
up-regulating the expression of antigens, especially on donor vascular endothelium. 
However, graft rejection also occurs rapidly in IFN-? knockout mice and IFN-? has been 
shown to play a down-regulatory role in some models of GVHD and solid organ graft 
prolongation. While the mechanism by which IFN-? inhibits graft rejection is not fully 
understood, this cytokine has been shown to have antiproliferative effects on CD4 T 
and CD8 cells ( 166 ), to up-regulate nitric oxide production, which has 
immunomodulatory properties, and to increase T-cell apoptosis via the Fas/FasL 
pathway. Studies in a GVHD model have shown that IFN-? inhibits both CD4- and 
CD8-mediated GVHD, and mitigates the expansion of both T-cell subsets ( 167 ). Several 
studies with anti-inflammatory cytokines, such as IL-10 or TGF-ß, given either 
exogenously or via gene transfer, suggest that these may modify the process of graft 
destruction, while proinflammatory cytokines such as TNFa are thought to enhance the 
process ( 187 ). On the other hand, IL-10 can enhance cytolytic mechanisms of islet graft 
rejection ( 188 ). Both IL-10 and TGF-ß have been suggested to be mediators of 
suppression mediated by regulatory CD4 T cells (see below). Studies of tolerance 
induction have suggested that in some cases shifts in the balance of Th1 and Th2 
cytokines may be important in determining graft rejection versus acceptance. However, 
the difference in outcome based on Th1 versus Th2 production is far from clear, as has 
already been discussed. Thus, while cytokines are undoubtedly of enormous 
importance in causing and regulating the processes of graft rejection, our 
understanding of their role is quite limited at this time. 
Presence of the Transplanted Organ While early rejection episodes occur with most 
types of organ transplants, there are some exceptions to this rule. Kidney and liver 
transplants in mice can survive for long periods without immunosuppression even with 
MHC disparities, and there have been cases of prolonged liver transplant survival in 
pigs without immunosuppression. In addition, many types of rodent transplants, such as 
mouse heart transplants, require only a short course of immunosuppression to achieve 
prolonged survival. Furthermore, in the experimental animal studies, the long survival of 
these transplanted organs often diminishes, or even prevents, the subsequent rejection 
of antigenically identical skin grafts that would have been rejected rapidly by naïve 
animals. Even in clinical transplantation it appears that the long survival of a 
transplanted organ may diminish the rejection response, since much less 
immunosuppression is required late after transplantation than in the early period. Thus, 
there is substantial evidence that the mere survival of a transplanted organ generates a 
powerful regulating force that inhibits the specific antidonor immune response. As 
discussed below, the induction of anergy, as donor grafts lose their APC, is one 
possible mechanism by which this might occur. However, it is also possible that 
down-regulating signals from the allograft, even potentially from allogeneic APC, or that 
changes in cytokine production contribute to the inhibition of graft rejection caused by 
the persistent survival of the organ. There are two important features to emphasize 



regarding the capacity of transplanted organs to regulate their own survival. First, their 
capacity to do so often confuses the results of experimental studies designed to test 
tolerance-inducing strategies. For example, it is frequently reported that a particular 
form of immunosuppression induces tolerance when provided at the time of murine 
cardiac transplantation. While the result may be accurate, the conclusion that the form 
of immunosuppression employed leads to tolerance is not justified. The long survival of 
the transplanted heart, rather than the immunosuppression that achieved it, may be 
responsible for the tolerant condition. This issue can be tested by removing the 
transplanted organ to see if tolerance persists, or by testing the particular form of 
immunosuppression with other types of antigenic challenge from the donor. Second, it 
is important to understand that the processes that down-regulate graft rejection as a 
result of long-term graft survival may be inhibited by the standard forms of 
immunosuppression that are used clinically to achieve excellent graft survival. This is 
probably because many of the standard immunosuppressive drugs inhibit T-cell 
signaling and therefore inhibit active processes of tolerance induction. In other words, if 
T cells never learn that they have encountered donor antigens, they may not generate 
donor-specific mechanisms that inhibit graft rejection. 

Communication between Helper and Effector Cells

APC play a role in regulating immune responses by serving as the focus for the 
interaction between helper and effector cells.

A Three-Cell Model of Helper and Effector Cell Interactions An important tenet of 
fundamental immunology is that the cell–cell interactions that generate an immune 
response generally require intimate contact between the individual cells involved. 
Mitchison ( 189 ) demonstrated this principle in studies of the T–B collaborations leading 
to antibody production. He showed that T cells, B cells, and the APC that stimulate 
them must join together in a “three-cell cluster” to achieve effective collaboration 
between the helper T cells and effector B cells. Findings such as these have led to the 
concept that the cytokines involved in helper function tend to function like 
neurotransmitters, working only between two closely spaced cells, rather than as 
hormones acting over large distances. In addition to Mitchison, others have performed 
experiments suggesting that the “three-cell cluster” model also applies to the 
interactions between helper T cells, effector T cells, and APC involved in graft rejection. 
For example, tail skin grafts from class I mutant mice (Bm7) placed on B6 recipients are 
not rejected, apparently because of a lack of helper stimulation. On the other hand, 
grafts from (Bm12 × Bm7)F1 mice, which express an additional class II–antigen 
disparity, are rejected. A Bm12 graft on one side of a B6 mouse, although itself 
rejected, does not induce the rejection of a Bm7 graft on the other side of the same 
animal, whereas a (Bm12 × Bm7)F1 graft on one side of a recipient does induce 
rejection of a Bm7 graft on the other side. These results suggest that the helper factors 
elicited during rejection of a Bm12 graft cannot function elsewhere in the body to assist 
potential effector cells specific for the Bm7 graft. On the other hand, when both the 
Bm12 and Bm7 antigens are expressed on the same graft, and therefore on the same 
APC, effector cells are generated that can function elsewhere in the body. As 
diagrammed in Fig. 13, it appears that the helper cells, effector cells, and the 
stimulating APC must join together in a “three-cell cluster” to allow efficient helper 



function for graft rejection. An attractive feature of the “three-cell model” is that it 
provides a mechanism for regulating the availability of help. Responses occurring 
elsewhere in the body, perhaps stimulated by environmental pathogens, will not 
generally initiate an immune response to the donor graft. 

 
FIG. 13. Three-cell model of helper–effector interactions.

T-Cell Help for B-Cell Alloantibody Production T-cell help for B-cell alloantibody 
production is an example in which several cell populations need to interact to achieve 
an immune response. Although it is commonly assumed that the B-cell production of 
antibodies to protein (usually MHC) antigens involves first the production of IgM 
antibodies, in a T-cell–independent process, and later the conversion to IgG antibodies, 
requiring T-cell help, studies of alloantibody production, at least after skin graft 
rejection, have actually suggested that even the initial IgM response also depends on 
CD4 + T cells ( 76 ). However, there are two potential pathways by which CD4 + T cells 
might provide help for alloreactive B cells ( 190 ). First, as diagrammed in Fig. 14, 
recipient CD4 + helper cells might recognize donor class II antigens directly while 
recipient B cells recognize donor class I MHC antigens. Alternatively, recipient CD4 + 
cells might recognize donor peptides presented by recipient APC through the indirect 
pathway, and then provide help to recipient B cells that recognize donor antigens 
directly. In the first case, the T and B cells would be in close physical association, but in 
the second case the T cells would interact with the B cells even more intimately, 
through their recognition of the B-cell’s class II antigens presenting donor peptides. 
Experiments to examine these two possibilities have been performed using class II 
knockout mice as either donors or recipients and then testing alloantibody production. 
The results have indicated that there are two levels of help that can be provided by CD4 
+ T cells for B cells. First, the help provided by T cells brought into physical association 
with B cells through the direct pathway allows B-cell IgM production. Second, the help 
provided by T cells sensitized indirectly allows B cells to produce IgM antibodies and to 
convert from IgM to IgG production. This class switching requires cognate help, which 



involves interactions between CD40L on the CD4 T-cell and CD40 on the B cell ( 191 ), 
as well as recognition by the CD4 cell of peptide antigen presented by class II 
molecules on the surface of the B-cell. B cells with Ig receptors specific for the donor 
antigen can most effectively focus the antigen for presentation to T cells recognizing 
peptides derived from these alloantigens. In addition to indicating the importance of the 
indirect pathway in this form of T-cell helper sensitization, these results also suggest 
that the conversion to IgG alloantibody production can be used as a marker to 
demonstrate that indirect sensitization of CD4 + T cells has occurred. 

 
FIG. 14. T-cell help for B-cell alloantibody production.

Can a “Four-Cell Cluster” Activate Effector T Cells? It is easy to picture how donor 
APC, stimulating T-cell responses through direct presentation, provide the focus for a 
three-cell interaction during T-cell–mediated graft rejection, since donor APC can 
express both the helper determinants and the effector determinants necessary to bring 
the two T-cell populations together. On the other hand, when the indirect pathway for 
helper sensitization is considered, recipient APC will not necessarily express donor 
MHC antigens, and therefore will not generally express the same effector determinants 
that are present in the graft. Therefore, if an indirect helper response is to generate 
effector cells that recognize donor antigens directly, CD4 + cells stimulated by recipient 
APC would have to provide help for CD8 + cells that would be sensitized by donor APC. 
The “three-cell model” would not predict that productive helper–effector communication 
would occur under these circumstances. Nonetheless, while the evidence is clear that 
APC from one graft and APC from a second graft cannot work together, there is 
evidence that APC from a graft and APC from the recipient can join in a “four-cell 
cluster” with helper and effector cells to initiate graft rejection ( 135 ). 

Effector Cell Regulation



The third level of regulatory interactions in graft rejection involves the effector cells after 
they have been sensitized by contact with donor antigens and been augmented by 
activated helper cells. Once activated, the effector cells appear capable of functioning 
anywhere in a recipient where they encounter donor antigens, in contrast to the limited 
range of helper function. Nonetheless, the function of effector T cells is controlled by 
regulation of the trafficking of effector cells and by the accessory molecules involved in 
the interaction of effector cells with their target cells.

Adhesion Molecules Regulate Effector Cell Trafficking The regulation of lymphoid 
cell trafficking by adhesion molecules is one of the expanding areas of fundamental 
immunology (see Chapter 10, Chapter 14, and Chapter 26). A key feature of this 
regulation is that naïve T cells are kept within lymphatic tissues and that only activated 
or memory T cells are allowed to circulate into peripheral tissues. This pattern is 
controlled through the expression of L-selectin and its binding to the high endothelial 
venule (HEV) receptor PNAd on lymph node vessels, leading to rolling adhesion. 
Binding of the chemokine SLC to its receptor, CCR7, which is expressed on naïve T 
cells, then provides an inside-out signal that activates the T-cell’s ß2 integrin LFA-1 to 
mediate tight adhesion to the HEV, allowing egress into the lymph node and entry into 
the lymphatic circulation ( 192 , 193 ). In contrast to naïve T cells, activated/memory T cells 
lose L-selectin expression and a subset of memory cells (termed “effector memory” 
cells) do not express CCR7 ( 192 , 193 ). These cells do not enter the lymphoid tissue, and 
may enter nonlymphoid tissues, especially sites of inflammation, via expression of other 
adhesion molecules, such as VLA-4, cutaneous lymphocyte antigen (CLA), a4ß7 
integrin, the functional form of PSGL1, and chemokine receptors such as CCR4, CCR5, 
CCR2, and CCR3 ( 192 , 193 ). Expression of adhesion molecules and chemokines at the 
sites of inflammation controls the entry of cells into foreign tissues. Inflammation alters 
the trafficking patterns of lymphoid cells through the expression of P- and E-selectin, 
ICAM-1, ELAM, VCAM-1, and perhaps other adhesion molecules expressed on 
vascular endothelium ( 194 , 195 ). These molecules bind lymphoid cells, 
polymorphonuclear lymphocytes, and macrophages to sites of inflammation by halting 
their passage within vessels and stimulating the transmigration of these cells across the 
vascular endothelium. The expression of these adhesion molecules changes over time 
in response to various cytokines and other factors ( 194 ). The cellular infiltrate 
associated with graft rejection is a special case of inflammation, and recent studies 
have investigated the unique features associated with allogeneic compared to 
syngeneic grafts. Both types of grafts show a cellular infiltrate during the first several 
days following transplantation, and both types express ICAM and ELAM adhesion 
molecules. By about the fourth day after transplantation, however, allografts can be 
distinguished from syngeneic grafts by the expression of VCAM-1 and the appearance 
of IL-2, IL-4, and IFN-?. Further studies of this type may help to elucidate the regulatory 
elements of effector cell function in graft rejection. The pattern of adhesion molecule 
up-regulation in response to conditioning and BMT has not been well studied. Recently, 
up-regulation of ICAM-1 was demonstrated in the lungs following allogeneic BMT, along 
with a critical role for this adhesion molecule in the induction of post-BMT idiopathic 
pneumonia syndrome ( 196 ). 
Role of Chemokines in Regulating T-Cell Trafficking in Graft Rejection and GVHD 
The probable role of chemokines in controlling T-cell migration to grafted organs has 



been alluded to above. In the last few years, investigators have begun to examine the 
expression of chemokines in rejecting allografts ( 179 ) and in GVHD. These descriptive 
studies are consistent with a major role for this class of molecules in these processes. 
While there has been, to date, limited analysis of rejection and GVHD when specific 
chemokines or their receptors are blocked or in knockout mice, the few studies 
published to date are consistent with a major role for these molecules ( 196 ). Blockade 
of interactions of the chemokine macrophage inflammatory protein 1a (MIP1a) with its 
receptor, CCR5, on murine CD8 + T cells, inhibited liver GVHD in one model ( 197 ). 
CCR5 expression on CD8 cells, but not on CD4 cells, appears to be important for their 
ability to migrate into liver, lung, and spleen in murine GVHD ( 198 ). Of particular interest 
are studies involving mice deficient in the chemokine interferon gamma–inducible 
protein of 10 kD (IP-10), monokine induced by IFN-? (Mig), or their receptor, CXCR3. 
These chemokine–receptor interactions appear to play a significant role in cardiac 
allograft rejection in mice, as donors deficient in the chemokines and recipients deficient 
in its receptor show graft prolongation or acceptance with minimal or no 
immunosuppressive therapy ( 199 ). In addition, CCR1 receptor–ligand interactions 
appear to play an important role in both acute and chronic rejection of cardiac allografts 
in mice ( 200 ). The chemokine fractalkine and/or its receptor CX( 3 )CR1 seem to also 
play a significant role in cardiac allograft rejection in rodents ( 201 ), and blockade of 
CCR5/ligand (MIP-1a and RANTES) interactions has led to significant prolongation of 
cardiac allografts in mice. 
Target Cell Accessory Molecules and Effector Cell Function In addition to altering 
cell trafficking, cell-surface molecules are important in controlling the interaction of 
effector T cells with their targets. The T-cell antigen receptor and CD3 proteins are 
naturally critical in this interaction. In addition, the CD4 and CD8 co-receptors, which 
bind to monomorphic determinants on MHC antigens, are important, as is the 
interaction of ICAM-1 with LFA-1. Of course these same molecules are also involved in 
the early stages of T-cell sensitization, but their additional role at the effector stage 
suggests that interruption of these interactions may alter graft rejection even after T 
cells have been activated. 

MANIPULATIONS TO PREVENT GRAFT REJECTION

The importance of transplantation immunology lies ultimately in the application of its 
principles to clinical transplantation. Thus, the critical issue is to determine how the 
components and regulatory interactions involved in graft rejection might be manipulated 
to allow graft acceptance. One level of immunosuppression involves nonspecific 
approaches, reducing the overall immunocompetence of the recipient to all foreign 
antigens, and the second level seeks to prevent responses only to the antigens of a 
particular donor. Ultimately the goal is to achieve tolerance, which is lasting 
donor-specific nonresponsiveness.

Nonspecific Techniques

Standard Drugs Reviewing the pharmacology of the nonspecific immunosuppressive 
drugs commonly used in clinical transplantation is beyond the scope of this chapter. It is 
important to realize, however, which the major advances in clinical transplantation have 



been made possible largely because of such agents. Most recipients of allogeneic 
organs receive exogenous immunosuppression in the form of combinations of several 
drugs, such as steroids, azathioprine, mycophenolate, cyclosporine, tacrolimus, or 
sirolimus. In general terms, both standard and experimental immunosuppressive drugs 
suppress immune responses by inhibiting lymphocyte gene transcription (e.g., 
cyclosporine, tacrolimus); cytokine signal transduction (e.g., rapamycin, leflunomide); 
nucleotide synthesis (e.g., azathioprine, mycophenolate mofetil); or differentiation 
(15-deoxyspergualin). Corticosteroids have pleiotropic effects, including inhibition of 
T-cell proliferation and cytokine gene transcription ( 202 ). Azathioprine is an analog of 
6-mercaptopurine that acts by inhibiting purine metabolism so as to block cell division. 
Mycophenolate mofetil is a prodrug of the active metabolite mycophenolic acid, which is 
related to azathioprine in its inhibition of purine synthesis. Its effect is limited, however, 
to the enzymatic pathways involved in lymphocyte proliferation, theoretically allowing 
normal development of other hematopoietic elements. However, significant side effects, 
including leukopenia, were observed in double-blind randomized trials comparing 
mycophenolate to azathioprine in renal allograft recipients. A significant reduction in 
rejection episodes, without any overall effect on early graft survival, was observed in the 
mycophenolate groups in these trials. CsA blocks the generation of IL-2 and other 
cytokines by T cells and thereby prevents sensitization ( 203 ). The discovery of 
cyclosporine played a major role in making cardiac and liver allotransplantation feasible, 
and it has become a mainstay of many immunosuppressive regimes. The complex of 
cyclosporine and its cytoplasmic receptor cyclophilin binds to and blocks the 
phosphatase activity of calcineurin, which is an intracellular signaling protein that is 
essential for transcriptional activation of the IL-2 gene. Tacrolimus is a macrolide that 
binds to a member of the intracellular FK506-binding protein (FKBP) family of 
intracellular receptors. The FK506-FKBP12 complex binds to and inactivates 
calcineurin, and thus has effects quite similar to those of cyclosporine. Sirolimus is a 
macrocyclic triene antibiotic somewhat analogous to FK506 ( 204 ). Despite binding to 
the same intracellular binding protein, FKBP12, as FK506, the FKBP12/rapamycin 
complex does not block calcineurin activity. Instead, sirolimus has a different ultimate 
target protein known as the mammalian target of rapamycin (mTOR), and it inhibits 
T-cell proliferation by blocking signal transduction mediated by IL-2 and other cytokines, 
not by inhibiting IL-2 production ( 204 ). Sirolimus has recently been approved for use as 
an immunosuppressive drug in combination with other agents. In addition to the 
standard drugs for clinical transplantation, several other drugs are sometimes used. 
Cyclophosphamide is roughly equivalent to azathioprine in its effects at the doses used 
in transplantation. It is sometimes substituted for azathioprine to avoid particular side 
effects or with the hope of controlling B-cell responses. Prostaglandin E1 has been 
found to be immunosuppressive in some experimental models and it may reduce some 
of the toxicities associated with other agents. Actinomycin D inhibits bone marrow 
function and is used occasionally. 
Experimental Drugs The list of standard drugs will almost certainly be modified in the 
near future by the addition of drugs that are now considered experimental. 
15-Deoxyspergualin is a distinctly different agent that has no effect on IL-2 production 
or utilization. It appears to prevent activated T and B cells from differentiating into 
mature effector cells. It is currently under clinical evaluation for rejection crises and for 
prophylaxis in highly sensitized patients. Leflunomide is an orally bioavailable prodrug 
that is converted to the active metabolite A77 1726, which has shown promise in 
treating acute and chronic rejection in animal models. It prevents lymphocyte 



proliferation both by inhibiting de novo pyrimidine synthesis and by inhibiting the activity 
of tyrosine kinases associated with cytokine receptors. Leflunomide can also prevent 
smooth muscle proliferation, and hence may be beneficial in preventing graft 
vasculopathy. Leflunomide has not only prolonged allo- and xeno-graft survival, but has 
also prevented the production of antidonor antibodies in animal models. Clinical trials 
are also in progress using a new immunosuppressive agent called FTY720. This drug 
has the unusual effect of altering T-cell trafficking, apparently in ways that prevent entry 
of the cells into donor grafts ( 205 ). 
Anti–T-Cell Antibodies Another form of nonspecific immunosuppressive therapy used 
both clinically and experimentally is that achieved with antibodies specific for T cells of 
the recipient. Originally, anti–T-cell antibodies were obtained from heterologous antisera 
prepared against lymphocytes or thymocytes of the recipient species. These powerful 
immunosuppressants are still used in some induction regimens and for the treatment of 
rejection episodes. Their major side effects include serum sickness and infectious 
complications. More recently, monoclonal antibodies such as OKT3, a mouse antibody 
directed against the CD3 antigen of humans, has been used in clinical transplantation. 
Like polyclonal sera, OKT3 is highly efficacious in reversing rejection episodes, and is 
also used in many centers in the first week or two post-transplant to prevent rejection 
episodes. Other pan–T-cell antibodies have been used in clinical trials, including 
CAMPATH-1, which causes prolonged and quite profound depletion of recipient T cells. 
The use of this antibody in combination with very low doses of other drugs has led 
some investigators to suggest that it allows the development of near-tolerance in 
transplant recipients. Numerous experimental studies and a few clinical trials have 
explored the use of monoclonal anti–T-cell antibodies that are more selective for 
subpopulations of T cells. Subset-specific antibodies such as those recognizing CD4 or 
CD8 have helped define the pathways of alloreactivity in animal models, but it is unclear 
whether knowledge of these pathways could be used to predict accurately that 
antibodies will be effective clinically and under what circumstances. Monoclonal 
antibodies to the a chain of the IL-2 receptor (CD25) have been used in an effort to 
achieve greater antigen specificity with anti–T-cell antibodies. Because CD25 is only 
transiently expressed when T cells are activated, such therapy might selectively 
eliminate only those T cells activated at the time of allogeneic challenge. Clinical results 
using humanized versions of anti-CD25 antibodies have demonstrated that they are 
immunosuppressive, but they have not shown evidence of tolerance induction ( 206 ). 
Monoclonal antibodies have also been used to block the effector mechanism of graft 
rejection. Anti-ICAM antibodies are immunosuppressive in monkeys and may function 
at the effector stage, and antitumor-necrosis-factor antibodies have also been tested 
experimentally. Agents that suppress T-cell co-stimulation via CD28 and/or 
CD40-ligand, and anti–CD2 mAbs have shown promise, particularly when given in 
combination, in animal models, and are undergoing clinical evaluation in some cases. 
While monoclonal antibody therapy has been extremely effective ( 207 ), several 
problems still exist. First, the interaction of the monoclonal antibody OKT3 with the CD3 
antigen initially activates T cells, stimulating release of several cytokines, before the 
target cells are depleted. Some of these cytokines, including TNFa, can cause 
significant clinical side effects, including fever, chills, and pulmonary edema. These side 
effects can usually be well controlled, and are seldom life threatening. Second, OKT3 
and many of the monoclonal antibodies that have been evaluated in humans are mouse 
proteins. When these are injected, human recipients generally respond in time with 
antibody production against both constant region and idiotypic determinants of the 



monoclonal antibody ( 207 ). These antibody responses may hinder both repeated 
courses of therapy with the original antibody and treatment with other monoclonal 
antibodies of different specificity, although higher dose therapy can usually overcome a 
recipient’s antibody response. Third, monoclonal antibody therapy may not always 
eliminate the target T-cell population. For example, during OKT3 treatment, cells of 
T-cell lineage expressing CD4 and CD8 antigens, but without the CD3 antigen, usually 
return to the circulation. This phenomenon is referred to as “modulation” of the target 
antigen ( 208 ). In the case of OKT3, the absence of the CD3 surface structure renders T 
cells immunologically incompetent. The loss of other surface antigens, however, may 
not be as immunosuppressive. Finally, OKT3 provides broad, nonspecific 
immunosuppression that renders the recipient significantly immunoincompetent. 
Although OKT3 does not cause permanent nonresponsiveness to environmental 
antigens, it unfortunately does not achieve permanent tolerance to the antigens of the 
graft either. Many of the difficulties associated with monoclonal antibody therapy are 
associated with the constant region of the antibody. For example, T-cell activation does 
not occur when F(ab)'2 antibodies are used, and antiantibody responses by the 
recipient are much weaker in the absence of the constant region. Considerable effort 
has, therefore, been devoted to engineering ideal therapeutic antibodies. One approach 
has been to construct chimeric mouse antibodies with human Fc portions, or to graft the 
hypervariable (CDR3) component of a murine antibody to an otherwise human 
molecule. This latter process is known as “humanizing” a monoclonal antibody from 
another species. Another promising approach has been to couple toxic elements, such 
as ricin or diphtheria toxin, to the antibody ( 209 ). 

Donor-Specific Tolerance Induction

The Need for Tolerance-Inducing Regimens Specific immunosuppression in 
transplantation immunology involves suppression of the immune response to donor 
allo- or xeno-antigens but not to other antigens. The ultimate form of specific 
unresponsiveness is tolerance, in which donor-specific nonresponsiveness is 
maintained permanently without further treatment. Different workers define the state of 
tolerance differently: for some, a state in which a donor organ is accepted without 
immunosuppression, regardless of whether the immune system will accept other organs 
and tissues from the same donor (i.e., whether or not tolerance is “systemic” throughout 
the immune system), qualifies as tolerance; others define tolerance as a systemic state 
of immune nonresponsiveness to the donor. In both definitions, the recipient is capable 
of rejecting organs from a third-party donor, that is, the absence of rejection is specific 
to the donor. For the purpose of this discussion, we will define tolerance as specific 
acceptance of a donor organ, and will qualify the term as “systemic” when it applies to 
the entire immune system. Systemic tolerance is considered by some to be more 
reliable, since it seems less likely to be perturbed and cause graft rejection when 
environmental conditions change in the recipient, such as when a viral infection involves 
the donor organ. The achievement of transplantation tolerance has been the goal of 
transplantation immunology for over 40 years, for three major reasons. First, while 
improvements in immunosuppressive therapy have dramatically increased the success 
of clinical organ transplantation, these drugs are associated with lifelong increased risks 
of infection and malignancy. Chronic drug treatment would not be required in tolerant 
recipients. Second, despite improved immunosuppression, chronic rejection is still a 



major problem, and leads to constantly down-sloping long-term survival curves for 
organ allografts. Chronic rejection is less likely to occur in tolerant recipients. Third, a 
critical shortage of allogeneic organs has increased interest in the use of other species 
as xenogeneic donors. However, immune barriers to xenografts may be even greater 
than those to allografts ( 210 ), and the induction of both B-cell and T-cell tolerance may 
be essential to the ultimate success of xenotransplantation. 
Central and Peripheral Tolerance The mechanisms by which tolerance to 
self-antigens is achieved are described in Chapter 29. For many developing T cells, 
these processes take place in the thymus, which is the central organ for T-cell 
development. Induction of deletional tolerance or anergy among developing thymocytes 
is referred to as “central,” as distinguished from the “peripheral” tolerance that may 
develop among already mature T cells when they encounter antigen in the peripheral 
tissues. Peripheral tolerance may ensue as a consequence of the action of regulatory T 
cells recognizing the same antigen, or by other regulatory mechanisms, or by deletion 
or anergy. Peripheral tolerance mechanisms play an important role in tolerizing T cells 
that recognize tissue-specific self-antigens that may not be encountered in the thymus 
during T-cell development. However, a surprising number of antigens previously 
thought to be “tissue specific” and present only in the periphery have recently been 
found to be expressed in the thymus and to play a role in the induction of central 
tolerance. B cells are also susceptible to tolerance induction by several mechanisms 
during development in the marrow. However, unlike T cells, the term “central” tolerance 
is not generally used in this context, largely because the marrow, the major organ for B 
lymphopoiesis in mammals, is not dedicated exclusively to this activity. B cells can also 
be rendered tolerant upon encounter with antigens in the periphery, as is discussed 
below. 
Mechanisms of Transplantation Tolerance The known mechanisms for inducing T- 
and B-cell tolerance can be grouped into the categories deletion, anergy, and 
suppression. In addition, a graft may simply be ignored by recipient lymphocytes. Each 
of these mechanisms is described briefly below, and a discussion of our current 
understanding of the role of the various mechanisms involved in particular strategies to 
induce transplantation tolerance follows. 
Clonal Deletion 
B Cells. Studies using Ig receptor transgenic mice suggest that B cells are susceptible 
to deletion at particular stages of development upon recognition of membrane-bound 
antigen ( 211 ). Antigen expression on either radio-resistant host cells or on a small 
population of hematopoietic cells appears to be sufficient to delete immature B cells 
specific for that antigen. However, more recent studies have indicated that receptor 
editing is an alternative mechanism that can result in a similar outcome without deleting 
the B cells. In this case, developing B cells with Ig receptors specific for self-antigens 
undergo further rearrangements of their receptors so that they no longer recognize 
self-antigens. Cells of the B1 subset, which are related to the subset of B cells that 
make the natural antibodies responsible for xenograft hyperacute rejection, can be 
deleted by an apoptotic process in mice when their surface Ig is cross-linked by 
cell-bound antigen. 
T Cells. Most central T-cell tolerance occurs via a deletional mechanism due to 
recognition of self-antigens presented by hematopoietic cells and thymic epithelial cells 
( 212 , 213 ). In addition, T cells recognizing self-antigens presented only by 
nonhematopoietic thymic stromal cells may be rendered anergic to such antigens. 
Antigens presented by thymic epithelium may also lead to the development of 



regulatory cells that recognize them and tolerize other T cells in the periphery ( 214 , 215 ). 
Deletion of self-reactive T cells is believed to occur when the avidity of an interaction 
between an immature thymocyte and an APC in the thymus is sufficiently high to induce 
apoptotic cell death ( 216 , 217 ). This high avidity is often due, at least in part, to a 
relatively high-affinity interaction between a rearranged TCR and a self-peptide/MHC 
complex presented in the thymus. TCR with lower affinity for such complexes are more 
likely to survive this process, and other mechanisms are required to prevent their 
activation in the periphery under conditions of, for example, inflammation and antigen 
up-regulation on normal tissues. Several hematopoietic cell types, including DC, B cells, 
and thymocytes, as well as nonhematopoietic cells of the thymic stroma ( 218 ), have the 
capacity to induce intrathymic tolerance by both deletional and nondeletional 
mechanisms. Transplantation tolerance induced by intrathymic deletion should be very 
reliable, since the absence of lymphocytes with reactivity to the donor would ensure that 
a specific response to donor antigens could not be induced under any circumstances. 
Peripheral deletion has also been described for mature T cells upon exposure to 
antigen in vivo. Tolerance, with or without deletion, has been shown to occur following 
CD8 T-cell recognition of antigen expressed only in peripheral tissues in several 
models, and seems to be the natural consequence, under noninflammatory conditions, 
of re-presentation (i.e., cross-presentation) by lymph node DC of self-antigen expressed 
in parenchymal tissues to CD8 + CTL ( 219 ). Peripheral tolerization of CD4 + T cells 
recognizing antigens presented by parenchymal cells has also been reported to require 
re-presentation by hematopoietic cells ( 220 ). In this instance, the tolerance was due to 
anergy rather than deletion. Peripheral deletion of donor-reactive T cells has been 
demonstrated in a transplantation model involving BMT under cover of co-stimulatory 
blockade ( 221 ), or donor-specific transfusion with anti-CD154 mAb ( 222 ), and peripheral 
T-cell apoptosis has been implicated in a model involving tolerance induction with 
anti–CD154 mAb and rapamycin ( 223 ). Two distinct types of deletion have been 
reported to affect activated T cells: one, termed activation-induced cell death (AICD), is 
Fas dependent and promoted by IL-2; the second, termed passive cell death, occurs 
following IL-2 withdrawal, is Fas independent, and is blocked by Bcl-x L expression ( 224 

). Early peripheral T-cell deletion in the model of BMT with co-stimulatory blockade has 
been shown to have features of both AICD and passive cell death ( 225 ), but passive cell 
death appears to play a more important role. AICD seems to play a critical role in 
tolerance induction with anti–CD154 mAb plus rapamycin ( 226 ). In addition, veto cells 
(see below) can delete alloreactive CTL precursors. Recently, a non-veto mechanism 
mediated by CD4 -CD8 -cytotoxic regulatory cells has been reported to lead to the 
deletion of alloreactive CD8 + T cells with the same specificity as the regulatory cells ( 
227 ). 
Anergy Anergy is a state that may result when T cells recognize peptide/MHC 
complexes, but without receiving adequate accessory or co-stimulatory signals. A 
lymphocyte is considered to be “anergic” if it cannot proliferate in response to the 
antigen for which it is specific. T-cell anergy has been associated with altered signaling 
and tyrosine phosphorylation patterns. Frequently, in the case of T cells, the anergic 
state is associated with a lack of IL-2 production, and can be overcome by providing 
exogenous IL-2 ( 181 ). However, a form of T-cell anergy has been described that is not 
overcome by exogenous IL-2 ( 228 ). Numerous methods of inducing T- and B-cell 



anergy have been described ( 181 , 211 , 229 /SUP>). In some cases anergy has been associated with 

TCR or Ig receptor down-regulation ( 211 , 230 ). In the case of B-cell tolerance, the induction of anergy 

versus activation may be dependent on antigen concentration ( 211 ). Anergy can also ensue upon 

recognition of autoantigen during B-cell development. Anergy may be the nondeletional mechanism 

responsible for the rapid tolerance of natural antibody-producing B cells in mice rendered mixed chimeric 

with bone marrow cells expressing an antigen for which natural antibody-producing cells preexist in the 

recipient ( 231 ). T cells typically becomes anergic if they encounter antigen without co-stimulation, but they 

may also undergo anergy if they encounter peptide ligands for which they have low affinity ( 216 , 217 ). It 

appears that thymocytes (in addition to mature peripheral T cells) are also susceptible to anergy induction, 

and this can be induced by antigens presented on both hematopoietic and nonhematopoietic stromal cells. 

Anergy is generally reversible in vivo and can be overcome by infection or by removal of antigen, and 

therefore may not be as robust a form of transplantation tolerance as deletion. While deletion has been 

reported to ensue following the induction of anergy of T cells in the continued presence of antigen, this is 

not a universal outcome of anergy, and anergic T cells have been shown to persist for long periods of time 

in some systems. Anergic T cells have also been shown to have the capacity to down-regulate the activity 

of other T cells, so that they function as “suppressor” or “regulatory” T cells. This regulation may occur via 

conditioning of an antigen-presenting cell by an anergic T cell so that naïve T cells recognizing the same 

or different antigens on the same APC are also tolerized. This important effect may also explain the 

phenomenon known as “infectious tolerance” (see below). 

Suppression Various mechanisms suppressing T-cell and antibody responses have been described. 

Suppression mediated by antibodies and a number of different cell types has been described. Idiotypes 

are unique antigenic determinants that characterize the binding sites of antibody or T-cell receptors. These 

determinants can be antigenic and induce the production of anti-idiotypic antibodies ( 232 ). 

Antibody-mediated suppression could theoretically occur through the recognition of idiotypes of antidonor 

Ig receptors. Anti-idiotypic antibodies can suppress antibody reactivity by directly binding to the 

antigen-binding site of the antibody, and the development of such antibodies has been suggested as one 

of the possible benefits of pre–kidney transplant blood transfusions. Such antibodies have also been 

suggested to contribute to the apparent hyporesponsiveness to noninherited maternal antigens in renal 

allograft recipients. In the past, it was also considered possible that anti-idiotypic antibodies might inhibit 

T-cell recognition of antigen, but this now seems unlikely, given that T cells recognize peptide/MHC 

complexes, whereas antibodies recognize epitopes of intact molecules. It continues to be an intriguing 

question whether normal regulatory mechanisms for B-cell responses might include anti-idiotypes, as 

suggested by Jerne. However, efforts to control transplantation using exogenous anti-idiotypic antibodies 

to either T- or B-cell receptors have been disappointing ( 233 ). Antibodies can also induce tolerance 

through a process known as enhancement. Enhancement is defined as prolongation of graft survival 

achieved by the presence of antigraft antibodies ( 234 ). This phenomenon was first described in 

experiments involving allogeneic tumor growth. Subsequently, Stuart and colleagues and Batchelor ( 235 ) 

demonstrated that enhancing regimens using anti-MHC antibodies and/or soluble antigen could produce 

long-term tolerance for rodent allogeneic kidney transplants. The simple interpretation was that anti-MHC 



antibodies bind to the antigen and thereby block the immune response, but this explanation has not turned 

out to be sufficient. For example, tolerance following enhancement can be transferred by cells and not 

serum from enhanced recipients. Apparently, the administered antibody sets up a host reaction that leads 

to specific immunosuppression. An idiotype/anti-idiotype network would be an attractive explanation for 

this phenomenon. Unfortunately, the spectacular success obtained using enhancement for kidney graft 

survival in rats has not been observed for grafts in other species. Cell populations may also mediate 

suppression. Suppression of T-cell responses has been attributed to both T cells and non–T cells, and 

may show varying degrees of specificity. In some instances, nonspecific suppressive effector molecules 

may be secreted in response to a specific antigenic stimulus, thus conferring apparent specificity. In the 

ensuing discussion, we categorize mechanisms of suppression in terms of the degree of specificity of their 

ability to suppress immune responses. 

Nonspecific Suppression. Nonspecific suppression can result from secretion by cells, in a 

non–antigen-specific manner, of soluble molecules that down-modulate immune function. Such molecules 

include cytokines, nitric oxide, and prostaglandins. Nonspecific suppressive cell populations such as 

“natural suppressor” (NS) cells ( 236 ) have been reported to suppress mitogen responses, antibody 

responses, and T-cell alloresponses. NS cells have a “null” surface phenotype (i.e., do not express 

surface markers of T-cells, B-cells, or macrophages). CD4 -CD8 - (“double-negative”) T-cells expressing 

NK cell markers (NK/T cells) that have nonspecific suppressive activity fit into the “NS” cell definition. 

Activated NK cells have also been reported to have NS activity. Thus, it appears that several different cell 

types may mediate this activity. Soluble factors with widely varying physical characteristics have been 

reported to mediate NS activity. One of these has been identified as TGF-ß. NS cells have been detected 

in normal bone marrow of several species, including humans, and are present in the setting of GVHD, in 

neonatal spleens and in the spleens of rodents treated with total lymphoid irradiation (TLI). Obviously, 

nonspecific suppressive mechanisms would only be of interest for tolerance induction if they could be 

induced temporarily during a critical period when alloreactivity was present. In the absence of mechanisms 

for ensuring specific tolerance, nonspecific suppressive cells offer no advantage over other nonspecific 

immunosuppressive therapies. Facilitation of specific suppressor cell development by natural suppressor 

cells has been described. 

Veto Activity. “Veto” activity, which is the ability to inactivate CTLp reacting against alloantigens 

expressed on the surface of the veto cell ( 237 ), confers suppression of CTL responses directed against 

any antigens shared by the veto cell. CTL themselves, as well as activated NK cells and other 

hematopoietic cells, including CD34 + cells, have been found to have veto activity. While the mechanism of 

vetoing is poorly understood, in some instances it may involve signaling through the MHC class I molecule 

of the CTLp upon ligation by CD8 expressed on the veto cells. However, not all veto cells express CD8, so 

this mechanism cannot explain all veto phenomena. Veto activity has been suggested to involve the 

immunosuppressive cytokine TGF-ß. 

Antigen-Specific Suppression. The concept that regulatory T cells could suppress the reactivity of other 

T cells originated from the studies in the 1970s by Gershon ( 238 ), among others, who demonstrated the 

existence of complex regulatory networks involving several levels of T-cell–mediated suppression. 



Suppressor T cells were found to be CD8 +, but the failure to identify additional markers, the failure to 

identify at the molecular level the I-J MHC locus reported to restrict suppressive activity, and the failure to 

discern clear-cut mechanisms of antigen recognition and presentation and of suppression itself, led to 

general disillusionment with the concept in the 1980s. During this period, however, functional evidence for 

the existence of alloantigen-specific suppressor cells was obtained in several transplantation models, and 

suppressive cells, including natural suppressor cells, NK/T cells, and CD8 cells were cloned in a few 

instances. In several instances, anti-idiotypic T-cell recognition by other T cells was implicated in 

mediating specific suppression of graft rejection, GVH responses ( 239 , 240 ) or autoimmunity. In the last 

few years, the concept that regulatory T cells can suppress graft rejection and autoimmunity has 

undergone a renaissance. This began with the description of the T helper 1 (Th1) and T helper 2 (Th2) 

dichotomy of T-helper cell function ( 241 ). A shift to the IL-4– and IL-10–producing T-helper type 2 (Th2) 

type of response from a proinflammatory Th1 (IL-2– and IFN-?–producing) response has been associated 

with allograft acceptance ( 242 ). Since Th1 and Th2 responses mutually down-regulate one another, these 

observations led to the hypothesis that Th2 responses are tolerogenic. Th2 responses may influence APC 

in a manner that prevents them from providing co-stimulation that could cause naïve T cells to differentiate 

into Th1 cells. Thus, the APC might serve as an important intermediary for this and other “infectious” 

forms of tolerance. For practical purposes, an immune response that is nondestructive and inhibits the 

development of destructive responses could provide a powerful means of ensuring graft acceptance. 

However, most of the data merely demonstrate an association of Th2-dominant responses with graft 

acceptance, and only limited data exist to implicate an active role for Th2 cells in tolerance induction. It is 

clear that Th2 responses are not always benign, as Th2 cells and Th2-associated cytokines can mediate 

or contribute to allograft rejection and GVHD. It has recently been suggested that the xenograft reaction in 

at least one species combination is associated with a predominant Th2-type response. However, 

Th2-associated cytokines have also been detected in accepted xenografts in which “accommodation” had 

occurred. Furthermore, the Th1/Th2 dichotomy of cytokine production is not always clear cut, and future 

studies are needed to better clarify the role of individual cytokines in inducing graft acceptance and 

rejection. More recently, additional subsets of T cells have been described that produce cytokines which 

mediate a suppressive effect on other T cells. In fact, there are now so many partially characterized 

suppressive T-cell populations that it is difficult to deny the importance of regulatory phenomena in 

self-tolerance and regulation of autoimmunity, and in certain transplantation models. In contrast to the 

original description of suppressor cells as being CD8 +, many of the recently described suppressive cell 

populations are CD4 +. A subset of murine and human CD4 + cells (T regulatory cells 1, Tr1) that 

produces IL-10 but not IL-4 has been reported to suppress in vitro responses as well as inflammatory 

bowel disease in vivo ( 243 ). Production of TGF-ß and IL-10 by T cells has been associated with 

suppression of autoimmune diseases induced by oral feeding of antigens ( 244 ). A population of human, 

mouse, and rat CD4 T cells that constitutively expresses CD25 and CTLA4 has been described and 

shown to regulate the development of inflammatory colitis, a variety of autoimmune phenomena, and in 

vitro alloresponses ( 243 , 245 , 246 ). Immature DC can support the in vitro development of IL-10–producing 

CD4 + regulatory T cells ( 247 ). The regulatory cells are themselves hyporesponsive to TCR-mediated 



stimulation, but, like “Tr1,” can be grown slowly in vitro in the presence of certain cytokines, including IL-2. 

Unlike Tr1 cells, the in vitro suppressive function of CD4 +CD25 + “Treg” may not be mediated by IL-10 

and TGF-ß, and the relationship, if any, between these cell types, is unclear. CD25 +CD4 + cells 

generated by in vitro culture with alloantigen and anti-CD40L have been shown to be able to down-regulate 

GVHD, and CD25 +CD4 + cells play a role in tolerance induced by a combination of donor-specific 

transfusion, depleting anti-CD4 mAb, and allogeneic heart transplantation in mice. The roles of CTLA4 

and of the cytokines IL-4, IL-10 and TGF-ß in mediating suppression by Treg are somewhat controversial, 

but there seems to be consensus that suppression requires cell-to-cell contact ( 245 ). In one murine 

system, the in vitro cell contact–dependent suppressive activity of Treg was reported to be mediated by 

cell-surface TGF-ß expression. Both memory and naïve T-cell responses can be suppressed by these 

cells, which are themselves “memory” type on the basis of CD45 isoform expression. Although CD4 cells 

have been the most well-studied targets of this suppressive activity, these regulatory cells can also 

suppress CD8 T-cell reactivity. While the regulatory T cells show specificity for the antigen to which they 

are inducing suppression, the final effector mechanism of suppression appears to be 

non–antigen-specific. T-cell signaling through the cell fate determination receptor “Notch” has been 

reported to induce specific regulatory cell activity ( 248 ). Treg are generated postnatally in the thymus ( 245 , 

246 ), and their presence in insufficient numbers in neonatally thymectomized mice appears to be 

responsible for the development of multiorgan autoimmune disease in susceptible strains. CD4 + 

regulatory cells seem to be responsible for the tolerance induced by allogeneic thymic epithelial grafts 

placed in nude mice ( 249 ). One study suggests that Treg require an intermediate affinity ligand (too low for 

negative selection) expressed on nonhematopoietic cells of the thymus for their positive selection ( 245 ). 

Cortical thymic epithelium has been found to be the site of MHC class II expression required for the 

development of functional Treg ( 214 ). NK/T cells are another subset of T cells with regulatory activity, 

possibly due to the production of Th2-type cytokines. The role of these cells in various transplantation 

models is discussed above in the section on NK/T cells. A double-negative, NK1.1-negative T-cell 

population that suppresses skin graft rejection by CD8 T cells with the same TCR has also been described 

in a TCR transgenic model ( 227 ), and the importance of this cell population in the setting of polyclonal 

T-cell responses remains to be determined. Human CD8 +CD28 - T cells have been reported to suppress 

alloresponses and xenoresponses in vitro. The role of anergic CD4 T cells as suppressor cells has been 

discussed above. Thus, while multiple phenotypes and mechanisms of suppression have been described 

in recent years, much remains to be learned about their mechanisms, the conditions under that they are 

generated in vivo, and the relationships between the various cell populations. 

Lymphocytes Ignoring Graft Antigens (“Ignorance”) Experimental situations have been described in 

which antigens are ignored by T cells ( 230 ) or B cells ( 211 ) that can recognize them. This may be due to 

the presentation of these antigens by “nonprofessional APC” that are unable to activate T cells, or it may 

reflect a failure of recipient T cells to migrate to the antigen-bearing tissue. The level of peripheral antigen 

expression, how recently the responding T-cell has emerged from the thymus ( 230 ), and the presence of 

proinflammatory cytokines and up-regulated co-stimulatory molecules within peripheral tissues may all 



influence the decision of a T-cell to ignore or respond to peripheral antigens. However, in contrast to a 

state of systemic tolerance, “ignorance” may be a more precarious state that can be upset by additional 

immunologic stimuli provoked by inflammation that may be induced, for example, by infections or by 

presentation of antigen on professional APC, as has been described for endocrine allografts that are 

depleted of APC prior to transplantation ( 61 ). 

Strategies for Inducing Transplantation Tolerance 

Strategies to Achieve Central Tolerance 

Mixed Chimerism. The pioneering work of Owen, Medawar, and others, beginning more than 50 years 

ago, led to the observation that hematopoietic chimerism can be associated with a state of donor-specific 

tolerance (reviewed in Charlton et al. [ 250 ]). The capacity of hematopoietic cells to induce tolerance 

results largely from their ability to induce intrathymic clonal deletion of thymocytes specific for antigens 

expressed by the hematopoietic cells. Thus, bone marrow engraftment can reliably induce tolerance to the 

most immunogenic allografts, such as fully MHC-mismatched skin grafts and small bowel grafts. In view of 

this powerful tolerance-inducing capacity, it may seem surprising that hematopoietic cell transplantation 

has not yet been routinely applied to the induction of tolerance in man. However, bone marrow 

transplantation for tolerance induction in rodents has typically involved recipient treatment with lethal 

whole-body irradiation to eliminate mature recipient T cells and to make hematopoietic “space” for the 

marrow allograft. Removal of mature donor T cells before transplantation can prevent GVHD. Under these 

circumstances, a new immune system can develop that is tolerant to both donor and recipient antigens. 

While this approach has been successful in rodents, MHC-mismatched allogeneic bone marrow 

transplantation in larger animals, including humans, has proved to be less successful and more dangerous 

because of the high toxicity associated with myeloablative conditioning, and the inordinately high risks of 

GVHD and engraftment failure ( 251 ). Therefore, it will be essential to develop more specific and effective 

methods of overcoming the barriers to marrow engraftment with minimal GVHD risk before this highly 

effective approach to tolerance induction can be routinely used in patients. Achievement of this goal will 

require an understanding of the immunologic and physiologic obstacles to the engraftment and function of 

allogeneic and xenogeneic hematopoietic cells. Cadaveric organ transplantation is often performed in the 

setting of complete or near-complete HLA disparity. It would be most desirable to achieve a state of mixed 

hematopoietic chimerism rather than full donor reconstitution in completely MHC-mismatched 

combinations. Three advantages of mixed chimerism over full chimerism are described below. First, 

mixed chimerism can be achieved with less toxic (nonmyeloablative) conditioning regimens than those 

that lead to full donor chimerism. In addition to being less toxic, nonmyeloablative regimens allow recovery 

of host hematopoiesis, so that life-threatening marrow failure does not occur, even in the event that 

rejection of donor marrow occurs. Second, compared to fully allogeneic chimeras, improved 

immunocompetence has been observed in mixed chimeras, which contain host-type APC in the peripheral 

tissues, presumably because these allow optimal antigen presentation to T cells that have developed in 

the host thymus, and that therefore preferentially recognize peptide antigens presented by host-type MHC 

molecules. Although the premise that hematopoietic cells do not participate in positive selection is 

controversial and has recently been challenged ( 252 ), studies of antiviral CTL responses in mixed 

chimeras showed exquisite specificity for recipient-derived MHC restricting elements ( 253 ). In mixed 



chimeras, hematopoietic cells from both the recipient and the donor locate to the thymus and hence delete 

both host-reactive and donor-reactive T cells, resulting in a peripheral T-cell repertoire that is deleted of 

cells that recognize the donor or the host. Although nonhematopoietic thymic stromal cells have some 

capacity to induce deletional tolerance, the capacity of hematopoietic cells, especially DC, to do so, is 

particularly powerful. Thus, because there are host- as well as donor-derived hematopoietic APC in the 

thymi of mixed (but not full) chimeras, intrathymic deletion of host-reactive cells in addition to 

donor-reactive cells occurs in mixed chimeras to a greater extent than in full chimeras. While there are 

clearly other mechanisms by which host-reactive T cells can be tolerized in this setting, tolerance due to 

T-cell anergy can be broken under certain conditions, whereas T cells deleted in the thymus stand no 

chance of causing pathology under any circumstance. As might be expected, tolerance induced by 

intrathymic deletional mechanisms is systemic, as shown by both in vivo and in vitro studies ( 213 ). In 

mixed chimeras prepared with a nonmyeloablative regimen consisting of low dose (3 Gy) TBI, T-cell 

depleting mAbs and thymic irradiation, systemic tolerance is reliably achieved ( 254 ). While anergy may 

play a role in tolerizing the few peripheral T cells that escape depletion with mAbs in this model, long-term 

tolerance appears to be maintained purely by a deletional mechanism. Administration of donor 

MHC-specific antibody to eliminate donor chimerism from established mixed chimeras leads to a loss of 

tolerance, and to the de novo appearance in the periphery of T cells with Vß that recognize superantigens 

presented by the donor. However, if the recipient thymus is removed prior to elimination of chimerism with 

antibody, specific tolerance to the donor is preserved, and donor-reactive TCR do not appear in the 

periphery ( 255 ). Thus, chimerism is needed only in the thymus and not in the periphery in order to ensure 

persistent tolerance. This is consistent with a purely deletional mechanism, since anergy and suppression 

generally require the relevant antigen to maintain the tolerance. The result also demonstrates that the 

thymus is sufficiently functional in senescent mice to generate donor-reactive T cells if donor antigen is not 

continuously present in the thymus. Since thymic APC are continually turning over, this emphasizes the 

need for true hematopoietic stem cell engraftment at sufficient levels in order to ensure an uninterrupted 

supply of donor APC in the recipient thymus for the life of the mixed chimera. The absence of suppressive 

tolerance mechanisms makes these animals particularly vulnerable to breaking of tolerance when 

nontolerant T cells emerge from the thymus after intentional depletion of donor antigen, or after 

exogenous administration of nontolerant host-type T cells ( 255 ). Several approaches have been 

developed to permit the use of bone marrow transplantation to achieve mixed chimerism and specific 

tolerance. The use of total lymphoid irradiation (TLI) plus bone marrow transplantation has been studied 

extensively in rodents. The long bones are shielded during the radiation preparative regimen, so that bone 

marrow transplantation results in mixed chimerism rather than full donor reconstitution. While organ 

allograft tolerance has sometimes been achieved, TLI as the sole conditioning modality for BMT has only 

variably permitted the induction of mixed chimerism and tolerance in large animals, and this has often 

been associated with considerable toxicity ( 257 ). A trial of donor BMT with fractionated TLI in high-risk 

patients receiving renal allografts was not associated with chimerism, and significant toxicity was also 

observed ( 258 ). Mice treated in this way have been shown to be both resistant to GVHD and tolerant to 

skin grafts from donor but not third-party animals. The mechanism by which TLI induces this tolerance is 



incompletely understood and its success varies depending on the species involved. In rodent models, 

Th2-type responses appear to predominate when antigens are introduced following TLI, and this Th1 to 

Th2 shift may play a role in permitting graft acceptance. This cytokine shift may be facilitated by the 

predominance of NK/T cells (previously referred to as natural suppressor cells) detected in the lymphoid 

tissues of TLI-treated mice ( 236 , 259 ). Mixed chimerism can also be achieved in rodents by administering 

a combination of T-cell–depleted syngeneic and allogeneic bone marrow cells to lethally irradiated 

recipients. Mixed bone marrow chimeras are fully immunocompetent ( 260 ) and are specifically tolerant to 

subsequent skin grafts from the donor ( 261 ). In recent years, an evolving understanding of the minimal 

requirements for achievement of lasting chimerism have moved the mixed chimerism approach to 

tolerance induction toward clinical application. These requirements are summarized in Fig. 15, and their 

delineation began with the demonstration that fully MHC-mismatched marrow engraftment and specific 

tolerance could be achieved by pretreating recipients with depleting doses of anti-CD4 and anti-CD8 mAbs 

along with a sublethal dose (6 Gy) of total body irradiation (TBI) ( 262 ) or even with a minimally 

myelosuppressive dose of TBI (3 Gy), if additional selective irradiation was given to the thymic area 

(referred to as “thymic irradiation” [TI]) ( 254 ). TI is needed to overcome residual alloreactivity that persists 

in the thymus, since mAb doses that effectively deplete peripheral T cells are insufficient to deplete 

alloreactive thymocytes ( 263 ). TI also creates some hematopoietic “space,” leading to increased donor 

pluripotent stem cell engraftment, and additionally increases the intrathymic engraftment of donor 

thymocyte progenitors, which appears to be under separate regulation from hematopoietic “space.” 

Because the conditioning regimen does not ablate the recipient’s hematopoietic system, and hence is 

referred to as “nonmyeloablative,” a state of mixed hematopoietic chimerism is achieved when allogeneic 

marrow engrafts. Recently, a number of modifications have made these conditioning regimens even less 

toxic. These include the replacement of TI with a second injection of depleting anti–T-cell mAbs, with 

pretransplant CsA treatment, or with a co-stimulatory blocker. Both TI and host T-cell depleting mAbs can 

be omitted by using co-stimulatory blockade. TBI can be omitted by administering very high marrow 

doses, and all preconditioning can be eliminated by giving a high dose of fully MHC-mismatched donor 

marrow followed by a single injection of each of two co-stimulatory blockers or repeated injections of 

anti-CD40 ligand. Apparently, the administration of very large hematopoietic cell doses can overcome the 

requirement to create “space” with myelosuppressive treatment in order to achieve marrow engraftment ( 

264 ). 

 



FIG. 15. Requirements for induction of long-term mixed hematopoietic chimerism.

Several other regimens involving various combinations of anti–T-cell antibodies, irradiation, and 

immunosuppressive drugs, have also permitted the achievement of mixed chimerism in both large and 

small ( 264 , 265 ) animals. The successful induction of tolerance in a primate model using nonmyeloablative 

induction of mixed chimerism ( 265 ), combined with murine studies demonstrating the utility of mixed 

chimerism followed by delayed donor lymphocyte infusions (DLI) as an approach to achieving 

graft-versus-leukemia effects without GVHD ( 264 ) has been used as the basis for a clinical trial of mixed 

chimerism induction followed by DLI for the treatment of patients with ematologic malignancies ( 266 ). 

Success with this approach led to a pilot evaluation of combined kidney and bone marrow transplantation 

with this nonmyeloablative regimen in patients with renal failure due to multiple myeloma, which provided 

the first demonstration that transplantation tolerance could be achieved using nonmyeloablative allogeneic 

BMT ( 267 ). The ability to replace recipient T-cell depletion with co-stimulatory blockade in the murine 

models is encouraging for several reasons. First, it has been difficult to achieve T-cell depletion with 

antibodies in large animals and humans that is as exhaustive as that achieved in the above rodent 

models, perhaps due to the use of inadequate doses or suboptimal reagents. A second concern is that, if 

sufficiently exhaustive T-cell depletion could be achieved in humans, T-cell recovery from the thymus 

might be dangerously slow, especially in older individuals. With increasing age, the adult human thymus 

becomes progressively more sluggish in achieving immune reconstitution after ablative treatments or with 

antiretroviral therapy in patients with HIV infection (reviewed in Haynes et al. [ 268 ]). However, it is also 

clear that normal adults do have thymic function, even in old age ( 268 ), and the capacity for regeneration 

and “rebound” thymopoiesis in an individual whose thymus has not been subjected to injury by the above 

agents is largely unknown. Nevertheless, it would clearly be desirable to minimize the degree and duration 

of T-cell depletion used in protocols for the induction of mixed chimerism. The ability to do this by 

replacing some or all ( 264 ) of the T-cell–depleting antibodies with a single injection of co-stimulatory 

blockers is therefore of considerable interest. While long-term tolerance is maintained by intrathymic 

deletion in mixed chimeras prepared with co-stimulatory blockade ( 264 ), the mechanisms of initial 

tolerance in animals receiving BMT under cover of co-stimulatory blockade instead of T-cell depletion are 

not fully understood. Large numbers of alloreactive T cells present in the peripheral lymphoid tissues of 

these animals must be tolerized. Peripheral deletion of donor-reactive cells through a combination of 

activation-induced cell death and “passive cell death” appears to play a role. However, donor-specific 

tolerance is complete in mixed lymphocyte reactions by 1 week post-transplant, when deletion of 

donor-reactive CD4 cells is only partial ( 264 ), suggesting that mechanisms in addition to deletion are 

involved in the early tolerization of peripheral CD4 cells by donor bone marrow in the presence of 

co-stimulatory blockade. Although attractive because they do not require host T-cell depletion, one 

limitation to the use of co-stimulatory blockade in place of peripheral T-cell depletion to achieve allogeneic 

bone marrow engraftment is that it is not 100% successful, that is, a fraction of animals fails to achieve 

permanent chimerism or donor-specific skin graft acceptance. Either CTLA4Ig or anti-CD154 mAb 

overcame the requirement for thymic irradiation in mice receiving a T-cell depletion regimen that was in 



itself insufficient to permit induction of lasting chimerism. In fact, a single injection of anti-CD40L mAb is 

sufficient to allow BMT to induce tolerance of CD4 cells in mice receiving an injection of depleting 

anti-CD8 mAb. The anti-CD40L mAb is required only to block the interaction between CD40L and CD40, 

and not to target activated T cells for depletion or to signal to the CD4 cell ( 264 ). These results indicate 

that CD4 cell–mediated alloresistance to bone marrow grafts is exquisitely dependent on CD40-CD40L 

interactions. This is somewhat surprising, since CD40-independent pathways can activate APC to induce 

antiviral CD4 cell responses. Much remains to be learned about the mechanisms by which CD4 T cells are 

tolerized to alloantigens when APC activation via CD40 is blocked. GVHD does not occur in the rodent 

models discussed above, despite the use of unseparated donor bone marrow cells (BMC). This is most 

readily explained by the continued presence of the T-cell–depleting or co-stimulatory blocking antibodies in 

the serum of the hosts at the time of BMT ( 269 ). These levels are sufficient to prevent alloreactivity by the 

relatively small number of mature T cells in the donor marrow. 

Gene Therapy of Autologous Marrow for Induction of Tolerance. An alternative to using allogeneic 

hematopoietic engraftment to achieve tolerance is to reconstitute recipients with autologous bone marrow 

cells that have been transduced with genes encoding foreign transplantation antigens. This approach has 

permitted markedly prolonged survival of class I–disparate skin grafts bearing the class I gene that was 

introduced into the autologous marrow. If the genes selected encode particularly important antigens (such 

as those determining class II antigens), then tolerance to these antigens may have a significant effect on 

the rejection of subsequent grafts expressing these and other transplantation antigens, and may lead to 

transplantation tolerance ( 270 ). In fact, fully MHC-mismatched allogeneic kidneys are accepted with a 

12-day course of cyclosporine in miniature swine that have been lethally irradiated and reconstituted with 

autologous marrow transduced with a donor class II molecule. 

Extension of Mixed Chimerism Approach to Xenotransplantation. Host treatment with mAbs to T cells 

and NK cells along with sublethal irradiation has also permitted rat marrow engraftment in mice, resulting 

in mixed xenogeneic chimerism and donor-specific tolerance. Both ?d T cells and NK cells play a very 

significant role in rejecting rat marrow, but not allogeneic marrow, in mice ( 218 ). Once mixed chimerism is 

achieved in the rat-to-mouse species combination, donor-specific tolerance is observed at the level of both 

T cells and B cells ( 104 , 271 ). Despite this complete T- and B-cell tolerance, the levels of donor chimerism 

decline gradually over time. One explanation for this decline is the competitive advantage of autologous 

marrow over xenogeneic marrow in nonmyeloablated hosts. A competitive advantage of recipient mouse 

marrow over xenogeneic rat marrow has been demonstrated and shown to become increasingly evident 

as recovery of the host from low-dose TBI occurs. Species specificity or selectivity of cytokines, adhesion 

molecules, and other signaling molecules probably account for this advantage. Although chronic host NK 

cell depletion did not mitigate the gradual decline in rat chimerism in mice ( 271 ), this does not prove that 

host NK cells are tolerized to the xenogeneic donor, since the competitive disadvantage of rat marrow 

discussed above may overshadow the effect of chronic NK cell–mediated rejection. The question of 

whether newly developing NK cells are tolerized by induction of mixed chimerism is especially relevant to 

xenotransplantation. Although this question has not been addressed in xenogeneic chimeras, it is relevant 

to discuss what has been observed in mixed allogeneic chimeras. NK cell tolerance in mixed allogeneic 



chimeras might require that each individual NK cell express inhibitory receptors for two completely 

disparate sets of MHC molecules on donor and host cells. However, observed changes in the expression 

of Ly-49 receptors among donor and host NK cells of mixed allogeneic chimeras are not consistent with 

such a mechanism. The presence of the MHC ligand (on hematopoietic or nonhematopoietic cells) for a 

given Ly-49 receptor leads to an antigen dose–related reduction in the level of that receptor on donor and 

host NK cells ( 83 , 264 ), suggesting that Ly-49 receptors are down-modulated by interactions with their 

ligand, rather than being calibrated to a specific level, as has been suggested ( 272 ). In vitro cytolytic 

assays showed a lack of tolerance of donor and host NK cells from mixed chimeras to the host and donor, 

respectively, but these results are at variance with in vivo studies demonstrating NK cell tolerance in mixed 

chimeras ( 272a), irradiation chimeras, and mice with mosaic expression of an MHC transgene (Tg) ( 82 , 

83 ). In vitro studies of NK cells from mice with mosaic expression of a class I MHC transgene showed that 

the continued presence of cells lacking the transgenic MHC antigen was essential for the maintenance of 

this in vitro unresponsiveness ( 82 ). Thus, a better understanding of the level and nature of NK cell 

tolerance in mixed allogeneic and xenogeneic chimeras is needed. Achievement of xenogeneic 

hematopoietic repopulation has proved to be an even more formidable challenge in highly disparate 

(discordant) species combinations. Hematopoietic function depends on interactions between adhesion 

molecules and their ligands, and on a number of specific molecular interactions between the stroma and 

hematopoietic cells. Human and pig progenitor cells have been shown to be capable of repopulating 

murine recipients at low levels, but the species specificity of critical regulatory molecules may be limiting. 

Administration of exogenous donor species–specific cytokines can partially overcome this barrier, and 

high levels of porcine hematopoietic stem cell engraftment have been achieved in immunodeficient mice 

transgenically expressing the porcine hematopoietic cytokines IL-3, stem cell factor, and GM-CSF ( 273 ). 

Macrophages also play a significant role in resisting engraftment of xenogeneic marrow from highly 

disparate species ( 274 , 275 ), and it seems likely that these and other cellular components of the innate 

system recognize foreign lipids and carbohydrates on highly disparate xenogeneic cells via specific 

receptors. Pigs are widely believed to be the most suitable xenogeneic donor species for transplantation to 

humans, but transplantation from this species is impeded by the presence in human sera of Nab that 

cause hyperacute rejection of porcine vascularized xenografts. In humans, the major specificity 

recognized by Nab on porcine tissues is a ubiquitous carbohydrate epitope, aGal. Humans lack a 

functional a1-3Gal transferase (GalT) enzyme, as do GalT knockout mice, which also make anti-aGal 

Nab. Both preexisting and newly developing B cells producing anti-aGal antibodies are tolerized by the 

induction of mixed chimerism in GalT knockout mice receiving aGal-expressing allogeneic or xenogeneic 

marrow ( 264 ). The induction of mixed xenogeneic chimerism prevents hyperacute rejection, acute 

vascular rejection, and cell-mediated rejection of primarily vascularized cardiac xenografts ( 104 ). 

Long-term mixed xenogeneic chimeras produced in GalT knockout mice lack anti-aGal surface-Ig–bearing 

cells in the spleen, and show tolerance in ELISPOT assays ( 264 , 276 ). Thus, mixed xenogeneic chimerism 

has the capacity to tolerize xenoreactive T cells, antibody-producing cells, and possibly NK cells. 

Xenogeneic Thymic Transplantation. Because of the difficulties encountered in inducing xenogeneic 

hematopoietic cells to migrate to a recipient thymus and induce central tolerance, an alternative approach 



might involve replacement of the recipient thymus with a xenogeneic donor thymus after host T-cell 

depletion and thymectomy. Immunocompetent mice treated in this way demonstrate recovery of CD4 + T 

cells in xenogeneic porcine thymic grafts ( 277 ). These cells repopulate the periphery, are competent to 

resist infection ( 278 ), and are tolerant of donor antigens in MLR, and even by the stringent measure of 

xenogeneic porcine skin grafting. Tolerance to both donor and host develops, at least in part, by 

intrathymic deletional mechanisms in these animals, and this reflects the presence of class II high cells 

from both species within the thymic graft ( 278 ). Since MHC restriction is determined by the MHC of the 

thymus, it is surprising that T cells which differentiated in a xenogeneic thymus are able to respond to 

peptide antigens presented by host MHC. Using TCR transgenic mice on selecting and nonselecting MHC 

backgrounds, it has been demonstrated in mice receiving porcine thymic transplants that positive selection 

is mediated only by porcine thymic MHC, with no influence of the murine class II + cells that are detectable 

in the grafts ( 279 ). However, the excellent immune function achieved in these mice and in humans 

receiving HLA-mismatched allogeneic thymic transplantation for the treatment of congenital thymic aplasia 

(DiGeorge syndrome) ( 280 ), suggests that “restriction incompatibility” may not be a major obstacle to the 

achievement of adequate immune function. Perhaps this high level of cross-reactivity, even between 

species, reflects the fact that MHC reactivity is inherent in unselected TCR sequences ( 281 ). Recently, it 

has been demonstrated that human T cells can be rendered specifically tolerant of the porcine donor 

during development in xenogeneic porcine thymus tissue grafted to immunodeficient mice ( 282 ). Thus, 

xenogeneic thymic transplantation has promise as an approach for the induction of T-cell tolerance across 

species barriers, and efforts to extend this approach to a pig-to-primate model are underway (see below). 

Transplantation of allogeneic and concordant xenogeneic thymic tissue obtained from fetuses before the 

time that hematopoietic cells have seeded the organ can also induce a form of tolerance that permits skin 

graft acceptance. However, the mechanism of tolerance in such animals is unlikely to be deletional, as 

donor-specific mixed lymphocyte reactions are preserved. Active suppression has been implicated in the 

allogeneic model ( 283 ), and studies in the pig to mouse thymic transplantation model described above 

also suggest a possible role for suppression. Transplantation of xenogeneic thymic tissue into congenitally 

athymic recipients has frequently resulted in the development of a multiorgan autoimmune syndrome, 

possibly due to the lack of recipient-type thymic epithelium needed for the development of regulatory cells 

with specificity for certain antigens ( 214 ). This complication occurs much less frequently in 

thymectomized, T-cell–depleted mice receiving porcine thymic transplants ( 278 ), possibly due to the 

persistence of regulatory cells derived from the host thymus prior to thymectomy and T-cell depletion. 

Development of Chimerism and Tolerance without T-Cell–Depleting or Myelosuppressive 

Treatment 

Developmentally immunoincompetent recipients. In theory, fetuses might be permissive for 

engraftment of allogeneic hematopoietic stem cells, not only because of their immunologic immaturity, but 

because “space” might be available in their hematopoietic systems, so that engraftment could be achieved 

without host conditioning. Since prenatal diagnosis of a number of congenital diseases has become 

possible, there is renewed interest in the possibility of injecting allogeneic or xenogeneic PHSC to 

preimmune fetuses. Intrauterine injection of allogeneic hematopoietic stem cells has been used 



successfully to correct immunodeficiency diseases diagnosed in utero in human fetuses ( 284 ). However, 

chimerism was only detected in the T-cell compartment afflicted by the congenital deficiency, and not in 

other hematopoietic lineages. In view of this result and the observation of only low levels of chimerism in 

preimmune normal mouse fetuses and sheep receiving in utero transplants ( 285 ), the concept that 

hematopoietic “space” is present in preimmune fetuses is open to question. Co-administration of donor 

stromal cells may enhance xenogeneic hematopoiesis induced by such injections ( 286 ). In a large animal 

model, successful engraftment of enriched human PHSC populations has been successfully achieved 

without GVHD ( 287 ), raising hopes that this approach could be used for a broader spectrum of disorders 

in human fetuses. However, the ability of in utero HCT to induce transplantation tolerance has been 

somewhat unpredictable ( 288 ). Untreated neonatal rodents can be rendered tolerant of alloantigens by the 

administration of allogeneic hematopoietic cells shortly after birth. The mechanisms responsible for this 

phenomenon of “neonatal tolerance” are slowly being unraveled. Lasting microchimerism and even 

sufficient levels of chimerism for flow cytometric detection have been observed in some neonatally 

tolerized mice, and evidence to support both intrathymic and extrathymic deletional mechanisms has been 

obtained in some, but not other, strain combinations ( 289 ). Furthermore, the presence of microchimerism 

does not always predict skin graft tolerance in recipients of allogeneic lymphocytes perinatally, and 

nontolerant animals can still maintain microchimerism following rejection of donor skin grafts. Thus, it is 

not surprising that several additional mechanisms have been implicated in rodents in which neonatal 

tolerance has been induced. First, tolerance cannot be easily broken by the infusion of nontolerant 

host-type lymphocytes in neonatally tolerized animals ( 239 , 289 ), and this has been attributed to the 

presence of suppressive T-cell populations ( 239 ). The ability of neonates to mount host-anti-graft 

responses may be essential for the induction of these suppressive cell populations when donor antigen is 

given. In contrast, when deletional tolerance is induced in animals in which the preexisting peripheral 

T-cell response has been fully ablated (e.g., mixed chimeras prepared with the myeloablative or 

nonmyeloablative regimens described above), the absence of suppressive cell populations makes it easy 

to abolish tolerance by the infusion of nontolerant host-type lymphocytes ( 290 ). Second, neonatal mice 

have a tendency to produce Th2 responses, and these have been implicated in donor-specific skin graft 

acceptance ( 168 ). However, neonatal mice are capable of mounting CTL and Th1 responses under 

certain conditions. Third, the ability of allogeneic spleen cell infusions to induce tolerance has been 

suggested to reflect the high ratio of non–co-stimulatory APC (T and B cells) in donor inocula to recipient T 

cells in the neonate, rather than to any unique susceptibility to tolerance induction ( 291 ). 

Adult recipients. Based on the recent observation that microchimerism can exist for many years in the 

tissues of human recipients of solid organ allografts recipients who did not receive hematopoietic cells 

transplants, it has been hypothesized that microchimerism, resulting from emigration of passenger 

leukocytes from the graft to recipient tissues, leads to a state of donor-specific tolerance ( 292 ). However, 

this hypothesis is controversial ( 293 ), and it is currently unclear whether microchimerism induces 

tolerance or is even an epiphenomenon that reflects either tolerance or adequate immunosuppressive 

pharmacotherapy. “Microchimerism,” which requires highly sensitive techniques for its detection, should 

be distinguished from the mixed chimerism discussed above, in which multilineage chimerism is readily 



measurable by flow cytometry. There are several mechanisms by which microchimerism might, in theory, 

induce peripheral T-cell tolerance. These include nonprofessional APC function of donor-derived B or T 

cells that can tolerize responding T cells. In addition, veto activity of T cells, NK cells, and other cell types 

eliminates CTL reactive against antigens expressed on the veto cells ( 294 ). In addition to these 

mechanisms by which chimerism might induce peripheral tolerance, donor leukocytes migrating to 

recipient thymi might induce central tolerance among T cells that develop subsequent to the time of donor 

engraftment. Recent evidence shows that adult rodent liver grafts contain self-renewing hematopoietic 

stem cells ( 295 ), and DC progenitors have been detected in the marrow of mice that spontaneously 

accept mouse liver allografts. Numerous attempts have been made to demonstrate a relationship between 

microchimerism and tolerance. However, lasting microchimerism does not appear to play a role in several 

animal models of tolerance in which the issue has been carefully examined, and tolerance is by no means 

ensured in the presence of microchimerism. It has also become increasingly clear in humans that 

microchimerism neither denotes a state of tolerance nor is required to maintain an allograft under all 

circumstances ( 293 ). Recently, several groups have evaluated the ability of donor bone marrow cell 

infusions given without recipient myelosuppression or T-cell depletion to enhance graft survival. Such 

transplants can be associated with significant risks from possible immunosuppressive effects of the 

transplant and from GVHD. The administration of donor marrow with solid organ allografts with standard 

chronic immunosuppressive therapy has augmented microchimerism. While no significant impact on 

acute rejection episodes or immunosuppressive medication doses were observed, the incidence of 

chronic renal allograft rejection was significantly reduced upon longer follow-up in one of these series ( 296 

). Of note, the level of donor chimerism, while low, increased over time following the transplant in patients 

who did not have rejection episodes ( 296 ). These studies did not include intentional peripheral T-cell 

depletion of the hosts. In a primate model that includes recipient pretreatment with antilymphocyte serum 

for T-cell depletion, and, for optimal results, total lymphoid irradiation, veto cells in donor bone marrow that 

inactivate recipient CTLp may promote graft acceptance. However, only a fraction of recipients show 

long-term graft acceptance, with the best results obtained when the donor and recipient share a DR class 

II MHC allele ( 297 ). In the primate bone-marrow transplantation model described in the preceding 

paragraph, no myelosuppressive treatment was included in the host-conditioning regimen, and, not 

surprisingly, only very low levels of chimerism were detected. In contrast, macroscopically detectable, 

though transient, chimerism has been observed in an otherwise similar primate model that includes a 

sublethal dose of host irradiation ( 265 ). The concept that myelosuppression must be used to create 

“space” in the hematopoietic compartment in order to allow donor hematopoietic cells to engraft has long 

been widely accepted. The mechanism by which myelosuppression promotes marrow engraftment is not 

fully understood, and could include both the creation of physical niches due to the destruction of host 

hematopoietic cells, and the up-regulation of cytokines that promote hematopoiesis. In syngeneic BMT 

recipients, a low dose of total body irradiation is required to make physiologic “space” for engraftment of 

syngeneic marrow cells given in numbers similar to those that could be obtained from marrow of living 

human allogeneic marrow donors. However, this requirement can be overcome by the administration of 

very high doses of syngeneic marrow. Furthermore, engraftment of high doses of allogeneic marrow can 

be achieved without myelosuppressive treatment in mice that receive T-cell–depleting mAbs or 



co-stimulatory blockade. This approach has been successfully extended to a full haplotype-mismatched 

porcine model ( 264 ). Importantly, these studies demonstrate that multilineage mixed chimerism and 

lasting, systemic deletional tolerance can be achieved without requiring recipient T-cell depletion or 

myelosuppression. Greatly increased stem cell doses can be obtained clinically following repeated 

phereses of G-CSF–treated donors. However, additional measures, such as techniques for in vitro 

expansion of PHSC, might be necessary to practically allow administration of PHSC doses of the same 

magnitude as those used in the animal studies that exclude chemotherapy and irradiation. 

Strategies to Achieve Peripheral Tolerance There are numerous animal models in which peripheral 

T-cell tolerance has been induced, generally by mechanisms that are not fully understood. Evidence for 

anergy has been obtained in a few models, and recently, a role for regulatory cells has been found in 

many (see below). Some of these models were discussed above in the descriptions of the various 

mechanisms of tolerance induction. In the following, we discuss some of the strategies being evaluated for 

the induction of peripheral tolerance, and consider what is known about the mechanisms involved. The 

discussion is by no means inclusive of all approaches to achieving graft acceptance. It should be borne in 

mind by the reader that many of the strategies for inducing “tolerance” to primarily vascularized rodent 

allografts such as hearts and kidneys rely heavily on the capacity of the organ graft itself to induce 

tolerance, and that the tolerance thereby achieved is not systemic. Most of these tolerant states do not 

extend to the more stringent test of primary skin allografting. Since there are major differences between 

rodents and large animals in the biology of such grafts, perhaps due in part to the constitutive expression 

of class II MHC on endothelia of large animals but not rodents, many of the strategies that are effective for 

primarily vascularized allografts in rodents do not translate readily into tolerance in large animals and 

humans. Thus, a thorough understanding of the mechanisms involved in tolerance induction and 

successful extension to large animal models are important criteria to fulfill before these approaches can 

be attempted in humans as a substitute for chronic immunosuppressive therapy. 

Donor-Specific Transfusion (DST) or Administration of Autologous Cells Transduced with 

Allogeneic MHC Genes. DST and donor antigen-transduced recipient cells have a limited capacity to 

induce tolerance across certain histocompatibility barriers in rodents. Numerous mechanisms have been 

implicated in this phenomenon, some of which were discussed above. DST and donor MHC 

gene-transduced recipient cells ( 298 ) used in combination with partially depleting anti-CD4 mAb and 

cardiac allografting more effectively induce tolerance to donor hearts. Administration of autologous bone 

marrow transduced with a single donor MHC antigen appears to allow induction of tolerance to other 

antigens expressed by the cardiac allograft donor in untreated and anti-CD4 mAb–treated mice ( 299 ), and 

similar observations have been made in lethally irradiated miniature swine receiving donor kidneys after 

reconstitution with autologous marrow transduced with a donor class II gene ( 133 ). The mechanisms of 

tolerance in the murine DST recipients have been shown to involve regulatory CD4 cell populations that 

are also capable of suppressing donor-specific indirect alloresponses in vitro ( 300 ). The Th2 cytokine IL-4 

has been shown to play a limited role in the T-cell–mediated regulation in this model, but IL-10 appears to 

be critical for the function of the CD4 +CD45RB low regulatory cell population ( 300 ). The fact that 

transduced autologous marrow is superior to donor-type marrow at inducing tolerance in the murine model 



( 133 ) may reflect the power of regulatory mechanisms to tolerize T cells recognizing donor antigens 

through the indirect pathway when donor and recipient antigens are expressed on the same APC. Linked 

suppression from T cells recognizing donor antigens directly to those recognizing them indirectly may 

likewise explain the ability of haplo-identical, but not fully mismatched, allogeneic APC-depleted kidney 

grafts to induce tolerance in rats ( 301 ). 

Co-stimulatory Blockade, With or Without Infusion of Donor Cells. Attempts to induce tolerance in 

transplantation models have included the introduction of alloantigen on non–co-stimulatory APC, such as 

cells whose antigen-presenting activity has been impaired by ultraviolet irradiation. It is possible that 

donor-specific transfusions facilitate tolerance induction ( 298 ) because of their resting B-cell and T-cell 

contents, both of which may be non–co-stimulatory, and can present antigen in a manner that induces 

tolerance. Efforts to induce tolerance by blocking the B7/CD28 co-stimulatory pathway have enjoyed 

success in animals receiving vascularized allografts or pancreatic islet xenografts under cover of 

CTLA4Ig, a synthetic soluble molecule that contains the B7-binding portion of CTLA4, one of the T-cell 

ligands of B7. CTLA4Ig blocks CD28 binding to both B7 molecules, B7-1 and B7-2. This appears to 

combine with the tolerogenic capacity of primarily vascularized organ allografts in rodents. The ability of 

differential blocking of B7-1 or B7-2 with specific mAbs to selectively drive Th1-type or Th2-type T-cell 

responses is controversial, and the distinct functions of each of these B7 molecules have not been clearly 

defined. Evidence in a rat renal allograft model suggests that CTLA4Ig may favor the development of Th2 

responses, rather than inducing anergy ( 302 ). Recent studies have demonstrated the importance of 

interactions between CD40 ligand (CD40L) on T cells and CD40, which is expressed not only on activated 

B cells, but also on a variety of APC. Signaling through the interaction of CD40 on APC with its T-cell 

ligand (CD40L, CD154, which is expressed transiently on activated CD4 + cells) is necessary for the 

conversion of certain nonprofessional APC, such as resting B cells, to functional APC. In addition to being 

necessary for Ig class switching by B cells ( 191 ), signaling through CD40 leads to up-regulation by B cells 

and other APC of B7 expression, as well as other co-stimulatory molecules, class II MHC, and cytokines 

such as IL-12 ( 303 ). Thus, the CD40–CD40L interaction augments the provision of cognate help for B-cell 

activation and also plays an important role in activating APC so that they can optimally co-stimulate T-cell 

activation. This APC activation is a major facet of CD4 T-cell–mediated “help” for CTL generation ( 303 ). 

Administration of DST under cover of blocking anti-CD40L mAb leads to prevention of islet allograft 

rejection. In thymectomized mice, the combination of DST and anti-CD40L leads to long-term skin graft 

survival in fully MHC-mismatched recipients. In euthymic mice, only a small fraction of animals achieve 

long-term skin graft survival with this treatment. DST in this model seems to be important in allowing the 

deletion of donor-reactive CD8 T cells to occur ( 222 ), and can be replaced by CD8 depletion with mAb. 

CD4 cell depletion led to rapid rejection of donor skin grafts, suggesting that a CD4 + regulatory population 

may be important in inducing and maintaining tolerance. However, adoptively transferred lymphocytes 

from “tolerant” mice slowly rejected donor-type skin grafts in secondary recipients, and did not suppress 

rejection by naïve T cells ( 304 ). Xenogeneic skin graft prolongation is also observed with DST and 

anti-CD40L ( 305 ). Even without DST, cardiac allograft survival is markedly prolonged in the absence of 

CD40 signaling ( 306 ). However, anti-CD40L more effectively and reliably blocks CD4-mediated than 



CD8-mediated rejection ( 307 , 308 ), and does not prevent chronic graft arteriosclerosis ( 309 ). Graft 

prolongation in association with CD40L–CD40 blockade or CD28 blockade has been associated with a 

Th2-dominant immune response ( 302 ), which may play a role in the development of graft arteriosclerosis. 

The combination of CTLA4Ig and anti-CD40L antibody seems to provide particularly potent 

immunosuppression, with the ability to markedly prolong the survival of primary skin allografts and 

xenografts, without inducing tolerance. When performed in extensively MHC-mismatched combinations in 

euthymic recipients, these studies have achieved functional tolerance only in rodent models of cardiac or 

islet allografts ( 310 ) or islet xenografts ( 311 ), and not in the more stringent models of primary skin grafting 

or large-animal vascularized organ or islet allografts, in which prolongation has been seen without 

long-term tolerance ( 307 , 312 ). The extent to which skin graft survival is prolonged by co-stimulatory 

blockade appears to depend on genetic factors determining the extent to which CD8-mediated 

alloreactivity is suppressed, with considerable variation among recipient strains ( 313 ), an observation that 

is of considerable relevance to the application of this approach in outbred humans. One exception is the 

use of a short course of rapamycin with anti-CD40L and CTLA4Ig, which allows long-term acceptance of 

primary skin allografts across full MHC barriers in mice ( 314 ). However, unlike mixed chimeras induced 

with co-stimulatory blockade or T-cell depletion, in which the systemic nature of tolerance can be readily 

seen in MLR or CML assays ( 264 ), none of these other approaches have been shown to lead to systemic 

tolerance. Co-stimulatory blockers have also proved beneficial in inhibiting GVHD in BMT recipients. This 

has been achieved with in vivo mAb treatment, in which B7/CD28 blockade or anti-CD40L mAb inhibits 

GVHD ( 315 ). Anti-CD40L mAb allows achievement of engraftment in sublethally irradiated NOD mice 

without GVHD ( 316 ), and pre-BMT exposure of donor T cells to recipient alloantigens in the presence of 

anti-CD40L inhibits GVHD via a mechanism involving CD25 + regulatory CD4 cells ( 317 ). Clinically, a 

reduced incidence of acute GVHD has been observed in leukemic patients receiving HLA-mismatched 

BMT that had been exposed to recipient alloantigens in the presence of CD28 blockade with CTLA4Ig ( 318

 ). The 4-1BB/4-1BBL co-stimulatory interaction has also been shown to play a role in GVH reactions and 

GVL effects of alloreactive CD4 and CD8 T cells ( 319 ). The mechanisms of tolerance induced by organ 

transplantation with co-stimulatory blockade are only partly understood. Calcineurin inhibitors such as 

cyclosporine and FK506, which block priming for AICD by IL-2, have been shown to block graft 

prolongation induced by co-stimulatory blockade and rapamycin, apparently due to the prevention of 

IL-2–induced priming for AICD ( 314 ). Consistently, IL-2 has been shown to play an essential role in the 

induction of tolerance with CTLA4Ig and cardiac allografts ( 166 ). Somewhat surprisingly, however, Fas 

and TNFa receptors do not appear to be required for tolerance induction with this method ( 166 , 314 ). In 

the model involving BMT with co-stimulatory blockade ( 221 ), CsA only partially inhibits deletion of 

donor-reactive T cells in the periphery, and does not block induction of lasting chimerism and CD4 cell 

tolerance ( 264 ). In models involving co-stimulatory blockade with or without BMT, passive (associated with 

cytokine withdrawal) cell death ( 320 ) appears to play a critical role in peripheral deletion and tolerance 

induction ( 264 , 314 ). Despite the observation that Th1-associated cytokines are associated with graft 

rejection, IFN-? plays a critical role in graft prolongation induced with combined CD40–CD28 

co-stimulatory blockade, DST with CD28 blockade ( 166 ) and DST with CD40 blockade ( 304 ). As 



mentioned above, IFN-? has several known mechanisms for down-modulating T-cell responses, but the 

relevant mechanisms in the co-stimulatory blockade models are unclear. Linked suppression and 

“infectious tolerance” have been demonstrated in mice receiving minor histocompatibility 

antigen-mismatched, MHC-identical skin grafts under cover of anti-CD40L and CD8 cell depletion, and in 

mice accepting islet allografts after treatment with CTLA4Ig ( 321 ). CD8 T cells are not tolerized by this 

method, and tolerance is not achieved in euthymic mice. Such mechanisms seem unlikely to be 

sufficiently powerful to maintain primary skin allograft tolerance in the MHC-mismatched setting. They do 

not appear to play a major role in maintaining the long-term tolerance induced by co-stimulatory blockade 

with BMT, since tolerance and chimerism are obliterated by the infusion of relatively small numbers of 

nontolerant recipient-type spleen cells in this model ( 321a). Since hematopoietic stem cell engraftment 

ensures complete central deletional tolerance in these long-term chimeras and peripheral deletion is also 

complete over time ( 264 ), there may be insufficient donor-reactive T cells present to maintain suppressive 

mechanisms, even if they are involved in the initial peripheral tolerance induction. The donor-specific 

transfusion (DST) model alluded to above is of particular interest for comparison to the mixed chimerism 

model, since both models involve the use of hematopoietic cells in the presence of co-stimulatory 

blockade, but only the mixed chimerism model allows engraftment of hematopoietic stem cells and 

intrathymic deletion as a mechanism maintaining tolerance in the long term ( 264 ). Indeed, DST and 

anti-CD40L allow long-term skin graft survival in the majority of animals only if they are thymectomized 

prior to transplant ( 304 ). The inability to maintain tolerance in the presence of a thymus indicates the 

failure to establish central tolerance in the absence of substantial hematopoietic chimerism. In addition, 

the inability to resist breaking of tolerance by new thymic emigrants in this model argues that powerful 

peripheral regulatory mechanisms (suppression) are not operative in these animals. However, regulatory 

mechanisms may play a role in the initial suppression of CD4-mediated alloresponses, since depletion of 

CD4 cells abrogated skin graft acceptance ( 304 ), and both CTLA4 and IFN-? have been shown to play an 

important role in the induction of tolerance in this model ( 166 , 264 , 304 ). Antibody to CTLA4 accelerates 

allograft rejection in CD28-deficient mice ( 322 ), and increases GVHD, GVL, and marrow rejection ( 323 ), 

indicating that this molecule is involved in down-modulating alloresponses in vivo. It is currently unclear 

whether tolerance inhibition by anti–CTLA4 mAb is due to depletion of regulatory cells and/or to blockade 

of the CTLA4 molecule itself. CTLA4 signaling stimulates several pathways that may be associated with 

tolerance, such as antiproliferative and anergy-inducing signals, T-cell apoptosis, and production of 

TGF-ß. 

Antibodies to T Cells and Adhesion Molecules. Combined treatment with mAbs against LFA-1 and its 

ligand ICAM-1 has been reported to induce profound tolerance in murine recipients of fully mismatched 

cardiac and islet allografts. Success with primary skin allografts has only been achieved with isolated class 

I or II mismatches ( 324 ). The mechanisms include anergy of donor-reactive CD8 + T cells, with preserved 

antidonor CD4 responses. Th2 cytokines have also been implicated in this long-term graft survival ( 324 ). 

While primary heart graft tolerance is induced with this approach, simultaneous grafting of primary skin 

and heart grafts from the same donor results in rapid rejection of both. Bone marrow rejection and GVHD 

have also been inhibited by anti–LFA-1 mAbs. The LFA-1–ICAM interaction appears to have 



co-stimulatory in addition to adhesive activity, making it difficult to discern the mechanisms of these in vivo

 effects. Blockade of VLA-4–VCAM-1 interactions has been reported to lead to cardiac allograft 

prolongation and, in some cases, long-term acceptance ( 325 ), and combinations of LFA-1/ICAM and 

VLA-4–VCAM blockade have also been evaluated. Tolerance to MHC-matched, minor antigen–disparate 

skin allografts can be achieved by treatment with nondepleting anti–T-cell mAbs. This leads to “infectious 

tolerance,” in which CD4 + T cells, rendered incapable of rejecting the allograft in the original recipients, 

can render naïve T cells unresponsive in secondary recipients. These tolerant T cells can, in turn, tolerize 

naïve T cells in tertiary recipients. CD4 + regulatory cells were shown to be capable of inhibiting rejection 

by presensitized CD4 + and CD8 + cells in this model. While Th2 may play a role in this infectious 

tolerance, a Th1 to Th2 shift may not fully account for the tolerance in the above model ( 321 , 326 ). 

Anti-CD2 and anti-CD3 mAbs have also been used in combination to induce tolerance to nonvascularized 

heart allografts. IL-4 has been shown to play an important role in this tolerance, and IL-10 has been 

implicated as well ( 327 ). Tolerance has also been achieved with anti-CD2 alone in rats receiving 

vascularized heart allografts, and anti-CD2 plus anti-CD28 has shown efficacy in mouse heart allograft 

recipients. Nonmitogenic anti-CD3 mAbs have been shown to inhibit GVHD in mice and to reverse 

autoimmunity in NOD mice. Anti-CD45RB antibodies, given alone or especially when used in combination 

with anti-CD40L, provide a powerful means of achieving skin graft prolongation and tolerance to islet 

allografts ( 328 ). Tolerated islet allografts show reduced expression of Th1 cytokines and increased Th2 

cytokines, and T cells show an apparent conversion from the CD45RB high to the CD45RB low phenotype ( 

328 ). Since the Treg described above are CD45RB low, it is tempting to speculate that this conversion in 

phenotype may be related to the acquisition of suppressive T-cell function. 

Total Lymphoid Irradiation. The use of TLI in conjunction with BMT, and the potential mechanisms of 

tolerance induced by TLI, were discussed above. TLI has also been evaluated as immunosuppression for 

organ transplantation without BMT, and has been successful in about one-third of baboons. In clinical 

transplantation, TLI has been reported to be beneficial, although it is cumbersome and toxic, especially in 

the case of cadaver–donor transplantation ( 258 , 329 ). Donor-specific tolerance has been demonstrated in 

a small number of patients in whom immunosuppressive therapy was terminated following kidney 

transplantation under cover of TLI ( 330 ). One of these patients was studied 12 years after 

immunosuppression withdrawal, and shown to have active antidonor MLR and no evidence for 

microchimerism ( 330 ). TLI used in conjunction with antithymocyte globulin has been shown to induce 

tolerance to kidneys and hearts, respectively, in a portion of monkeys and dogs. 

The Use of Dendritic Cells for Tolerance Induction. Considerable interest has been focused on the 

potential of immature or genetically modified DC to induce T-cell tolerance. Examples of DC inducing 

deletion and anergy have been discussed above. As has already been discussed in the section on 

regulatory cells, stimulation with immature DC, or with DC expressing a ligand for Notch, can lead to the 

development of regulatory T cells ( 331 ). Attempts to intentionally immunize with “tolerogenic” DC have 

been associated with prolonged survival of heart, islet, and kidney allograft survival in rodent models, 

usually without permanent survival ( 331 ). The strategies used involved the administration of immature DC 



lacking co-stimulatory molecule expression, DC genetically engineered to inhibit NF?B activity, viral IL-10– 

and TGF-ß–transfected DC, CTLA4Ig-transfected DC, and administration of CD8a + “lymphoid” DC. While 

success with these approaches has thus far been limited, future developments in the ability to generate 

large numbers of DC and in understanding their homing and other aspects of their biology may lead to 

further improvement. The combination of DC administration with co-stimulatory blockade may be 

particularly promising. 

A Large Animal Model of Peripheral Tolerance Induction. MHC-defined, partially inbred miniature 

swine have provided a very instructive model allowing delineation of the role of various 

histoincompatibilities in tolerance and rejection in large animals. Studies of pig renal transplantation have 

demonstrated that spontaneous tolerance can be induced by organ grafts in large animals, provided that 

MHC antigens are matched. The ability to achieve such tolerance is dependent on one or possibly two 

non–MHC-linked genetic loci in the recipient animals. The presence of the “acceptor” phenotype also 

permits the spontaneous acceptance of single haplotype class I–mismatched kidney grafts ( 9 ). Graft 

acceptance is associated with donor-specific CTL unresponsiveness, apparently due to a deficiency in 

help for these CTL, and not due to a deletional mechanism. The requirement that class II antigens be 

matched between donor and recipient in order for this tolerance to be achieved may reflect the influence of 

a major difference in class II antigen expression that exists between large and small animals. Unlike large 

animals and man, in which class II antigens are expressed constitutively on vascular endothelial cells, the 

corresponding endothelial cells of rodent species do not express MHC class II molecules. Consistent with 

this interpretation, the use of a short course of CsA can facilitate the ability of renal allografts to induce 

tolerance in rodents across fully MHC-mismatched barriers, but tolerance induction in swine requires class 

II matching between donor and recipient for uniform success. Thus, in class II–matched, class 

I–mismatched porcine donor–recipient pairs, a 12-day course of high-dose (10 mg/kg/day) CsA permits 

long-term renal allograft acceptance in 100% of cases ( 9 ). Animals accepting such allografts are 

systemically tolerant to the donor’s class I and minor antigens, as indicated by the fact that the accepted 

graft can be removed and replaced by a second donor-matched graft, which is accepted without 

immunosuppressive therapy. This ability of CsA to facilitate tolerance induction, and the ability of 

exogenous IL-2 to prevent the induction of tolerance in this model ( 9 ), are consistent with the 

interpretation that induction of tolerance of donor class I–reactive CTL is due, at least in part, to the 

absence of adequate T-cell “help” during the time of initial exposure to antigen. A selective decrease of 

expression of the Th1-associated cytokine IFN-? relative to the Th2-associated cytokine IL-10 has been 

observed in these accepted grafts ( 332 ). The thymus appears to play a role in the induction of tolerance 

among preexisting peripheral T cells in this model, as removal of the host thymus prior to kidney 

allotransplantation leads to rejection ( 333 ). The possible mechanisms responsible for this role of the 

thymus in inducing peripheral tolerance phenomena are discussed elsewhere in this chapter. The kidney 

allograft itself clearly plays an important role in the tolerance induced in this model. Class II–matched 

cardiac allografts are not accepted after a similar short course of CsA, but they are accepted if grafted to 

animals that are tolerized in this manner to kidney allografts bearing the same mismatched class I alleles 

as the donor heart ( 334 ). While the mechanisms of this regulation are incompletely understood, cells that 



specifically suppress antidonor CTL responses have been detected in the blood of tolerant, but not naïve, 

animals ( 335 ). 

Relationship between Peripheral T-Cell Tolerance and Central Tolerance The distinction between 

central and peripheral tolerance may not always be clear. In some systems, passenger leukocytes might 

emigrate from the graft to the host thymus and tolerize subsequently developing thymocytes. In addition, 

however, the thymus may be capable of tolerizing T cells that were already in the periphery at the time of 

organ grafting. In the pig model described above, the thymus appears to play a role in the induction of 

tolerance among preexisting peripheral T cells ( 333 ). It is possible that T cells that are activated in the 

periphery by the organ allograft recirculate to the thymus, as has been described ( 336 ), and encounter 

donor antigen there in ways that inactivate the T cells. This could be a mechanism for ensuring that T cells 

activated in the periphery of an animal are switched off if the same antigens are present on intrathymic 

leukocytes. Additionally, the migration of donor antigen to the thymus may result in the development of T 

cells that specifically recognize the donor antigen and down-regulate the activity of destructive alloreactive 

T cells when they enter the periphery. The role of the thymus in the development of Treg has already been 

discussed above. Finally, it is possible that recent thymic emigrants are required for the development of 

regulatory cells. However, this possibility is somewhat inconsistent with the observation in mice, rats, and 

humans that Treg express a phenotype associated with memory cells rather than naïve T cells. A second 

situation in which the boundary between central and peripheral tolerance is blurred arises when donor 

antigens are injected intrathymically in order to induce tolerance. The initial idea underlying this approach 

was to use antibody treatment to deplete peripheral T cells and to induce central tolerance among 

recovering T cells by direct introduction of antigen into the thymus. However, more recent studies have 

shown that tolerance can be induced by intrathymic injection of soluble alloantigens without peripheral 

T-cell depletion ( 337 ). Since removal of the thymus before or within the first few days of allografting results 

in rejection of the allograft ( 131 ), the thymus must play an active role in tolerizing preexisting peripheral T 

cells, possibly by one of the mechanisms proposed in the preceding paragraph. In fact, evidence has been 

obtained to suggest that donor-reactive T cells must recirculate to the recipient thymus to induce tolerance 

in this model ( 338 ). Active regulatory cell populations have been reported in rats receiving intrathymic 

injections of allogeneic BMC ( 339 ). These results are consistent with the role of suppressive cell 

populations in tolerance induced by thymic allografts or xenografts. There is an important role for the 

allograft in inducing tolerance in animals receiving intrathymic injection, and in other models in which a 

preexisting peripheral T-cell repertoire must be rendered tolerant. Transferable tolerance is not induced by 

intrathymic marrow injection alone without an organ allograft in rats ( 339 ), suggesting that the graft itself 

helps to tolerize the preexisting T-cell repertoire. In contrast, pure intrathymic deletional tolerance is not 

dependent on the continued presence of antigen in the periphery ( 255 ). Donor tissue can be grafted at any 

time, and tolerance is ensured. The intrathymic injection approach has not been successful in 

“high-responder” rat strain combinations and may even induce allosensitization, and has not successfully 

allowed xenotolerance induction. Furthermore, chronic rejection of cardiac allografts was not prevented by 

intrathymic injection of donor spleen cells in rats treated with antilymphocyte serum ( 340 ). While one 

attempt to use this approach in nonhuman primates was discouraging ( 341 ), another report described 



donor-specific skin graft prolongation in three animals receiving allogeneic or xenogeneic (human) CD34 +

 cells intrathymically ( 342 ). None of these studies have included a specific strategy for inactivating 

preexisting alloreactive thymocytes, and these cells may limit the success of this approach, as they do in 

mice receiving allogeneic BMT with nonmyeloablative conditioning that does not include measures to 

overcome intrathymic alloresistance ( 264 ). 

Which Strategy to Achieve Transplantation Tolerance? Although clinical trials have already begun in 

which tolerance-inducing strategies are combined with conventional pharmacologic immunosuppression, 

none of the strategies for achieving transplantation tolerance has been used to replace such chronic 

therapy in a large clinical series. In general, short-term results of most organ allograft transplants are 

excellent, making it essential to have extremely reliable methods of inducing tolerance in order to ethically 

justify their use in place of conventional chronic immunosuppressive therapies. While induction of central 

deletional tolerance with hematopoietic cell grafts is a reliable and durable approach to achieving 

permanent graft survival, earlier techniques for achieving central tolerance have involved more vigorous 

ablation of the lymphohematopoietic system than can be safely achieved in larger animals. Thus, the 

major challenge in bringing the mixed chimerism/central tolerance approach to clinical application is to 

develop highly specific, nontoxic methods of conditioning the host for acceptance of a hematopoietic 

allograft or xenograft. Regarding peripheral tolerance, most techniques to achieve peripheral tolerance in 

larger animals have not been as effective as in rodent models. Furthermore, peripheral mechanisms alone 

have not been sufficient to reliably overcome the most stringent transplantation barrier imposed by fully 

MHC-mismatched primary skin allografts in rodents. Conceptually, one major problem with peripheral 

tolerance strategies is that they cannot prevent the generation of new T cells in the recipient capable of 

recognizing donor antigens. While effector cells might be persistently driven toward anergy or deletion by 

the nonstimulating cells of the graft, potential stimulation of helper cells by professional APC through the 

indirect pathway might make this a precarious state of tolerance. The indirect pathway might potentially be 

tolerized through central deletion of thymocytes recognizing peptides of donor antigens presented in the 

thymus in association with host MHC antigens. Although thymic APC appear to be incapable of picking up 

and re-presenting antigens from lymphoid cells to induce tolerance of T cells that recognize these antigens 

through the indirect pathway, mixed chimerism appears to tolerize the indirect (in addition to the direct) 

pathway of allorecognition, perhaps due to the presence of additional donor-derived cell types that more 

effectively provide antigens for this pathway. Since superantigens have been shown to be capable of 

inducing deletional tolerance in the thymus when presented by APC other than those that produced them ( 

343 ), further definition of the circumstances under which indirect presentation of hematopoietic 

cell–derived antigens leads to intrathymic deletion is needed. Most importantly, large animal models 

achieving sustained mixed chimerism with nonmyeloablative conditioning are needed to document the 

safety and feasibility of this approach. Recent advances in primate and porcine models are encouraging in 

this regard ( 265 , 344 ). The “infectious” nature of suppressive mechanisms of tolerance makes them 

potentially attractive as a means of inducing robust and durable tolerance. However, it will be difficult to 

control the development of such mechanisms until they are better understood. It seems likely that the 

optimal approach to achieving clinical transplantation tolerance might require combinations of both central 

and peripheral strategies. Mixed chimerism can be achieved with reduced toxicity using nonmyeloablative 



conditioning in patients with hematologic malignancies ( 345 ), and lymphohematopoietic GVH reactions 

induced by DLI can be used to achieve graft-versus-tumor effects ( 266 ). These observations provided an 

opportunity to evaluate the potential of this approach to induce transplantation tolerance in patients with a 

hematologic malignancy, multiple myeloma, and consequent renal failure. Several patients have received 

a simultaneous nonmyeloablative BMT and renal allograft from HLA-identical siblings, and have accepted 

their kidney graft without any immunosuppression for more than 4.5 years in the earliest case, while 

enjoying marked tumor regressions ( 267 ). Similar to the primate model described above, in which BMT 

has been shown to be essential for tolerance induction, chimerism in these patients was only transient ( 

267 ), suggesting that the kidney graft itself may participate in tolerance induction and/or maintenance after 

chimerism has played its initial role. Because T-cell depletion is only partial in these models, it is clear that 

the pure central, deletional tolerance described above in murine models has not yet been achieved with 

nonmyeloablative conditioning in large animals or humans. Nevertheless, the promising results obtained in 

these patients have provided an important proof of principle, which has led to initiation of a phase I/II trial 

of tolerance induction with this approach in patients with renal failure due to multiple myeloma. 

TRANSPLANTATION OF SPECIFIC ORGANS AND TISSUES

Skin Grafting

Although allogeneic skin grafting represents a frequently used experimental model, its application in 

humans is unusual. Most skin transplantation in humans is done with autologous tissue. Recently, 

however, “artificial” skin grafts have been created that consist of stromal elements and cultured cells of 

allogeneic and even xenogeneic origin. Evidence suggests that these grafts are not rejected, although 

some of their components may be replaced by recipient tissues over time.

Skin grafts are frequently used experimentally on small animals to examine rejection because they can be 

performed rapidly in large numbers. On the one hand, the use of skin grafts has the disadvantage that 

they are not primarily vascularized and, thus, may not be susceptible to precisely the same mechanisms of 

rejection as are solid organs. On the other hand, the difficulty in prolonging skin graft survival in rodents 

more accurately reflects the difficulty in prolonging transplantation of solid organ survival in larger animals 

than does the transplantation of solid organs in rodents.

Kidney Transplantation

Kidneys have been the most frequently transplanted organs for many years. At present, approximately 

10,000 kidney transplants are performed annually in the United States. The likelihood that a renal allograft 

will survive with good function for at least 1 year has slowly been rising. Patient survival after 1 year is 

expected to be better than 90% and the current likelihood of graft function, at 1 year, now exceeds 85% in 

many units, even when organs from totally unrelated donors are used.

Nonetheless, even well-matched recipients of renal transplants must, for the most part, continue to take 



immunosuppressive medications for the rest of their lives. These patients are susceptible to the 

complications of their immunosuppressive medications, including increased risks of infection, cancer, 

hypertension, and metabolic bone disease. Thus, they pay a price for their new organ stemming from our 

inability to provide specific immunosuppression. The success of clinical transplantation is a double-edged 

sword. With such good patient and graft survival rates initially, it is difficult to justify risky clinical trials of 

new approaches to immunosuppression which, by achieving antigen-specific tolerance, might avoid the 

long-term need for immunosuppression altogether.

Because of the success of modern nonspecific immunosuppression, the major obstacle to achieving a 

successful kidney transplant is no longer the early rejection of the organ after transplantation. Instead, the 

three major obstacles are now the shortage of organs, the problem of sensitization, and the chronic 

rejection of kidneys that may occur after many years. Partly because of the increasing success of renal 

transplantation, the number of candidates for the procedure has continued to grow and now far exceeds 

the supply of available organs. Unlike hearts and livers, where an inadequate supply of organs leads to the 

death of many candidates, those waiting for renal transplants are instead faced with long periods on 

dialysis. This waiting time is often 4 or more years even for unsensitized candidates seeking kidneys from 

cadaver donors. The second major obstacle in obtaining a successful renal transplant stems from the 

problem of sensitized candidates with broadly reactive antibodies resulting from prior antigen exposure. 

These highly sensitized individuals may wait many years to obtain a kidney that is crossmatch negative, 

and some never receive a transplant at all.

The late failure of kidney transplants many years after the procedure probably involves a component of 

immunologic rejection but may also be due to other factors, including the effects of the early ischemic 

injury and the ongoing effects of drugs and metabolic abnormalities in the recipient. Although the 1-year 

survival rate for kidney transplants has improved from roughly 40% to nearly 90% over the past 40 years, 

the conditional half-life for kidney transplants (defined as the number of years at that half of the kidneys 

have been lost among those recipients who had functioning kidneys at 1 year) has barely increased during 

that time period and is still less than 10 years.

One of the important changes in clinical kidney transplantation in recent years is the greater use of living 

unrelated donors. In the past, living-donor kidney transplantation was performed almost only when a 

related donor was available to the recipient with some, or complete, matching of the HLA antigens. The 

use of better immunosuppressive drugs has reduced the importance of genetic matching (see below) and 

the growing waiting list for cadaver donors has made the importance of finding a living donor much 

greater. Thus, it is now common for the living donor for a kidney transplant to be a completely unrelated 

and genetically unmatched individual, such as a spouse or best friend. The results of transplants from 

unrelated donors have been better than those from cadaver donors and as good as those from all but the 

most closely matched living related donors.

Liver Transplantation



Transplantation of the liver represents a major technical challenge. For this reason the organ and patient 

survival rates are less good than those for renal transplantation. However, successful liver transplantation 

can now be achieved with survival of about three-quarters of recipients at 1 year ( 346 ).

From an immunologist’s point of view, liver transplantation is of interest first because the organ is 

apparently quite resistant to immediate antibody-mediated rejection. Transplantation across blood group 

barriers and in the face of a positive crossmatch (by retrospective analysis) has generally been successful 

in the short term ( 347 ). There is evidence, however, that long-term organ survival is diminished in 

blood-group incompatible patients ( 348 ). Second, the long-term survival of liver transplants has never 

seemed to depend on better HLA matching between donor and recipient, even before the use of new 

immunosuppressive agents. In fact, some data have suggested the opposite correlation. The possibility 

that poorly matched livers may survive better than well-matched ones might be due to an inability of 

recipient T cells, sensitized to viral pathogens in association with self-MHC antigens, to recognize those 

pathogens in the donor liver presented in association with donor HLA antigens. Thus, poorly matched 

livers might escape injury caused by immunologic responses to hepatotrophic viruses. Third, 

transplantation of the liver carries with it large numbers of donor lymphoid cells, thus creating the setting 

for GVHD. Donor lymphocytes can mediate an antibody-dependent hemolysis of recipient red blood cells 

in the case of recipient blood-group incompatibility with the donor. Thus, “A” or “B” recipients of “O” livers 

have been subject to an immune hemolytic anemia during the early post-transplant period. There may also 

be other manifestations of GVH disease even in blood-group compatible recipients.

Heart and Lung Transplantation

Heart transplantation is also a relatively recent component of standard clinical transplantation, with survival 

rates frequently in excess of 80% at 1 year. One of the immunologic issues of particular importance in 

heart transplantation is the high rate of new atherosclerotic disease in the coronary arteries of the donor 

organ. This atherosclerotic disease is a manifestation of chronic “rejection,” but the causes appear to 

include more than just immunologic responses.

Lung transplantation, either in conjunction with heart transplantation or alone, is a still more recent addition 

to clinical transplantation. Recipients of lung transplants have demonstrated a tendency to develop 

pathologic changes of “bronchiolitis obliterans” that is also thought to be a manifestation of chronic 

rejection.

Pancreas and Islet Transplantation

Transplantation of the whole pancreas was almost without success until about 1980, largely for technical 

reasons. More recently, successful pancreas transplantation to treat diabetes mellitus has been achieved 

using new technical approaches, and with success rates approaching those for kidney transplantation, as 

long as the two organs are transplanted together. The lower survival rates achieved when pancreas 



transplantation is performed alone probably reflect the difficulty in diagnosing rejection episodes involving 

this organ. By the time blood sugar levels begin to rise, destruction of the pancreas is generally so far 

advanced that it cannot be reversed by immunotherapy. Measurement of the serum creatinine, reflecting 

early dysfunction of a simultaneous kidney transplant, allows much earlier detection of rejection activity 

and, thus, better outcomes. On the other hand, simultaneous transplantation of both a kidney and a 

pancreas from a single donor has demonstrated the interesting phenomenon that rejection activity in one 

organ is not always associated with rejection activity in the other. It is not known whether this occasional 

dichotomy reflects tissue-specific antigens or localized inflammatory events in one, but not the other 

organ.

Transplantation of the whole pancreas provides, of course, more tissue than is needed to treat diabetes 

mellitus. The intriguing aspect of pancreas transplantation, therefore, is the potential that useful results 

might be accomplished by transplantation of insulin-producing islet cells alone. Although islet cell 

transplants have been very successful in animal models, success in humans was unusual until very 

recently. According to the 1999 report of the Islet Transplant Registry, only 8% of over 200 type 1 diabetic 

patients had achieved insulin independence after an islet transplant. These dismal outcomes appear to be 

changing recently based on the use of the “Edmonton protocol.” Investigators at that site used a 

combination of several new immunosuppressive agents (an anti-IL2R antibody, plus sirolimus and 

tacrolimus), avoided the use of steroids, and provided a larger number (more than 10,000 IEQ/kg) of 

carefully prepared islets. These investigators have reported that about 80% of islet transplants can be 

successful using this protocol ( 349 ).

However, even if islet transplantation could be performed routinely with current immunosuppressive drugs, 

it would not dramatically change the course of diabetes for these patients. This is because the primary 

goal of islet transplantation is to prevent the secondary neurologic, vascular, and retinal complications of 

diabetes that take many years to develop. However, performance of islet transplantation early in the 

course of the disease, when it might really affects these processes, would require exchanging insulin 

therapy for immunosuppressive drugs. Over 20 to 30 years, the latter is at least as damaging to human 

beings. Thus, even more than for other forms of transplantation, realization of the full potential of islet 

transplantation will require tolerance induction.

Hematopoietic Cell Transplantation

Bone marrow transplants, and more recently, transplants of hematopoietic stem cells and progenitors 

mobilized from the marrow into peripheral blood by treatment with G-CSF, are used most commonly for 

the treatment of otherwise incurable leukemias and lymphomas, aplastic anemia, and congenital 

immunodeficiency states. Additional applications include hemoglobinopathies and inborn errors of 

metabolism. Autologous hematopoietic cell transplants have been used quite widely for hematologic 

rescue following high-dose chemo/radiotherapy for the treatment of malignancies. Additionally, autologous 

hematopoietic cell transplants (HCT) are currently being explored as a treatment for autoimmune 

diseases. However, autologous HCT will not be considered further here because it does not involve the 



broaching of any immunologic barriers.

One fundamental difference between hematopoietic cell transplantation and the transplantation of all other 

organs is that the recipient’s treatment for his or her malignancy usually results in ablation of the immune 

and hematopoietic systems prior to transplantation—that is, the “conditioning” for transplantation is 

myeloablative. Originally, hematopoietic cell allografts were administered only as a means of replacing 

these ablated host functions. However, clinical experience soon showed that one of the main therapeutic 

benefits of allogeneic HCT is due to the graft-versus-leukemia (GVL) effect of donor lymphocytes ( 350 ). 

Thus, allogeneic bone marrow transplantation may also be thought of as immunotherapy leading to an 

attack on the residual leukemic cells that remain in cytoablated hosts. In view of this information, clinicians 

have recently begun to evaluate approaches using less toxic, nonmyeloablative conditioning as a means 

of allowing allogeneic marrow to engraft so that donor lymphocytes can mediate GVL effects. In contrast 

to HCT for malignancies and other indications in immunocompetent recipients, transplantation for 

immunodeficiency states does not require myeloablation or immunoablation in order to achieve 

engraftment of allogeneic marrow grafts, which often reconstitute only the deficient immune system and 

not other hematopoietic lineages.

Another major difference between HCT and solid organ transplantation is that the recovering immune 

system in HCT recipients is tolerant to the donor alloantigens, so there is no requirement for 

immunosuppressive therapy to prevent allograft rejection once the initial immune resistance to the 

allograft has been overcome.

A third unique feature of HCT (as well as transplants of other organs that are rich in lymphoid tissue, such 

as small intestinal grafts and, to a lesser extent, liver grafts) is the ability of T cells in the allograft to mount 

an immunologic attack on the recipient’s tissues, resulting in GVHD. While GVHD rates can be reduced to 

acceptable levels using prophylaxis with a course of nonspecific immunosuppressive therapy when the 

donor and recipient are HLA-matched siblings, the frequency and severity of the GVHD that develops 

when extensive HLA barriers are traversed has essentially precluded the routine performance of such 

transplants, making bone marrow transplantation unavailable to many for whom no other curative 

treatment exists. The establishment of large marrow donor registries has permitted the performance of 

closely matched transplants from unrelated donors in a significant fraction of patients, but these 

transplants are also associated with a high incidence of severe GVHD, due in large part to the existence of 

HLA mismatches that went undetected by conventional serologic HLA-typing techniques ( 351 ), which are 

now being replaced by more specific molecular typing techniques (see section on HLA matching).

As is mentioned above, one of the major benefits of HCT in patients with hematologic malignancies has 

proven to be the GVL effect of allogeneic lymphocytes, especially T cells, within the donor graft. This GVL 

effect is due in large part to recognition by donor T cells of host alloantigens, which are also expressed on 

leukemic cells. Therefore, T-cell depletion of the donor graft has not proved to be an optimal solution to 

the GVHD problem, because the decreased incidence of GVHD is offset by an increased incidence of 

relapse of some leukemias ( 352 ). In addition, an increased risk of failure of engraftment is observed with 



the administration of T-cell–depleted stem cell grafts. This, however, can be offset by the use of increased 

host conditioning and high doses of donor hematopoietic stem cells, an approach that has recently 

permitted the engraftment of extensively (one haplotype) HLA-mismatched stem cell grafts without GVHD 

( 353 ). A major and elusive goal in the HCT field has been to separate the graft-versus-leukemia (GVL) 

effect of donor T cells from GVHD.

Recently, several new approaches for inhibiting GVHD have been attempted. The use of co-stimulatory 

blockade was discussed above. Peptides containing the CDR3 portion of the mouse CD4 molecule have 

been shown to be capable of inhibiting both GVHD and resistance to allogeneic marrow engraftment. 

Since these approaches might be expected to block donor-anti-host responses nonspecifically, including 

those that eliminate residual leukemia in the host, it seems quite likely that they would also impair 

graft-versus-leukemia responses and might have their greatest utility in the treatment of nonmalignant 

diseases. Alternative approaches involve immunostimulatory cytokines such as IL-2, IFN-?, or IL-12, all of 

which, paradoxically, inhibit GVHD in mouse models. These cytokines are of interest because they have 

been shown to preserve or enhance GVL effects while GVHD is inhibited. The inhibitory effect of IL-12 on 

GVHD is mediated by IFN-?, which is also largely responsible for the GVL effect of CD8 T cells. Despite 

the ability of exogenously administered IL-10 to exacerbate GVHD under some conditions, ex vivo 

treatment of donor marrow with IL-10 or TGF-ß can inhibit GVHD. A surprising approach to achieving 

immune deviation and GVHD inhibition involved the use of exogenously administered IL-11, which also 

preserved perforin-dependent GVL effects of CD4 and CD8 cells. Administration of keratinocyte growth 

factor (KGF) also appears to inhibit GVHD, while preserving GVL and promoting alloengraftment, through 

mechanisms that are not fully understood. Blockade of Fas/FasL, perforin, TNFa, and IL-1 pathways have 

shown some efficacy in animal models and the latter two have entered clinical trials ( 315 ). Synthetic 

random polymers of four amino acids, with promiscuous class II binding, block TCR–MHC interactions 

and inhibit GVHD in an MHC-matched combination in mice. The use of nondepleting anti-CD3 F(ab)'2 

fragments in vivo has also shown promise in a mouse model for the ability to maintain GVL effects while 

attenuating GVHD. Many other strategies, such as immune deviation and the use of NK/T cells were 

discussed elsewhere in the chapter.

Another approach to separating the GVL potential from the GVHD-inducing capacity of MHC-directed 

alloreactivity is to separate the hematopoietic cell transplant and the administration of donor T cells in 

time, so that the T cells are given after some host recovery from the initial conditioning regimen has 

occurred. Established mixed hematopoietic chimeras produced with either lethal TBI or nonmyeloablative 

regimens are immunologically tolerant of their original marrow donor’s antigens. As expected, a GVH 

reaction occurs after administration of nontolerant, donor lymphocyte infusions (DLI), resulting in 

conversion of the state of mixed hematopoietic chimerism to a state of full donor chimerism. Remarkably, 

this powerful GVH alloreaction against lymphohematopoietic cells is not associated with any clinically 

significant GVHD in mice, even though donor T cells are given in numbers that would cause rapidly lethal 

GVHD in freshly conditioned recipients ( 354 , 355 ). This demonstration that GVH reactions can be confined 

to the lymphohematopoietic system suggested a novel approach to separating GVHD from GVL reactions. 



Since hematologic malignancies reside largely in the lymphohematopoietic system, GVH reactions might 

be confined to this system and eliminate tumor cells without entering the epithelial GVHD target tissues. 

Apparently, host recovery from the injury associated with conditioning confers greater resistance to the 

induction of GVHD at late time points after BMT compared to the time of conditioning. A similar outcome 

has been seen in some patients receiving nonmyeloablative BMT with in vivo T-cell depletion of the donor 

and recipient, followed by delayed donor leukocyte infusions for the treatment of lymphomas ( 266 ). 

Improved T-cell depletion of the initial donor stem-cell inoculum to avoid subclinical GVHD before DLI, 

along with a better understanding of the factors induced by host conditioning that convert a beneficial 

lymphohematpoietic GVH alloresponse to GVHD in the epithelial tissues, should allow better control of this 

approach to separating GVHD and GVL. In addition to recovery of epithelial GVHD target tissues from 

conditioning-induced injury, increasing resistance to GVHD with time may be conferred by recovering 

T-cell populations that down-regulate GVH reactions. This has been demonstrated in models involving 

lethally irradiated mice receiving MHC-matched bone marrow ( 356 , 357 ), which enjoy GVL effects from 

delayed DLI without developing GVHD ( 358 ). Eradication of relapsed chronic myelogenous leukemia 

following delayed DLI is somewhat variably associated with GVHD, but generally to a lesser degree than 

would be expected in freshly conditioned recipients of similar cell numbers ( 350 ).

Several groups have investigated the possibility that CD4 + or CD8 + T-cell subsets could be identified that 

promote engraftment and GVL effects but do not cause GVHD ( 251 ). Clinical studies involving selective 

CD8 depletion in HLA-identical sibling transplantation have shown a higher incidence of engraftment 

failure than is observed for unmanipulated BMT, but the rate was lower than that observed for 

pan-T-cell–depleted transplants, and evidence for an antileukemic effect against chronic myelogenous 

leukemia was obtained. The relative importance of each T-cell subset in inducing GVHD and GVL is likely 

to vary in the setting of HLA-mismatched transplants and different types of leukemias.

Additional strategies for separating GVHD from allogeneic graft-versus-tumor effects include the 

transduction of donor T cells with suicide genes so that the alloresponse can be turned off at will, hopefully 

after residual tumor has been eradicated. Another approach is to avoid the GVH alloresponse, and try to 

target the donor immune response to tumor-specific antigens. This approach has been explored by 

numerous groups, and early reports of some success are starting to emerge ( 359 ). One class of 

leukemia-specific antigens that seems promising is the idiotypic determinants associated with unique Ig 

receptors and T-cell receptors on the surface of B- and T-cell malignancies, respectively, that may trigger 

an immune response when presented by professional APC such as DC ( 360 ). However, limitations to this 

approach include the low frequency of tumor antigen-specific T cells preexisting in a given T-cell 

repertoire. These frequencies are even lower than those against minor histocompatibility antigens, and the 

generation of meaningful tumor-specific responses is likely to necessitate donor presensitization along 

with in vitro expansion of tumor-specific effector cells, a process that can limit the homing capacity of 

injected cells. Such prolonged cultures may be impractical for use in the setting of BMT, in which 

leukemia-reactive cells must eliminate exponentially expanding leukemic cells. Immunization of HCT 



donors with tumor antigens could potentially overcome these limitations. Minor histocompatibility 

alloantigens expressed by lymphohematopoietic cells (including leukemias and lymphomas) but not by the 

epithelial GVHD target tissues may also be targeted using in vitro expanded CTL. Such antigens have 

recently been identified ( 361 ). Recently, it was shown that administration of primed T cells specific for a 

single immunodominant class I–restricted minor histocompatibility antigen could mediate GVL without 

GVHD. Avoidance of GVHD was dependent on the absence of GVH-reactive T cells with additional 

specificities in the donor inoculum ( 362 ). In theory, the less risky strategy of generating tumor-specific 

responses from autologous T cells could achieve similar outcomes. However, T-cell immunity may be 

markedly impaired in the tumor-bearing host, and the use of immunologically unimpaired allogeneic 

donors is therefore appealing.

Xenogeneic Transplantation

The increasing shortage of cadaver donor organs has evoked a worldwide resurgence of interest in 

xenotransplantation, that is, the replacement of human organs or tissues with those from a donor of a 

different species. Routine clinical application of this therapeutic modality is still in the future. However, 

recent progress, which is reviewed briefly here, offers cause for optimism.

Concordant versus Discordant Xenotransplantation Xenotransplants have been classified into two 

groups—“concordant” and “discordant”—on the basis of phylogenetic distance between the species 

combination, speed of the rejection, and levels of detectable preformed antibodies. Animals that are 

evolutionarily closely related and that have minimal or no preformed natural antibodies specific for each 

other are called “concordant,” while animals that belong to evolutionarily distant species and reject organs 

in a hyperacute manner are termed “discordant.” There are, of course, many gradations between these 

extremes, and there are also a variety of known exceptions to the rule, making this nomenclature less 

than ideal. 

Choice of Donor Species for Clinical Xenotransplantation From a phylogenetic viewpoint, nonhuman 

primates would undoubtedly be the most similar to allotransplants immunologically. However, due to 

considerations of size, availability, and likelihood of transmission of infectious disease, most investigators 

have decided against the use of primates as a future source of xenogeneic organs. Instead, the discordant 

species, swine, has been chosen by many as the most suitable xenograft donor. The pig has essentially 

unlimited availability, as well as favorable breeding characteristics, and many of its organ systems are 

similar to those of humans. Partially inbred miniature swine are a particularly attractive choice, because of 

their size (adult weights of approximately 120 kilograms), their physiology (also similar to humans for 

many organ systems), and their breeding characteristics, which have permitted inbreeding and genetic 

manipulation ( 363 ). 

Mechanisms of Xenograft Rejection Xenografts are subject to all four of the rejection mechanisms 

described earlier in this chapter and give rise to more powerful immune responses than allografts, 

probably for each type of rejection. There are two fundamental reasons for this finding. First, xenografts 

offer more foreign antigens as targets for an immune response. Second, there are frequently molecular 



incompatibilities between members of different species that prevent the normal function of receptor–ligand 

interactions. Since in many cases the occurrence of “homologous restriction” for receptor–ligand pairs has 

been found to impair the regulatory processes that normally control immune and inflammatory responses, 

the result is that rejection mechanisms that may be relatively weak in allogeneic combinations become 

explosive following xenogeneic transplantation. The well-recognized susceptibility of xenografts to 

hyperacute rejection demonstrates both of these fundamental problems. As described earlier, pigs 

express an endothelial carbohydrate determinant, aGal, which is not expressed by humans ( 276 ). As a 

result of this additional foreign antigen, pigs, in effect, express a new blood group antigen relative to all 

human recipients and thus their organs are subject to hyperacute rejection, initiated by the binding of 

preformed natural antibodies. However, the hyperacute rejection that occurs with pig-to-primate 

transplantation is more vigorous than in the case of allogeneic blood group disparities. This is true, at least 

in part, because the complement regulatory proteins expressed by pig endothelium are less efficient in 

controlling human complement activation than are the human regulatory proteins expressed by human 

organs. Thus, these molecular incompatibilities contribute to the increased intensity of the hyperacute 

rejection mechanism. Similarly, the factors responsible for accelerated graft rejection are more prominent 

in xenogeneic than in allogeneic transplantation. The rapid induction of an antibody response against 

xenografts probably reflects the expression of additional foreign antigens, and the existence of preformed 

antibodies to these antigens, although at levels too low to initiate hyperacute rejection. In addition, the 

process of accelerated rejection is magnified considerably in xenografts by the failure of such regulatory 

molecules as tissue-factor protein inhibitor to function effectively with human factor Xa, thus increasing the 

tendency toward intravascular thrombosis ( 276 ). The likely participation of NK cells in this form of 

xenograft rejection probably also reflects both the presence of additional antigens and the importance of 

molecular incompatibilities in xenotransplantation, since novel carbohydrate determinants on pig 

endothelium may contribute to NK cell activation, while the molecular incompatibilities between human NK 

inhibitory receptors and swine class I molecules allows this activation to proceed without inhibition ( 364 ). 

The available evidence also suggests that cell-mediated immune responses to xenografts are more 

powerful than those directed to allografts ( 210 ). Initially, there was some uncertainty about this point since 

cell-mediated immune responses to xenogeneic stimulating cells were first studied using mouse T cells, 

for which molecular incompatibilities with human cells lead to weaker direct recognition of xenogeneic than 

allogeneic stimulators in vitro. In this case, the incompatibilities turned out to involve the accessory 

molecules that are required for T-cell activation rather than a lack of molecules that stimulate a T-cell 

response. Thus, it seemed that cell-mediated rejection in vivo might also be weak. However, cell-mediated 

xenograft rejection, even by mice, has consistently been found to be extremely powerful in vivo, apparently 

initiated by CD4 + T cells responding to the many additional antigenic peptides through the indirect 

pathway. More recently, attention has been directed at investigation of the clinically relevant 

human-anti-pig cellular response. In contrast to the murine studies, direct responses by human CD4 and 

CD8 T cells to pig stimulators can be readily measured in vitro. In addition, the cell-mediated reaction in 

vitro has been found to include a significant contribution by NK cells that can lyse pig targets. Thus, in the 

human-anti-pig combination, an important molecular incompatibility is the failure of human NK inhibitory 



receptors to interact with pig class I molecules. Numerous other molecular interactions that might be 

important in human-anti-pig T-cell responses have been examined (see Table 6). With the exception of an 

apparently lower affinity of human CD8 for its binding site on pig class I molecules (which diminishes the 

direct human CD8 + helper response to pig stimulators), and the failure of human IFN-? to stimulate pig 

endothelium, the other molecular interactions appear to be at least partially functional. 

 
TABLE 6. Molecular Interactions between human and Pig

The results of these studies have suggested that human-anti-pig T-cell responses are likely to be as great 

or greater than those in allogeneic combinations. Some investigators have identified a stronger indirect 

response by human T cells to pig stimulators than to allogeneic stimulators ( 365 ). This stronger indirect 

proliferation may indicate that human cell–mediated rejection of pig organs, both acutely and chronically, 

will indeed be more difficult to control than for allografts. Presumably, the source of this stronger indirect 

response lies partly in the larger number of foreign antigenic peptides generated by the disparate proteins 

of xenogeneic donors. 

Therapeutic Strategies for Xenotransplantation There are three main strategies that have been 

pursued to achieve long-term survival of xenogeneic transplants. The first has been to seek nonspecific 

immunosuppressive drugs that might prove especially effective for xenotransplantation. This approach 

was used very successfully to achieve the excellent survival of allografts in current clinical practice. 

However, each new drug that has contributed to better outcomes for allografts has been tested 

experimentally for xenografts, and none has so far proven to be the magic bullet that might make 

xenografting possible. Based on our scientific understanding of the immunologic barriers to 

xenotransplantation, it is unlikely that any such drug exists. Furthermore, the heightened immune 

response to xenografts compared to allografts suggests that larger amounts of exogenous 

immunosuppression would be required to achieve xenograft survival comparable to that of allografts. 

Given the narrow therapeutic window that already exists in allogeneic transplantation, most investigators 

believe that more than just immunosuppressive drugs will be needed to accomplish widespread clinical 

application of xenogeneic transplantation. The second therapeutic approach has been to use genetic 



engineering of donor animals to lessen the immunologic barriers to xenografts. Since the two features that 

distinguish xenografts from allografts are the larger number of antigens and the molecular incompatibilities 

between species, these genetic modifications have been aimed primarily at correcting these two 

disadvantages of xenografts ( Fig. 16). The first transgenic pigs produced by genetic engineering for 

xenotransplantation attempted to make use of the species specificity of complement regulatory proteins. 

Transgenic pigs were produced that expressed human genes for several of these proteins. Organs from 

animals expressing one of these molecules (hDAF) have been studied extensively, and appear to be 

significantly less susceptible to hyperacute rejection than are those from wild-type pigs ( 366 ). Numerous 

other potential transgenes are currently being examined experimentally, including genes encoding the 

human fucosyltransferase that produces the human blood group O determinant from the same substrate 

used by the pig galactosyltransferase, and genes encoding a glycosidase that might remove the aGal 

determinant. Additional transgenes are likely to be tested in attempts to alter the host response to 

xenografts. These may include genes that affect homing of human immune cells to the grafts, genes that 

affect the homing and function of pig hematopoietic cells in a human hematopoietic microenvironment, 

genes that regulate coagulation, and/or genes that may affect cell-mediated mechanisms of graft 

destruction (such as expression of human class I analogs to inhibit NK cells or expression of 

down-regulating molecules for T cells, such as FasL). 

 
FIG. 16. Transgenic pigs as xenograft donors.

The other genetic engineering technique being exploited for xenotransplantation involves knockout 

technology. In mice, homologous recombination has made it possible to eliminate the expression of some 

genes. For example, knockout mice have been generated that do not express the galactosyltransferase 

that is responsible for generating the a( 1 , 3 )Gal determinant. Until recently this technology was not 

available in larger animals, including pigs, since homologous recombination was performed in embryonic 

stem cells (ES cells), which have only been derived in certain strains of mice. However, another means of 

generating knockout animals utilizes homologous recombination following nuclear transfer, a procedure 

that has recently been shown to be effective in several large animal species, including pigs. There has 

been a major effort devoted to knocking out a-1,3-galactosyltransferase from pigs by this technology, and 

the knockout of one copy of this gene has recently been reported ( 367 ). More recently, pigs in which both 

alleles of the galactosyltransferase are knocked out have been generated. The animals are viable, and 



ongoing studies will reveal their utility in experimental animals. In principle, the full knockout phenotype 

should eliminate one of the major problems remaining in the field of xenotransplantation. The third 

strategy to achieve successful xenotransplantation is the induction of tolerance to donor antigens. 

Potential applications of this strategy have been described earlier in this chapter, with reference mainly to 

transplantation in rodent models (see above). Approaches attempting to utilize either mixed chimerism or 

thymic transplantation to induce tolerance across xenogeneic barriers in primates have also been reported 

( 276 ). So far, long-term success by the mixed chimerism approach has been attained only for concordant 

cynomolgus monkey to baboon renal transplants. Both mixed chimerism and thymic transplantation 

approaches have been attempted for the discordant pig to baboon combination. Both of these approaches 

have had limited success, showing specific reduction of cell-mediated responses and inhibition of the 

induction of T-cell–dependent antibody responses to xenogeneic determinants. However, renal allograft 

survivals appeared to nevertheless be curtailed by the return of natural antibodies to aGal. Investigators 

are currently hopeful that a combination of these approaches, using tolerance induction and tissues and 

organs from the knockout animals described above, may extend these survivals in the near future. Indeed, 

it is possible that elimination of the natural antibody problem along with tolerance induction could make 

discordant xenotransplantation as successful as allogeneic transplantation in providing a long-term 

solution for patients waiting for transplants. Of course, it is possible that when these barriers are 

overcome, other obstacles, not yet apparent, will still limit the survival of xenogeneic transplants, and 

additional measures will be required to achieve success. 

Nonimmunologic Barriers to Xenotransplantation In addition to the immunologic mechanisms that 

prevent successful xenografting, there are two other potentially important obstacles to clinical application. 

First, the same kinds of molecular incompatibilities between species that alter immune responses may 

cause physiologic dysfunction of xenogeneic organs. For example, it appears that erythropoietin produced 

by pig kidneys may not function well in primates, causing progressive anemia in recipients with 

long-surviving pig kidney transplants. Presumably, there are many other such examples that will become 

apparent when long survival of metabolically complex organs, such as the liver, can be accomplished 

using discordant donors. On the other hand, there are also many examples where physiologic function 

remains intact across species differences, such as the ability of pig insulin to regulate human glucose 

appropriately. In addition, selective problems of physiologic dysfunction are likely to be correctable using 

transgenic technology. Thus, the physiologic dysfunction of xenogeneic organs is unlikely to be an 

insurmountable barrier to all forms of xenotransplantation, although it may impair the function of certain 

types of xenogeneic organs or tissues, at least until appropriate genetic engineering is possible. The other 

nonimmunologic barrier to xenotransplantation is the risk of cross-species transfer of infectious agents, 

potentially creating a health hazard, not only for the recipient, but also for society as a whole. This 

possibility has gained significant attention, both in the scientific literature and in the lay press, and the 

issue has become confused by enormous uncertainties about the true risks that are involved. “Zoonosis” 

is a term that has been used for some time to describe the general process of cross-species infection. 

More recently, the term “xeno-zoonosis” has been developed to describe infection transmission that might 

occur as a result of xenotransplantation. It is important to realize that from the point of view of the 

individual recipient, the risk of transmitting infection by xenotransplantation is likely to be less than by 



current clinical allotransplantation, both because of the natural resistance to cross-species transmission of 

infectious diseases and because of the much longer time available to screen prospective donors. It is also 

important to point out that the risk of infectious transmission is unlikely to come from known pathogens, 

since if the agent is known, it is generally possible to screen for and eliminate its presence. The major 

concern, therefore, regarding infections resulting from xenotransplantation is that endogenous retroviral 

sequences from donor cells might infect the recipient’s cells, giving rise themselves, or after 

recombination with human endogenous retroviral sequences, to previously unrecognized pathogenic 

viruses. Such new viruses might prove hazardous to other human beings in addition to the xenograft 

recipient. While it has seemed to some that cross-species transmission of retroviruses would probably 

have occurred already in nature if it were likely to happen at all, others have pointed out that the 

circumstances of xenotransplantation may create unique conditions favoring this event. In particular, the 

prolonged coexistence of cells from two different species in patients who are taking immunosuppressive 

drugs or who have been rendered tolerant to their donors may be especially permissive for cross-species 

transfer of endogenous retroviruses. This concern has increased as a result of in vitro studies showing 

that pig proviruses can infect human cells when cells from both species are cultured together ( 368 ). At this 

time, however, there is no evidence that such cross-species transfer after a pig-to-human transplant would 

generate a virus that would be infectious or pathogenic. Indeed, a study of humans known to have been 

exposed to pig tissues did not reveal any cases of viremia nor of detectable pig endogenous retroviruses 

(PERV) in serum samples from over 160 people ( 369 ). Nevertheless, the concern about infections from 

xenotransplantation involves fear of the unknown, for which it is impossible to assign an accurate level of 

risk. At this time, therefore, public health agencies and members of the transplant community are 

attempting to design rational approaches for identifying the true risks of xenotransplantation and detecting 

untoward events rapidly, while at the same time allowing further progress in this potentially enormously 

important field of transplantation. 

Clinical Progress in Xenotransplantation Early clinical efforts in xenotransplantation took place in the 

1960s, and involved organ transplants from nonhuman primates ( 276 ). One of the patients survived for 9 

months with normal renal function provided by the kidney of a chimpanzee ( 370 ). Additional clinical trials 

thereafter, using baboon hearts and livers were considerably less successful. The most recent clinical 

trials have involved fetal pig cells transplanted into the brains of patients with Parkinson’s or Huntington’s 

diseases. Survival of pig tissue 8 months after the transplant was documented in a patient taking only 

moderate doses of immunosuppression ( 371 ). These studies suggest that cellular xenotransplantation 

may be achieved more easily, and thus may be performed sooner, than solid organ transplants, especially 

because free cellular transplants lack the vascular endothelium that is the target for both hyperacute and 

accelerated rejection. For organ xenotransplantation, many investigators (including us) believe that no 

further clinical testing should be performed until there is a reasonable expectation of success on the basis 

of pig-to-nonhuman-primate experimental studies. 

SOME IMMUNOLOGIC ISSUES IN CLINICAL TRANSPLANTATION



The Effect of Antigen Matching on Graft Survival and GVHD

Organ Transplantation: Clinical Data Transplantation antigens are defined by their ability to cause graft 

rejection and, in the absence of transplantation antigen disparities, graft rejection does not occur. Thus, 

there can be no argument with the statement that antigen matching improves graft survival. Contrary to 

this simple conclusion, however, the importance of antigen matching is one of the more controversial 

issues in clinical transplantation. The debate is frequently confused by failure to focus on the relevant 

quantitative issue of whether improved, but incomplete, antigen matching influences the outcome of organ 

transplantation sufficiently under current clinical circumstances to warrant its logistical difficulties. Further 

complicating the issue is variability in HLA typing techniques used. Until the recent development of 

molecular typing techniques, these analyses relied on serological and other techniques with relatively poor 

specificity. As an example of the degree to which molecular mismatches have been missed with 

serological typing, the DRB1 locus has more than 300 known alleles, yet only 17 specificities can be 

distinguished serologically ( 12 ). Furthermore, serological typing, which depends on human sera obtained 

from multiparous females or repeatedly transfused individuals, is relatively error prone in comparison to 

DNA-based typing, which utilizes standard reagents. The evidence from transplantation of kidneys using 

living related donors provides a clinical demonstration of the importance of antigen matching in 

subsequent graft survival. Two siblings may share all of their HLA antigens (25% likelihood); half of their 

HLA antigens (50% likelihood); or none of their HLA antigens (25% likelihood). Identical twins share all of 

their transplantation antigens, but siblings are generally matched for only about half of the minor antigens 

that distinguish their parents, even if they are HLA identical. Table 7 shows one institution’s survival rates 

for kidney grafts after 1 year for HLA-identical and one-haplotype–matched living related donors. Similar 

differences have been reported in the University of California-Los Angeles kidney transplant registry ( 372 ). 

Data from a large international database on kidney allograft survival from 1985 to 1999 showed a survival 

half-life of HLA-identical sibling allografts of 23.4 years, as compared to 12.8 years for haplo-identical 

related allografts ( 12 ). These data support the basic concept that antigen matching matters, and for 

related donors, MHC antigen matching is widely agreed to be advantageous. 

 
TABLE 7. One year kidney graft survival

In the absence of a living related donor, transplantation is performed with organs from unrelated donors, 



usually from cadaveric sources. Because of the extensive polymorphism of MHC antigens, unrelated 

donors selected in a random fashion would not be expected to share many HLA antigens with the 

recipient. Similarly, there would only be sporadic matching of the minor histocompatibility antigens. 

Correspondingly, the survival of organs from cadaveric donors (half-life 11.1 years in the large registry 

referred to above [ 12 ]) has generally been shorter than that of HLA-identical or 

one-haplotype–mismatched related transplants. While longer ischemic time of cadaveric compared to 

living donor kidney transplants could account for some of this difference, a significant inverse correlation 

between graft survival and number of (serologically determined) HLA mismatches was evident among 

cadaveric donor recipients, and was still evident among the subgroup with short ischemic times. A similar 

effect could also be seen in recipients of living unrelated donor transplants with various mismatches ( 12 ). 

A long-term benefit for increased HLA matching could also be seen in recipients of cardiac, but not liver, 

allografts ( 12 ). Since all of the above analyses are retrospective, an unanswered question is whether the 

potential added ischemic time required for nonrandom distribution of cadaveric organs to achieve a larger 

number of matched antigens would achieve better results. A second question for all unrelated transplants 

is whether the more specific typing information provided by molecular typing confers a graft survival 

advantage over serologic typing. It appears that the typing for loci that cannot be typed serologically, such 

as HLA-DP, as well as DNA typing within a serotype, can benefit the survival of cadaveric transplants in 

heavily presensitized recipients ( 12 ). However, in cadaveric transplant recipients as a group, improved 

graft survival was observed when molecular typing was used at a level of resolution that was not much 

greater than that of the serologic technique used in the same study, suggesting that improved accuracy of 

molecular typing may be the major source of benefit when compared to serologic typing in 

nonpresensitized recipients ( 12 ). High-resolution molecular typing would reduce the likelihood that a 

matched donor could be found by these more stringent criteria, and might increase the time required to 

perform HLA typing. Thus, it remains unclear that the distribution of organs to achieve such matching is 

worth the incumbent effort, expense, and increased ischemic time, which may also affect outcome. Over 

the years, the controversy about the impact of antigen matching has focused on several specific issues. 

Some investigators have suggested that matching for particular alleles of the HLA antigens is especially 

important and others have suggested that matching for some loci is more important than for others. A 

major question is whether matching for class II antigens might be more important than matching for class I 

antigens. There are clinical data suggesting that class II antigen matching is of particular benefit to the 

outcome of transplantation. 

Organ Transplantation: Experimental Data As is discussed above, a particularly useful large animal 

model has been developed to test experimentally the importance of antigen matching. Over the past 20 

years, three herds of partially inbred miniature swine have been developed for studies of transplantation 

biology ( Fig. 3). Each herd has been bred to homozygosity for a different allele at the MHC (termed SLA 

in swine). Subsequent breeding has been intentionally randomized within herds in order to maintain a 

variety of segregating minor histocompatibility loci. Transplants among these animals thus resemble the 

situation within human families, that is, HLA identical versus nonidentical siblings. Studies of skin and 

renal allografts between these animals produced the results shown in Table 8. The difference observed for 



skin graft survival between SLA-matched and-mismatched animals was modest. Matching had a much 

more profound effect on kidney graft survival. One-third of the grafts between SLA matched animals 

survived indefinitely without immunosuppression, despite the existence of multiple minor 

histoincompatibilities. The ability to reject renal allografts across minor differences was found to depend 

on an Ir gene, inherited in an autosomal dominant fashion and not linked to the MHC ( 9 ). 

 
TABLE 8. Graft survival and antigen matching in minipigs

Using intra-MHC recombinants between minipig haplotypes, the relative importance of class I versus class 

II matching on renal allograft survival was examined in these large animals ( 9 ). The survival of renal 

allografts with class I–only differences and with class II–only differences is shown in Table 8. As in the 

mouse, both class I and class II differences appeared sufficient to cause prompt skin graft rejection. 

However, for kidney allografts, class II matching was of particular importance in determining the outcome. 

In fact, the results for minor plus class I differences were indistinguishable from those for minor 

histocompatibility antigen differences alone. These experimental data were obtained without the 

exogenous immunosuppression always administered in clinical studies. They demonstrate the biological 

principle that antigen matching is important to graft survival and further indicate that class II antigen 

matching is likely to be particularly important. No experimental system is likely to settle the empirical issue 

in clinical medicine, however, of how much benefit will be obtained under the conditions of current 

practice. 

Hematopoietic Cell Transplantation: Clinical Data In contrast to the results described above for solid 

organ transplants, the importance of HLA matching for unrelated hematopoietic cell transplantation is 

unquestioned. Until quite recently, HCT was performed almost exclusively in HLA-identical (or single HLA 

antigen–mismatched) sibling pairs. Although this restriction has severely limited the use of HCT (only 25% 

of individuals have an HLA-identical sibling; another 5% has a single antigen-mismatched related donor), 

the complications of HLA-mismatched transplantation have prohibited its widespread use. Among these 

complications, GVHD is the most prevalent and severe, with a severe form of the disease occurring in 

75% to 80% of recipients of related donor transplants differing at one to three HLA-A, -B, or -DR loci ( 373 ). 

Additionally, the incidence of marrow graft rejection increases in the presence of HLA disparity: while only 

2% of HLA-identical related donor grafts are rejected, the figure increases to approximately 12% in 

recipients of unmodified haplo-identical related donor grafts ( 351 ). Similar to solid organ graft rejection, 

GVHD appears to be a particularly severe problem in the setting of class II MHC mismatching, as 

evidenced by its higher incidence in single antigen–mismatched related donor transplants with a class II 

compared to a class I disparity ( 351 ). This was confirmed for unrelated transplants in a study from Seattle 



( 374 ), but the opposite appeared to be the case (i.e., class I mismatching conferred a greater GVHD risk 

than class II mismatching) in a Japanese study of unrelated donor transplants. Although HLA-DP disparity, 

which is commonly present in the unrelated donor setting, was originally found not to be associated with 

increased GVHD risk, more recent studies suggest that a two-locus mismatch in the GVH direction is 

associated with significantly greater risk of severe GVHD ( 351 ). A recent analysis from Seattle ( 351 ) has 

confirmed the greater overall importance of class II mismatching compared to class I mismatching alone 

in GVHD, but also demonstrates synergy between mismatches at both class I and II loci in increasing 

GVHD risk. With respect to marrow graft rejection, class I (including HLA-A, -B, and -C) disparities have 

been most strongly associated with increased risk, which increases in proportion to the number of such 

disparities ( 12 , 351 , 375 ). Although the importance of class I mismatching, and particularly that of HLA-C, 

might suggest a role for NK cell–mediated rejection, antidonor NK reactivity was not demonstrable during 

the time of rejection in a patient receiving marrow from a donor whose HLA class I alleles would be 

incapable of triggering recipient KIRs recognizing recipient class I alleles ( 79 ). Thus far, a role for NK cells 

in mediating marrow allograft rejection has not been demonstrated in heavily conditioned hosts, but their 

role may become more significant if mismatched transplants are attempted with less toxic, 

nonmyeloablative regimens. In contrast, a role for classical CTL is well established in the rejection of even 

HLA-identical donor marrow following myeloablative conditioning. Rejection of HLA-identical HCT is rare 

unless the donor product is T-cell depleted, but occurs quite frequently in the setting of HLA-mismatched 

transplants, even without T-cell depletion, and increases even further with T-cell depletion ( 251 ). Antidonor 

CTL specific for the mismatched donor class I allele have been associated with marrow rejection following 

unrelated donor transplantation ( 376 ). Class II disparities may also play a role in unrelated donor stem-cell 

graft rejection ( 351 ). Recently, CD4 + CTL recognizing the only mismatched donor HLA allele, HLA-DP, 

were identified in the blood of a patient undergoing rejection following unrelated donor HCT ( 377 ). 

High-resolution, PCR-based HLA typing methods have increased the capacity to avoid HLA disparities that 

would have previously (when only serological HLA typing was available) gone unrecognized. However, 

higher-resolution HLA typing will obviously reduce the chance of finding a fully matched unrelated donor, 

even with the availability of large registries such as the National Marrow Donor Program in the United 

States, which currently contains more than 4.5 million volunteer registrants. Already, many patients do not 

succeed in finding an unrelated donor, and thus the identification of “acceptable” mismatches in the 

unrelated donor setting is of the utmost importance. 

Crossmatch

There are several means of detecting preexisting antibodies in the serum of potential recipients that have 

specificity for donor antigens. First, it is necessary to determine blood type since clinical transplantation 

across blood group barriers is never knowingly attempted for those organs susceptible to hyperacute 

rejection. One exception is the ability to transplant organs from donors of the A 
2
 blood group to recipients 

of other blood groups. Secondly, immediate pretransplant sera from prospective recipients are tested 

against lymphocytes of potential donors. This test is called a crossmatch and it is not the same as the 

“antigen matching” discussed above. An individual can have a “negative” crossmatch (meaning that they 



do not have antibodies reactive with donor antigens), but still be completely unmatched with respect to 

HLA antigens. On the other hand, matching for some HLA antigens may improve the chances of obtaining 

a negative crossmatch for prospective recipients who have developed antibodies reactive with many 

foreign HLA antigens. The crossmatch is generally performed by a two-step, antibody-mediated, 

complement-dependent cytotoxicity assay. In many centers, the test is augmented by the intermediate 

addition of antihuman immunoglobulin to increase the sensitivity for detecting lysis. More recently, flow 

cytometry has been used to detect preexisting recipient antibodies with still additional sensitivity, although 

the data from flow cytometric analysis may be too sensitive to be clinically applicable.

“Sensitized” Candidate for Organ Transplantation

Since kidneys and many other vascularized organs cannot currently be transplanted into recipients with 

preexisting antibodies, the clinical goal is to avoid the formation of antibodies reactive with donor antigens 

or to find organs that do not express the particular HLA antigens against which the recipient has been 

sensitized. Except for blood group antibodies, recipient sensitization to transplantation antigens always 

occurs by prior exposure to allogeneic tissue. This may occur as a result of blood transfusion, as a result 

of previous organ transplantation, or, in women, by exposure to paternal antigens during or just after 

pregnancy. The degree of sensitization of a potential kidney recipient is measured regularly by testing sera 

on a panel of lymphocytes selected from individuals who collectively express a broad representation of the 

HLA antigens. Transplantation candidates whose sera react with a high percentage of the cells in this 

panel (panel reactive antibody [PRA]) are said to be “highly sensitized.” The term may be confusing to 

immunologists, since in the clinical setting it refers only to B-cell sensitization and does not necessarily 

imply sensitization of cell-mediated effector mechanisms. Highly sensitized candidates may wait years to 

receive a kidney transplant and some may never receive one.

If a recipient has detectable antibodies to HLA antigens, she or he cannot receive an organ bearing these 

HLA antigens. Prior screening of potential recipients against the panel of HLA antigens can predict some 

of the determinants against which antibodies already exist. Most highly sensitized individuals actually 

produce antibodies of relatively limited heterogeneity that re reactive with public epitopes of HLA antigens. 

Thus, the HLA phenotype of unsuitable donors for any given recipient can be predicted with some 

precision. In this case, HLA tissue typing has value in identifying kidneys that may have a negative 

crossmatch for highly sensitized individuals.

The level of sensitization manifested by transplantation candidates fluctuates over time. As a result, it is 

possible for recipients to have a negative crossmatch with a donor’s cells using recently obtained serum, 

but a positive crossmatch using previously collected sera. Transplantation in the face of this “historical 

positive crossmatch” has been performed successfully.

Obtaining crossmatch-negative donors by locating well-matched organs or waiting for a decline in the level 

of sensitization represent the primary solutions currently available for sensitized patients. Despite 

numerous trials, no widespread protocol for the active treatment of sensitized individuals to remove 



antibody has been adopted.

The Diagnosis of Rejection

In clinical organ transplantation, the most obvious manifestation of the rejection process is diminished 

function of the transplanted organ. Other causes of graft dysfunction exist, however, and it is obviously 

important to confirm the immunologic origin of the event before increasing immunosuppression. The 

clinical pattern of dysfunction often helps to suggest the diagnosis of rejection. However, no clinical sign 

can definitively diagnose rejection. It would be useful, therefore, to determine a means of identifying 

rejection episodes based on systemic manifestations of the immunologic mechanisms involved. 

Unfortunately, a well-established assay to measure rejection activity does not yet exist. Two approaches 

include the measurement of antidonor antibody production and the sequential measurement of 

cell-mediated responses to donor antigens. Antibody responses have frequently been documented 

following graft rejection, but they tend to appear after rejection is complete. In vitro cell-mediated 

responses, both proliferative and cytotoxic, may or may not be present while a graft is in place and are not 

well correlated with clinical rejection episodes. Assays of humoral and cellular responses to donor 

antigens both suffer from the possibility that donor-specific elements of the response may be absorbed by 

the antigens of the graft, at least until the late stages of rejection. Furthermore, the existence of 

tissue-specific peptides may allow T-cell responses to occur in vivo that cannot be measured in vitro when 

donor lymphocytes are used as stimulators. A recent report ( 150 ) suggests that urinary perforin and 

granzyme B levels may be useful in the diagnosis of renal allograft rejection, but did not rule out the 

possibility that other conditions associated with renal allograft dysfunction, such as CMV infection, might 

produce a similar profile.

The “gold standard” in the diagnosis of allograft rejection has always been the biopsy of the transplanted 

organ itself. Pathologists have been able to identify the abnormal lymphocytic infiltrate within grafts, to 

grade the intensity of the infiltrate, and, for some organs, to describe histologic findings characterizing the 

effects of immunologic injury ( 378 ). Some pathologic changes, including a lymphocytic infiltrate of the 

vascular wall, seem to be well correlated with rejection activity ( 378 ). In addition, pathologic changes 

suggesting nonimmunologic causes of renal dysfunction may be helpful in patient management.

Despite the widespread reliance on the biopsy to define episodes of rejection, however, differentiation of 

rejection from its absence is often difficult, particularly when cyclosporine immunosuppression has been 

used. Since most clinical allograft biopsies are performed when the organ is not functioning well, and only 

after mechanical causes of dysfunction have been excluded, most organs that are biopsied, by selection, 

are undergoing rejection. Therefore, inability to detect nonrejection events in a few cases pathologically 

will still leave an excellent correlation between the diagnosis of rejection and the response to therapy. 

When routine biopsies of transplanted organs have been done, regardless of organ dysfunction, they have 

revealed a poor correlation between histologic findings and clinical evidence of rejection. Experimental 

studies of skin grafts, as discussed above, have found that the degree of lymphocytic infiltrate in an 



allograft correlated better with the nature of the antigenic disparity than with the intensity of the rejection 

process. Furthermore, several experimental models of tolerance induction have shown intense 

lymphocytic infiltrates in organs that go on to survive indefinitely in recipients who develop tolerance to the 

donor antigens. These studies suggest that the amount of lymphocytic infiltrate detected pathologically 

may not be helpful in diagnosing rejection episodes and determining the need for treatment.

How Much Immunosuppression Is Enough?

While the majority of transplant recipients respond immunologically to their new organ despite 

immunosuppression, some patients seem never to generate any rejection activity and maintain their 

transplanted organ with very small doses of immunosuppressive drugs. Indeed, a few patients have been 

known to stop all medications but have kept their transplant for years without rejection. On the other hand, 

some patients seem to require and tolerate very high doses of exogenous immunosuppression, while 

others seem to be severely immunocompromised by low doses of these drugs. These observations make 

it clear that the amount of immunosuppression that is required or that is safe is not the same for every 

individual or for all grafts. Unfortunately, there is no well-established assay to determine the amount of 

immunosuppression an individual requires and can safely tolerate for his or her particular transplant.

CONCLUSION

The great danger in any textbook chapter is that the need to summarize what we think is known will 

obscure the much greater amount still left to be learned. In recent years enormous progress has been 

made in the study of the major histocompatibility antigens, yet we still know too little about the products of 

the numerous other histocompatibility loci that encode the minor histocompatibility antigens. Recently we 

have gained important insight into the role of APC in T-cell sensitization; but we still have not explored 

adequately the role that indirect presentation of alloantigens plays in graft rejection. During the past 2 

decades we have learned much about the generation and function of cytotoxic T-lymphocytes and about 

their likely role in some mechanisms of graft rejection and GVHD; however, our understanding of 

noncytolytic mechanisms of rejection and GVHD, which clearly exist, is much more limited. Finally, this 

chapter has outlined several techniques for the generation of immunologic tolerance to alloantigens in 

experimental systems; however, as is described above, the first human beings have only recently been 

transplanted with a tolerance-inducing regimen (nonmyeloablative allogeneic BMT with simultaneous 

donor kidney transplantation) that allows the early discontinuation of nonspecific immunosuppression. The 

encouraging initial results achieved with this approach raise hopes that routine tolerance induction may 

soon become a clinical reality. New insights into basic immunologic issues will likely have important 

consequences for clinical transplantation in the future.

GLOSSARY OF TERMS AND ABBREVIATIONS

&alpha;Gal: Gal&alpha;1-3Gal&beta;1-4GlcNAc



ADCC: Antibody-dependent cell-mediated cytotoxicity

AICD: Activation-induced cell death

Allo: Allogeneic

APC: Antigen-presenting cell

&beta;2m-/-: &beta;2 microglobulin

BMC: Bone marrow cells

BMT: Bone marrow transplant

CCR7: CC chemokine receptor 7

CD40L: CD40 ligand

CDR3: Complementarity-determining region 3

CML: Cell-mediated lympholysis

CMV: Cytomegalovirus

CsA: Cyclosporine

CTL: Cytotoxic T-lymphocyte

CTLp: Cytotoxic T-lymphocyte precursor

CXCR3: CXC chemokine receptor 3

DAF: Decay-accelerating factor

DC: Dendritic cell

DLI: Donor lymphocyte infusions

DST: Donor-specific transfusion

DTH: Delayed-type hypersensitivity

ELISA: Enzyme-linked immunosorbent assay

ELISpot: Enzyme-linked immunosorbent spot

ES cells: Embryonic stem cells

FasL: Fas ligand

FKBP: FK506-binding protein

GalT: &alpha;1-3Gal transferase

GVH: Graft versus host

GVHD: Graft-versus-host disease

GVL: Graft versus leukemia

H-2: Mouse MHC

HA: Histocompatibility antigen

HCT: Hematopoietic cell transplantation

HDAF: Human decay-accelerating factor



HEV: High endothelial venule

HLA: Human leukocyte antigen

IP-10: Interferon gamma-induciple protein of 10 kD

ITIM: Immune receptor tyrosine&ndash;based inhibitory motif

KGF: Keratinocyte growth factor

KIR: Killer inhibitory receptor

MAC: Membrane attack complex

Mac1: Myeloid cell-surface marker CD11b

MCP: Membrane cofactor protein

MHC: Major histocompatibility complex

Mig: Monokine induced by IFN-&gamma;

MIP1&alpha;: Macrophage inflammatory protein 1&alpha;

MLR: Mixed lymphocyte response

NK: Natural killer

NS: Natural suppressor

PBMC: Peripheral blood mononuclear cell

PERV: Pig endogenous retrovirus

PHSC: Pluripotent hematopoietic stem cell

PRA: Panel reactive antibody

Rag: Recombinase-activating gene

SCID: Severe combined immunodeficiency

SLA: Swine leukocyte antigen

STAT: Signal transducers and activators of transduction

TBI: Total body irradiation

TC R: T-cell receptor

TI: Thymic irradiation

TLI: Total lymphoid irradiation

TNFR1: Tumor necrosis factor receptor 1

Tr1: T-regulatory cells 1

Treg: Regulatory T cells
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The application of the science of immunology to the problems of cancer has fascinated 
immunologists for more than a century. The strongest impetus for the many decades of 
research in tumor immunology has been the hope that sensitive immunological 
techniques might detect tumor-specific material that could be used for prevention, 
therapy, and diagnosis of cancer. Indeed, after the development of inbred mouse 
strains, tumor transplantation studies in the 1950s and 1960s showed that mice could 
be immunized against transplants of chemically induced cancers that arose in the same 
inbred mouse strain. These studies, providing the first evidence of the existence of 
“tumor-specific” rejection antigens, initiated the modern era of tumor immunology. In the 
absence of molecular information, however, it remained unclear whether murine or 
human tumors indeed expressed truly tumor-specific antigens (i.e., molecules that are 
expressed only on the malignant cells and are recognized by the immune system). Two 
discoveries have provided a strong foundation for tumor immunology and profoundly 
altered perspectives. The first is that T cells can detect intracellular protein antigens that 
are “processed” and carried as peptides to the cell surface and presented by major 
histocompatibility complex (MHC) molecules as target structures for clonally selected 
specific T cells. The second discovery is that truly tumor-specific antigens recognized 
by T cells and encoded by tumor-specific somatic mutations exist. These two 
discoveries together suggest that clinically useful immunological differences between 
malignant and normal cells will be found.

Even though immunologists are only beginning to contribute to the therapy or diagnosis 
of cancer, the study of cancer cells and their products with immunological techniques 
has led to fundamentally important discoveries in which immunological mechanisms 
were first observed in a tumor system but were later found to have a much broader 
application. For example, tumor transplantation studies paved the way for the discovery 
of the MHC and the development of inbred mouse strains. Immunological analyses of 
myeloma proteins (i.e., antibodies produced by malignant plasma cells) led to the 
chemical and physical characterization of the antibody molecule. Analysis of 
cell-surface antigens on malignant hematopoietic cells led to the discovery of markers 
that permit separation of functionally different subsets of lymphocytes. Also, graft 
enhancement was first demonstrated through the use of tumor transplants. Finally, the 
search for nonspecific approaches to manipulating tumor immunity led to the discovery 
of cell types such as natural killer (NK) cells and of cytokines such as tumor necrosis 
factor (TNF).

At present, general tumor-specific diagnostic markers shared by many or all cancers 
are unknown, and so the only reliable diagnosis of cancer is usually made by the 
pathologist, using histological or cytological techniques ( 1 ). Although tumor simply 
means “swelling,” the term is usually equated with neoplasm, which literally means “new 
growth.” A neoplasm is an abnormal mass of tissue that persists and proliferates after 
withdrawal of the stimulus that initiated its appearance. There are two types of 
neoplasms or tumors: benign and malignant. The common term for all malignant tumors 
is cancer. Nearly all benign tumors are encapsulated and never metastasize. In 
contrast, cancers are almost never encapsulated but invade adjacent tissue by 
infiltrative destructive growth. Invasive growth may be followed by cancer cells 



implanted at sites discontinuous with the original tumor, usually by transplantation of 
cells through lymphatic or hematogenous spread or both. This process, called 
metastasis, unequivocally marks a tumor as malignant, although invasive growth, the 
most reliable criterion for the diagnosis of cancer, is sufficient, because invasive growth 
usually precedes metastasis.

Several lines of evidence are consistent with the notion that cancer is not a single 
disease. However, there are certain important principles that apply to many, if not all, 
cancers. There is now substantial evidence that cancers in mice and humans are the 
result of multiple sequential mutations. Physical and chemical carcinogens are involved 
in the induction of most human cancers in industrialized countries ( 2 ), and many of 
these carcinogens are mutagens. Although most of these mutations seem to be 
acquired (somatic mutations), increasing numbers of germline mutations that make 
individuals prone to develop cancer are being discovered. A cancer may require, in 
multiple steps, as many as ten or more mutations to develop its full devastating 
malignant character. This process of cancer development can be divided into three 
phases. The first stage, tumor initiation, is the acquisition of mutations as a result of 
carcinogen exposure or germline transmission. Initiated cells do not form tumors unless 
exposed to promoting agents or conditions during a process called tumor promotion. 
This process represents the second stage, which ends with the appearance of the first 
neoplastic cells ( 1 ). The earlier abnormal cells during the first two stages are referred to 
as preneoplastic or premalignant. The third phase of the multistep process, tumor 

progression ( 1 , 3 , 4 ), begins with development of invasive growth from a premalignant 
tumorous lesion and usually ends with a highly aggressive, widely metastatic cancer 
that ultimately kills the host. There is compelling evidence that most cancers are clonal 
in origin and that, in tumor progression, new subpopulations of cells that have acquired 
additional mutations arise continuously as a result of Darwinian selection of genetic 
variants that have a growth advantage, but it is important to emphasize that selective 
growth, not genetic destabilization, is the driving force, at least at earlier stages of 
neoplastic development. During this evolution of a cancer, sequential mutations result in 
changes in growth structure, hormone dependence, enzyme and cytokine production, 
and expression of surface antigens. Some of these changes might be coincidental, but 
others allow the abnormal cells to escape homeostatic controls or resist destruction by 
defense mechanisms or treatment.

REJECTION ANTIGENS ON TUMORS

More than 100 years ago, it was discovered that some tumors developing 
spontaneously in experimental animals could be transplanted in other animals of the 
same species and in this way could be propagated continuously. This finding provided 
an important experimental tool for cancer research ( 5 ). Immediately, scientists began to 
investigate the possibility of immunizing against such transplantable cancers. Rodents 
exposed to a small nonlethal challenge of certain tumors became immune to 
subsequent challenge with large transplants of the same tumors, which regularly killed 
nonimmunized recipients. Also, complete removal of the tumors after initial growth 
immunized animals against tumors. (Many experimental tumors do not metastasize 
readily and can therefore be removed completely by ligation of the blood supply or by 



surgical excision, even though the tumors have grown for a considerable time.) These 
early results seemed to suggest that immunization against cancer was possible. 
Furthermore, there were certain other spontaneous tumors that were not readily 
transplantable into other animals of the same species, and this was taken as evidence 
for natural resistance or natural immunity against some cancers. Many years later, it 
became clear that no such conclusions could be drawn from these early studies, 
because outbred rats or mice had been used. The problem became apparent when it 
was realized that the immunization with tumor would also immunize the host against 
normal tissue of the donor and that normal tissues of the donor could also immunize the 
host against the tumor ( 6 ). These experiments brought the idea of tumor-specific 
antigens into disrepute, but they also prompted the search for antigens that caused 
rejection of normal transplanted tissue. This research eventually led to the discovery of 
the MHC and to the development of inbred mouse strains ( 6 , 7 ). Once inbred mouse 
strains became available, it was shown that tumors transplanted within an inbred mouse 
strain usually grew so well that the existence of tumor-specific antigens seemed very 
unlikely. In fact, transplantability of tumors in syngeneic animals became (and still is) a 
diagnostic criterion for the malignant phenotype of an experimental tumor. This criterion 
was especially useful because many rodent tumors are cancers of nonepithelial origin 
(sarcomas), for which a clear histological demonstration of local invasive growth can be 
especially difficult. Furthermore, these tumors are rarely metastatic, a characteristic that 
is shared by many other experimentally induced tumors in rodents. As outlined later, it 
is now known from studies of experimental tumors that strong, truly tumor-specific 
rejection antigens indeed exist and that they are caused by somatic tumor-specific 
mutations. For human tumors, for which rejection antigens in the real sense are very 
difficult to define, autologous tumor-reactive T cells have been used extensively for 
tumor antigen discovery ( 8 ). Serological methods, particularly serological analyses of 
recombinant complementary deoxyribonucleic acid (DNA) expression libraries of human 
tumors (SEREX), have become an important tool for discovering new tumor antigens ( 9 

).

Evidence of Tumor-Specific Rejection of Transplanted Cancers

The modern era of tumor immunology began with the discovery that inbred mice could 
be immunized against sarcomas induced by the chemical carcinogen 
methylcholanthrene (MCA). The first such demonstration of induced immunity to 
transplanted MCA-induced sarcomas, by Gross ( 10 ), was in 1943; however, it was not 
until the 1950s that more complete experiments provided unequivocal evidence for 
tumor-specific rejection of transplanted cancers ( 11 , 12 , 13 and 14 ). In particular, the 
experiments of Prehn and Main ( 12 ) in 1957 showed that the rejection antigens on the 
MCA-induced sarcomas probably were functionally tumor-specific, because 
transplantation assays could not detect these antigens in normal tissue of the mice 
used. These investigators showed that the tumor cells did not immunize against normal 
skin grafts from the mouse of tumor origin and that normal tissue of this mouse did not 
immunize against the tumor ( Fig. 1). These results showed that it was highly unlikely 
that residual heterozygosity ( 22 ), if it existed in these inbred mice, was responsible for 
the immunogenicity of the transplanted tumors. The notion of tumor antigenicity was 
confirmed by further experiments demonstrating that tumor-specific resistance against 
MCA-induced tumors could be elicited in the autochthonous host (i.e., in the mouse in 



which the tumor had originated), if the tumors were first removed completely and then 
immunized with irradiated tumor cells ( 13 ). In subsequent years, it was demonstrated 
that the induction of tumor-specific transplantation resistance was not restricted to 
tumors induced by MCA, because such resistance could also be induced by tumors that 
resulted from other chemical or physical [e.g., ultraviolet (UV)] carcinogens or by 
spontaneous tumors ( 15 , 16 ).

 
FIG. 1. Transplantation experiments demonstrating the existence of rejection antigens 
on methylcholanthrene (MCA)-induced murine sarcomas ( 12 ). Only the mice that had 
been immunized by previous tumor inoculation and removal (E) rejected the tumor upon 
second tumor inoculation. Tumor-immunized mice (D), however, still accepted normal 
tissue (skin grafts) of the mouse of tumor origin (A), and normal tissues of this mouse 
(A) did not protect other mice (C) against tumor challenge. Animal F was used simply to 
“store” the tumor from mouse A for the period required to immunize other mice (C, D, 
and E) with normal and malignant tissues. In similar experiments ( 13 ) (not shown), the 
original tumor was removed completely without killing the animal; after an interim 
period, during which the mouse was immunized repeatedly with irradiated tumor cells, 
viable tumor cells were reimplanted into this original mouse that now rejected the tumor 
that once originated from itself. This suggested that a mouse can be made immune to 
its autochthonous tumor after it has been removed completely from the animal.

Because protective immunity against the growth of transplanted tumors was used as 
the criterion for antigenicity, these antigens are also commonly referred to as 
transplantation antigens or rejection antigens. Unfortunately, several papers and 
reviews have been written on the subject of tumor rejection antigens without presenting 
evidence that the antigens described actually lead to tumor rejection. For example, the 
term rejection antigen is often improperly used for any antigen that is expressed on 
tumors and recognized by cytolytic T cells. However, tumors may grow very 
aggressively, even when tumor antigen–specific cytolytic T cells can be isolated from 
such tumors or the peripheral blood of the tumor-bearing hosts (mouse or human). 
Furthermore, there are remarkable differences in the potency of rejection antigens: 



Some elicit tumor rejection at any testable challenge dose, even in the absence of 
known co-stimulatory molecules on the tumor cells, whereas others antigens succeed 
only in delaying tumor outgrowth or cause rejection only at a threshold tumorigenic dose 
of tumor cells ( 17 ).

Antigens Are Unique for an Individual Cancer or Are Shared by Other Cancers

An early objective of the experiments with MCA-induced murine tumors was to search 
for tumor-specific antigens that were shared by different independently induced tumors. 
Such shared antigens might be used for either diagnosis or therapy of cancers 
occurring in different individuals. However, transplantation experiments ( 12 , 13 , 18 , 19 ) 
revealed that the strongest immunological protection against challenge with cancer cells 
was individually tumor specific. Immunization with one tumor protected effectively only 
against challenge with the same tumor but not against challenge with many other 
tumors tested ( Table 1); that is, each cancer was unique, even though the cancers 
were of the same histological type and were induced by the same carcinogen in the 
same organ system in genetically identical individuals. The unique specificity indicated 
hat each tumor had a unique transplantation antigen, expressed a unique combination 
of shared antigens, or both. In fact, careful studies suggested that the antigenic 
repertoire of these tumors is very large. Because of the impractical prospect of 
immunizing each patient against the unique antigen of the individual’s tumor, studies 
were undertaken many years ago to identify shared antigens that could elicit effective 
and repeatable tumor rejection. The result of those studies was that no wide 
cross-protection was observed ( 18 ). Thus, in the search for antigens shared among ten 
MCA-induced tumors, no reproducible cross-protection ( Fig. 2) was found in 90 tests 
with mice first immunized with one and then challenged with other syngeneic tumors ( 18

 ). In addition to MCA, a number of other chemical or physical ( 15 ) carcinogens, such as 
3,4-benzopyrene or UV light, also induce tumors that elicit strong transplantation 
immunity that is unique (i.e., individually tumor specific). Unique as well as shared 
tumor antigens have also been found to be in vitro targets of human autologous T cells. 
However, even when a shared antigen is recognized by cytolytic T cells, transplantation 
immunity may be individually tumor specific. For example, the shared antigen P1A is 
expressed by multiple lineages of tumors, as determined by Northern blots and 
sensitivity to lysis by P1A-specific cytolytic T-cell lymphocytes (CTLs), and P1A can 
induce cross-reactive T cells that are cytolytic for multiple tumor lineages ( 20 ). Despite 
this cross-reactivity, immunological protection was found to be mediated by unique 
antigens because there was no cross-protection ( 20 ).



 
TABLE 1. Characteristics of unique individually distinct rejection antigens on tumors

 
FIG. 2. Demonstration of the individual (unique) specificity of transplantation antigens 
on independently derived methylcholanthrene (MCA)–induced tumors in transplantation 
experiments ( 18 ). Mice were immunized by injecting nontumorigenic doses of viable 
cells. One to three weeks later, mice were challenged by injection with tumorigenic 
doses of the same tumor and nine other syngeneic tumors that had been induced 
independently in syngeneic mice. Protection was specific for the tumor used for 
immunization, because no repeatable cross-protection was found. The solid black 
square represents rejection of the tumor inoculum; the cross-hatched square represents 
unrepeatable rejections; the white squares represent combinations that showed no 
rejection. Adapted from Basombrio ( 18 ), with permission.

Shared antigens might lead to cross-protection between independently induced tumors, 
and, indeed, cross-protection between independently derived tumors is regularly found 
among murine melanomas induced by UV light or chemicals. Under selected 
experimental conditions, cross-protection is also found in the model of MCA or UV 
light–induced murine tumors ( 12 , 13 , 21 ). For example, hyperimmunization with a highly 
immunogenic regressor tumor led to protective immunity against challenge with several 
other less immunogenic progressor tumors. The finding of cross-protection has been 
taken as suggesting that the size of the antigenic repertoire may be limited or that 
common, yet tumor-specific, antigens exist. Although this is possible, it is also important 
to note that the resistance induced by immunization with unrelated tumors is usually 
weak, rather short-lived, and sensitive to gamma radiation or requires 



hyperimmunization; in contrast, resistance induced by immunization with unique 
antigens is usually long-lived and, like other specific immune responses, becomes 
relatively radioresistant once immunization has occurred ( 22 ). Furthermore, weak 
resistance against challenge with living tumor cells has sometimes been induced with 
normal tissue ( 13 ). The weak cross-protective effects induced by hyperimmunization 
with unrelated tumors or normal tissues may therefore be caused by a nonspecific 
bolstering of immune responses to specific antigens ( 13 ). Alternatively, cross-protection 
among independently derived tumors could be caused by oncofetal, 
oncospermatogonal, viral, or differentiation antigens (see later discussion) that may be 
shared by many tumors, but these antigens may not be tumor-specific because they are 
also found on certain nonmalignant adult tissues or cells. Molecules that are tumor 
specific and are shared among independently induced human cancers do exist, 
however. Examples are the tumor-specific mutant proteins found in certain types of 
human cancers (see later discussion), but it remains uncertain how effectively shared 
tumor antigens on human tumors can be used as targets for immunotherapy to achieve 
rejection.

Transplantation Immunity Is Primarily T-Cell Mediated

Transplantation immunity elicited by immunization with cancer cells is primarily T-cell 
mediated ( 14 ). UV light–induced regressor tumors are rejected regularly by normal mice 
but grow progressively in T cell–deficient mice ( 23 ). Cloned CTLs that represent stable 
transferable and highly specific probes for rejection antigens can be generated. 
Through the use of such probes, it has sometimes been possible to demonstrate that 
tumors induced by chemical or physical carcinogens express unique, individually 
distinct antigenic epitopes ( Fig. 3) ( 24 ). It is also possible to investigate whether an 
antigen recognized by a CTL clone in vitro acts as a rejection antigen in vivo ( 43 ). This 
was done by selecting antigen loss variants of regressor tumors in vitro for resistance to 
specific CTLs ( Fig. 4). Results of injection of the variants derived in vitro into mice 
suggested that antigen loss caused a change from a regressor to a progressor 
phenotype in vivo ( 23 ). Thus, by isolating tumor variants with selective resistance to a 
CTL clone, the relative importance of single or several combined antigens or epitopes 
on the tumor cell in tumor rejection can be indicated. However, there have been no 
experiments to show that reexpression of the lost tumor-specific antigen alone suffices 
to restore the highly immunogenic regressor phenotype fully.

 
FIG. 3. Example of the unique specificity and strength with which cytolytic T-cell (CTL) 



clones can lyse cells of a particular ultraviolet light–induced tumor that had been used 
for immunization—in this case, UV-6138. None of the 25 other syngeneic C3H tumor 
cell lines shown in the three panels lysed, which demonstrates the uniqueness of the 
CTL-defined antigen. Effector cells were incubated with chromium-51–labeled target 
cells for 4.5 hours, and the amount of the radioisotope released from damaged tumor 
cells into the supernatant was used to determine the percentage of target cells lysed. 
Adapted from Ward ( 24 ), with permission.

 
FIG. 4. Scheme of an experiment to test the relevance of a cytolytic T cell 
(CTL)–defined antigen for tumor rejection in vivo. Rare antigen loss variants can be 
selected by exposing the parental tumor cells in vitro to a CTL clone. In the example 
shown here, loss of the A antigen leads to variants that show progressive tumor growth 
in normal mice, whereas variants selected for loss of the B antigen (not shown) are still 
rejected by the normal host, like the parental ultraviolet light–induced regressor tumor. 
From Koeppen ( 27a), with permission.

Multiplicity of Unique Tumor Antigens Expressed on a Single Cancer Cell

CTL clones can also be used to determine whether the antigenicity of a given tumor is 
attributable to single or multiple independent components. Such dissection of the 
antigenic complexity of a tumor can be done by selecting resistant tumor variants and 
by determining whether these variants have retained any other CTL-recognized antigen 
or epitopes ( 25 ). The results from such studies ( 24 , 26 , 27 ) suggest that CTL-defined 
antigenicity of murine and human tumor cells may be composed of multiple 
independent, unique epitopes. Thus, the diversity of unique tumor-specific antigens 
may be even larger than previously anticipated. Whether these multiple CTL-defined 
epitopes expressed by a single tumor cell reside on one or on different molecules is 
often unclear; in any case, these epitopes appear to be functionally independent 
because CTL clones always selected for variants that had lost only the recognized 
epitope. This functional independence of epitopes makes this multiplicity important for 
understanding immune escape and for allowing combination immunotherapy (see 
section on selection of antigen loss or epitope loss variants ).

TUMOR ANTIGENS ENCODED BY MUTANT CELLULAR GENES 



(TUMOR-SPECIFIC ANTIGENS)

Mutations Discovered by Immunological Analyses

Although unique tumor antigens ( Table 1) were discovered in the 1960s, researchers 
have begun to learn about the molecular basis of the diversity of these antigens only 
since 1995 ( 28 ). In principle, there are three possible mechanisms that may lead to the 
appearance of these antigens: clonal amplification, mutation, and gene activation. Most 
chemical or physical carcinogens are mutagens. Therefore, it is generally assumed that 
unique tumor antigens on tumors induced by these carcinogens are products of 
mutated genes, possibly single genes with “hot spots” for mutations. However, Burnet 
proposed that the uniqueness of carcinogen-induced transplantation antigens on 
tumors may also result from clonal amplification of single cells expressing a particular 
normal antigen. According to this hypothesis, normal precursor cells in the host contain 
different antigens; these antigens, however, are not sufficient in amount to be 
recognized by the immune system until amplified by clonal expansion of the cancer 
cells. [An analogous situation may occur with clonal antigens (see later discussion) 
when an individual develops a malignancy of B- or T-cell origin; the idiotype, present on 
relatively few normal cells, may not be sufficient in amount to elicit a response in the 
normal host, but it may serve as target antigen for tumor cells bearing the same 
idiotype.] This possibility has been addressed experimentally. In one study, a 
nonmalignant fibroblast line was cloned in vitro and then expanded; subclones, all 
derived from the same precursor cell, were malignantly transformed by MCA in diffusion 
chambers implanted into mice. Transplantation experiments showed that all the 
developing tumors had individually distinct antigens, even though all tumors had been 
derived from the same precursor cell. These results seemed to indicate the appearance 
of new antigens (neoantigens) after carcinogen exposure and that the unique antigens 
were not already expressed on the precursor cell. However, normal cells can generate 
considerable diversity of surface molecules during clonal expansion from a single 
precursor, and the transformation event caused by the carcinogen may simply fix a 
particular antigenic phenotype of the cell, giving rise to the malignant clone. 
Alternatively, normal genes that were previously silent may be activated by the 
carcinogen. Both mechanisms involving normal genes could produce considerable 
antigenic diversity of tumors. Therefore, previous experiments have not answered 
whether the appearance of the individually distinct (unique) antigens was caused by 
carcinogen-induced somatic mutations of structural DNA sequences or whether these 
antigens are encoded by normal genes. It was also not clear in what way unique 
rejection antigens caused by mutagen exposure of cancer cells in vitro may serve as a 
paradigm for individually distinct rejection antigens. Furthermore, several unique tumor 
antigens, claimed to be “tumor-specific” and encoded by “mutations,” may be encoded 
by heterozygous germline genes, giving rise to unique, seemingly tumor-specific 
antigens. This uncertainty arises from the facts that residual germline heterozygosity 
and antigenic drift are commonly observed in inbred mouse strains and tumors derived 
from them and that absence of the described mutational changes from autologous 
normal DNA from the host of tumor origin was not demonstrated. Finally, although it is 
generally assumed that the appearance of unique tumor antigens is a direct result of 
the exposure to carcinogen, there is no direct evidence for this, except when the 
antigens are encoded by the transforming genes of oncogenic viruses. Even the fact 



that unique tumor antigens are often shared by a majority (or all) of the cells in a given 
tumor implies only that the cells in the tumor arose from a single precursor cell. It is still 
possible that a precursor expressing the unique tumor antigen arose in a 
pretransformational or posttransformational cell population in which the other cells not 
expressing this antigen were eliminated or overgrown during the continuous evolution of 
the cancer.

Since 1995, the genetic origins of several T cell–recognized unique antigens from 
murine and human cancers have been identified, and in every case, the antigen was 
caused by a somatic mutation (i.e., by a genetic change absent from autologous normal 
DNA) and thus found to be truly tumor-specific ( 28 , 29 , 30 , 31 , 32 and 33 ). Table 2 shows 
that these antigens do not seem to involve a single gene family but rather involve 
multiple different unrelated genes and that the same mutation may be selected only 
rarely in another patient ( 30 ). The second fascinating finding was that many of these 
mutations do not appear to be located in random sites but rather occur in genes that 
code for functionally important parts of the expressed protein. For example, the 
mutation in the cyclin E–dependent kinase 4 reduces the binding to its inhibitor and 
tumor-suppressor protein, p16INK4a ( 30 ), and the same mutation is found in cases of 
familial melanoma. Also, the mutation in the ß-catenin appears to prevent the 
degradation of this oncogene, and the mutation in the helicase protein p68 resulted in 
an amino acid substitution in a functionally important domain of this gene ( 33 ). The third 
fascinating finding was that several of these unique tumor-specific antigens are 
excellent targets because they cannot be lost by immune selection. These antigens are 
encoded by essential but mutant household genes for which the tumor cell lacks the 
normal allele as a result of Knudson-type loss or mutation of the second allele ( 29 , 34 ). 
It is likely that only a fraction of the genetic changes needed to cause the different 
stages of different types of cancers is understood. Therefore, it is important to note that 
T cells against unique tumor antigens can identify novel, functionally important 
tumor-specific mutations that would probably not have been detected by other available 
technology.

 
TABLE 2. Unique tumor antigens recognized by syngeneic or autologous T cells and 
caused by somatic mutations

Mutations Discovered by Functional or Genetic Analyses: “Reverse Immunology”



Many human cancers in industrialized countries are probably not induced by viruses but 
rather result from mutations caused by physical or chemical carcinogens ( 2 ). Some of 
these mutations may be the immediate result of the initial mutational damage to normal 
target cells and randomly affect many genes. However, most mutational changes are 
probably a disadvantage to the cancer cell, so that the mutations that are found when 
cancers eventually arise are highly selected, probably throughout the long process of 
carcinogenesis and tumor progression. These selected mutations occur preferentially in 
certain genes and often in highly selected locations in these genes; many of these 
mutations are causally related to, and specific for, the malignant process. These 
mutations were originally discovered because the mutant gene was found (a) to be 
overexpressed, (b) to cause transformation in transfection assays, or (c) to be involved 
in a cancer-specific chromosomal translocation. Several of the mutations affect DNA 
sequences that encode proteins and therefore result in the appearance of 
tumor-specific mutant proteins. These novel proteins may be the result of point 
mutations, internal deletions, or other gene rearrangements, including fusion of genes. 
The original reason for discovering these mutations was not the antigenicity of the 
encoded mutant proteins; therefore, these mutant proteins may not necessarily encode 
tumor-specific antigens. Computerized algorithms have been used [in a process called 
reverse immunology ( 8 )] to predict the likelihood that a particular mutation will result in 
a strong antigen, and several of the mutant proteins and peptides have been used to 
explore the possibility of inducing tumor-specific immunity. It is interesting that antigens 
recognized by the host when immunized with tumor cells (direct immunology) have, so 
far, always been found to be encoded by different mutations (see previous section). 
Therefore, an important question is this: How commonly are mutant proteins that have 
been identified initially by nonimmunological methods effective targets for 
immunological rejection of cancer cells? Some examples ( Table 3) are given as 
follows.

 
TABLE 3. Origin, distribution, and antigenicity of different categories of tumor antigens 
represented by examples

Mutant Ras Oncogene–Encoded Proteins The tumorigenic potential of the Ras 
proto-oncogene can be acquired by activating mutations, which occur at selected 
predictable sites and affect amino acid residue 12 or 61 and, less frequently, residue 13 



of the p2l Ras protein ( 69 ). Mutant Ras can elicit specific antibody ( 71 , 72 ) but the 
protein is located at the inner tumor cell membrane, not at the cell surface. However, 
mutant Ras peptides elicit CD4 + or CD8 + T-cell responses ( 35 , 36 ). For example, 
human CD4 + T cells have been shown to recognize a valine for glycine substitution at 
position 12 of Ras, which is one of the most common mutations in human cancers ( 35 ). 
The region of the mutant Ras protein from which the peptide was derived is identical for 
all the three members of the Ras proto-oncogene family, namely, H-Ras, K-Ras, and 
N-Ras, which have different prevalence in different cancers. Ras mutations occur in 
premalignant or malignant cells after thymic deletion of self-reactive clones, and most 
individuals should therefore have clones that respond to the mutant proteins. In all 
instances, the T cells have been induced with the purified Ras peptide or protein rather 
than tumor cells. A potential problem is that, in only some tumor cells, the peptide/MHC 
complexes may have sufficient density to be recognized by Ras-specific T cells. Also, 
the presentation of Ras peptides on MHC molecules has been found to be 
unconventional, and the antigenic specificity of the weak immunity that was found 
against transplanted tumor cells after immunization with a semipurified mutant Ras 
protein remains unclear. Furthermore, immunization of cancer-prone mice against the 
mutant region of transgenic Ras caused enhanced growth of primary tumors ( 37 ). Thus, 
at present, it remains uncertain whether mutant Ras can serve as an effective target for 
tumor rejection. For example, no immunological cross-reactivity in tumor protection 
assays was observed between chemically induced fibrosarcomas that shared the same 
Ras mutation ( 38 ). Nevertheless, clinical trials have been developed. 
Mutant p53 Suppressor Gene–Encoded Proteins Mutations in the p53 suppressor 
gene are among the most common mutations found in human and experimental 
cancers. The p53 gene was originally discovered by antibody raised against a murine 
sarcoma or against preparations of simian virus 40 (SV40) T antigen. The protein was 
found in a large variety of cancers (including those of no known viral etiology) but was 
not detected in nonmalignant embryonic or adult cells; this finding implies a possible 
central role for p53 in the malignant process. It is now understood that normal p53 
protein, which acts as a suppressor of cell growth, is expressed little in normal cells and 
therefore is generally not detected, whereas the high levels of p53 commonly detected 
in malignant cells usually represent a mutant p53 protein. The mutations in p53 tend to 
cluster in evolutionarily conserved regions of the gene, but the exact locations of 
mutations in the p53 gene are highly diverse. Different mutations appear to cause 
common conformational changes (and possibly similar dysfunction), as evidenced by 
preferential reactivity of different mutant p53 proteins with certain anti-p53 monoclonal 
antibodies. Patients appear to mount an antibody response to mutant p53 proteins, 
particularly those that associate with heat-shock proteins, and the presence of these 
antibodies are correlated with a poor prognosis. Unlike antibodies, T cells recognize 
unique short mutant peptides in which common conformational changes are absent. 
Exploring mutant p53 proteins as a potential immunological target for therapy is 
attractive because T cells with unique specificity appear to mediate the strongest 
antitumor immunity, and p53-specific T cells have been induced. However, as with 
mutant Ras, immunization with tumor cells has generally not induced T cells specific for 
mutant p53 peptides, which suggests that other unique antigens may usually dominate 
the response. Nevertheless, tumor immunity in vivo has been induced by vaccination 
against mutant p53 peptides if given with interleukin (IL)–12. Because p53 is commonly 
overexpressed in cancer cells, T cells directed against normal p53 might preferentially 



destroy tumor cells. Vaccines designed to immunize against normal p53 would also not 
require tailoring the vaccines for the individual, highly diverse p53 mutations. However, 
normal p53 is a self-antigen of which individuals are tolerant. Because murine and 
human normal p53 sequences are not fully conserved, murine T cells specific for 
human normal p53 peptides that lyse human tumor cells have been induced. 
Furthermore, p53 knockout mice generate T cells specific for normal murine p53 that, 
on adoptive transfer into p53 wild-type mice, can eradicate murine p53-overexpressing 
tumors without signs of autoimmunity to the host. Nevertheless, it remains uncertain to 
what extent p53 can serve as an effective target for tumor rejection. 
Fusion Proteins Resulting from Internal Deletions or Chromosomal 
Translocations New antigenic determinants can arise from the juxtaposition of 
previously distant amino acid sequences, resulting in a new peptide sequence and 
possibly a change in conformational structure. Such fusion proteins can result from 
internal deletions within the coding sequence of a single gene. For example, about 40% 
of malignant glioblastomas, the most common primary brain malignancy in humans, 
have an internal deletion of the epidermal growth factor receptor gene, which results in 
a fusion protein. About half of the patients with this tumor have the same deletion, 
which generates a new amino acid at the fusion point. The new antigenic determinants 
on the surface of the cancer cells can be recognized specifically by a monoclonal 
antibody. Such truly tumor-specific antibody may be therapeutically useful against this 
cancer, which is untreatable by conventional therapy. Fusion proteins may also result 
from chromosomal translocations found in a variety of human cancers. The resulting 
fusion proteins are chimeric because parts of the same protein are encoded by 
sequences of two distinct genes. Remarkably, similar translocations and 
recombinational events may occur in a given type of cancer, which may result in the 
juxtaposition of exactly the same coding sequences from the two involved 
chromosomes. These highly conserved chromosomal breakpoints may therefore give 
rise to the same fusion proteins in the same cancers from different individuals. The best 
examples are the chimeric BCR/ABL fusion proteins found in patients with chronic 
myelogenous leukemia. The fusion proteins can be recognized specifically by antibody ( 
39 ) and human CD4 + T cells, and peptides spanning the fusion point of the BCR/ABL 
fusion protein can be presented by the class I MHC surface molecules of chronic 
myelogenous leukemia cells as targets to CD8 + human cytolytic T cells. Of importance 
is that many of these fusion proteins are essential for maintaining the malignant state of 
the cell, and tumor cells may not easily escape therapy by losing expression of fusion 
proteins. It is still uncertain, however, whether these fusion proteins can serve as 
effective targets for active or passive immunotherapy. 

TUMOR ANTIGENS ENCODED BY NORMAL CELLULAR GENES 
(TUMOR-ASSOCIATED ANTIGENS)

All the antigens listed in this section are encoded by nonmutant cellular genes that are 
expressed not only by certain cancer cells but also by at least one subset of normal 
adult cells. Therefore, these antigens are not tumor specific, and they are commonly 
referred to as tumor-associated antigens. The extent to which these antigens are 
expressed by normal cells and tissues can vary from widespread expression to extreme 
restriction to a small population of normal cells. Furthermore, the time during 
development or differentiation when these markers are expressed on normal cells can 



vary considerably. Some of these antigens have been found only in spermatogonia, 
spermatocytes, and certain cancer cells (oncospermatogonal antigens) but not in 
normal cells of the tissue of tumor origin; that is, these antigens are expressed in a 
non–lineage-specific manner. Most tumor-associated antigens, however, are expressed 
at least at some level on the cell type from which the tumor developed; that is, these 
antigens are lineage specific and represent differentiation antigens. Some of these 
differentiation antigens are found in only a small clone of normal cells from which the 
malignancy originated (clonal antigens), whereas other differentiation antigens are also 
found prominently expressed in embryonic or fetal precursor cells and are, therefore, 
called carcinoembryonic or oncofetal antigens.

Even though none of the antigens discussed in this section are truly tumor specific, 
several mechanisms for an operational relative tumor specificity have been invoked for 
several tumor-associated antigens: (a) Malignant cells may express a given antigen at 
much higher levels (e.g., 10- to 100-fold), and some studies suggest that such 
differences in expression levels between normal and malignant cells can be exploited 
therapeutically. (b) Relative tumor specificity may also be attained because of better 
access of the antigen-specific effector cells to the malignant cells than to normal cells 
[e.g., the epithelial adhesion molecule (EPCAM) is expressed on individual colon cancer 
cells but only on the luminal surface of the normal colon cells]. (c) For certain antigens, 
the expression of the epitopes on the normal cells is hidden from the immune system by 
more complete glycosylation of the target molecule in the normal cells (in the case of 
epithelial mucins). (d) In the case of oncospermatogonal antigens, lack of expression of 
MHC molecules by the normal cells may prevent these cells from becoming a direct 
target for T cells. However, indirect presentation of antigens can occur for all antibody 
as well as T cell–recognized antigen, and a large body of experimental evidence 
supports the concept that the induction of protective T cell–mediated responses to 
tumor-specific antigens by active immunization is much more effective than inducing 
immune responses to target structures that lack tumor specificity ( 20 , 40 ). Nevertheless, 
passive immunization with monoclonal antibodies directed against human 
tumor-associated differentiation antigens have been described to be effective ( 41 , 42 

and 43 ) (see later discussion), and the possibility of achieving therapeutic effects of 
active immunization against oncospermatogonal antigens is currently being explored.

Oncospermatogonal Antigens (“Cancer-Testis” Antigens)

It has been postulated repeatedly that certain normal genes that are completely silent in 
all nonmalignant cells may be activated exclusively in malignant cells. Alternatively, it 
has been postulated that cancer cells may express proteins (or immature forms of a 
protein) that are expressed only in fetal but not in nonmalignant adult cells [e.g., Coggin 
et al. ( 44 )]. However, several previous similar claims of selective activation of normal 
genes (or selective expression of immature forms of proteins) in cancer cells leading to 
tumor-specific antigens have not been substantiated. Usually, at least transient 
expression of the same antigen by at least one normal cell type was later discovered. 
For example, the thymic leukemia (TL) antigen is encoded by a normal cellular gene in 
the MHC locus ( 45 ). Initially, it was found that the TL gene was not expressed in normal 
thymocytes of TL-negative mice, but it could be activated specifically in leukemias 
developing in these strains. However, much later studies demonstrated that the TL 



antigen was expressed by normal gut epithelium of TL-negative strains. As another 
example, certain CTL-recognized antigens on human melanomas and several other 
cancers [e.g., melanoma antigen-encoding gene (MAGE)–1, MAGE-2, MAGE-3] were 
reported to be encoded by normal genes that were found to be expressed only in the 
malignant cells ( 46 ). However, further research revealed that these antigens were also 
expressed by normal spermatogonia and primary spermatocytes in the testis ( 47 ) and 
possibly other normal cells. Therefore, these antigens are also referred to as 
“cancer-testis” antigens. Similar oncospermatogonal antigens have also been defined 
through the use of autologous sera of cancer patients as probes ( 48 ). 
Oncospermatogonal antigens may also be found in murine tumor models, and a murine 
homolog of MAGE is expressed in postmeiotic spermatids. Furthermore, a 
CTL-recognized antigen on mouse mastocytoma P1A was reported to be expressed by 
a normal gene not expressed by normal cells; later work, however, revealed expression 
of the antigen in normal spermatogonia and trophoblast cells. Thus, there is a lack of 
convincing evidence that normally completely silent genes are specifically activated in 
cancer cells and can encode truly tumor-specific antigens.

The selective appearance of antigens in cancer cells as well as in spermatogonia and 
spermatocytes is very interesting, because it may be related to demethylation of genes. 
Such demethylation takes place rather selectively during spermatogenesis and cancer 
development and may lead to expression of a large number of genes. These genes 
either may be completely silent in other cells or, more likely, are expressed at some 
selective stage of cellular development, possibly in a cell type that has escaped 
observation. Consistent with this explanation is the finding that some tumor-associated 
antigen, such as P1A, MAGE-3, and MAGE-4, are found not only in spermatogonia but 
also in trophoblast cells and thus represent carcinoembryonic antigens (CEAs). In any 
case, unlike differentiation antigens, oncospermatogonal antigens are observantly 
expressed in cancer cells in a highly selective, non–lineage-specific manner. Because 
of their relative tumor specificity, the oncospermatogonal antigens may represent 
important targets for diagnosis of, as well as immunotherapy for, cancer.

Differentiation Antigens

Some antigens expressed on tumor cells are also expressed during at least some stage 
of differentiation on nonmalignant cells of the cell lineage from which the tumor 
developed. These lineage-specific antigens can therefore be considered differentiation 
markers. They represent a very diverse group of proteins, glycoproteins (including 
mucins), and glycolipids (carbohydrate or peptide epitopes); several are being explored 
as potential immunotherapeutic targets ( 41 ). Other lines of evidence support the idea 
that effectors and target structures may not need to have absolute specificity. For 
example, several chemotherapeutic agents are used successfully against cancer 
despite potential severe side effects on normal cells. Furthermore, an antibody to a 
normal surface glycoprotein expressed at similar levels on normal and malignant 
colonic epithelial cells has been found to be effective in inhibiting the growth of 
colorectal carcinoma cells in nude mice when given shortly after tumor cell injection ( 42 

). The same antibody appears to be effective in reducing the incidence of metastatic 
disease and in increasing long-term survival in humans when given shortly after surgery 
to patients with colorectal carcinoma (at which stage the seeded cancer cells may still 



be singular and the target antigen more accessible to the antibody) who have 
undergone tumor resection with curative intent ( 41 ). Similarly, passive antibodies 
against melanocyte-specific differentiation antigens are effective against metastatic 
spread of melanoma cells in mice when given at the time of seeding of the malignant 
cells ( 49 ), and similar antibodies may have analogous beneficial effects in human 
patients with melanoma ( 50 ).

Differentiation markers are found on cancer cells because malignant cells usually 
express at least some of the genes that are characteristic of normal cell types from 
which the tumor cell originated. The presence of these normal differentiation antigens 
can therefore help restrict the cytocidal effects of the therapeutic antibody to a single 
cell lineage. For example, CD20 is a signature B-cell differentiation antigen targeted by 
a genetically engineered monoclonal antibody that is relatively effective in the treatment 
of B-cell lymphoma ( 43 ). Differentiation antigens may also help determine the organ or 
cell type of origin (lineage) of a cancer. For example, B-cell tumors express surface 
immunoglobulin, and T-cell leukemias can be distinguished as helper and suppressor 
cell leukemias through the use of T-cell subset-specific monoclonal antibodies. Careful 
diagnostic delineation of different subtypes of cancer is important because different 
tumor subtypes may carry different prognoses and may be susceptible to different 
therapies. Although lineage-specific markers have been particularly useful for 
subclassifying hematopoietic cancers, relatively few cell type- or lineage-specific 
antigens have been found for cells outside the hematopoietic and melanocyte lineage. 
Instead, some of the other cell types can be characterized by distinct patterns of 
expression of antigenic markers that have a wider distribution. Tumors often acquire a 
less differentiated appearance with progression. In fact, metastatic lesions of tumors of 
quite different tissue origin are often morphologically so much alike that the retention of 
a cell type–specific antigen by the metastatic cells may give an important diagnostic 
clue as to the organ from which the cancer originated. However, the use of 
differentiation markers for histological or cytological tumor classification has pitfalls. 
First, cancer cells occasionally express differentiation antigens normally not expressed 
in the cell lineage from which the tumor originated (aberrant expression). Second, 
differentiation markers can be lost during tumor progression, leaving no clue as to the 
cancer’s tissue of origin. Some tissue-specific antigens are detected only 
cytochemically or histochemically, whereas other tissue-specific antigens can be used 
as serum markers; for example, the prostate-specific antigen, a chymotrypsin-like 
protease, which is selectively expressed by the normal or malignant epithelial cells of 
the prostate gland, is elevated in benign hypertrophy of the prostate as well as in 
prostatic cancer. Therefore, detection of any prostate-specific antigen after complete 
surgical removal of the prostate indicates residual tumor cells, recurrence, or both. 
However, there are no immunological serum markers currently available that are 
specific for cancer, because levels of currently available serological markers are also 
elevated in a variety of nonmalignant diseases and conditions.

Several differentiation antigens (such as tyrosinase, the related brown locus protein, 
gp100, and Melan-A/MART-1) appear to be restricted to melanocytes, and all of them 
are being explored as possible immunotherapeutic targets ( 40 , 56 ). Immune recognition 
of the melanocyte differentiation antigens can lead to rejection of a tumor challenge ( 49 

), but this antigen-specific immunotherapy targets not only the tumor cells but also 



normal cells expressing the shared antigens ( 49 , 51 ), which results in the 
depigmentation of normal skin called vitiligo. Another useful target may be gangliosides 
GD2 and GD3, which are not only overexpressed in melanoma but also found in other 
cells of neural crest origin and in other tissues. Pancreatic, breast, and colon cancers 
express mucins that can be recognized on cancer cells by MHC-unrestricted cytolytic T 
cells that react specifically with repeated epitopes on the protein core of the mucin 
molecules exposed because of deficient glycosylation in the malignant cells ( 52 ). 
Finally, overexpression of the human epidermal growth factor receptor 2 (HER-2/neu) is 
observed in some breast and ovarian cancers and other adenocarcinomas, and high 
levels of expression correlate with a more aggressive clinical course. Monoclonal 
HER-2/neu–specific antibodies have shown effectiveness in adjuvant therapy of some 
patients with metastatic breast cancers that express elevated levels of the antigen ( 53 ). 
These antibodies may be effective at least in part by interfering with the function of the 
growth factor receptor.

Oncofetal and Carcinoembryonic Antigens

In 1932, human cancer cells were found to express antigens that serologically 
cross-react with normal embryonic tissue ( 54 ). There appear to be two different 
mechanisms for the appearance of such antigens. In the first mechanism, expression of 
embryonic or fetal antigens appears to occur as a result of malignant transformation, 
tumor progression, or both. This expression appears to result from an aberrant 
activation or “depression” of genes that are supposedly completely silent in adult 
nonmalignant cells of the lineage of tumor cell origin (e.g., caused by methylation) but 
are normally active in certain fetal and embryonic cells (e.g., trophoblast cells). 
Examples are non–lineage-specific tumor antigens such as the human MAGE-3 in 
humans and the murine P1A antigens that are expressed in cancer cells as a result of 
demethylation. In the second mechanism, the antigens are lineage-specific and 
expressed not only in fetal or embryonic cells but also already in the normal stem cells 
of the adult tissue from which the tumor originated. The more mature nonmalignant 
cells usually do not express these antigens, at least not at high levels, but these 
antigens are expressed in less mature nonmalignant adult cells, especially after various 
types of injury or disease. Tumors seem to represent an amplification and 
immortalization of such stem cells. An example is one of the best-studied embryonic 
tumor markers, CEA.

CEA was discovered as a tumor-specific antigen in human colon carcinoma ( 55 ) and as 
a fetal antigen restricted to fetal gut, pancreas, and liver in the first two trimesters of 
gestation ( 55 ). Now it is realized that CEA is also present in low levels in nonmalignant, 
nonfetal adult tissues such as normal colonic mucosa, lung, and lactating breast tissue. 
Therefore, the term embryonic or fetal antigen for these molecules that are also found 
in adult cells is confusing. CEA is a 200-kDa membrane-associated glycoprotein that is 
released into surrounding fluids. At one time, it was hoped that CEA could be used as a 
marker for early diagnosis of gastrointestinal malignancies; however, elevated serum 
levels of CEA are found not only in gastrointestinal malignancy but also in a number of 
other malignant diseases outside the gastrointestinal tract, such as cancers of the lung 
and breast. Furthermore, elevated levels of CEA are also found in the absence of 
malignancy (e.g., in smokers and in patients with inflammatory bowel diseases, such as 



ulcerative colitis). Although serum levels of CEA are not useful for detecting early 
cancer, the level of CEA in the blood can be used to monitor the effects of therapy to 
indicate whether a cancer has been successfully eradicated or has recurred. The 
possibility of using CEA as an immunotherapeutic target is also being explored. In 
addition, the usefulness of another oncofetal antigen, the immature laminin receptor 
protein, for cancer diagnosis and therapy needs further study ( 44 ).

a-Fetoprotein (AFP) was the first defined oncofetal protein ( 56 ). Although produced by 
fetal liver and yolk sac cells, it is also present in small amounts in the serum of normal 
adults. The amount of this protein is elevated in some patients with cancer of the liver or 
testis and in some patients with various nonmalignant liver diseases. Therefore, like 
CEA, AFP is not necessarily useful as a marker for the early diagnosis of cancer. 
Nevertheless, assays of AFP can detect primary liver cancer at a time when the cancer 
is treatable, and AFP assays are also used for monitoring patients after therapy. The 
fact that fetal and embryonic antigens are often found on nonmalignant adult tissue 
serum poses particular problems for using these antigens as targets for active or 
passive immunotherapy and may account for why using such developmental antigens 
as targets for immunotherapy has so far been unsuccessful or only modestly 
successful.

Clonal Antigens

Clonal antigens, in contrast to the other differentiation antigens just described, are 
expressed only on a few normal adult cells—that is, only on the clone of cells from 
which the tumor originated: for example, the idiotype of surface immunoglobulin-positive 
B-cell malignancies. In this particular case, it is interesting that immunization of mice 
against the idiotype induces an idiotype-specific transplantation immunity against the 
growth of the tumors (myeloma, lymphoma) expressing the idiotype ( 57 ). Human CTLs 
that express the specific receptor for the idiotype of immunoglobulin on autologous 
B-cell tumors have been generated. Furthermore, idiotype-specific antibodies prevented 
the growth of idiotype-positive murine myeloma cells in vivo or in vitro. Idiotype-specific 
antibodies have also been used in the therapy of murine or guinea pig idiotype-positive 
B-cell leukemias. Finally, idiotype-specific monoclonal antibodies have caused several 
partial remissions and one complete remission in patients with B-cell lymphoma, and 
active idiotype-specific immunizations are also in clinical trials ( 58 ). It is necessary to 
generate different monoclonal antibodies or idiotypic vaccines for each individual 
cancer to be treated, but the advantage of using such clonal antigens over a less 
restricted tumor-associated antigen is that only a few normal cells bear the same 
antigen. For example, normal B-cell clone expressing the idiotype probably does not 
interfere with the use of the anti-idiotypic antibody; nor is it likely that the loss of a 
normal B-cell clone as a result of therapy would adversely affect the patient. Except for 
idiotypes on B-cell and T-cell malignancies, there are currently no candidates for other 
clonal antigens.

TUMOR ANTIGENS ENCODED BY VIRAL GENES



DNA Tumor Viruses

SV40 and polyoma viruses are cancer-inducing DNA viruses that encode functionally 
similar but antigenically distinct proteins required for the induction and maintenance of 
malignant transformation. As would be expected, these virally encoded proteins are 
shared by all tumors induced by the same virus regardless of tissue origin or animal 
species. These proteins appear intracellularly as predominantly nuclear antigens, but 
the same genes that encode these proteins are also required for the expression of the 
CTL-recognized, virus-specific, MHC-presented peptides acting as transplantation 
antigens on the tumor cell surface. The rejection antigens are tumor-specific in the 
sense that they are not expressed by normal host cells and are not encoded by genes 
of the host or presented on the virion particles themselves, which carry viral capsid 
antigens. In the early 1980s, extensive studies analyzed how the SV40-specific CTL 
could recognize the nuclear T antigen on the surface of tumor cells. By transfection of 
truncated nontransforming portions of the gene encoding the T-antigen epitopes, these 
studies provided an early hint that class I MHC antigen–restricted CTLs can recognize 
on the cell surface processed fragments of proteins that are primarily located 
intracellularly. Similar to the T antigens of SV40 and polyoma virus, adenoviruses and 
human papillomavirus (HPV) also have so-called early region genes, designated 
E1A/E1B and E6/E7, respectively, which are transcribed not only during early stages of 
viral replication but also in transformed cells, and expression of these antigens is 
required for maintenance of the transformed phenotype. Thus, DNA viruses, such as 
SV40, polyoma virus, HPV, and adenovirus, show stable but random integration of at 
least the early-region genes of the virus into the genome of the cells they transform. It is 
the protein product of the early region rather than the site of integration of the virus into 
the genome that seems to be important for inducing and maintaining the transformed 
phenotype. Thus, the early-region proteins are virally encoded, tumor-specific antigens 
that are clearly related to the transformed phenotype and the establishment of 
malignant behavior. Several of these antigens induce class I MHC–restricted CTLs. 
Infection with several types of DNA viruses have been associated with human cancer: 
certain subtypes of HPVs, with cervical cancer and certain other cancers; hepatitis B 
virus, with primary liver cancer; Epstein-Barr virus (EBV), with immunoblastic 
lymphomas in immunocompromised individuals, possibly with the endemic (African) 
Burkitt’s lymphoma, and with nasopharyngeal carcinoma; and human herpesvirus 8, 
with Kaposi’s sarcoma. In addition, SV40 may contribute to the development 
mesotheliomas, bone tumors, ependymomas, and chorion plexus tumors. The viral 
genes involved in the malignant transformation by EBV are largely unknown, but the 
lymphoma cells usually have integrated viral sequences. EBV can encode a number of 
CTL-recognized antigens that have been carefully mapped. Of particular importance 
are several EBV-encoded nuclear antigens and latent membrane proteins that are 
expressed in EBV-transformed cells. There is strong suggestive evidence that adoptive 
T-cell immunotherapy in immunosuppressed patients may be effective in eradicating 
more advanced EBV-associated lymphomas that express the full array of target 
antigens. HPV-associated cervical cancers regularly express the transforming proteins 
E6 and E7 but often at very low levels, but in mice, active immunization against E6/E7 
can lead to rejection of transplanted tumor cells transfected to express E6/E7 antigens 
(168).



RNA Tumor Viruses

Ribonucleic acid (RNA) tumor viruses, which can be of exogenous or endogenous type, 
integrate into host cell DNA; however, for most of the viral life cycle, exogenous viruses 
exist and replicate as infectious particles capable of infecting other cells. In contrast, 
endogenous viruses remain, most of the time, as proviruses integrated into the host’s 
genome and produce infectious particles only when “induced” by ionizing radiation, 
chemical carcinogens, mutagens, or protein synthesis inhibitors. Genomic DNA of 
inbred mice contains about 50 copies of normal murine leukemia virus (MuLV)–related 
proviral sequences. These proviruses can be categorized into three major groups, 
which are determined by the range of the host cells that can be infected by the 
infectious particles derived from these proviruses: ecotropic viruses, which replicate in 
mouse cells but not in nonmouse cells; xenotropic viruses, which replicate in nonmouse 
cells but not in mouse cells; and polytropic (amphotropic or dual-tropic) viruses, which 
replicate in both types of cells. The differences in host range of the viruses are 
determined by differences in their viral envelope (env) genes, which encode a 70-kDa 
glycoprotein (gp70). Thus, oligonucleotide probes specific for the three types of env 
genes or antibody probes specific for the three antigenic types of gp70 viral envelope 
proteins ( 45 ) can be used to group these proviruses into one of the three categories 
just listed. Apparently, all RNA tumor viruses share a number of antigenic determinants 
of envelope proteins, even when isolated from different species. This is consistent with 
the notion that RNA tumor viruses are rather closely related, which is supported by the 
similar genomic structure of these viruses.

Human T-lymphotropic virus 1 (HTLV-1) is the only RNA virus currently known to be 
associated with a human cancer, an endemic adult T-cell leukemia. However, 
expression of a human endogenous retroviral gene product has been reported in 
several human cancers, and RNA viruses are associated with several cancers in 
animals. Viral antigens found in these tumors include the virus envelope glycoproteins 
encoded by the env gene, several viral core proteins encoded by the viral gag gene, 
and superantigens encoded by an open reading frame (ORF) in the long terminal 
repeat of murine mammary tumor virus (Mtv) or by the gag gene of MuLV. Thus, 
proteins encoded by RNA tumor viruses are found in the virus particles as well as on 
the surface of virus-infected or virus-transformed cells. In contrast, proteins encoded by 
DNA tumor viruses are expressed not on the virus particles but only by the transformed 
or infected cells. There is strong evidence that certain proviral genes, such as the env 
genes encoding gp70 surface glycoproteins of MuLV, can be expressed on normal 
murine cells and on chemically induced or UV light–induced tumors without activation of 
the provirus to produce infectious particles ( 45 ). Therefore, expression of gp70 is 
commonly observed on normal cells, in which the appearance of these glycoproteins is 
regulated by the stage of cellular differentiation.

Injection of MuLV or murine sarcoma virus (MSV) into newborn animals induces cancer 
( 59 ). Although antibodies to gp70 can apparently prevent viral infection, rejection of 
RNA tumor virus–transformed cells depends on MHC-restricted T cells specific for the 
viral antigens. These T cells detect both viral envelope (e.g., gp70) and viral core 
proteins (e.g., gag) of the MuLV- or MSV-induced tumor cells ( 60 , 61 ). Such proteins 



can also be recognized by T cells on chemically induced or spontaneously arising 
murine cancer cells. These experimental studies have shown that activation of 
endogenous retroviral sequences can lead to the expression of tumor antigens that are 
shared or appear to be unique; however, because of the lack of normal control cells 
from the mouse of tumor origin, it is not clear whether the transcriptional activation was 
tumor specific or caused by rearrangements already present in germline genes. Some 
RNA tumor viruses, such as the Mtv, are vertically transmitted (e.g., during nursing of 
the neonate), but neonatal exposure to antigens encoded by endogenous Mtv long 
terminal repeat sequences can prevent infection by exogenous Mtv [resulting from 
deletion of reactive T cells that act as carriers for the virus ( 62 )] and result in a lower 
mammary tumor incidence. Transforming genes of DNA tumor viruses are not closely 
related to normal cellular genes; therefore, the products encoded by these genes may 
elicit a vigorous immune response. In contrast, transforming genes of RNA tumor 
viruses (also called viral oncogenes) are closely related to, and in some cases identical 
to, cellular oncogenes; their products, therefore, may elicit no or only weak responses. 
Thus, self-tolerance may account for why it is more difficult to induce CTLs specific for 
oncogene products of RNA tumor viruses than for proteins of SV40, EBV, and 
adenoviruses.

IMMUNOLOGICAL FACTORS INFLUENCING THE INCIDENCE OF 
CANCER

Immunosurveillance of Tumor Development

Early in the twentieth century, it was suggested by Paul Ehrlich ( 5 ) that cancer would 
occur at an “incredible frequency” if host defenses did not prevent the outgrowth of 
cancers from latent precursors that arise continuously. Ehrlich proposed that adaptive 
as well as natural (innate) defenses play a role.

Adaptive T Cell–Mediated Immunosurveillance Ehrlich’s eloquent hypothesis of 
immunological resistance of the host to the outgrowth of primary cancer did not receive 
major attention until the late 1950s ( 63 ) and 1960s, when the problem was restated and 
redefined. The extended hypothesis ( 63 ) suggested that the primary reason for 
development of T cell–mediated immunity during the evolution of vertebrates was 
defense against altered self-cells or neoplastic cells. Furthermore, the term 
immunosurveillance was coined to describe the concept of an immunological host 
resistance against the development of cancer. The concept of surveillance by adaptive 
immunity was especially attractive in the 1950s and 1960s because it provided 
evolutionary significance to T cell–mediated cellular immunity, which previously seemed 
to have no use other than to cause rejection of experimental allografts. It is now known 
that T cell–mediated immunity is necessary for resistance to many viral and other 
infections. For example, mice that lack adoptive T-cell immunity are highly susceptible 
to viral infections; however, an increased incidence or a shortened latency of chemically 
induced cancers has been found only in some experiments and not in others ( 64 , 65 , 66 , 
67 and 68 ), although the incidence of lymphoreticular tumors is regularly increased 
among these mice. Similarly, beige mice that have defective granule formation in 
several lymphocyte lineages develop lymphomas (akin to the human Chédiak-Higashi 



syndrome). Patients with certain congenital immunodeficiency diseases may also have 
a markedly (several thousand–fold) increased incidence of cancer ( 69 ) but mostly of 
lymphopoietic and reticuloendothelial origin. Most common forms of cancer do not 
occur earlier or at a significantly higher rate in the individuals than in the general 
immunocompetent population. It is therefore quite possible that the congenital 
abnormality in these tissues contributed significantly to the high incidence of these 
particular types of cancers. Most common forms of cancer are also not increased in 
patients with acquired immunodeficiency syndrome (AIDS) or in individuals who have 
been immunosuppressed by drug treatment because of transplantation or other 
conditions. However, patients with immunodeficiency are usually highly susceptible to 
viral infections, and Table 4 shows that these individuals have an increased incidence 
of cancers caused by virus [or UV light (see later discussion)]. 

 
TABLE 4. Malignant neoplasms with an increased incidence in patients with 
immunodeficiency

In principle, adaptive T cell–mediated immunity may protect against the development of 
primary virus-associated cancers by either preventing or shortening the duration of 
infection with the oncogenic viruses or by eliminating virally transformed cells 
expressing the virus-encoded tumor antigens. Cells transformed by certain DNA or RNA 
viruses can be very immunogenic ( 70 ). For example, SV40 and polyoma viruses usually 
do not induce tumors in adult animals because the viruses induce rejection antigens on 
the transformed cells that are immunogenic enough to elicit rejection without prior 
immunization. Therefore, the use of immunoincompetent animals, such as very young 
or newborn animals or nude mice, is required for tumor induction, a finding that led to a 
breakthrough in studying the tumorigenicity of viruses and of cells transformed by 
viruses in vitro. Tumors induced by these viruses may nevertheless be serially 
passaged in adult mice, but only when very large numbers of tumor cells are used for 
transfer. It is important to note that this immunological resistance of the natural host is 
directed against virally transformed cells, not against the virus itself. Cells malignantly 
transformed by oncogenic DNA viruses do not (in contrast to oncogenic RNA viruses) 
produce viruses, and only the tumor formation, not infection by these viruses, may be 
prevented by the immune system. Such a resistance to tumor induction by DNA tumor 
viruses, for example, is consistent with the fact that polyoma virus is a common 
harmless passenger virus in adult mice and is commonly found in wild mice without 
inducing malignancies. In contrast, in the case of HPV, T cell–mediated responses may 
prevent or at least shorten the duration of viral infection, thereby reducing the chance 
that the initially mostly episomal virus integrates its oncogenic E6/E7 sequences into the 
host’s epithelial cells; integration is needed for transformation. At present, it is uncertain 
how effectively T-cell immunity eliminates premalignant cells that have integrated E6/E7 
but no longer produce the virus, particularly because the premalignant lesions may 
express less of the E6/E7 oncoprotein than the fully malignant cancers. The resistance 



to tumor induction by oncogenic viruses is genetically determined, as illustrated by the 
example of the lymphotropic herpesvirus saimiri. In its natural host, the Old World 
squirrel monkey, the virus is an innocuous inhabitant. However, in some New World 
monkeys (such as the marmoset or owl monkey) that do not harbor the virus, 
inoculation of the virus regularly causes malignant lymphomas. It has been found that 
susceptible monkeys respond to the virally encoded antigens but too late and only at a 
time when lymphoma development has already occurred. To some extent, these results 
suggest that viruses with oncogenic potential select natural hosts that can effectively 
destroy cells transformed by such viruses, because lethal tumors would eliminate the 
virus along with the host. A further example of this is the lymphotropic EBV ( 70 ), which 
causes a self-limiting lymphoproliferative disease called mononucleosis in humans, the 
natural host of EBV. Thereafter, the EBV becomes latent, and although about 90% of 
adults are latently infected, only immunosuppressed individuals or patients with malaria 
appear to develop EBV-associated malignant lymphomas. EBV-encoded 
CTL-recognized antigens must be important for host recognition and tumor rejection, 
because lymphomas expressing these antigens in immunocompetent individuals have 
not been found. Instead, EBV-associated lymphomas express the full array of 
CTL-recognized antigens only in immunosuppressed patients, whereas Burkitt’s 
lymphomas, which tend to appear before any obvious impairment of immune function, 
express only the EBV-encoded nuclear antigen 1, which is a poor target for CTL. Both 
types of EBV-associated lymphomas, however, share the same translocation involving 
the myc and the immunoglobulin loci. In conclusion, immunosurveillance by adoptive 
T-cell immunity is effective against the development of several virally induced cancers, 
but it is still uncertain how effectively adoptive T-cell immunity prevents the 
development of forms of cancers that are induced by chemical or physical carcinogens. 
For example, transporter associated with antigen processing (TAP) knockout mice do 
not have an increased or accelerated incidence of chemically induced cancers, 
regardless of whether these mice are also nullizygous for p53, even though 
TAP-deficient mice are deficient in presenting intracellular mutant peptides (the key 
targets of adaptive immunity to nonviral cancers) to aß receptor-bearing T cells, the key 
effectors of adaptive T-cell immunity. 
Innate Immunosurveillance The innate immune system uses nonrearranging germline 
receptors to trigger responses of cellular effectors that can recognize and kill cancer 
cells or normal cells lacking self-MHC antigens. These effectors also can produce large 
amounts of interferon (IFN)–?. IFN-? induces the transcriptional activator interferon 
regulatory factor 1 (IRF-1), which functions as a tumor suppressor. Loss of this factor 
increases spontaneous tumor susceptibility in mice carrying an overexpressed human 
c-Ha-Ras transgene or nullizygosity for p53 ( 71 ). Furthermore, fibroblasts from IRF-1 
and p53 double-deficient mice are more susceptible to induced mutations, which 
suggests that IRF-1 may be involved in DNA repair in combination with p53. Similarly, 
animals with a defective IFN-? signaling pathway [mice deficient in IFN-? receptor or 
signal transducer and activator of transcription 1 (STAT1)] have an increased incidence 
of MCA-induced tumors, and the spontaneous tumor incidence was found to be 
increased when these mice also lacked p53 ( 68 , 72 ). Thus, the IFN-? pathway may help 
the elimination of somatic cells harboring DNA damage. Finally, stimulation of the IFN-? 
pathway by IL-12 may prevent spontaneous tumorigeneses ( 73 ). This surveillance 
effect of IFN-? may be complemented by cytolytic ?d T cells or natural killer T (NKT) 
cells that may use their NKG2d receptor to eliminate somatic cells exposed to the 
initiating chemical carcinogen followed by the tumor promoter TPA ( 67 ). The NKG2d 



ligands seem to be up-regulated by these agents, and mice lacking ?d T cells and NKT 
cells are more prone to develop tumors induced in this way. Lymphocytes may use 
perforin for the elimination, inasmuch as perforin-deficient mice have a decreased 
surveillance of chemically induced tumors ( 74 ) and an accelerated spontaneous tumor 
development when one or both p53 alleles are also lacking ( 75 ). Renal transplant 
recipients also show a highly significant increase in skin cancers, preferentially on UV 
light–exposed sites of the body; this increase is independent of which 
immunosuppressive agent is being used ( 76 ). Thus, even treatment with the 
immunosuppressive drug cyclosporine (which has not been found to be mutagenic) 
caused a similar increase. Therefore, the restricted localization of these skin cancers to 
UV light–exposed sites argues against co-carcinogenic effects of the systemic drug 
treatment; rather, this observation supports the concept that indirect effects of the 
drug-induced suppression of the host’s immune defenses can increase the 
development of primary skin cancers caused by UV light. In this regard, it is interesting 
that cyclosporine slightly reduced the latency period of UV light–induced skin cancers in 
mice, and it suppressed the rejection of transplanted UV light–induced regressor tumors 
by mice. At present, it is not known whether suppression of adoptive immunity [with the 
use of clonal T-cell receptor (TCR)–class I MHC/peptide interaction] or innate immunity 
with nonrearranging receptor-ligand pairs (e.g., NKG2D–NKG2D ligand) or suppression 
of another homeostatic surveillance mechanism results in the development of highly 
antigenic tumors. In any case, regulatory NKT cells can be induced by UV light 
irradiation ( 77 ). Together, protection against chemical- or radiation-induced cancers 
may be provided by various types of innate immune surveillance mechanisms that 
repair genetic damage, eliminate damaged cells from which cancers may arise, or 
eliminate premalignant cells expressing ligands that stimulate innate immunity. 
Transplantation Studies The term immunosurveillance should probably be reserved 
for description of effective host resistance to original (i.e., primary) tumors (e.g., certain 
virus-induced malignancies). Transplantation studies with tumor cells or cells 
transformed in vitro cannot adequately test the concept of immunosurveillance in the 
strict sense. Nevertheless, it is important to know that, for most tumors, a considerable 
number of tumor cells must be inoculated into a genetically identical animal or into a 
nude mouse before tumors develop; that is, whatever means of immune suppression is 
being used, a threshold number of tumor cells is usually needed. Therefore, this barrier 
to transplantation may well be caused by nonadaptive immunity or may be of a 
nonimmunological nature. Certainly, numerous nonimmunological homeostatic control 
mechanisms could be responsible for preventing the outgrowth of these transplanted 
tumor cells. Numerous studies have demonstrated that primary tumors that develop in 
immunodeficient mice have slower growth rates than those developing in 
immunocompetent hosts ( 66 , 68 , 78 , 79 ). In addition, many of these tumors are 
“regressors,” which means that they are rejected after initial growth when transplanted 
into immunocompetent mice. Progressor variants occasionally arise after nearly 
complete rejection of regressor tumors by normal mice. Some of these progressor 
variants have lost expression of the T cell–recognized antigens or of MHC molecules. 
Most progressor variants however, seem to retain their antigenicity but instead 
significantly increase their rapidity of growth and thus establish themselves faster as 
solid tumors when being transplanted. Tumors may not lose some of the tumor-specific 
antigens, because these antigens may be essential for tumor cell survival or may be 
causally related to the malignant phenotype. Rapid establishment may provide a 



protective microenvironment that allows the variants to escape destruction while 
retaining the antigens. Once established, the tumor may still stimulate immune 
responses in the tumor-bearing host, even though this response fails to prevent 
established cancer from continuing to grow. NKT cells may have been found to help or 
suppress ( 77 , 80 ) the rejection of transplanted tumor cells, but the relevance of these 
findings to immune surveillance of primary tumors is uncertain. 

Stimulation of Tumor Development

As early as 1863, Virchow ( 81 ) suggested a possible functional relationship between 
inflammatory infiltrates and malignant growth. It is now known that such infiltrates can 
contribute to either the regression or the development (and progression) of cancer. 
However, these differences cannot be readily predicted from the histological 
appearance of the infiltrates, because inflammatory cellular reactions resulting from 
tumor destruction may not be easily distinguished histologically from inflammatory 
infiltrates causing tumor destruction. Furthermore, inflammatory cells, such as 
macrophages, may look morphologically identical, even though they may secrete 
different cytokines that have opposite effects on tumor growth. Despite continuous other 
claims, measurements of the inflammatory infiltration into tumors appear to remain a 
histopathological variable of unproven prognostic significance. This also applies to the 
finding of histologically “regressive” areas of progressive primary melanoma lesions, 
even when such a lesion is associated with an oligoclonal T-cell infiltrate or vitiligo (a 
depigmentation of normal skin). Destruction of parts of a malignant lesion may 
sometimes simply be the result of the infiltrative growth of the cancer cells into the 
surrounding tissue, which may destroy part of the tumor’s blood supply. Thus, tumors 
have been compared with “wounds that do not heal” ( 82 ). Depending on the antigens, 
cell, and cytokine involvement, the result may be either inhibition or stimulation of the 
growth of the premalignant or malignant cells by acquired or innate immunity or both ( 
Fig. 5). There is a strong association between chronic inflammatory conditions and 
eventual cancer development ( 83 , 84 ): The three types of conditions include (a) chronic 
infections (e.g., hepatitis C virus and hepatocellular carcinoma, Helicobacter pylori and 
gastric cancer, and schistosomiasis and bladder cancer), (b) chronic tissue damage by 
physical or chemical agents (e.g., reflux esophagitis and esophageal cancer; chronic 
pancreatitis and pancreatic carcinoma), and (c) inflammatory disorders of yet-unknown 
etiology (e.g., ulcerative colitis or Crohn’s disease and colon cancer).



 
FIG. 5. Both acquired and innate immunity can have significant influence on tumor 
development and growth by exerting selective pressures. For example, specific T-cell 
immunity prevents the development of Epstein-Barr virus (EBV)–induced lymphomas in 
humans, whereas the presence of particular T-cell subsets helps the development of 
murine mammary tumor virus (Mtv)–associated tumors in mice. Innate immunity may 
also either stimulate or inhibit cancer development. For example, bacille 
Calmette-Guérin (BCG)–induced inflammation prevents recurrence of bladder cancers 
in humans, whereas prostaglandin H synthase 2–dependent inflammation seems to 
promote the development of certain skin and colon tumors. In principle, the two areas of 
the immune system can inhibit or stimulate tumor cells in any stage of the multistep 
process of cancer development and growth.

These conditions appear to help the early induction and promotion phase of cancer. 
Damaged, infected, and antigenic tissues produce cytokines as well attract 
inflammatory cells that produce further cytokines. For example, the macrophage 
migration inhibitory factory released by T cells and macrophages functionally inactivates 
p53, thereby creating a deficient response to genetic damage and allowing the 
accumulation of oncogenic mutations ( 85 ). The mechanisms of the tumor-promoting 
effects of stromal inflammation have become clearer in experiments with transgenic and 
knockout mice. Earlier studies already had shown that the effectiveness of promotion of 
skin tumor development by chemical (phorbol esters) or physical (wounding) methods 
correlates directly with the degree of inflammation induced. Thus, strains of mice that 
have low or poor inflammatory reactions to wounding or phorbol esters are more 
resistant to tumor development after promotion. The induction of prostaglandin H 
synthase 2 encoded by the gene cyclooxygenase-2 is of central importance. Certain 
cytokines or chemical promoters induce the transcription of this gene in macrophages 
and other inflammatory cells, resulting in the local production of prostaglandin E 2 and 
other substances, such as reactive oxygen intermediates. Prostaglandin E 2 can (a) 
directly stimulate the growth of certain neoplastic cells (including colonic epithelial cells), 
(b) induce angiogenesis, and (c) block IL-12 and thus IFN-? production. (Both cytokines 
may reduce the induction of primary cancers by chemical carcinogens.) In addition, the 
reactive oxygen intermediates can cause additional mutations in the initiated cells and 
thereby help tumors develop. The activity of the prostaglandin synthase–2 is not 
constitutive but induced in cells such as monocytes and macrophages, which are found 
as interstitial cells in epithelial tumors. Inhibition of the cyclooxygenase-2–encoded 
enzyme, by either specific chemicals or genetic knockout, significantly reduces the 
formation of intestinal tumors in mice prone to develop such neoplasms. Similarly, 
inhibition of prostaglandin production by nonsteroidal anti-inflammatory drugs can inhibit 
the development of skin papillomas and intestinal neoplasias. Thus, the ability to mount 



an inflammatory reaction can be essential for tumors to develop. As another example, a 
functioning TNF signaling pathway is required for induction of skin tumors by 
carcinogen followed by chemical promoters ( 86 , 87 ).

Whereas nonmalignant cells, under physiological conditions, produce cytokines only 
transiently for short-term signaling between cells, cancer cells can produce 
considerable and sustained amounts of various cytokines and chemokines, such as 
IL-8, transforming growth factor ß (TGF-ß), macrophage migration inhibitory factor, 
colony-stimulating factor 1 (CSF-1), and macrophage chemotactic proteins. These 
cytokines and chemokines may prevent the protective action of tumor suppressor 
genes, attract nonmalignant host cells and/or induce such cells to produce additional 
cytokines. For example, macrophage chemotactic proteins released from tumor cells 
attract macrophages to the site of tumor growth, and these tumor-associated 
macrophages are essential for angiogenesis and thus for any tumor to grow beyond a 
few millimeters in diameter. Tumor-associated leukocytes can also release other 
cytokines and growth factors, such as platelet-derived growth factor, to stimulate tumor 
growth. Similarly, latent TGF-ß produced continuously by tumor cells can be activated 
by infiltrating inflammatory cells, such as macrophages, and active TGF-ß may induce 
angiogenesis and the production of extracellular matrix and other cytokines by 
fibroblasts and endothelial cells. These infiltrating and sessile nonmalignant host cells 
and the extracellular matrix provide the stroma (literally, “bed”) in which the tumor 
grows. Therefore, developing approaches to destroy the stroma of tumors may be of 
central importance for successful therapy for established solid tumors ( 88 ).

Not only early but also later stages of cancer development and tumor progression are 
dependent on leukocyte infiltrates, although these infiltrates may not contain many 
polymorphonuclear cells and therefore may not appear to be inflammatory. Certainly, 
continued growth of solid tumors requires neoangiogenesis, which depends on 
macrophages. Second, the surrounding stroma usually must provide some of the 
growth factors needed for continued tumor growth. In experimental skin carcinogenesis, 
tumor progression appears to depend on a continued inflammatory reaction, because 
regression of some papillomas is observed when the application of chemical promoters 
is stopped. Only promoter-independent tumors persist, and these tumors attract the 
stroma needed for vascularization and provision of growth factor. Thus, these later 
stages of tumor progression may also be influenced significantly by inflammatory cells. 
Cancer cells can acquire much more aggressive growth in vivo by acquisition of a 
paracrine stimulatory loop ( 78 , 89 ) by producing chemokines that attract leukocytes; 
these leukocyte cells in turn may produce cytokines and growth factors that stimulate 
tumor angiogenesis or the growth of the tumor cells directly. For example, there is a 
causal relationship between CSF-1 and breast cancer progression ( 90 , 91 ). The 
cytokine is prevalent in invasive cancer, as opposed to intraductal preinvasive cancer, 
and its presence is correlated with high-grade malignancy and poor prognosis. CSF-1 in 
an important regulator of macrophage proliferation, differentiation, and survival, and 
CSF-1 expression correlates with intense leukocyte infiltration ( 90 , 91 ). The autocrine 
production of CSF-1, a growth factor that acts on the proto-oncogene–encoded receptor 
cfms, causes proliferation, differentiation, and survival of macrophages and the 
production of matrix metalloproteinase–9. This matrix is a key factor that is released by 
leukocytes and mediates tumor progression by allowing the spread of tumor cells 



through matrix basement membrane and into circulation. Another example is the 
production of viral IL-6 by nonmalignant stromal cells infected with Kaposi’s 
sarcoma–associated herpesvirus. Viral IL-6 may play an essential role in the 
development of multiple myeloma (the second most frequent human malignancy of 
blood cells). This malignancy of plasma cells develops in about 25% of patients with a 
premalignant condition called monoclonal gammopathy. Other experiments have shown 
that cancer cells can switch during tumor progression from being inhibited to being 
stimulated by certain cytokines (e.g., TGF-ß or IL-6). At the final stages of tumor 
progression in the most aggressive cancers, paracrine stimulation may also switch to 
autocrine stimulation when the cancer cells themselves begin to produce the stimulatory 
factors. This process of selection of autocrine variants may be hastened by incomplete 
therapy aimed at destroying the tumor stroma, which provides the paracrine growth 
factors. Finally, the homing of metastatic cells may be determined by the expression of 
chemokine receptors by cancer cells and the specific ligand at the sites of metastasis ( 
92 ).

It has been postulated that, in general, T cell–mediated immune responses to tumor 
antigens stimulate tumor growth when “weak” and suppress tumor growth when “strong” 
( 93 ). Because the original studies that were used to support this concept did not identify 
the antigens involved, it remained unclear whether antigen-specific or innate immunity 
played the significant role. More recent studies, however, provided the interesting 
example that the presence of a certain T-cell subset can result in a higher incidence of 
virally induced mammary tumors in mice. Mtv can be transmitted as milk-borne infection 
through the nursing mother to the offspring, resulting in mammary carcinoma later in the 
offspring in adulthood ( 94 ). A protein, the superantigen ORF, encoded in the ORF of 
the long terminal repeat of the Mtv genome, mediates the minor lymphocyte-stimulating 
response and stimulates or deletes particular T-cell subsets: for example, the Vb14 
subset in the C3H/He mice. Dividing cells are more readily infected with retrovirus, and 
the T cells that are stimulated by ORF are preferentially infected. These T cells appear 
to be the primary carrier of virus to the mammary gland. The importance of this T-cell 
subset for the development of mammary tumors is demonstrated by the finding that 
transgenic mice expressing high levels of the ORF superantigen at birth delete the 
Vb14 subset and do not become infected with the milk-borne virus. Thus, those mice 
have a lower incidence of mammary tumors, whereas mice expressing lower levels of 
the same antigen did not delete this T-cell subset and remained susceptible ( 62 ). 
These results are consistent with earlier findings that neonatal thymectomy of mice 
greatly diminishes the incidence of mammary carcinomas. Interestingly, the incidence 
of breast cancer is reportedly decreased slightly among women who are chronically 
immunosuppressed after organ transplantation. Other studies have also supported the 
notion that adaptive T-cell immunity may, at least in some tumor systems, stimulate 
rather than suppress the development of primary cancers. For example, 
antigen-specific immune reactions against viral or mutant oncoproteins can be 
accompanied by an acceleration of tumor development ( 37 ). Furthermore, FVB/n mice 
lacking the aß TCR were found to be less susceptible to tumor development by 
chemical carcinogen and chemical promotion than were wild-type mice ( 67 ).

Certain bacterial substances, such as bacille Calmette-Guérin (BCG), and certain 
cytokines, when produced by transfected cancer cells, have significant antitumor effects 



(see later section on immunotherapy) that are associated with inflammatory responses, 
but at present, it is not known what determines whether a given inflammatory response 
suppresses rather than stimulates tumor growth. Once the differences in effector 
mechanisms and regulatory circuits of inflammatory responses are better understood, 
powerful new approaches to prevent as well as treat malignant diseases may be 
developed.

FACTORS INFLUENCING TUMOR IMMUNOGENICITY

Differences in Immunogenicity between Spontaneous and Induced Cancers

There is a widely held misconception that human cancers are usually less immunogenic 
than are murine tumors. However, convincing evidence indicates that many human 
cancers are antigenic, even when growth is progressive. Similarly, even the most 
antigenic murine “regressor” tumors grow progressively in, and invariably kill, the 
primary host ( Fig. 6). Only transplantation of primary murine tumors into young, 
syngeneic, immunocompetent recipients reveals the immunogenicity that either can be 
so strong that the transplanted tumor fragments are rejected at any testable dose 
without prior immunization (i.e., the tumor is a regressor) or can be weaker so that the 
transplant will grow progressively (and the tumor thus represents a progressor). 
Therefore, it is quite possible that some human primary tumors are as immunogenic as 
murine regressor tumors, because only transplantation (not possible in humans) could 
reveal such immunogenicity.

 
FIG. 6. Primary ultraviolet light–induced skin cancers are indistinguishable in the 
primary host regardless of whether the tumors are highly immunogenic or not. Only 
subsequent transplantations into normal young syngeneic mice define tumors as either 
regressors or progressors. Growth of the transplanted fragments in nude mice serves 
as control for the viability of the transplanted tumor fragments and for determining the 
T-cell dependence of the regressor phenotype.

The mode of tumor induction greatly influences the immunogenicity of the tumor 
induced, as measured by transplantation experiments. “Spontaneous” murine cancers 



that develop without any known exposure to carcinogens tend to be less immunogenic 
than cancers induced by DNA tumor viruses or by deliberate exposure to carcinogens ( 
11 , 95 ). (Unfortunately, serially transplanted tumors were used for most of these 
comparisons, and transplantation may have been selected for less immunogenic 
variants, thereby confusing the results.) If spontaneous murine cancers more closely 
resembled human cancers, this could suggest that human cancers are poorly 
immunogenic. However, most human cancers are not “spontaneous” but induced by 
environmental carcinogens, and, as already mentioned, the immunogenicity of human 
tumors cannot be measured in transplantation experiments.

Some UV light–induced tumors are among the most immunogenic cancers; 
transplantation resistance to these so-called regressor tumors appears to be absolute 
rather than relative. Rejection by normal syngeneic mice is observed without prior 
immunization of the mice, even when the largest testable doses of tumor cells or 
fragments are used ( 15 ); these tumor transplants grow for about a week and then 
disappear, although small numbers of the same tumor cells grow and kill athymic nude 
mice. Most MCA-induced fibrosarcomas display an intermediate degree of 
immunogenicity ( 12 , 13 , 21 ). This is shown by the fact that induction of immunological 
resistance to most chemically induced tumors requires prior immunization, because the 
initial graft of the tumor generally produces progressive lethal growth ( 12 ). Immunization 
can be induced either by administration of a small, nontumorigenic dose of tumor cells 
or by a complete surgical removal (excision or ligation) of an initial tumor transplant 
after the tumor has grown for several days or weeks. Immunological resistance induced 
by these chemically induced tumors is usually relative rather than absolute and breaks 
down when the number of tumor cells used for challenge is high.

Effect of Carcinogen Dose, Immunocompetence, and Tumor Latency

Most, if not all, carcinogens are mutagens ( 2 ), and mutations leading to cancer may 
also cause the expression of tumor-specific antigens. It therefore seems logical to 
postulate that the immunogenicity of a tumor is proportional to the dose of carcinogen 
used for induction; this might account for the usually low or absent immunogenicity of 
“spontaneous” tumors presumably induced by undetectable levels of environmental 
carcinogens. By analogy, tumors induced with larger doses of physical or chemical 
carcinogens, like experimentally induced tumors, would be immunogenic. However, it is 
not clear why tumors induced with the same dose of chemical or physical carcinogen 
may exhibit quite different degrees of immunogenicity ( 12 , 96 ). One reason might be 
that the actual local dose of carcinogen that is delivered to a particular target cell or 
target tissue may vary greatly from animal to animal. Another reason might be that the 
selected mutations favor malignant behavior irrespective of the degree of 
immunogenicity that a resultant mutant protein may have. This might occur because the 
autochthonous host may not respond to its own tumor unless it is immunized after 
tumor removal ( 14 ). This is consistent with the observation that considerable 
differences in immunogenicity of primary UV light–induced tumors become apparent 
only after transplantation into secondary hosts ( 24 , 96 ) ( Fig. 6).

Immunocompetence of the host during cancer induction and development may 



sometimes allow the host to select for variants that have lost antigens. Conversely, 
immunosuppression or immune deficiency of the host during carcinogenesis should 
allow growth of highly immunogenic tumors (e.g., the appearance of highly antigenic 
EBV-associated lymphomas in immunosuppressed transplant recipients). Thus, it may 
be highly relevant that some carcinogens are immunosuppressive. In the mouse, for 
example, repeated exposures to UV light induce immunosuppression, which would 
allow the development of highly immunogenic regressor tumors. In contrast, the single 
injection of MCA required to induce tumors in 100% of mice induces only a short-lived 
state of immune suppression, thus allowing the host to select for less immunogenic 
variants during tumor development. This concept, that immunocompetence of a host 
influences the degree of immunogenicity of the developing tumor, has been tested 
experimentally by comparing the immunogenicity of MCA-induced tumors occurring in 
immunodeficient [nude, severe combined immunodeficiency (SCID), recombination 
activating gene knockout (RAG -/-), UV light–irradiated] versus normal mice ( 66 , 68 , 79 ). 
Indeed, tumors induced with MCA in immunosuppressed mice were more frequently 
highly immunogenic regressor tumors than were tumors induced with MCA in 
immunocompetent mice.

There is no consistent correlation between the length of the latency period and the 
degree of immunogenicity in comparisons of different tumor models. For example, the 
length of the latency period correlates inversely with the degree of immunogenicity in 
MCA-induced tumors ( 14 ), but there is no such correlation in UV light–induced tumors ( 
15 ). The reasons for this inconsistency may be that, as the latency period increases, so 
does the age of the host and that an age-related decrease in immunocompetence may 
prevent the host from selecting against highly immunogenic tumor cells. Therefore, 
cancers developing in old individuals after a long latency period are sometimes very 
immunogenic.

EFFECTOR MECHANISMS IN CANCER IMMUNITY

Because cancer is not a single disease, it is not surprising that findings with one tumor 
model may not apply to other tumor models. Considering the antigenic diversity found in 
tumors, it is also not surprising that the different components of humoral and 
cell-mediated immunity have been shown to play different roles in the destruction of 
malignant cells in one or another of the numerous tumor models.

Assays to Study the Importance of Effector Mechanisms In Vivo

In principle, four assays have been used to evaluate the importance of different effector 
mechanisms in vivo. The first type of assay involves transfer of effector cells, cytokines, 
or antibodies into sublethally irradiated, cyclophosphamide-pretreated, or normal 
animals challenged with tumor cells. There are certain limitations of this assay. Effector 
cells may not reach or localize in the tumor unless both the effector cells and cancer 
cells are injected intravenously and unless both are trapped in the lungs. Furthermore, if 
transferred cells or reagents are effective, the assay does not rule out the possibility 
that other effector mechanisms of the host may have been activated by the procedure. 
In a second procedure, the Winn assay ( 13 , 14 ), tumor cells are mixed with effector 



cells or serum in vitro, and then the mixture is injected subcutaneously into an animal to 
determine whether tumor growth in vivo is prevented. Tumor cells may be killed within 
minutes before or shortly after the injection, although the readout takes much longer. 
Therefore, the Winn assay is, in part, an in vitro cytotoxicity assay, even though the 
host is used as a receptacle for tumor growth. A third method involves elimination of 
specific lymphocyte subsets or cytokines in vivo by treatment with antibodies specific for 
different lymphocyte subsets or cytokines [e.g., see Ward et al. ( 23 )]. Failure of the host 
to resist a tumor challenge indicates that the particular subsets or cytokines are an 
essential component of the host resistance. An analysis of tumor variants that have 
escaped tumor destruction by the host provides the fourth way for determining the 
importance of immunological effectors in vivo ( 23 ). The phenotypic changes observed 
in these variants may indicate which effector mechanism was responsible for the 
selection. Therefore, the type of phenotypic change may give insight into the 
importance of a naturally occurring defense mechanism that may function in 
immunocompetent mice (analogous to deducing the action of an antibiotic from the type 
of change found in the bacterium that has become drug-resistant). This approach is 
illustrated with UV light–induced tumors. These cancers have strong tumor-specific 
antigens and are rejected regularly by syngeneic mice without prior immunization, 
although these regressor tumors do grow in immunodeficient (e.g., nude or anti–CD8 
antibody–treated) mice. In rare cases, usually in fewer than 1% of the normal recipients, 
these tumors escape rejection by undergoing some heritable change. These escape 
variants, which grow progressively upon reimplantation into normal mice (progressor 
variants), were tested in vitro for changes in sensitivity to T cells, activated 
macrophages, or NK cells ( 23 ). Some of the progressor variants showed resistance to 
cytolytic T cells caused by the loss of a unique tumor antigen ( 23 ) and the increased 
resistance to activated macrophages and TNF in vitro, which suggests that cytolytic T 
cells and activated macrophages can have tumoricidal activity in vivo in this tumor 
system. However, at least some of the observed changes could be coincidental, and a 
failure to observe a change in resistance to an effector mechanism does not imply that 
such effector mechanism was unimportant. For example, the majority of the progressor 
variants retained the CD8 + and the CD4 + T cell–recognized antigens ( 23 ), and other 
heritable changes, such as establishment of a paracrine stimulatory loop, apparently 
enabled these variants to escape destruction by T cells ( 78 , 89 ).

Antibodies and B Cells

The role of B cells in regulating tumor immunity is poorly understood: In a tumor model 
in which CD4 + helper T cells are required for tumor rejection, B cells appear to be 
necessary for efficient T-cell priming and tumor resistance. Conversely, in other tumor 
models, elimination of CD4 + T cells promoted tumor rejection by CD8 + cells, and an 
absence of B cells improved CTL responses and tumor rejection ( 97 , 98 ).

Human antisera and monoclonal antibodies reactive with autologous tumors have been 
isolated ( 45 ). However, a strong humoral response to tumor antigens does not seem to 
be correlated with demonstrable resistance of the host to the tumors. For example, an 
experimentally induced humoral immune response to MCA-induced sarcomas does not 



provide protective immunity against a tumor transplant. In another example, TL + 
leukemias induce high titers of TL-specific antibodies that are cytotoxic to TL + 
leukemia cells in vitro in the presence of heterologous complement ( 45 ), but TL + 
leukemias grow equally well in immunized mice that have high titers of TL 
antigen–specific antibody and in nonimmunized mice. Obviously, the presence of 
antibodies for these kinds of tumors has no relevance in predicting whether the host will 
reject the tumor. Normal or malignant cells of hematopoietic origin are generally lysed 
quite effectively by antibody and heterologous complement in vitro; however, certain 
normal or malignant cells derived from solid tissues may be much less affected, even 
when expressing high levels of antigen. The reasons for this striking difference are still 
unclear, but differences depending on the source of complement, the antigen 
distribution, or repair of complement-mediated lesions may be involved. In vitro, some 
tumor cells are killed by a process involving coating with antibody, opsonization, and 
subsequent phagocytosis by macrophages; this process may be enhanced by the 
presence of complement. Alternatively, antibody-coated tumor cells may be killed in the 
absence of phagocytosis by antibody-dependent cell-mediated cytotoxicity when 
cocultured with macrophages, NK cells, or neutrophils. The general relevance of these 
mechanisms for killing tumor cells in vivo is unclear. Passive transfer of monoclonal 
antibodies against B-cell lineage–specific differentiation antigens can destroy even 
larger established B-cell lymphomas ( 43 ). There are also therapeutic effects of 
monoclonal antibodies against differentiation antigens on colon cancer, but these 
effects seem to be restricted to the elimination of early microdisseminated cancer cells ( 
41 ). It is unclear whether this restriction results from lack of accessibility of the antibody 
to the tumor antigen once the single disseminated cells form solid tumors. 
Down-regulation of growth factor receptor signaling may be the mechanism of the 
beneficial effects of anti–HER-2 antibody combined with chemotherapy against breast 
and other cancers overexpressing HER-2 ( 53 ).

T-Lymphocytes

It has been demonstrated convincingly that T cell–mediated immunity is of critical 
importance for the rejection of virally and chemically induced tumors ( 13 , 14 ) by 
immunized mice or for the rejection of allogeneic (287) and UV light–induced ( 15 , 23 ) 
tumors by normal mice. For example, in the model of murine MCA-induced tumors, it 
was shown that intravenous injection of immune cells, but not of immune serum, could 
transfer systemic tumor-specific immunity into sublethally x-irradiated mice ( 14 ). In 
another study, transfer of immunity to a plasma-cell tumor was abolished by 
pretreatment of the immune cells by anti–T cell antibodies and complement. These 
results are consistent with studies showing that immune cells, but not immune serum, 
when mixed with tumor cells in vitro and then injected subcutaneously, could prevent 
outgrowth of the tumor; this procedure is a local adoptive transfer assay (the Winn 
assay). Similarly, T cells are also required for the rejection of UV light–induced 
regressor tumors by nonimmunized (normal) mice ( 15 , 23 ). The relative importance of 
various T-cell subsets in tumor rejection has been the subject of repeated, and probably 
unnecessary, controversies. Different tumors are dissimilar enough that differences 
would be expected in the T-cell subsets required for rejection. For certain tumors, such 
as UV light–induced tumors, the CD8 + cytolytic T-cell subset appears to be regularly 



required for rejection ( 23 ). ?d T cells may use their NKG2D receptor to counteract 
cutaneous carcinogenesis and to kill skin carcinoma cells in vitro ( 67 ). Relatively little is 

known about how the CD4 + T-cell subsets can influence antitumor immunity, but truly 
tumor-specific CD4 + T cell–recognized tumor antigens exist ( 28 ). CD4 + T cells seem 
to be critical for the development of CD8 + T-cell memory and for the survival of 
adoptively transferred CD8 + T cells. Certain CD4 + subsets may also negatively 
influence tumor rejection, because elimination of the CD4 + T-cell subset may increase 
tumor resistance in certain tumor models ( 99 ). Murine CTLs that kill tumor targets in a 
4- to 5-hour chromium-51 ( 51Cr) release assay can be freshly isolated from mice after 
repeated intraperitoneal injection of antigenic tumor cells or generated in vitro in a 7-day 
mixed lymphocyte–tumor cell culture. In most experimental tumor models, specific T 
cells were generated from tumor-free syngeneic mice. Because this approach is not 
feasible in humans, T-lymphocytes from cancer patients have been isolated from 
peripheral blood ( 100 ) or from the tumor (tumor-infiltrating lymphocytes). Such T cells 
can react in vitro with autologous cancer cells. When freshly isolated from the patient, 
these lymphocytes usually require 16 to 48 hours of incubation with the tumor target 
before a significant level of lysis or growth inhibition of the tumor cells can be observed, 
whereas lymphocytes that have been grown and restimulated in culture often lyse the 
tumor cells in a 4- to 5-hour 51Cr release assay.

Natural Killer Cells and Lymphokine-Activated Killer Cells

NK cells (297–302) are distinct subpopulations of lymphocytes that, without prior 
sensitization and without the requirement for MHC restriction, can kill some cancer cells 
as well as nonmalignant nonself cells (for review, see Chapter 12). Furthermore, cancer 
cells that fail to express at least one of the class I MHC alleles of the host are more 
effectively rejected ( 101 , 102 ) (for review, see Chapter 12) by a mechanism involving NK 
cells ( 103 ). Conversely, expression of an MHC allele by cancer cells can protect tumor 
cells from lysis by NK cells. It is now known that ligation of receptors on NK cells that 
recognize MHC molecules exerts an inhibitory signal to prevent the activation of NK 
cells for lysis. The cytotoxicity of murine and human NK cells against malignant cells 
has been most fully characterized in vitro through the use of highly sensitive cell lines, 
such as the murine T-cell leukemia line yeast artificial chromosome (YAC) and the 
human erythroleukemia cell line K562. Studies in vivo suggest that NK cells may help 
reduce metastatic dissemination of intravenously injected cancer cells.

Activation of peripheral blood cells in vitro with high doses of IL-2 induce 
lymphokine-activated killer (LAK) cells ( 104 ). Cancer cells, even when resistant to NK 
cells, are usually susceptible to killing by LAK cells in vitro, whereas most nonmalignant 
target cells have been reported to be resistant to killing by LAK cells. However, fetal and 
placental cells and occasionally normal peripheral blood cells ( 104 ) have been reported 
to be susceptible to killing by LAK cells. Intravenous injection of LAK cells early after 
intravenous seeding of cancer cells into mice reduces the metastatic tumor-cell growth 
in the lungs, but with this procedure, both LAK and cancer cells are trapped in the 
lungs. Antitumor responses have also been reported in humans after adoptive transfer 



of LAK cells in patients with renal cell carcinoma and melanoma. This selectivity is 
difficult to explain, in view of the general susceptibility of cancer cells to LAK cells in 
vitro. The cells that mediate the killing in vitro of a broad range of malignant cells are 

more than 90% activated CD16 +/CD3 - NK cells, but which cells have antitumor activity 
in vivo is not fully established. Even though murine LAK cells can be generated from 
nude mouse spleen cells, it has not been demonstrated that LAK cells from nude mice 
and normal mice have similar therapeutic effects against tumor cells in vivo. Other cell 

types, such as CD3 + lymphocytes, which are regularly present in every preparation of 
LAK cells, may contribute significantly to the killing of tumor cells in vivo, particularly 

because activated CD8 + T cells express the stimulatory lectin-like NKG2D receptor and 
can kill tumor cells expressing the ligands for the receptor.

Macrophages and Neutrophils

Macrophages and neutrophils from normal donors are generally not cytotoxic to tumor 
cells or normal cells in vitro; however, macrophages and neutrophil granulocytes can be 
activated by bacterial products in vitro to cause selective cytolysis or cytostasis of 
malignant cells ( 105 , 106 , 107 and 108 ). Such tumoricidal activation of macrophages and 
neutrophils does not seem to occur when using tumor cells that are uncontaminated by 
bacteria or their products. Apparently, cancer cells lack the “danger signal” necessary 
for such direct activation of these effector cells of innate immunity. With fully activated 
macrophages, long-term (16- to 72-hour) assays are necessary to demonstrate in vitro 
tumoricidal activity in isotope-release assays or cytostatic activity in growth-inhibition 
assays. Some of the cytolytic or cytostatic effects of macrophages on tumor cells 
involve cell contact or the secretion of various cytotoxic substances or both, but 
phagocytosis may also play an important role.

TNF ( 109 ) produced by activated macrophages can account for all of the classical 
tumoricidal effects against some tumors in vitro. For example, variants that were 
resistant to TNF were also completely resistant to activated macrophages; in the 
converse experiment, variants for resistant-to-activated macrophages were completely 
resistant to TNF. Furthermore, macrophage cytotoxicity could be inhibited completely 
with antibodies to recombinant TNF. TNF also seems to be an important effector 
molecule in the killing of certain tumor cells by human peripheral blood monocytes. As 
might be expected because of the plethora of cytotoxic molecules that can be released 
by macrophages ( 110 ), mechanisms not involving TNF are also involved in the killing of 
some tumor cells. For example, activated macrophages synthesize nitrogen oxides from 
L-arginine, and these reactive nitrogen intermediates also appear to be important 
mediators of killing of tumor cells by activated macrophages.

Because of the rather selective cytotoxicity of activated macrophages against malignant 
cells, numerous studies have considered the potential role of this cell type in 
immunosurveillance and immunotherapy. It is known that the normal host can select for 
variant cancer cells resistant to the effects of TNF and activated macrophages in vitro. 
However, this selection appears to be dependent on T cells, which are known to 
produce large amounts of TNF on antigenic stimulation. Therefore, there is, at present, 



no critical evidence to establish or refute the idea that activated macrophages destroy 
nascent tumors and therefore play a role in immune surveillance. The more important 
question may be whether activated macrophages can be useful in cancer therapy. 
Experimental evidence indicates that activation of macrophages in vivo or adoptive 
transfer of macrophages activated in vitro can eliminate or reduce metastasis in some 
experimental models.

Cytokines

The possible stimulatory effects of cytokines produced by the tumor cells or by the 
nonmalignant host cells in the tumor stroma on tumor growth were discussed earlier in 
this chapter (see section on stimulation of tumor growth). The effects of locally 
sustained high levels of various cytokines have been studied by using tumor cells 
transfected to produce large amounts of certain cytokines. Some cytokines, such as 
granulocyte colony-stimulating factor (G-CSF), IL-2, IL-4, IFN-?, and TNF, when 
secreted in sufficiently large amounts by the transfected tumor cells, may lead to 
significant growth inhibition, even in the absence of T cells, but, with certain cytokines or 
smaller amounts of secretion, inhibition can be dependent on the presence of T cells. 
Researchers are only beginning to understand the mechanisms leading to this growth 
inhibition, and such mechanisms are likely to be quite different for different cytokines.

TNF provides example of the difficulties in analyzing the mechanism involved the 
inhibition of tumor growth in vivo by a particular cytokine. Variant tumor cells, which are 
heritably stable and completely macrophage- and TNF-resistant in vitro, nonetheless 
form tumors in vivo that remain as highly susceptible as the TNF-sensitive parental 
tumor to hemorrhagic necrosis after injections of TNF. Thus, sensitivity of tumor cells to 
the direct cytotoxicity of TNF in vitro may not be important in vivo for the effects of 
passive TNF treatment. Tumor products may sensitize the vascular bed of the tumor to 
become susceptible to hemorrhagic necrosis by TNF. This notion is supported by the 
finding that tumor cells can produce tissue factors that enhance the procoagulant 
response to TNF, but the precise nature of this signal remains elusive. Tumor cells 
transfected to produce TNF are also completely resistant to TNF in vitro but are 
arrested by the produced TNF in vivo, even in the absence of T-cell immunity. 
Interestingly, the mechanism of this TNF-mediated growth arrest does not involve 
hemorrhagic necrosis.

Some tumor cells produce a given cytokine constitutively, whereas other tumor cells 
can be stimulated to produce cytokines by various agents, such as other cytokines, 
bacterial products (such as lipopolysaccharide), irradiation, or drugs. Thus, treatments 
could be aimed at eliciting the release of an inhibitory cytokine from the tumors 
themselves. Such an approach may be advantageous in vivo, because targeting every 
cell with a therapeutic gene seems unrealistic and also because systemic applications 
of recombinant cytokines may cause major systemic toxicity, insufficient local cytokine 
concentrations, or both at the site of tumor growth.

FACTORS LIMITING EFFECTIVE TUMOR IMMUNITY



As might be expected from the diversity of tumors, tumor cells can escape or fail to elicit 
tumor-specific immune responses by various mechanisms ( Table 5). Cancer cells are 
genetically and phenotypically less stable than normal cells and can rapidly change to 
escape immune destruction. The following sections detail examples of some of the 
ways tumors escape or host resistance fails.

 
TABLE 5. Mechanisms of tumor escape from immunological destruction

Major Histocompatibility Complex Haplotype

Tumor cells may express mutant proteins that are tumor specific, but these mutant 
proteins may not serve as an antigen if they lack mutant peptides that can be presented 
by the MHC molecules or by a TCR that recognizes the peptide/MHC complex. For 
example, depending on the genetic MHC background, only some mouse strains 
recognize a particular mutant Ras protein as an antigen, whereas others do not ( 36 ). 
MHC genes may also regulate immune responses to antigens on cancer cells or to 
cancer-causing viruses; since the discovery that the MHC profoundly influences the 
susceptibility of mice to leukemia, investigators have searched for a possible 
association between MHC type and cancer susceptibility in humans and mice. So far, 
however, no firm association between human leukocyte antigen (HLA) haplotype and 
the occurrence of any major human cancer has been established except for certain 
types of leukemias.

Tolerance versus Ignorance



Even when cancer cells express a potentially antigenic molecule, the host may not 
respond to the tumor because of tolerance or clonal ignorance. Tolerance to self may 
explain why oncofetal and carcinoembryonic or oncospermatogonal antigens that are 
expressed on some normal adult cells induce weaker protection than is usually found in 
animals immunized with unique (i.e., mutant-self) tumor antigens ( 20 , 22 , 40 ). It is 
possible that only the T cells that react with self-antigens at low avidity can escape 
deletion and tolerance. One approach to overcome this tolerance is to generate 
allo-MHC–restricted T cells against tumor-associated peptides preferentially expressed 
as malignant cells ( 111 ). Another approach is to use mutant peptides to elicit T cells 
with higher affinity. However, a critical problem of low-affinity interaction with the original 
tumor-derived peptides at the site of tumor growth probably remains. Nevertheless, at 
least certain cancers do not follow the rules that prevent immune recognition of normal 
self-tissues. Thus, some tumor-bearing host may readily recognize normal 
differentiation antigens on certain cancers such as melanomas. In this type of cancer, it 
appears to be possible to uncouple the mechanisms of autoimmunity from tumor 
immunity ( 112 , 113 ) even though adoptively transferred cells may rapidly become 
anergic and then fail to control tumor growth ( 114 ). Tolerance may also be readily 
induced to xenogeneic or viral antigens expressed by cancer cells that rapidly 
disseminate in the host (lymphomas or leukemias) ( 115 ).

Injected cell suspensions are not ignored, regardless of whether they are rejected or 
grow. However, tumor cells embedded in stroma are much more tumorigenic, and 
stroma may sequester solid tumor cells from immune recognition by the host, thereby 
favoring tumor growth ( 88 ). It has also been suggested that nonmetastatic solid tumors 
grow because they fail to release tumor cells to draining lymph nodes and therefore fail 
to induce immunity and are “ignored” ( 116 , 117 ). However, solid UV light–induced 
regressor tumors are not ignored but very efficiently rejected as fragment by naïve 
hosts without being metastatic ( 24 ). It is also unlikely that the T cells in the 
tumor-bearing host simply “ignore” the tumor antigen, because complete removal of a 
tumor sometimes results in specific immunity to rechallenge with the tumor, even 
without additional immunization. Thus, these T cells have been exposed to antigen but 
are anergic either systemically or just locally. Passive treatment of tumor-bearing mice 
with monoclonal antibodies to the regulatory molecule cytotoxic 
T-lymphocyte–associated antigen 4 has counteracted tolerance in some but not other 
tumor models ( 118 , 119 ). Passive antibody to the activation molecule 4-1BB on T cells 
has also been found to be effective against the problem of induced tolerance ( 119 ). It is 
not clear whether, under some conditions, the host may ignore completely the presence 
of antigens on tumors.

Tumor Microenvironment: Tumor Stroma and Other Local Factors

Experiments have shown that stroma is critical for preventing or permitting the 
immunological destruction of tumor cells ( 88 ), and it is also likely that tumor stroma is 
an important factor in the rapidly developing resistance of solid tumors to systemic 
immunity, even at relatively early stages of tumor establishment. Local factors must 
explain why tumor-bearing mice fail to reject their primary implants of tumors, even 



though the animals may be resistant to later implants of small numbers of tumor cells at 
second sites; this phenomenon is called concomitant immunity ( 120 ). Local factors 
particular to the tumor environment may also explain why mice bearing malignant grafts 
fail to reject the established tumors but do reject nonmalignant grafts that express, 
through gene transfer, the same rejection antigen ( 121 ). This seems to occur even in 
TCR transgenic mice, in which both the tumor and the nonmalignant graft are 
recognized by a single type of TCR ( 122 ). Thus, T cells in these tumor-bearing mice that 
fail to reject the tumor are not clonally exhausted, systemically anergic, or ignorant ( 122 

). The disparity in response to normal and malignant grafts is also not explained by the 
expression of weaker rejection antigens on the tumor, because tumor and normal grafts 
express the same antigen. The difference may result from the fact that the stroma of 
tumors is nonantigenic and interferes as a physical barrier with the rejection of the 
cancer cells ( 88 ), whereas the presence of an antigenic stroma, as it exists in 
nonmalignant allografts, can help T cells to destroy also the tumor cells ( 88 ). For 
example, T cell–mediated destruction of allogeneic stroma not only may destroy the 
vascular support for the tumor and allow T cells to reach the cancer cells by breaking a 
physical barrier but also may generate local help for T cells and other leukocytes 
needed for tumor rejection. Lack of “help” at the site of tumor growth may be an 
important reason for the failure to reject solid tumor. The situation might be somewhat 
analogous to that of transgenic mice that express class I allo-MHC molecules as 
self-antigen on islet cells and also have autoreactive T cells that infiltrate the islets ( 123 

): Even after priming, these autoreactive cells fail to destroy the islet cells unless local 
help is provided in the form of IL-2 ( 123 ). Antigen-specific T cells can infiltrate even 
tumors growing in immunologically privileged sites, but proper differentiation of the 
infiltrating T cells is prevented. In fact, it appears that the growing tumor itself can 
create an immunologically privileged site ( 124 ). Lack of co-stimulatory molecules on the 
malignant cells or expression of Fas ligand by these cells may lead to peripheral 
anergy. Indirect presentation by host antigen-presenting cells (APCs) of antigens 
released from tumor cells can play a significant role ( 125 ). Direct presentation may be 
hindered by tumor stroma; however, under certain conditions, direct presentation may 
be more efficient than indirect presentation in inducing a response ( 116 , 117 ) and may 
be required for a full cytolytic activation (385). In addition, transfecting tumor cells to 
express one of several cytokines or co-stimulatory molecules (such as B7) can make 
tumor cells more effective inducers of immune responses. However, the effectiveness 
of any induced response is limited by the wild-type (i.e., the untransfected) tumor cells, 
and the environment surrounding these tumor cells may still counteract tumor 
destruction for the reasons mentioned previously ( 122 ). Thus, the critical unresolved 
problem may be to provide local help and co-stimulation at the site of tumor growth to 
accomplish effective tumor destruction. Finally, as mentioned earlier, the stroma can 
provide factors essential for the development of certain cancers, and the stroma is the 
site for paracrine stimulatory loops that cause rapid malignant growth and thereby 
impede immunological rejection ( 89 ).

Changes in Expression of Class I Major Histocompatibility Complex Antigens

In some cancers, changes in class I MHC expression result from a total or selective loss 
or down-regulation of class I MHC molecules ( 126 ). In other cancers, such changes may 



result from mutations in the gene coding for ß 2-microglobulin. These mechanisms for 
escape from host immunity may occur especially in cancer cells in which the 
tumor-specific antigen cannot be lost because expression is required for the 
maintenance of the malignant phenotype (e.g., cancer cells that express E6 and E7 of 
HPV). Changes in the expression of class I MHC antigens are particularly frequent in 
metastatic cancer cells ( 127 ). Thus, studies on class I MHC expression with tissue 
sections of human metastatic melanoma, metastatic breast cancer, colon cancer, or 
cervical cancer have commonly detected changes in HLA expression; in these studies, 
loss of a single class I HLA allele was found more commonly than loss of all class I 
alleles. Oncogenes such as myc may cause locus-specific suppression of class I MHC 
antigen expression, and results of clinical studies have thus far not proved the concept 
that down-regulation of class I MHC expression is the result of escape from T-cell 
attack and leads to a poorer clinical prognosis. Nevertheless, defective antigen 
presentation by tumor cells is definitely a major problem for cell-mediated immune 
therapy, because an effective direct immune attack by effector T cells is prevented ( 128 

). Even worse, an antigen that no longer serves as a target for destruction, because of 
loss of the MHC allele, may prevent an effective immune response to the cancer cells. 
This may occur because this antigen can still be presented indirectly by host APCs and 
induce an immunodominant response (see next section) that excludes a response to 
possible target antigens on the cancer cells ( 125 ).

Selection of Antigen Loss or Epitope Loss Variants

During the slow, stepwise development of cancer from the original target cell, host 
selection should clearly favor the emergence of nonimmunogenic, nonrejectable tumor 
cell variants. However, demonstrating such a mechanism by clinical studies is difficult, if 
not impossible, because the antigenicity cannot be known for the original single cancer 
cell or its premalignant precursor, and there are no probes for the putative antigens. 
Nevertheless, a possible example of sequential changes consistent with immune 
selection in a patient at later stages of malignancy has been reported.

Loss of immunogenicity of tumors can be the result of serial transplantation, and 
heritable tumor variants showing increased malignant growth can be isolated from mice 
transplanted with immunogenic tumors. Some of these variants escaped immune 
destruction by having lost a CTL-recognized target antigen ( 23 ). The finding of such 
variants is consistent with the notion that selection for antigen loss variants may also 
occur naturally during tumor progression. However, loss of the antigenicity of the target 
molecule, rather than loss of its expression, may sometimes be the mechanism of 
escape. Cytolytic T cells usually recognize only a few discrete epitopes on even a large 
protein antigen, and point mutations leading to amino acid replacements in the peptide 
sequence of these epitopes may lead to loss of antigenicity. An example of such a 
mechanism was demonstrated by SV40 T gene–transformed cancer cells that have 
escaped destruction by CTLs in vitro. Analysis of such variants revealed point mutations 
in the amino acid sequences representing the CTL-recognized epitopes of the T 
antigen. This mechanism allowed the cancer cells not only to escape T-cell destruction 
but also to continue to express a gene essential for maintaining malignant 
transformation. At present, it is uncertain whether this mechanism of escape is being 
used for other virus-associated cancers. For example, mutational changes in the 



transforming genes E6 and E7 of HPV have not been observed in cervical cancer cells, 
whereas total or allelic loss of class I HLA expression is commonly observed in this 
cancer.

As mentioned earlier, experimental and human tumors have multiple tumor-specific 
CTL-recognized epitopes that are lost independently by selection with T cells in vitro ( 24

 , 25 ). However, the host fails to recognize all antigens simultaneously on a tumor cell; 
recognition of the second antigen occurred only after the first antigen was lost by most 
of the tumor cells. This suggested that an immunodominant antigen by a tumor cell 
could prevent sensitization to other tumor antigens and in this way prevent immune 
attack on variants, thereby leading to sequential loss of the antigens from the tumor 
cells. A hierarchy in the immune response to multiple independent antigens has also 
been described in the study of immune responses to multiple minor histocompatibility 
antigens expressed on a single cell. The mechanism for this hierarchy is unclear in 
either system, and understanding how to break the hierarchy could help prevent 
immune selection and tumor escape. For example, studies in vitro with CTL clones 
suggest that the rate of mutation resulting in the loss of a single antigen from the tumor 
cells is less than 10 -6. Even if the frequency were as high as 10 -4, only one tumor cell 
that had lost four independent antigens would be expected in 10 16 tumor cells (i.e., in a 
tumor larger than the human body). Thus, if the immune response of the host could be 
manipulated so that all four antigens were attacked simultaneously, no escape of 
tumors should occur. Experimental evidence suggests that immunization with in vitro 
selected tumor cell variants expressing selective antigenic components can overcome 
immunodominance and prevent tumor escape. Alternatively, immunization with dendritic 
cells can break immunodominance ( 129 ).

Partial immune suppression may lead to the rapid selection and outgrowth of antigen 
loss variants. It was found that fully immunocompetent mice regularly rejected highly 
immunogenic regressor tumors with only very rare exceptions, whereas mice lacking T 
cell–mediated immunity (e.g., nude or x-irradiated thymectomized mice) did not select 
for antigen loss variants. In contrast, the tumors grew in UV light–irradiated mice at a 
very high frequency, but all of the tumors were found to consist of heritably stable 
variants that had lost the CTL-defined rejection antigen. This was apparently because 
UV light–irradiated mice show a partial immunocompetence, so that the generation of 
cytolytic T cells was delayed until the tumor had reached a size that contained a 
sufficient number of antigen loss variants so that the tumor could escape. (Incomplete 
therapy of bacterial infections with antibiotic drugs also favors the outgrowth of variant 
bacterial strains that show heritable resistance to these drugs, so that, by analogy, 
partial or incomplete immunotherapy of cancer-bearing individuals may lead to selection 
of antigen loss variants.)

Antigenic Modulation

The phenomenon of antigenic modulation represents a reversible antibody-induced, 
complement-independent loss of an antigen from the surface of a cell. This 
phenomenon was first demonstrated with leukemia cells expressing the TL antigen. 
Mice expressing the TL antigen at a very low level (TL mice) and immunized with TL + 



leukemia cells developed high titers of anti-TL antibodies that lysed TL + leukemia cells 
in vitro; nevertheless, the leukemia cells grew in vivo equally well in immunized and 
nonimmunized mice. Loss of sensitivity to anti-TL antibody and complement occurred 
because the antibody caused patching, capping, and disappearance of the TL antigen 
from the cell surface. Surface immunoglobulin is another cell surface protein that 
modulates upon exposure to specific antibody; however, several other cell surface 
antigens do not modulate, and it is not known why certain surface molecules are more 
susceptible to antigenic modulation than are others.

Immunological Enhancement Blocking Factors and Suppressor T Cells

In the early days of transplantation immunology, it was found that mice preimmunized 
with disrupted cells of certain allogeneic tumors failed to reject challenge with the viable 
tumor, whereas normal mice rejected the same tumor after initial brief growth. Injecting 
immune serum into nonimmunized hosts also sometimes enhanced tumor allografts, 
and this was effective when given at the time of challenge or up to 1 week before or 
after tumor grafting. Furthermore, alloimmune antisera were found to protect target cells 
from lysis by allosensitized lymphocytes in vitro, which suggests a possible mechanism 
for enhancement in vivo. Although the phenomenon of enhancement has clearly been 
demonstrated in allogeneic tumor systems, its relevance for immune responses to 
syngeneic tumors has remained uncertain ( 130 ). Antibody, complexes of tumor antigen 
and antibody ( 130 ), and shed antigen have all been implicated in this phenomenon of 
blocking. Complexes of tumor antigen and antibody can induce suppressor T cells ( 131 

), which may play a role in the mechanism by which blocking factors function. There is 
evidence that CD4 + NKT cells may be important in UV light–induced immune 
suppression as well as play an essential role in preventing mice from effectively 
rejecting inoculated tumor cells ( 77 , 80 ).

Immune Suppression or Immunodeficiency

In the earlier section, on immunosurveillance of tumor development, it was mentioned 
that patients with immune suppression and immune deficiencies [primary (inherited), 
secondary (drug-induced), or AIDS] have an increased incidence of virally associated 
cancers.

Carcinogens Many chemical and physical carcinogens used in experimental animals 
are immunosuppressive; for example, immune suppression by UV light irradiation may 
in part be responsible for the outgrowth of highly immunogenic tumors ( 132 ). UV light 
irradiation damages DNA, which leads to impaired function of APCs. Possibly as a 
result of this dysfunction, suppressor cells are induced in mice. Suppression can be 
demonstrated by adoptive transfer assays ( 132 ) and appears to be mediated by CD4 + 
NKT cells ( 77 ). Thus, it was found that lethally x-irradiated mice rejected UV 
light–induced regressor tumors when reconstituted by intravenous injection of spleen 
and lymph node cells from normal mice; however, transferring a mixture of lymphoid 
cells from UV light–irradiated and normal mice prevented the rejection of the regressor 
tumors by the recipients. Moreover, adoptive transfer of spleen cells from UV 



light–irradiated mice also appeared to shorten the latency period of development of 
primary UV light–induced tumors in the recipients. The UV light–induced suppressor 
cells were not specific for an individual tumor; instead, they suppressed immune 
responses to all syngeneic UV light–induced tumors; however, the suppressor cells did 
not affect the capability of the reconstituted mice to reject allogeneic tumors. Gamma 
radiation or certain chemotherapeutic drugs are carcinogenic as well as 
immunosuppressive in mice and humans. However, it is not clear whether immune 
suppression induced by chemical or physical carcinogens is important for tumor escape 
in humans. In most instances, humans are probably exposed to much lower doses of 
these carcinogens than are commonly given to experimental animals, and this may 
result in less immune suppression. However, the immunosuppressive effects of 
carcinogens may differ from species to species. This makes interpretation difficult, 
because cancer that develops after exposure to these agents could result from 
carcinogenic action, from suppression of immune responses to transformed cells, or 
from both types of actions. Oncogenic viruses represent another interesting example of 
how the immunosuppressive component of a carcinogen can help tumor induction by 
preventing effective host immunity. For example, the E1A gene of the adenovirus (Ad) 
strain Ad12 suppresses class I MHC expression, which may permit escape from 
destruction by CTLs and lead to the formation of a tumor. However, reduced levels of 
class I MHC antigens may not be sufficient to explain the higher oncogenicity of the 
E1A gene of Ad12. For example, no correlation between the level of class I MHC 
expression and differences in tumorigenicity of Ad2 and Ad5 in immunocompetent 
syngeneic adult animals was found when mouse and hamster cells transformed with 
these viruses were examined. Another viral protein, P15E, that is encoded in murine 
RNA tumor viruses has been studied extensively for its immunosuppressive properties, 
and a P15E-related immunosuppressive antigen was found in human malignant cells. 
Tumor Burden In a number of different experimental tumor models and in humans, it 
has been well documented that many tumor-bearing hosts have suppressed immune 
functions. Sometimes, the tumor cells themselves appear to release substances that 
are immunosuppressive: for example, prostaglandins, TGF-ß, P15E, and probably 
several other yet-unidentified substances, which may suppress the immune system 
directly or indirectly. In other cases, tumors can invade the lymphoid tissue and thereby 
interfere with the immune responses. The mechanisms, magnitude, and specificity of 
tumor-induced suppression probably differ widely among different cancers and at 
different stages of the cancers. The degree of immune suppression caused by a tumor 
burden can be profound; for example, it was found that mice bearing UV light–induced 
or MCA-induced progressor tumors fail to reject most immunogenic regressor tumors 
that are regularly rejected by normal mice. The capability of these mice to mount 
humoral immune responses to conventional antigen or to reject allogeneic tumors or 
normal skin grafts remained intact. Thus, as in UV light–induced immune suppression, 
immune responses to a number of independently derived tumors were affected, but 
other responses in these animals were not. Tumor-bearing mice and humans can have 
alterations in the signal-transduction machinery of systemic or tumor-associated T cells, 
beginning with a decrease in the NF?B p65 and followed, after continued tumor growth, 
by loss of TCR ? chain and p56 Lck ( 133 ), and activated macrophages can secrete 
substances that induce these structural abnormalities. The induction of suppressor T 
cells was mentioned earlier. Maintenance of the suppression requires a continuous 
presence of the cancer, but residual tumor tissues remaining after incomplete tumor 
removal can be sufficient for continuing the suppression. However, suppression is 



short-lived after complete tumor removal and may give way to specific immunity without 
further immunization. It has been shown convincingly by adoptive transfer experiments 
that in some animal models, the induction and maintenance of suppression require T 
cells. In other tumor models, the suppressor cells had the phenotype of B cells or 
macrophages. As might be expected from the diversity of tumors, there also appears to 
be a large degree of variability in the specificity of the suppression. In some tumor 
models, immune suppression appeared to be selective for the tumor that induced 
suppression, whereas in other instances, the responses to a broad range of other 
tumors were suppressed. Even responses to conventional antigens can be suppressed, 
especially in instances in which the tumor originated from or invaded the immune 
system; for example, in patients with Hodgkin’s disease, immune suppression often 
results in depressed delayed-type hypersensitivity to a wide variety of antigens and 
increased susceptibility to various types of infections. In certain tumor models, it has 
been shown that immune suppression by tumor burden may also prevent effective 
adoptive immunotherapy by immune T cells ( 134 ). Therefore, ionizing radiation, 
cyclophosphamide, or other agents have been used to pretreat animals before adoptive 
immunotherapy ( 134 ). 
Radiation or Chemotherapeutic Agents Treatment of patients with anticancer agents, 
such as chemotherapeutic radiomimetic drugs or ionizing radiation, can be very 
immunosuppressive. Lymphocytes are highly sensitive to destruction by many 
chemotherapeutic drugs and ionizing radiation; therefore, these agents (e.g., 
cyclophosphamide) are also used to deliberately suppress immune responses for organ 
transplantation. As expected, the immunosuppression caused by these agents often 
leads to increased susceptibility to infection. In addition, many anticancer agents, such 
as cyclophosphamide, are mutagenic and carcinogenic. Induction of a second 
malignancy may therefore follow successful therapy of the first cancer as a late 
complication of successful chemotherapy or radiation therapy. Most second 
malignancies originate from the hematopoietic, lymphopoietic, and reticuloendothelial 
systems, which are the most sensitive direct targets of the immunosuppressive 
anticancer agents; similar types of malignancies are commonly seen in organ transplant 
recipients who are treated with immunosuppressive drugs. The development of these 
secondary malignancies is related to direct carcinogenic effects of the anticancer 
agents on the lymphoreticular system or to immune suppression, which permits 
development of virally associated cancers. 
Age Some immune responses gradually decline with age, whereas the incidence of 
malignancy increases considerably with age. Thus, the increased incidence of cancer in 
old individuals could result from ineffective immunosurveillance. However, 
carcinogenesis requires multiple steps, and the length of the latency period of a tumor 
is usually inversely proportional to the dose of carcinogen. Many cancers may occur 
late in life simply because they were induced by a very low dose of carcinogens, which 
is associated with a long latency period, or because exposure is cumulative over many 
years. Experimentally, there is a decrease in immune responses to transplanted cancer 
with age. For example, murine UV light–induced regressor tumors that are rejected by 
young syngeneic mice may grow progressively in untreated old mice. The defective 
immune responses in old individuals may prevent immune selection and allow tumors 
developing in old individuals to retain tumor antigens that can serve as targets for 
therapy. However, the development of effective immunotherapy of cancer in older 
individuals may also require rescuing the age-dependent immune deficiencies. 



IMMUNOPREVENTION

Because there is convincing evidence that immunosurveillance can prevent or reduce 
the incidence of cancers associated with certain viruses, active immunization against 
the viral capsid proteins may prevent infection and hence cancer induction. In addition, 
elimination of certain bacterial or parasitic infections may prevent tumor promotion. 
DNA-free viruslike particles containing the coat proteins are being tested as 
immunogens against HPV-associated diseases and against hepatitis B virus in an 
attempt to reduce the incidence of cervical and hepatocellular carcinoma. Other 
cancers, such as that arising from Kaposi’s sarcoma–associated herpesvirus and 
human T-cell leukemia associated with HTLV-1, offer additional opportunities. Once 
infected, an animal or human may still be able to prevent the development of 
premalignant and malignant cells by immunizing against the viral transforming proteins, 
if they are expressed by the premalignant and malignant cells. Among hamsters, for 
example, that receive a single inoculation of polyoma or SV40 virus at birth, there was a 
high incidence of primary tumors that developed several months later; however, tumor 
incidence was reduced if a second dose of the virus, or irradiated tumor cells 
transformed by this virus, were given during the latency period. The neonatally 
inoculated hamsters were obviously not tolerant because they generated a protective 
response when exposed to the same antigen later. With a single inoculation of virus, 
the neoplastic clones apparently escaped unnoticed by the immune system. Additional 
immunization with a sufficient dose of antigens during the latency period between virus 
inoculation and tumor development could prevent this problem and reduce the tumor 
incidence. It has not yet been shown in HPV-infected humans that cervical cancers can 
be prevented by inducing immunity to T cell–recognized epitopes on the transforming 
HPV proteins E6 and E7, expressed by the virus-induced premalignant lesions in 
patients at early stages of the disease (dysplasia) before carcinoma in situ or invasive 
cancer occurs. Passive or active immunization against an overexpressed growth factor 
receptor, HER-2/hen, induces antibody and markedly delays the development of 
primary mammary tumors in mice, possibly by down-regulating the activity of the 
receptor ( 135 ). It is also important to determine whether cancer may also be prevented 
by active immunization of cancer-prone individuals carrying a predisposing mutation. An 
ever-increasing number of such mutations that encode tumor-specific proteins in cells in 
these individuals are being identified. However, inducing immune responses against 
them may be problematic because these proteins are self. For example, active 
immunization against an oncogenic viral protein encoded by a transgene became 
ineffective in preventing cancer development in the cancer-prone mice when the 
immunization was begun after the oncogenic protein was expressed in premalignant 
host tissues, which is suggestive of induction of peripheral tolerance. Finally, 
researchers need to determine how to predictively achieve immunological prevention 
and avoid stimulation of cancer development ( 37 ). In any case, premalignant lesions 
often persist for a very long time before developing into cancer, and using this time to 
effectively destroy these lesions would be expected to prevent cancer development.

IMMUNOTHERAPY

Multiple immunotherapeutic strategies involving innate or acquired immunity have been 



developed to control cancer; they include (a) local application of a live bacterial vaccine, 
BCG; (b) use of cytokines; (c) active immunization; (d) passive therapy with antibodies; 
and (e) adoptive transfer of effector cells. Very few immunotherapeutic approaches are 
clearly effective or the treatment of choice. One example is the topical use of BCG for 
treating patients with residual superficial bladder cancer, which typically recurs after 
surgery ( 136 ). Repeated instillation of the live mycobacteria into the bladder by way of a 
catheter after surgery has become the treatment of choice for superficial bladder 
cancer. The local infection with BCG leads to a prolonged inflammatory response in the 
bladder wall, which reduces significantly the risk of cancer recurrence ( 136 ). 
Interestingly, the first attempts at nonspecific immunotherapy by intratumoral injection of 
bacteria were conducted more than 100 years ago in Germany and the United States ( 
137 , 138 and 139 ).

Immunotherapy that involves acquired immunity (i.e., tumor antigens or effector cells 
and molecules specific for them) can, in principle, be divided into (a) active therapeutic 
immunization, (b) adoptive transfer of T cells, and (c) passive therapy with antibodies. It 
is important to know that, by attempting active therapeutic vaccination, tumor 
immunologists have taken an approach that has been completely abandoned in the 
clinical management of infectious diseases, except for rabies, which has a particularly 
long incubation period. Cancer cells have a slower generation time than do most 
infectious organisms, and most of the bulk of the tumor load can often be removed by 
other therapy (e.g., surgery). At the time when the antigen load is the lowest, the 
suppressive environment may be removed, and active immunization may lead to an 
effective therapeutic immune response. The critical question, therefore, is whether 
residual and dormant cancers can be treated effectively by active immunization.

In considering immunotherapy of cancer, the distinction between immunogenicity and 
immunosensitivity of cancer cells is important. Certain cancer cells may be fully 
sensitive to tumor-specific T cells or antibodies but, for various reasons, fail to induce 
an immune response. Experimental studies suggest that such cancers may still be 
rejected if specific effector T cells or antibodies can be induced. This requires effective 
immunization against the relevant target antigen on the tumor cells. The reasons for a 
poor immunogenicity of the target antigen on the tumor cells may vary; therefore, 
different methods must be used for different cancers to immunize effectively against it. 
Also, either T cells or antibodies might be most effective therapeutically; therefore, 
different methods of immunization may have to be used to preferentially induce one or 
the other. Immunization with viable tumor cells may cause cancer and kill the host, but 
dead and disrupted tumor cells, membrane fractions, or cell extracts are usually poor 
immunogens and may enhance the growth of the cancer. One way to circumvent this 
problem is to destroy the proliferative potential of the tumor cells while leaving the cells 
viable and metabolically active, at least temporarily. For example, this can be done by 
exposing the cells to gamma radiation or certain cytostatic chemicals, such as 
mitomycin C. These methods alone are often insufficient to elicit a cytolytic T-cell 
response to cancer cells. Many strategies have been designed to increase the 
immunogenicity of the tumor cell inoculum ( Fig. 7). One approach is to increase the 
antigenicity of the tumor cell by (a) heterogenization of the tumor cells by infection with 
certain viruses, somatic cell fusion with various nontumorigenic cells (including 
syngeneic or allogeneic dendritic cells), transfection of self or foreign class I or class II 



MHC molecules, hapten conjugation, or exposure to mutagens; (b) transfection of tumor 
cells to express the B7 ligand that can provide a co-stimulating signal to T cells ( 140 ); 
(c) co-injection of tumor cells with killed bacteria, such as Corynebacterium parvum ( 141 

, 142 ); and (d) transfection of tumor cells to produce certain cytokines ( 143 ), such as 
IL-2, IFN-?, IL-4, IL-6, IL-7, G-CSF, granulocyte-macrophage colony-stimulating factor 
(GM-CSF), or TNF. At present, GM-CSF appears to be particularly attractive, because 
this cytokine leads to the recruitment and activation of dendritic cells, which are 
powerful APCs. Finally, tumor cells have been transfected to express antisense RNA of 
a required growth factor. This transfection resulted in terminal differentiation in the 
cancer cells and increased immunogenicity for unknown reasons. In fact, irrespective of 
which particular genetic engineering of the tumor cells is used to decrease their growth 
potential in vivo, rejection of the modified tumor cells is often followed by T 
cell–mediated immunity against the unmodified tumor cells. It is possible that the growth 
arrest and ultimate rejection of the altered but metabolically viable cancer cells result in 
a prolonged exposure to the antigen that allows T-cell immunity to develop.

 
FIG. 7. Many different methods can be used to increase the immunogenicity of 
spontaneous or experimentally induced tumor cells. Poorly immunogenic tumor cells kill 
normal syngeneic hosts when transplanted (progressor tumors). All the various 
manipulations listed in the text and the illustration result in metabolically active tumor 
cells that fail to form tumors when injected into normal syngeneic mice [i.e., the inocula 
are rejected (x)]. In addition, these mice are often protected against subsequent 
challenge with the unmodified tumor cells. Thus, the manipulated tumor cells can serve 
as a preventive vaccine. However, the use of such manipulated cells for therapeutic 
vaccination (not shown here) seems to be restricted almost invariably to very early 
stages of tumor growth, usually a few days to less than 2 weeks of tumor growth. For 
longer established tumors (which may be more comparable with human cancers when 
they are clinically detected in the patients), the efficiency of the active therapeutic 
vaccination through these methods is usually reduced dramatically.

Pure antigens are often ineffective in inducing an acquired (i.e., antigen-specific) 
immune response unless certain “adjuvants” are used to stimulate innate immunity, 
which in turn helps the generation of an antigen-specific response. Therefore, 



numerous approaches are designed to stimulate innate immunity at the site of 
vaccinations by the use of chemical or bacterial agents or both. Synthetic peptides used 
in vaccines have to be designed for particular MHC haplotypes and may be ineffective 
or even “tolerize” the host; delivering antigenic peptides after loading to heat-shock 
protein (or as recombinant viruslike particles) can increase the efficacy of immunization. 
Effective induction of an immune response requires antigen presentation in an 
environment that provides appropriate help or secondary signals. Therefore, several 
experimental designs involve the use of dendritic cells pulsed with virus-specific or 
tumor-associated peptides to induce tumor-reactive T cells and rejection of transplanted 
tumor cells. Dendritic cells can be loaded with either synthetic antigenic peptides or 
recombinant proteins. Dendritic cells can also be loaded (a) with native peptides 
stripped from tumor cell surfaces; (b) with tumor-derived, peptide-loaded heat-shock 
proteins; (c) with tumor-derived messenger RNA; or (d) by fusion of tumor cells. One 
advantage of the latter three strategies is that powerful immunity to (unique) individually 
distinct tumor antigens, as well as tumor-associated antigen, can be induced without 
having to identify the antigens. The limitation of these customized approaches that use 
molecularly unidentified antigens is that the antigen dose cannot be standardized.

For tumor antigens that are identified molecularly, recombinant vaccines have been 
developed with vaccinia, Listeria, or viruslike particles. Other strategies of active 
immunization include genetic vaccination—for example, by injecting naked DNA 
plasmid constructs, thereby intramuscularly encoding the tumor antigen [whereby the 
gene for GM-CSF may also be used to improve the presentation of the antigen by 
dendritic cells at the site of injection]—and vaccination with anti-idiotypic antibodies, 
which bear the internal image of a tumor antigen. It is hoped that some of these novel 
ways of active immunization will be effective against cancers, particularly in patients 
with clinically undetectable (residual or dormant) cancers or premalignant lesions. 
Whether any of these procedures will be effective against longer established or 
advanced stages of cancer is questionable because therapeutic effects of active 
immunization in experimental tumor transplant models are usually limited to early 
stages of malignant growth.

The major alternative to active immunization is passive antibody therapy or adoptive 
transfer of tumor-specific T cells. In certain experimental tumor models, passive 
immunization with antibody can protect against challenge with tumor cells and can be 
therapeutic when given soon after challenge with the cancer cells [e.g., see Herlyn et al. 
( 42 )]. Thus, the antibody is usually given simultaneously or only a few hours or days 
after tumor-cell challenge. Passive immunization of patients with a murine monoclonal 
antibody against a tumor-associated antigen on human colon cancer has been found to 
reduce the incidence of metastatic spread significantly and to increase long-term 
survival when treatment is begun shortly after surgery in patients with no clinically 
detectable metastatic spread or residual disease ( 41 ). Passively given antibodies 
against B cell–lineage differentiation antigens CD20 or CD22 can also be highly 
effective, even against already advanced non-Hodgkin’s B-cell lymphomas ( 43 ). 
Previously, anti-idiotypic antibody treatment of an experimental B-cell leukemia was 
also found to be effective occasionally in inducing the cancer cells to go into a 
long-lasting dormant state, and anti-idiotypic antibodies have been used in the 
treatment of patients with B-cell lymphoma (also see section on clonal antigens). Some 



therapeutic effects have also been observed in patients treated with other murine 
monoclonal antibodies. However, the therapeutic effectiveness of monoclonal antibody 
in treating advanced solid human cancers that are not of hematopoietic origin is 
uncertain. It is therefore important to determine the conditions under which antibody 
therapy can be successful and which of a large number of possible mechanisms are 
responsible for tumor escape from the therapeutic effects of antibodies. Because 
antibody-induced tumor regression may occur weeks after treatment, direct 
antibody-mediated tumor-cell lysis may sometimes not be the mechanism of the 
antitumor effect. Other approaches have involved the use of antibodies to growth factor 
receptors on cancer cells for inhibiting cancer growth. For example, the oncogene 
neu-1/HER-2 encodes a growth factor receptor that is overexpressed on certain 
cancers, and monoclonal antibodies to this antigen have been found to inhibit tumor 
growth, possibly by inducing differentiation. Similarly, antibodies to the IL-2 receptors 
can cause tumor regression in patients with cutaneous T-cell lymphoma. Considerable 
technological efforts are being made to enhance the ability of antibodies to kill tumor 
cells by using them as carriers for cytokines or cytotoxic agents, such as radiochemicals 
or natural toxins. The recombinant antibody-cytokine or antibody-toxin fusion proteins 
may be useful for concentrating these agents in the stroma surrounding the tumor cells, 
but some of these coupled antibodies may have serious toxicity unless selective 
delivery of the conjugates to the tumor is achieved. An alternative, possibly fruitful 
approach is the engineering of bispecific monoclonal antibodies that bind effector cells 
as well as tumor antigens on the cancer cells. Murine monoclonal antibodies have also 
been “humanized” to reduce the stimulation of neutralizing antimurine antibodies by the 
patients. The clinical usefulness of these various engineered antibody molecules will 
remain unknown until necessary clinical trials in patients have been carried out. 
Alternative immunotherapeutic approaches that are being developed involve the use of 
monoclonal antibodies specific for regulatory and activation molecules expressed on T 
cells ( 118 , 119 ) to increase their antitumor activity.

With most currently available immunotherapeutic procedures tested in animal 
experiments, therapeutic efficiency occurs in relatively early stages after tumor 
transplantation; unfortunately, there have been no experimental studies that tested the 
therapeutic efficacy in mice with small tumor loads of long-established cancer that is 
dormant or remains after surgery or chemotherapy. Adoptive transfer of T cells may be 
more effective with longer established tumor loads ( 144 ). It is uncertain, however, which 
antigens will be the most effective target molecules on human cancers and in which 
way specific T cells should be generated in vitro so that they are effective in vivo upon 
adoptive transfer. T cells that have been isolated from the patients can be expanded in 
vitro with IL-2 and then infused into patients who receive IL-2 as well. In a selected 
group of patients with melanoma, favorable responses were observed in several 
patients, and an apparent cure was seen in one patient ( 145 ). It is not clear whether 
insufficient specificity of the T cells or failure of these cells to localize specifically is 
responsible for the difficulty in achieving permanent therapeutic effects. Early evidence 
suggests that adoptive transfer of T cells may be effective against the development of 
EBV-associated lymphomas in immunocompromised patients, but much more work 
remains before this approach is applicable to other tumors.



CONCLUSIONS

Cancer immunology is at the interphase of two extraordinarily complex fields of 
research. Cancers generally harbor (and are caused by) multiple cancer-specific 
mutations, many of which have not been defined but may be detected by T cells. 
Cancer-specific mutations that can be functionally important are the basis for 
individually distinct (unique) tumor antigens, and it is now certain that truly 
tumor-specific antigens indeed exist. There are also tumor-nonspecific, nonmutant 
antigens to which the host can respond. Some of these normal-self antigens are not 
found on normal cells of the lineage of tumor origin; instead, the expression of these 
antigens on normal cells appears to be highly restricted to spermatogonia and 
trophoblast cells. These antigens may therefore have a particular diagnostic and 
therapeutic potential. Immunity to other normal self-antigens may be also effective 
against cancers for which deleterious autoimmunity and tolerance can be avoided.

Surveillance by adaptive immunity protects humans from many infectious agents and 
prevents, or at least reduces, the incidence of certain cancers caused by viruses such 
as EBV or HPV. Therefore, researchers are currently trying to prevent infection or the 
growth of the virally transformed cells by active immunization. However, preventive 
vaccination, which is extensively used for protecting against infectious diseases, may 
not be feasible for most cancers. Investigators have identified a great diversity of 
mechanisms that may contribute to the failure of antigenic cancers to be destroyed by 
the host’s immune system. This understanding of basic regulatory mechanisms and 
molecules offers hope for finding new ways to counteract tumor escape. Much evidence 
suggests that the local environment surrounding tumor cells may prevent the effective 
immunity against established solid tumors, cause dormancy of metastatic cells, or 
promote recurrence, but the critical mechanisms still need to be defined. In particular, 
researchers need a better understanding of the mechanisms whereby inflammation or 
regulatory T cells can lead to tumor promotion or tumor inhibition. The availability of 
genetically engineered tumor cells and mouse strains offers many important new 
models for examining fundamental issues of surveillance, self–nonself discrimination, 
and inflammation and for elucidating the mechanisms of tumor escape, promotion, and 
progression, but there still is a lack of models for tumor dormancy and recurrence.

With the rapid advances in biotechnology and in the understanding of cancer and of the 
immune system, numerous new immunotherapeutic strategies for cancer are being 
developed and must be examined in preclinical models for their potential usefulness. 
Even though therapeutic active vaccination has been all but abandoned in the clinical 
management of infectious disease, numerous novel methods of active immunization 
that may prove to be effective in cancer are being developed. In addition, passive 
antibody therapy and adoptive T-cell therapy offer important alternative approaches. 
Together, these lines of research offer great promise that tumor immunology can be 
exploited not only to increase further the understanding of cancer biology and 
immunology but eventually also to significantly improve the diagnosis and therapy of 
cancer.
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INTRODUCTION

Recognition of the first human primary immunodeficiency diseases in the early 1950s ( 1

 , 2 ) set the stage for an exponential increase in information about the functions of the 
various components of the immune system. Since then, more than 100 human primary 
immunodeficiency disorders have been recognized ( 3 , 4 and 5 ). These discoveries, 
together with several naturally occurring immune defects in animal species, and the 
ability to create “knockout mice” have seemingly opened the door to the ultimate 
dissection of the immune system ( 6 ).



Primary, or genetically determined, immunodeficiency disorders may affect one or more 
components of the immune system, including T, B, and natural killer (NK) lymphocytes, 
phagocytic cells, and complement proteins. This chapter focuses on the currently 
understood genetic bases of and faulty immunologic mechanisms underlying some of 
the most important human immunodeficiency diseases involving lymphocytes ( Table 
1).

 
TABLE 1. Abnormal genes known to cause primary immunodeficiency

Immunodeficiency diseases are characterized by undue susceptibility to infection. 
Paradoxically, many immunodeficiency syndromes are also characterized by 
autoimmune diseases and excessive production of immunoglobulin E (IgE) antibodies. 
Because of the ability of antibiotics to control many types of infections, autoimmune 
diseases now account for significant morbidity among patients with immunodeficiency. 
Finally, there is an increased incidence of malignant disease in patients with 
immunodeficiency diseases ( 7 ). Whether the latter is the result of increased 
susceptibility to infection with agents predisposing to malignancy or defective tumor 
immunosurveillance is unknown.

With the exception of selective IgA deficiency (A Def), genetically determined 
immunodeficiency is rare ( 4 ). B-cell defects far outnumber those affecting T cells, 
phagocytic cells, or complement proteins. Although general population statistics are not 
available in the United States, it has been estimated that agammaglobulinemia occurs 
with a frequency of 1:50,000 and severe combined immunodeficiency (SCID) with a 
frequency of 1:100,000 to 1:500,000 live births. Selective absence of serum and 
secretory IgA is the most common defect, with reported incidences ranging from 1:333 
to 1:700 ( 8 , 9 ). Primary immunodeficiency is seen more often in infants and children 
than in adults. During childhood, there is a 5:1 male-to-female sex predominance for 
these disorders. This later reverses, so there is a slight predominance (1:1.4) in women.



MOLECULAR GENETICS OF PRIMARY IMMUNODEFICIENCY

Human Immunodeficiency Diseases

Until the 1990s, there was little insight into the fundamental problems underlying most 
of these conditions. It is impressive that the underlying genetic defects have now been 
identified in more than 40 of these diseases ( Table 1) ( 3 , 5 ). Since the mid-1990s, the 
molecular bases of six X-linked immunodeficiency disorders have been discovered: 
X-linked agammaglobulinemia (XLA), X-linked immunodeficiency with hyper IgM 
(XHIM), Wiskott-Aldrich syndrome (WAS), X-linked SCID (SCID-X1), X-linked 
lymphoproliferative disease (XLP), and nuclear factor of ?B (NF?B) essential modulator 
(NEMO) deficiency ( Fig. 1, Table 1) ( 3 ). The abnormal gene in X-linked chronic 
granulomatous disease was identified in 1987 ( 10 ), and the gene encoding properdin 
(mutated in properdin deficiency) has also been cloned ( 11 ). An X-linked recessive 
immunologic disorder characterized by multisystem autoimmunity, particularly 
early-onset type 1 diabetes mellitus, associated with manifestations of severe atopy and 
eosinophilic inflammation was found to result from mutations in a gene ( IPEX) on 
Xp11.23 that encodes a forkhead domain–containing protein. The findings suggest a 
role for IPEX in self-tolerance and T helper (Th) cell differentiation ( 12 , 13 ). In addition 
to these X-linked defects, the underlying bases for nearly three dozen autosomal 
recessive immunodeficiencies have also been identified ( Table 1) ( 3 , 5 ). The discovery 
and cloning of the genes for these diseases have obvious implications for the potential 
of gene therapy. The rapidity of these advances suggests that there will soon be many 
more to come. A committee of the World Health Organization has published several 
versions of a classification of primary immunodeficiency diseases since 1970, most 
recently in 1999 ( 4 ). Table 1 lists the conditions for which the molecular bases are 
currently known. Table 2 is my attempt to classify these diseases according to the type 
of molecular defect present. As the fundamental causes of more of these disorders are 
identified, it is likely that future classifications will be based on mutations.



 
TABLE 2. Classification of known molecular defects causing human primary 
immunodeficiency

 
FIG. 1. Location of the X-linked immunodeficiency disease loci. Correspondence with 
the cytogenetic map of the X chromosome is indicated on the left. Most of these defects 
have been discovered since the early 1990s.

DEFECTS CHARACTERIZED BY ANTIBODY DEFICIENCY

X-Linked Agammaglobulinemia



Most boys afflicted with XLA, also known as Bruton’s agammaglobulinemia ( 2 ) remain 
well during the first 6 to 9 months of life by virtue of maternally transmitted IgG 
antibodies ( 14 ). Thereafter, they repeatedly acquire infections with extracellular 
pyogenic organisms such as pneumococci, streptococci, and Haemophilus unless they 
are given prophylactic antibiotics or gamma globulin therapy. Chronic fungal infections 
are not usually present, and Pneumocystis carinii pneumonia rarely occurs unless there 
is an associated neutropenia ( 15 ). Viral infections are also usually handled normally, 
with the notable exceptions of the hepatitis viruses and the enteroviruses ( 16 , 17 ). In 
addition to septic arthritis, patients with this condition may have joint inflammation 
similar to that seen in rheumatoid arthritis. Infections with Ureaplasma urealyticum ( 18 , 
19 ) and viral agents such as echoviruses, coxsackieviruses, and adenovirus have been 
identified from joint fluid cultures of patients, even those receiving intravenous 
immunoglobulin (IVIG) replacement therapy. These observations suggest a primary role 
for antibody, particularly secretory IgA, in host defense against this group of viruses, 
because normal T-cell numbers and function have been present in all patients with XLA 
and persistent enterovirus infections reported thus far. Concentrations of 
immunoglobulins of all isotypes are very low, and circulating B cells are usually absent. 
Pre–B cells are present in reduced numbers in the bone marrow. Tonsils are usually 
very small, and lymph nodes are rarely palpable because of absence of germinal 
centers from these lymphoid tissues. Thymus architecture, including Hassall’s 
corpuscles, is normal, as are the thymus-dependent areas of spleen and lymph nodes. 
In 1993, two groups of investigators independently and almost simultaneously 
discovered the mutated gene in XLA. Because XLA had been precisely mapped to 
position Xq22 ( Fig. 1), one group successfully used the technique of positional cloning 
to identify an abnormal gene in patients with this defect ( Table 1) ( 20 ). For other 
reasons, the second group had sought and found a B-cell–specific tyrosine kinase 
important in murine B-lymphocyte signaling ( 21 ); the kinase was found to be encoded 
by a gene on the mouse X chromosome. When the human gene counterpart was 
cloned, it was found to reside at Xq22, and the gene product was identical to that found 
by the first group. This intracellular signaling tyrosine kinase was named Bruton tyrosine 
kinase (or Btk) in honor of Dr. Bruton. Btk is a member of the Tec family of cytoplasmic 
protein tyrosine kinases ( 22 ). It is expressed at high levels in all B-lineage cells, 
including pre–B cells. This kinase appears to be necessary for pre–B-cell expansion 
and maturation into surface immunoglobulin-expressing B cells, but it probably has a 
role at all stages of B-cell development ( 23 ). It has not been detected in any cells of T 
lineage, but it has been found in cells of the myeloid series ( 21 ). Thus far, all males with 
known XLA (by family history) have had low or undetectable Btk mRNA and kinase 
activity ( 24 ). To date, more than 250 different mutations in the human Btk gene have 
been recognized ( 24 , 25 and 26 ). These have encompassed most parts of the coding 
portions of the gene, and there has not been any clear correlation between the location 
of the mutation and the clinical phenotype ( 24 , 25 , 26 and 27 ).

Female carriers of XLA can be identified by the finding of nonrandom X chromosome 
inactivation in their B cells or by the detection of the mutated gene (if known in the 
family) ( 28 , 29 ). Prenatal diagnosis of affected or nonaffected male fetuses has also 



been accomplished by detection of the mutated gene in chorionic villous or 
amniocentesis samples. Studies of Btk protein, enzymatic activity, or mRNA have also 
permitted identification of X-linked inheritance in some agammaglobulinemic boys with 
no family history. The finding that Btk is also expressed in cells of myeloid lineage is of 
interest in light of the well-known occurrence of intermittent neutropenia in boys with 
XLA, particularly at the onset of an acute infection ( 15 , 30 ). It is conceivable that Btk is 
only one of several signaling molecules participating in myeloid maturation and that 
neutropenia would be observed in XLA only when rapid production of such cells is 
needed. XLA was also reported in association with growth hormone deficiency in nine 
cases ( 31 , 32 , 33 and 34 ).

X-Linked Immunodeficiency (Xid) in Mice The animal model for human XLA is the 
X-linked immunodeficiency (Xid) mutation in CBA/N mice ( 35 ). Xid mice have normal 
numbers of pre–B cells in their bone marrow but abnormally low numbers of B cells in 
their lymphoid tissues ( 35 ). These animals have low serum IgG and IgM concentrations 
and fail to produce antipolysaccharide antibodies to thymus-independent (TI) antigens 
type 2 (TI-2). Unlike most humans with XLA, Xid mice have some B cells of mature 
phenotype, and they produce some antibodies to TI-1 antigens. However, B cells from 
Xid mice do not proliferate after ligation of CD40, even in the presence of interleukin-4 
(IL-4) or anti-Ig reagents ( 36 ). A mutation at position 28 of the murine btk gene has 
been shown to be the basis for the B-cell defect in CBA/N mice ( 37 , 38 ). Because such 
mice have a much milder antibody deficiency than boys with XLA, speculation had been 
that humans with mutations in the non–kinase-encoding part of the Btk gene may have 
a less severe immunodeficiency. However, humans with classic XLA have been 
identified with mutations affecting the same residue as in CBA/N mice ( 39 ). Again, as in 
female carriers of human XLA, female mice heterozygous for Xid display nonrandom 
X-chromosome inactivation in their B cells. 

Autosomal Recessive Agammaglobulinemia

Conditions that resemble XLA phenotypically occur in some agammaglobulinemic 
females ( 40 ). These diseases are caused by mutations in the genes that encode 
immunoglobulin heavy or light chains or their associated signaling molecules, leading to 
agammaglobulinemia or hypogammaglobulinemia ( 41 ). In µ-chain, ?5/14.1 (surrogate 
light-chain), Iga (B-cell antigen receptor signaling molecule), and B-cell linker ( BLNK) 
gene mutations, circulating B cells are also absent ( 42 , 43 , 44 , 45 and 46 ). In the case of 
other heavy-chain gene mutations, deficiencies of individual immunoglobulin classes or 
subclasses are seen, and circulating B cells are present ( 47 ). Mutations in the ? chain 
gene result in molecules with only ? light chains.

Immunodeficiency with Elevated IgM (Hyper IgM)

The hyper IgM syndrome is characterized by very low serum IgG, IgA, and IgE levels 
but either a normal or a markedly elevated concentration of polyclonal IgM. It is now 
known that the hyper IgM syndrome includes at least four distinct genetic diseases. 
Patients with this rare primary immunodeficiency syndrome resemble those with 



agammaglobulinemia in their susceptibility to encapsulated bacterial infections ( 48 , 49 

and 50 ). However, patients with one of the X-linked forms of hyper IgM also frequently 
present in infancy with Pneumocystis carinii pneumonia. The finding that many also 
have coexistent neutropenia was formerly considered a possible explanation for the 
susceptibility of some such patients to opportunistic infection; however, it is now known 
that one X-linked disease resulting in this syndrome is actually a T-cell defect, more 
likely accounting for that susceptibility. Thus far, two X-linked and two autosomal 
recessive diseases have been found to cause this syndrome, and there are likely to be 
more. Distinctive clinical features permit presumptive recognition of the type of mutation 
in these patients, thereby aiding proper choice of therapy. However, all such patients 
should undergo molecular analysis to ascertain the affected gene for purposes of 
genetic counseling, carrier detection, and definitive therapy.

CD154 (CD40 Ligand) Deficiency Like boys with XLA, those with XHIM syndrome may 
become symptomatic during the first or second year of life with recurrent pyogenic 
infections. However, they also are highly prone to have Pneumocystis carinii pneumonia 
and to have profound neutropenia ( 4 , 48 , 49 ). They have very small tonsils and a 
paucity of palpable lymph nodes. Normal numbers of B lymphocytes are usually present 
in the circulation of these patients. Until the early 1990s, this condition was classified as 
a B-cell defect because only IgM is produced. However, in 1986, B cells from patients 
with XHIM syndrome were shown to have the capacity to synthesize IgM, IgA, and IgG 
normally when these cells were cocultured with a “switch” T-cell line, a finding 
suggesting that in those patients the defect lay in T-lineage cells ( 51 ). This was 
puzzling, because routine tests of T-cell function were usually normal in such patients. 
In 1993, the abnormal gene in XHIM syndrome was localized to Xq26 ( 52 ) and was 
identified by five groups almost simultaneously ( 53 , 54 , 55 and 56 ). The gene product is a 
surface molecule known as CD154 (or CD40 ligand) on the surfaces of activated helper 
T cells ( 57 ) that interacts with CD40 molecules on B cells( 53 ). Cross-linking of CD40 on 
either normal or XHIM B cells with a monoclonal antibody to CD40 or with soluble 
CD154 in the presence of cytokines (IL-2, IL-4, or IL-10) causes the B cells (which are 
intrinsically normal in XHIM syndrome) to undergo proliferation and isotype switching 
and to secrete various types of immunoglobulins. CD154 is a type II integral membrane 
glycoprotein with significant sequence homology to tumor necrosis factor (TNF); it is 
found only on activated T cells, primarily of the CD4 phenotype ( Fig. 2) ( 57 ). Mutations 
in the gene encoding CD154 on XHIM patients’ T cells result in a lack of signaling of 
their normal B cells when their T cells are activated. Therefore, XHIM B cells fail to 
undergo isotype switching and produce only IgM; there is an absence of CD27 + 
memory B cells ( 58 ). Lymph node histology shows only abortive germinal center 
formation and a severe depletion and phenotypic abnormalities of follicular dendritic 
cells ( 59 ). Of further importance to effective immune responses, the lack of stimulation 
of CD40 also causes these patients’ B cells not to up-regulate CD80 and CD86. The 
latter are important co-stimulatory molecules that interact with CD28/cytotoxic 
T-lymphocyte–associated antigen 4 (CTLA-4) on T cells ( 60 ). The failure of interaction 
of the molecules of those pathways results in a propensity for tolerogenic T-cell 
signaling and defective recognition of tumor cells. 



 
FIG. 2. Cartoon showing the role of the CD40 ligand (CD154) in B-cell class switching. 
The CD154 gene is mutated in X-linked hyper lgM. Thus, this is a T-cell, not a B-cell, 
defect. From Allen RC, Armitage RJ, Conley ME, et al. ( 53 ), with permission.

More than 73 distinct point mutations or deletions in the gene encoding CD154 have 
been identified in 87 unrelated XHIM families, giving rise to frameshifts, premature stop 
codons, and single amino acid substitutions, most of which were clustered in the TNF 
homology domain located in the carboxy-terminal region ( 50 ). A highly polymorphic 
microsatellite dinucleotide (CA) repeat region in the 3' untranslated end of the gene for 
CD154 is useful for detecting carriers of XHIM and for making a prenatal diagnosis of 
this condition ( 61 ). In a retrospective study of 56 patients with XHIM syndrome, 13 
(23.3%) had died, and the mean age at death was 11.7 years ( 49 ). In addition to 
opportunistic infections such as Pneumocystis carinii pneumonia, there is an increased 
incidence of cryptosporidial enteritis and subsequent liver disease in this syndrome. 
There is also an increased risk of malignancy. Because of the poor prognosis, the 
treatment of choice is a human leukocyte antigen (HLA)–identical sibling bone marrow 
transplant at an early age ( 62 , 63 ). Treatment for this condition also includes monthly 
IVIG infusions ( 64 ). In some patients with severe neutropenia, the use of granulocyte 
colony-stimulating factor has been beneficial ( 65 ). 
Nuclear Factor ?B Essential Modulator (NEMO or I???) Deficiency This is a newly 
recognized syndrome characterized most often clinically as anhidrotic ectodermal 
dysplasia with associated immunodeficiency (EDA-ID) in males and incontinentia 
pigmenti in females ( 66 , 67 ). The condition results from mutations in the IKBKG gene at 
position 28q on the X chromosome that encodes NEMO. NEMO is a regulatory protein 
that serves as a scaffold for two kinases necessary for activation of the transcription 
factor NF?B. Activation of NF?B by proinflammatory stimuli normally leads to increased 
expression of genes involved in inflammation, such as TNF-a and IL-12. B cells from 
patients with NEMO deficiency fail to undergo class switch recombination, and their 
antigen-presenting cells fail to produce TNF-a and IL-12 ( 67 ). Germline loss-of-function 
mutations cause the X-linked dominant condition incontinentia pigmenti and are lethal in 



male fetuses. Mutations in the coding region of IKBKG are associated with EDA-ID. The 
immunodeficiency has been variable; most patients with EDA-ID have shown impaired 
antibody responses to polysaccharide antigens ( 66 ). However, two patients with 
EDA-ID presented with hyper IgM syndrome ( 67 ). Pharmacologic inhibitors of NF?B 
activation have been shown to down-regulate CD154 mRNA and protein levels, a 
finding suggesting the mechanism of hyper IgM in this condition ( 68 ). Stop codon 
mutations in IKBKG are associated with osteopetrosis, lymphedema, EDA, and 
immunodeficiency (OL-EDA-ID). Neither type of mutation abolishes NF?B signaling 
entirely. The immune cells of patients with OL-EDA-ID respond poorly to 
lipopolysaccharide, IL-1ß, IL-18, TNF-a, and CD154, a finding accounting for the 
seriousness of their infections. Patients with hyper IgM syndrome who have this defect 
should be easily recognizable because of the presence of EDA. 

Autosomal Recessive Hyper IgM

Activation-Induced Cytidine Deaminase Deficiency It has been known for some time 
now that not all males with hyper IgM have a mutation in the gene encoding CD154 ( 69 

), and there are many examples in females ( 70 ), a finding indicating that this condition 
has more than one genetic cause. As in XHIM, concentrations of serum IgG, IgA, and 
IgE are very low in this autosomal recessive form of hyper IgM. However, in contrast to 
X-linked CD40L deficiency, in which the IgM level is normal or only slightly elevated, the 
serum IgM concentration in patients with autosomal recessive hyper IgM is often 
markedly elevated and polyclonal ( 71 ). Patients with autosomal recessive hyper IgM 
are generally older at age of onset of infections, do not have susceptibility to 
Pneumocystis carinii pneumonia, often do have isohemagglutinins, and are less likely to 
have anemia, neutropenia, or thrombocytopenia ( 71 ). Normal numbers of B 
lymphocytes are usually present in the circulation of these patients. However, in further 
contrast to patients with XHIM, B cells from patients with autosomal hyper IgM are not 
able to switch from IgM-secreting to IgG-, IgA-, or IgE-secreting cells, even when the 
cells are cocultured with monoclonal antibodies to CD40 and various cytokines ( 69 ). 
Thus, in these patients, the condition truly is a B-cell defect. The defect in many 
patients with autosomal recessive hyper IgM has been identified as mutations in a gene 
on chromosome 12p13 that encodes an activation-dependent cytidine deaminase 
(AID), an RNA-editing enzyme specifically expressed in germinal center B cells ( 71 , 72 ). 
A deficiency of AID results in impaired terminal differentiation of B cells and a failure of 
isotype switching, and there is a lack of immunoglobulin gene somatic hypermutation ( 
Fig. 3). Unlike patients with XHIM, who have minimal lymphoid tissue, patients with this 
defect have lymphoid hyperplasia because they have enhanced germinal center 
formation, even though they are defective germinal centers. Nearly all such patients 
have markedly elevated polyclonal serum IgM levels, and, when their B cells are 
cultured in vitro, they spontaneously secrete large amounts of IgM. This IgM secretion is 
not further augmented by the addition of IL-4 or anti-CD40 with IL-4 or other cytokines. 
Their B cells are positive for CD27 ( 72 ). With early diagnosis and treatment with IVIG, 
as well as good management of infections with antibiotics, patients with AID mutations 
generally have a more benign course than do those with XHIM. 



 
FIG. 3. Schematic representation of the generation of antibody repertoires. 
Rearrangement of antigen receptor genes from their germline configuration occurs 
through the actions of the products of recombinase activating genes 1 and 2 without 
antigen encounter to generate a primary antibody repertoire composed of lgM 
antibodies. However, class switch recombination and somatic hypermutation require the 
action of activation-induced cytidine deaminase (AID) after antigen encounter. The A/D 
gene is mutated in one autosomal recessive form of hyper lgM. Thus, this is truly a 
B-cell defect because the B cells are unable to generate a secondary repertoire. From 
Neuberger MS, Scott J. Science 2000;289:1705, with permission.

Mutations in CD40 CD40 is a type I integral membrane glycoprotein encoded by a 
gene on chromosome 20 and belonging to the TNF and nerve growth factor receptor 
superfamily. It is expressed on B cells, macrophages, dendritic cells, and a few other 
types of cells ( Fig. 2). Three patients with autosomal recessive hyper IgM syndrome 
were identified who failed to express CD40 on their B-cell surfaces ( 73 ). Their clinical 
presentations were similar to those with XHIM resulting from CD40L deficiency. 
Sequence analysis of their CD40 genomic DNA showed that one patient carried a 
homozygous silent mutation at the fifth base pair position of exon 5, involving an exonic 
splicing enhancer and leading to exon skipping and premature termination; the other 
two patients showed a homozygous point mutation in exon 3, resulting in a 
cysteine-to-arginine substitution. These findings show that mutations of the CD40 gene 
can also cause an autosomal recessive form of hyper IgM, which is immunologically 
and clinically indistinguishable from XHIM caused by CD40L deficiency ( 73 ). 

X-Linked Lymphoproliferative Disease

XLP, also referred to as Duncan’s disease (after the original kindred in which it was 
described), is a recessive trait characterized by an inadequate immune response to 
infection with Epstein-Barr virus (EBV) ( 74 , 75 ). Affected boys are apparently healthy 
until they experience infectious mononucleosis ( 74 , 75 ). The mean age of presentation 
is less than 5 years. There are three major clinical phenotypes: (a) fulminant, often fatal, 
infectious mononucleosis (50% of cases); (b) lymphomas, predominantly involving 
B-lineage cells (25%); and (c) acquired hypogammaglobulinemia (25%). Unless there is 
a family history of XLP, diagnosis before the onset of complications is often difficult. 
There is a marked impairment in production of antibodies to the EBV nuclear antigen 
(EBNA), whereas titers of antibodies to the viral capsid antigen have ranged from zero 



to markedly elevated. There is also a deficiency in long-lived T-cell immunity to EBV. 
Studies of lymphocyte subpopulations with monoclonal antibodies have frequently 
revealed elevated percentages of CD8 + T-cells. Antibody-dependent cell-mediated 
cytotoxicity against EBV-infected cells has been low in many of these cells; there is a 
failure to control cytotoxic T-cell proliferation, and there is defective NK cell function.

The defective gene in XLP was localized to the Xq26-q27 region, cloned and initially 
named SAP (for SLAM-associated protein); it is now known officially as SH2D1A ( Fig. 
1, Table 1) ( 76 , 77 and 78 ). The human and mouse SH2D1A gene consist of four exons 
and three introns spanning approximately 25kb ( 76 , 79 ). In the mouse, SH2D1A is 
highly expressed in thymocytes and peripheral T cells with a prevalent expression on 
Th1 cells ( 79 ). Although SH2D1A is also expressed by NK cells ( 80 , 81 and 82 ), its 
presence in B lymphocytes is unclear.

The SH2D1A protein consists of 128 amino acids comprising an SH2 domain and a 
24-amino acid tail. The SH2D1A protein has been shown to bind to the SLAM family of 
surface immune receptors ( 76 , 78 , 81 ). An SH2D1A-like molecule named EAT-2 ( 83 ) 
interacts with the same SLAM-family members as SH2D1A in non-T hematopoietic cells 
( 84 , 85 ). SH2D1A competes with SHP-2 for binding and as such is a regulatory 
molecule. In patients with XLP, the lack of SH2D1A may lead to an uncontrolled 
cytotoxic T-cell immune response to EBV. The SH2D1A protein permissively associates 
with 2B4 on NK cells; thus, selective impairment of 2B4-mediated NK-cell activation 
may also contribute to the immunopathology of XLP.

Two pedigrees have been reported in which boys in one arm of each pedigree had 
been diagnosed with common variable immunodeficiency (CVID), whereas those in the 
other arms had fulminant infectious mononucleosis ( Fig. 4) ( 86 ). The family members 
with CVID never gave a history of infectious mononucleosis. However, all affected 
members of each pedigree had the same distinct SH2D1A mutation despite the 
different clinical phenotypes. Because the SH2D1A mutation was the same but the 
phenotype varied in these families, XLP should be considered in all males with a 
diagnosis of CVID, particularly if there is more than one male family member with this 
phenotype.



 
FIG. 4. Two pedigrees ( A and B) in which boys in one arm of each had the clinical 
phenotype of common variable immunodeficiency (CVID) and in the other fulminating 
infectious mononucleosis, leading to a diagnosis of X-linked lymphoproliferactive 
disease (XLP). The pedigree unique mutations in SH2DIA were the same in those with 
CVID as in those with XLP. Thus, boys with CVID should be screened for this mutation. 
From Morra M, Silander O, Calpe-Klores S, et al. ( 86 ), with permission.

XLP overall has an unfavorable prognosis, because 70% of affected boys die by age 
10. Only two patients with XLP are known to have survived beyond 40 years. 
Approximately half of the limited number of patients with XLP given HLA-identical 
related or unrelated unfractionated bone marrow transplants are currently surviving 
without signs of the disease ( 62 ).

Common Variable Immunodeficiency

CVID is a syndrome characterized by hypogammaglobulinemia with B cells. Most, if not 
all, patients have no known molecular diagnosis. It is highly likely that this syndrome 
consists of several different molecular defects. Also known as acquired 
hypogammaglobulinemia because of generally a later age of onset of infections, the 
patients may appear similar clinically to those with XLA in the kinds of infections 
experienced and the bacterial etiologic agents involved ( 4 , 87 ). Fortunately, however, 
for unknown reasons, echovirus meningoencephalitis does not occur as frequently in 
patients with CVID ( 17 ). In comparing the two defects further, in CVID there is an 
almost equal sex distribution, a tendency to autoantibody formation, normal-sized or 
enlarged tonsils and lymph nodes, and splenomegaly in approximately 25% of those 
affected. Lymphoid interstitial pneumonia, pseudolymphoma, amyloidosis, and 
noncaseating granulomata of the lungs, spleen, skin, and liver have also been seen. 
There is a 438-fold increase in lymphomas in affected women in the fifth and sixth 
decades ( 88 ).

The serum immunoglobulin and antibody deficiencies in CVID may be as profound as in 
XLA. Despite normal numbers of circulating immunoglobulin-bearing B lymphocytes and 
the presence of lymphoid cortical follicles, blood B lymphocytes from patients with CVID 
do not differentiate into immunoglobulin-producing cells when these lymphocytes are 
stimulated with PWM in vitro, even when they are cocultured with normal T cells ( 87 ). 
From these observations, it was thought that the defects in this syndrome are intrinsic 
to the B cell. However, CVID B cells can be stimulated to isotype-switch and to 



synthesize and secrete immunoglobulin when they are stimulated with anti-CD40 plus 
IL-4 or IL-10 ( 89 , 90 ).

T cells and T-cell subsets are usually present in normal percentages, but a dominance 
of ?d T cells has been observed in some patients ( 91 ), and depressed T-cell function 
has been reported in others ( 92 , 93 ). In addition, decreased numbers and function of 
antigen-specific T cells were noted in patients with CVID who were immunized with 
keyhole limpet hemocyanin ( 94 , 95 ). Tonsils and lymph nodes are either normal in size 
or enlarged, and splenomegaly occurs in approximately 25% of patients with CVID. In 
addition, there is a tendency to autoantibody formation, and several cases of lupus 
erythematosus have converted to CVID ( 96 ). Rarely, CVID has been reported to 
resolve transiently or permanently when some such patients acquired human 
immunodeficiency virus infection ( 97 ).

Because this disorder occurs in first-degree relatives of patients with A Def and some 
patients with A Def later became panhypogammaglobulinemic ( 98 ), it has long been 
suspected that these diseases have a common genetic basis ( 99 , 100 ). The high 
incidences of abnormal immunoglobulin concentrations, autoantibodies, autoimmune 
disease, and malignancy in families of both types of patients also suggested a shared 
hereditary influence. This concept is supported by the finding of a high incidence of 
C4-A gene deletions and C2 rare gene alleles in the class III major histocompatibility 
complex (MHC) region in individuals with either A Def ( 101 ) or CVID ( 102 ), a finding 
suggesting that there is a susceptibility gene in this region on chromosome 6. However, 
the abnormal gene has not yet been identified. These studies also have shown that a 
few HLA haplotypes are shared by individuals affected with CVID and A Def, with at 
least one of two particular haplotypes present in 77% of those affected ( 102 ). In one 
large family with 13 members, two had A Def and three had CVID ( 99 ). All the 
immunodeficient patients in the family had at least one copy of an MHC haplotype 
shown to be abnormally frequent in A Def and CVID: HLA-DQB1 *0201, HLA-DR3, 
C4B-Sf, C4A-deleted, G11-15, Bf-0.4, C2a, HSP70-7.5, TNF-a5, HLA-B8, and HLA-A1 
( 103 ). However, four immunologically normal members of the pedigree also possessed 
this haplotype, a finding indicating that its presence alone is not sufficient for expression 
of the defects ( 99 ). Environmental factors, particularly drugs such as phenytoin, have 
been suspected as providing the triggers for disease expression in persons with the 
permissive genetic background. The prognosis for patients with CVID is reasonably 
good unless severe autoimmune disease or malignancy develops ( 88 ).

As noted earlier, two pedigrees have been reported in which boys in one arm of each 
pedigree had CVID, whereas those in the other had fulminant infectious mononucleosis 
( Fig. 4) ( 86 ). Thus, there is evidence that some boys with what appears clinically to be 
CVID may actually have XLP. In addition, four patients with CVID have been found to 
have homozygous loss of the “inducible co-stimulator” (ICOS) on activated T cells ( 
100a). T cells were otherwise normal but there was a deficiency of naive, switched and 
memory B cells. These findings further emphasize the known heterogeneity of CVID. As 
the molecular bases of more and more primary immunodeficiency syndromes are being 
identified, it will be important to consider various genetic mutations that can lead to the 



hypogammaglobulinemia seen in CVID. These include mutations in BTK, SH2D1A, 
CD40L, CD40, ICOS, and AID genes.

Selective IgA Deficiency

An isolated absence or near absence (i.e., <10 mg/dL) of serum and secretory IgA is 
thought to be the most common well-defined immunodeficiency disorder; a frequency of 
1:333 is reported among some blood donors ( 8 , 9 , 101 ). Although this disorder has been 
observed in apparently healthy persons ( 8 ), it is commonly associated with ill health. As 
would be expected when there is a deficiency of the major immunoglobulin of external 
secretions, infections occur predominantly in the respiratory, gastrointestinal, and 
urogenital tracts ( 9 ). Bacterial agents responsible are essentially the same as in other 
types of antibody deficiency syndromes. There is no clear evidence that patients with 
this disorder have an undue susceptibility to viral agents. Similar to CVID, there is a 
frequent association of A Def with collagen-vascular and autoimmune diseases. In 
further similarity to patients with CVID, there is an increased incidence of malignancy.

Serum concentrations of other immunoglobulins are usually normal in patients with A 
Def, although IgG2 subclass deficiency has been reported ( 104 ), and IgM (usually 
elevated) may be monomeric. Children with A Def who were vaccinated with killed 
poliovirus intranasally produced local IgM and IgG antibodies. Of possible etiologic and 
great clinical significance is the presence of antibodies to IgA in the sera of as many as 
44% of patients with A Def ( 8 ). IgG anti-IgA antibodies can fix complement and can 
remove IgA from the circulation four to 20 times faster than the normal catabolic rate for 
IgA. Some patients with A Def have had severe or fatal anaphylactic reactions after 
intravenous administration of blood products containing IgA, and anti-IgA antibodies, 
particularly IgE anti-IgA antibodies( 105 ), have been implicated. For this reason, only five 
times washed (in 200-mL volumes) normal donor erythrocytes or blood products from 
other IgA-absent persons should be administered to these patients. Patients with A Def 
also frequently have IgG antibodies against cow milk and ruminant serum proteins ( 106 

). These antiruminant antibodies often falsely detect “IgA” in immunoassays that employ 
goat (but not rabbit) antisera ( 9 ). A high incidence of autoantibodies has also been 
noted ( 107 ).

The basic defect leading to A Def is unknown. In vitro cultures of B cells from some 
IgA-deficient patients could be stimulated to produce IgA by the combination of 
anti-CD40 and IL-10; those whose B cells did not produce IgA with these treatments 
appeared to be more prone to infection ( 108 , 109 ). Treatment with phenytoin, 
sulfasalazine ( 110 ), D-penicillamine, or gold has been suspected as being the cause of 
A Def; the condition has also been known to remit after discontinuation of phenytoin 
therapy or spontaneously ( 111 , 112 ). Usually, when this happens, the remission is 
permanent. The occurrence of A Def in both males and females and in families is 
consistent with autosomal inheritance; in most families, this appears to be dominant 
with variable expressivity ( 99 ). As already noted, this defect occurs in pedigrees with 
patients with CVID; some patients with A Def have gone on to develop CVID ( 98 ), and 
studies suggest that the susceptibility genes for these two defects may reside in the 



MHC class III region as an allelic condition on chromosome 6 ( Table 1) ( 99 , 100 , 102 , 103

 ).

Immunodeficiency with Thymoma

Patients with immunodeficiency with thymoma are adults who almost simultaneously 
develop recurrent infections, panhypogammaglobulinemia, deficits in cell-mediated 
immunity, and benign thymoma ( 4 ). They may also have eosinophilia or eosinopenia, 
aregenerative or hemolytic anemia, agranulocytosis, thrombocytopenia, or 
pancytopenia. Antibody formation is poor, and progressive lymphopenia develops, 
although percentages of Ig-bearing B lymphocytes are usually normal. The thymomas 
are predominantly of the spindle cell variety, although other types of benign and 
malignant thymic tumors have also been seen.

IgG Subclass Deficiencies

Some patients have been reported to have deficiencies of one or more subclasses of 
IgG, despite normal or elevated total IgG serum concentrations ( 113 , 114 and 115 ). IgG2 
deficiency would be suspected if patients have repeated problems with encapsulated 
bacterial pathogens, because most of the antipolysaccharide antibody molecules are of 
the IgG2 isotype. Most persons with absent or very low concentrations of IgG2 have 
been patients with A Def ( 104 , 114 ). However, not all patients with A Def who have 
recurrent infections have IgG2 deficiency, and some patients with A Def have defective 
antipolysaccharide antibody responses despite normal levels of IgG2. Similarly, patients 
with WAS, who have a profound antipolysaccharide antibody deficiency, have normal 
levels of IgG2. Marked deficiencies of antipolysaccharide antibodies have also been 
noted in other children and adults who do not have WAS but who have recurrent 
infections and normal concentrations of IgG2, as well as normal concentrations of all 
the other immunoglobulin isotypes ( 116 ). Conversely, some healthy children have been 
described who had low levels of IgG2 but normal responses to polysaccharide antigens 
when they were immunized ( 117 ). In other patients with IgG2 deficiency, continued 
follow-up revealed an evolving pattern of immunodeficiency (e.g., into CVID), a finding 
suggesting that the presence of IgG subclass deficiency may be a marker for more 
general immune dysfunction ( 118 ). Thus, the more relevant question to ask is “What is 
the capacity of the patient to make specific antibodies to protein and polysaccharide 
antigens?” It is therefore difficult to know the biologic significance of the multiple 
moderate deficiencies of IgG subclasses that have been reported, particularly when 
completely asymptomatic persons have been described who totally lacked IgG1, IgG2, 
IgG4, and IgG1 as a result of gene deletion ( Table 1) ( 47 ).

CELLULAR IMMUNODEFICIENCY

In general, patients with partial or absolute defects in T-cell function have infections or 
other clinical problems for which there is no effective treatment or that are more severe 
than those in patients with antibody deficiency disorders. It is also rare that such 



persons survive beyond infancy or childhood.

Thymic Hypoplasia (DiGeorge’s Syndrome)

Thymic hypoplasia results from dysmorphogenesis of the third and fourth pharyngeal 
pouches during early embryogenesis that leads to hypoplasia or aplasia of the thymus 
and parathyroid glands ( 119 , 120 ). Other structures forming at the same age are also 
frequently affected, resulting in anomalies of the great vessels (right-sided aortic arch), 
esophageal atresia, bifid uvula, upper limb malformations, congenital heart disease 
(conotruncal, atrial, and ventricular septal defects), a short philtrum of the upper lip, 
hypertelorism, an antimongoloid slant to the eyes, mandibular hypoplasia, and low-set, 
often notched ears ( 121 ). A variable degree of hypoplasia of the thymus and parathyroid 
glands (partial DiGeorge’s syndrome) is more frequent than total aplasia ( 122 ). Patients 
with complete DiGeorge’s syndrome are susceptible to infections with opportunistic 
pathogens and to graft-versus-host disease (GVHD) from nonirradiated blood 
transfusions. There are many clinical similarities among DiGeorge’s syndrome, the 
velocardiofacial syndrome, fetal alcohol syndrome, and retinoic acid toxicity ( 119 , 120 ).

Patients with DiGeorge’s syndrome are usually only mildly lymphopenic ( 122 , 123 ). 
However, the percentage of CD3 + T cells is variably decreased. Immunoglobulin 
concentrations are usually normal, although sometimes IgE is elevated, and IgA may be 
low ( 122 , 123 ). Responses of blood lymphocytes after mitogen stimulation have been 
absent, reduced, or normal, depending on the degree of thymic deficiency ( 122 ). Thymic 
tissue, when found, does contain Hassall’s corpuscles and a normal density of 
thymocytes; corticomedullary distinction is present. Lymphoid follicles are usually 
present, but lymph node paracortical areas and thymus-dependent regions of the 
spleen show variable degrees of depletion.

DiGeorge’s syndrome has occurred in both male and female patients. It is rarely 
familial, but cases of apparent autosomal dominant inheritance have been reported ( 120 

). Microdeletions of specific DNA sequences from chromosome 22q11.2 (the DiGeorge 
chromosomal region) have been shown in most patients ( 124 , 125 and 126 ), and several 
candidate genes have been identified in this region ( 120 , 124 , 127 , 128 and 129 ). There 
appears to be an excess of 22q11.2 deletions of maternal origin ( 130 ). Another deletion 
associated with DiGeorge’s and velocardiofacial syndromes has been identified on 
chromosome 10p13 ( 131 , 132 and 133 ).

No immunologic treatment is needed for the partial form of this disorder. If patients with 
partial DiGeorge’s syndrome do not have a severe cardiac lesion, they will have few 
clinical problems, except some patients experience seizures and developmental delay. 
Three patients with complete DiGeorge’s syndrome have experienced immunologic 
reconstitution after unfractionated HLA-identical bone marrow transplantation ( 134 ). 
Transplantation of cultured, mature thymic epithelial explants has successfully 
reconstituted the immune function of several infants with complete DiGeorge’s 
syndrome ( 135 ).



COMBINED IMMUNODEFICIENCY DISORDERS

Severe Combined Immunodeficiency

SCID is a fatal syndrome of diverse genetic cause characterized by profound 
deficiencies of T- and B-cell (and sometimes NK cell) function ( 4 , 5 , 136 , 137 ). Affected 
infants present during the first few months of life with frequent episodes of diarrhea, 
pneumonia, otitis, sepsis, and cutaneous infections. Persistent infections with 
opportunistic organisms such as Candida albicans, Pneumocystis carinii,  
varicella-zoster virus, parainfluenzae 3 virus, respiratory syncytial virus, adenovirus, 
cytomegalovirus, EBV, and bacillus Calmette-Guérin (BCG) lead to death. These 
infants also lack the ability to reject foreign tissue and are therefore at risk of GVHD 
from maternal T cells that cross into the fetal circulation while the SCID infant is in utero
 or from T lymphocytes in nonirradiated blood products or allogeneic bone marrow ( 62 ).

Infants with SCID are lymphopenic ( 136 , 138 ). They have an absence of lymphocyte 
proliferative responses to mitogens, antigens, and allogeneic cells in vitro, even on 
samples collected in utero or from the cord blood ( 139 ). Therefore, physicians caring for 
newborns need to be aware of the normal range for the cord blood absolute lymphocyte 
count (2,000 to 11,000/mm 3) and arrange for T-cell phenotypic and functional studies 
to be performed on blood from neonates with values lower than this range ( 136 , 138 , 139 

). The normal absolute lymphocyte count is much higher at 6 to 7 months of age, when 
most SCIDs are diagnosed, so any count lower than 4,000/mm 3 at that age is 
lymphopenic ( 140 ). Serum immunoglobulin concentrations are diminished to absent, 
and no antibody formation occurs after immunization. Typically, all patients with SCID 
have a very small thymus (usually <1 g), which fails to descend from the neck, contains 
no thymocytes, and lacks corticomedullary distinction and Hassall’s corpuscles. 
However, the thymic epithelium is normal, and results of bone marrow stem cell 
transplantation have shown that the tiny thymus is capable of supporting normal T-cell 
development ( 141 ). Thymus-dependent areas of the spleen are depleted of 
lymphocytes in patients with SCID, and lymph nodes, tonsils, adenoids, and Peyer’s 
patches are absent or extremely underdeveloped.

In the many years since the initial description of SCID ( 1 ), it has become evident that 
the genetic origins of this condition are quite diverse ( 5 , 137 , 142 ). X-linked SCID 
(SCID-X1) is the most common form, accounting for approximately 44% of cases in the 
United States ( 137 , 138 ). Mutated genes on autosomal chromosomes have been 
identified in six genetic types of SCID: adenosine deaminase (ADA) deficiency, Janus 
kinase 3 (Jak3) deficiency, IL-7 receptor a-chain (IL-7Ra) deficiency, 
recombinase-activating gene ( RAG1 or RAG2) deficiencies, Artemis deficiency, and 
CD45 deficiency; there are likely other causes yet to be discovered ( Table 1) ( 137 ).

X-Linked Recessive Severe Combined Immunodeficiency Disease Despite the 
uniformly profound lack of T- or B-cell function, patients with SCID-X1 usually have few 



or no T or NK cells but normal or elevated number of B cells ( Table 2) ( 136 , 138 , 143 , 144 

). However, SCID-X1 B cells do not produce immunoglobulin normally, even after T-cell 
reconstitution by bone marrow transplantation ( 136 , 138 ). The abnormal gene in 
SCID-X1 was mapped to the Xq13 region ( 145 ) and was identified as the gene encoding 
a common ? (? c) chain shared by several cytokine receptors, including those for IL-2, 

IL-4, IL-7, IL-9, IL-15, and IL-21 ( Fig. 1 and Fig. 5) ( 146 , 147 and 148 ). Of the first 136 
patients studied, 95 distinct mutations spanning all eight IL2RG exons were identified, 
most of them consisting of small changes at the level of one to a few nucleotides ( Fig. 
6) ( 149 ). These mutations resulted in abnormal ? c chains in two-thirds of the cases and 
absent ? c protein in the remainder. The finding that the mutated gene results in faulty 
signaling through several cytokine receptors explains how multiple cell types can be 
affected by a mutation in a single gene ( 148 , 150 , 151 ). 

 
FIG. 5. Diagram showing that Janus kinase 3 (Jak3) is the major signal transducer for 
the ? c chain shared by multiple cytokine receptors. Mutations in the IL2RG gene cause 
X-linked severe combined immunodeficiency (SCID), whereas mutations in the JAK3 
gene result in a form of autosomal recessive SCID that mimics X-SCID in lymphocyte 
phenotype (i.e., T-, B+, NK-). Mutations in the a chain of the interleukein-7 (IL-7) 
receptor also cause SCID, but unlike X-linked and Jak3-deficient SCID, 
IL-7Ra-chain–deficient SCID infants have both B and NK cells (i.e., are T-, B+, NK+). 
From Buckley RH. J Allerg Clin Immunol 2002;109:747, with permission.

 
FIG. 6. IL2RG cDNA map showing exons, cDNA numbers corresponding to the first 



coding nucleotide of each exon, protein domains, and sites of mutations found in 87 
unrelated families with X-linked severe combined immunodeficiency (X-SCID). Identical 
mutations found in unrelated patients are surrounded by shaded boxes. From Puck JM, 
Pepper AE, Henthorn PS, et al. ( 149 ), with permission.

Autosomal Recessive Severe Combined Immunodeficiency Disease 
Adenosine Deaminase Deficiency An absence of the enzyme ADA has been 
observed in approximately 15% of patients with SCID ( 136 , 137 and 138 , 152 ). The gene 
encoding ADA is on chromosome 20q13-ter and was cloned and sequenced in 1986 ( 
152 ). There are certain distinguishing features of ADA deficiency, including the presence 
of multiple skeletal abnormalities of chondro-osseous dysplasia on radiographic 
examination; these occur predominantly at the costochondral junctions, at the 
apophyses of the iliac bones, and in the vertebral bodies (causing a “bone-in-bone” 
effect) ( 153 ). ADA-deficient infants usually have a much more profound lymphopenia 
than those with other types of SCID, with mean absolute lymphocyte counts of less than 
500/mm 3. ADA deficiency results in pronounced accumulations of adenosine, 
2'-deoxyadenosine, and 2'- O-methyladenosine ( 152 ). The latter metabolites directly or 
indirectly lead to apoptosis of thymocytes and circulating lymphocytes and thus cause 
the immunodeficiency. As with other types of SCID, ADA deficiency can be cured by 
HLA-identical or haploidentical T-cell–depleted bone marrow transplantation, which 
remains the treatment of choice ( 62 , 138 ). Enzyme replacement therapy with 
polyethylene glycol–modified bovine ADA (PEG-ADA) administered subcutaneously 
once weekly, has resulted in both clinical and immunologic improvement in more than 
100 ADA-deficient patients ( 154 , 155 and 156 ). However, the immunocompetence 
achieved is not nearly so great as with bone marrow transplantation ( 138 ). In view of 
this result, PEG-ADA therapy should not be initiated if bone marrow transplantation is 
contemplated, because it will confer graft-rejection capability on the infant. After T-cell 
function is effected by bone marrow transplantation (without pretransplantation 
chemotherapy), infants with ADA deficiency generally have B-cell function. 
Janus Kinase 3 Deficiency Patients with autosomal recessive SCID caused by Jak3 
deficiency resemble patients with all other types in their susceptibility to infection and to 
GVHD from allogeneic T cells. However, they have lymphocyte characteristics most 
closely resembling those of patients with SCID-X1, including an elevated percentage of 
B cells and very low percentages of T and NK cells ( Table 1) ( 136 , 138 ). Because Jak3 
is the only signaling molecule known to be associated with ? c, it was a candidate gene 
for mutations leading to autosomal recessive SCID of unknown molecular type ( Fig. 6) 
( 157 , 158 and 159 ). Thus far, more than 20 patients who lack Jak3 have been identified ( 
Fig. 6) ( 138 , 160 , 161 and 162 ). Even after successful T-cell reconstitution by 
transplantation of haploidentical stem cells, Jak3-deficient infants with SCID fail to have 
persistent development of NK cells ( 62 ). Moreover, in further similarity to patients with 
SCID-X1, these infants often fail to develop normal B-cell function after transplantation 
despite their high numbers of B cells. Their failure to develop NK cells or B-cell function 
is believed to result from the host cells’ abnormal cytokine receptors. 
Interleukin-7 Receptor a-Chain Deficiency Because mice whose genes for either the 
a chain of the IL-7 receptor or of IL-7 itself have been mutated are profoundly deficient 
in T- and B-cell function but have normal NK-cell function ( 6 ), naturally occurring 



mutations in these genes were sought in some of my patients who had T -B +NK + SCID 
and who had previously been shown not to have either ? c or Jak3 deficiency. Mutations 
in the gene for IL-7Ra on chromosome 5p13 have thus far been found in 16 of my 
patients ( 138 , 163 ). These findings imply that the T-cell defect, but not the NK-cell 
defect, in SCID-X1 and Jak3-deficient SCID results from an inability to signal through 
the IL-7 receptor ( Fig. 6). The finding that these patients have developed normal B-cell 
function after nonablative haploidentical bone marrow stem cell transplantation despite 
lacking donor B cells also suggests that the B-cell defect in SCID-X1 is not the result of 
failure of IL-7 signaling. 
Recombinase-Activating Gene ( RAG1 or RAG2) Deficiencies Infants with 
autosomal recessive SCID caused by mutations in recombinase activating genes, 
RAG1 and RAG2, resemble all others in their infection susceptibility and complete 
absence of T- or B-cell function. However, their lymphocyte phenotype differs from 
those of patients with SCID caused by ? c, Jak3, IL-7Ra, or ADA deficiencies in that 

they lack both B and T lymphocytes and have primarily NK cells in their circulation (T -B 
-NK + SCID; Table 1). This particular phenotype suggested a possible problem with 
their antigen receptor genes and led to the discovery of mutations in RAG1 and RAG2 
in some (but not all) such infants with SCID ( 164 , 165 and 166 ). These genes, on 
chromosome 11p13, encode proteins necessary for somatic rearrangement of antigen 
receptor genes on T and B cells. The proteins recognize recombination signal 
sequences and introduce a DNA double-stranded break, permitting V, D, and J gene 
rearrangements. RAG1 or RAG2 mutations result in a functional inability to form 
antigen receptors through genetic recombination. Patients with Omenn syndrome also 
have mutations in RAG1 or RAG2 genes, resulting in partial and impaired V(D)J 
recombinational activity ( 166 , 167 ). Omenn syndrome is characterized by the 
development soon after birth of generalized erythroderma and desquamation, diarrhea, 
hepatosplenomegaly, hypereosinophilia, and markedly elevated serum IgE levels. This 
last feature is caused by circulating activated, oligoclonal T lymphocytes that do not 
respond normally to mitogens or antigens in vitro ( 168 , 169 ). Circulating B cells are not 
found, and lymph node architecture is abnormal resulting from a lack of germinal 
centers ( 170 ). The condition is fatal unless it is corrected by bone marrow 
transplantation ( 62 ). 
Deficiencies of the Artemis Gene The most recently discovered cause of human 
SCID is a deficiency of a novel V(D)J recombination/DNA repair factor that belongs to 
the metallo-ß-lactamase superfamily. It is encoded by a gene on chromosome 10p 
called Artemis ( 171 ). A deficiency of this factor results in an inability to repair DNA after 
double-stranded cuts have been made by RAG1 or RAG2 gene products in rearranging 
antigen receptor genes from their germline configuration. Similar to RAG1- and 

RAG2-deficient SCID, this defect results in another form of T-B-NK + SCID, also called 
Athabascan SCID ( Table 1). In addition, there is increased radiation sensitivity of both 
skin fibroblasts and bone marrow cells of persons affected with this type of SCID. 
CD45 Deficiency Another recently discovered molecular defect causing SCID is a 
mutation in the gene encoding the common leukocyte surface protein CD45 ( 172 , 173 ). 
This hematopoietic cell–specific transmembrane protein tyrosine phosphatase functions 
to regulate Src kinases required for T- and B-cell antigen receptor signal transduction. A 
2-month-old male infant presented with a clinical picture of SCID and was found to have 



a very low number of T cells but a normal number of B cells. The T cells failed to 
respond to mitogens, and serum immunoglobulins diminished with time. He was found 
to have a large deletion at one CD45 allele and a point mutation causing an alteration of 
the intervening sequence 13 donor splice site at the other ( 172 ). A second case of SCID 
resulting from CD45 deficiency has been reported ( 173 ). Figure 7 shows the frequency 
of the various genetic forms of SCID evaluated by me over the past 3.5 decades ( 173 ). 

 
FIG. 7. Relative frequencies of the different genetic types of severe combined 
immunodeficiency (SCID) among 160 of my patients seen consecutively by over 3.5 
decades.

Treatment and Prognosis SCID is a pediatric emergency ( 136 , 138 ). Replacement 
therapy with IVIG fails to halt the progressively downhill course ( 64 ). Unless bone 
marrow transplantation from HLA-identical or haploidentical donors can be performed, 
death usually occurs before the patient’s first birthday and almost invariably before the 
second. Conversely, transplantation in the first 3.5 months of life offers a greater than 
97% chance of survival ( 138 ). Therefore, early diagnosis is essential. Studies have 
shown that the immune reconstitution effected by stem cell transplants results from 
thymic education of the transplanted allogeneic stem cells ( 141 ). The thymic output 
appears to occur sooner and to a greater degree in those infants who undergo 
transplantation in the neonatal period as opposed to those who undergo transplantation 
procedures later ( 139 , 174 ). Currently, there are more than 400 patients with SCID who 
are surviving worldwide as a result of successful bone marrow transplantation ( 62 ). 
ADA deficiency was the first genetic defect in which gene therapy was attempted; these 
early efforts were unsuccessful ( 175 , 176 and 177 ). However, within the past few years, a 
normal ? c cDNA was successfully transduced into autologous marrow cells of nine 
infants with SCID-X1 by retroviral gene transfer, with subsequent full correction of their 
T-cell and NK-cell defects ( 178 ). This offered hope that gene therapy would become the 
treatment of choice for all patients with SCID or other genetically determined 
immunodeficiency diseases for whom the molecular basis is known. However, serious 
adverse events (in the form of leukemia) developed in two of these XSCID children at 
approximately 3 years after gene therapy, due to insertional mutagenesis. Therefore, all 
retroviral gene therapy has been halted. The Bosma SCID mouse defect is now known 
to result from a nonsense mutation in the gene on murine chromosome 16 encoding the 
catalytic subunit of a DNA-dependent protein kinase, p350 or the Ku protein ( 179 , 180 ). 
A human gene encoding a similar protein has been assigned to human chromosome 



8p12oq22, but thus far no human SCID has been identified with this type of mutation ( 
181 ). Arabian horses have long been known to carry a recessive gene for SCID, and 
more recently the mode of inheritance has been confirmed as autosomal recessive ( 182 

). Studies suggest that the same gene may be mutated in the Arabian horse as is 
mutated in the Bosma SCID mouse (see earlier). Reticular dysgenesis was first 
described in 1959 in identical twin male infants who exhibited a total lack of both 
lymphocytes and granulocytes in their peripheral blood and bone marrow. Seven of the 
eight infants thus far reported with this defect died between 3 and 119 days of age from 
overwhelming infections; the eighth underwent complete immunologic reconstitution 
from a bone marrow transplant ( 4 ). Mature, normal-appearing granulocytes (although 
markedly reduced in number) were noted in three patients and a normal percentage of 
E-rosetting T cells was seen in the cord blood of a fourth patient, findings arguing 
against a total failure of stem cell differentiation in this defect. However, despite the 
normal percentage of T cells in the last patient’s cord blood, the cells failed to give an in 
vitro proliferative response to mitogens. The thymus glands have all weighed less than 
1 g, no Hassall’s corpuscles have been present, and few or no thymocytes have been 
seen. The molecular basis of this autosomal recessive disorder is unknown. 

Combined Immunodeficiency

Combined immunodeficiency, or CID, is a syndrome characterized by low but not 
absent T-cell function. Patients with CID present during infancy with recurrent or chronic 
pulmonary infections, failure to thrive, oral or cutaneous candidiasis, chronic diarrhea, 
recurrent skin infections, gram-negative sepsis, urinary tract infections, or severe 
varicella ( 4 ). Serum immunoglobulins may be normal or elevated for all classes, but A 
Def, marked elevation of IgE, and elevated IgD levels have been found in some cases. 
Although antibody-forming capacity has been impaired in a few patients, it has not been 
absent and has been apparently normal in roughly one-third of the reported cases. 
Studies of cellular immune function have shown lymphopenia, deficiencies of CD3 + T 
cells, and extremely low but not absent lymphocyte proliferative responses to mitogens 
and allogeneic cells in vitro. Peripheral lymphoid tissues demonstrate paracortical 
lymphocyte depletion. The thymus of such patients is very small and has a paucity of 
thymocytes and usually no Hassall’s corpuscles. An autosomal recessive pattern of 
inheritance is usually seen.

Patients with CID usually survive longer than do infants with SCID, but they fail to thrive 
and die early in life. Some have been successfully reconstituted by unfractionated 
matched sibling or unrelated adult donor bone marrow transplants or cord blood 
transplants, but T-cell–depleted haploidentical marrow stem cell transplants have not 
been very successful because they require chemoablation before transplantation to 
achieve graft acceptance, and there is resistance to engraftment.

Purine Nucleoside Phosphorylase Deficiency More than 40 patients with CID have 
been found to have purine nucleoside phosphorylase (PNP) deficiency ( 183 ). Deaths 
have occurred from generalized vaccinia, varicella, lymphosarcoma, and GVHD 
mediated by T cells from nonirradiated allogeneic blood or bone marrow. Two-thirds of 
patients have had neurologic abnormalities ranging from spasticity to mental 



retardation. One-third of patients developed autoimmune diseases, the most common 
of which is autoimmune hemolytic anemia. Most patients have normal or elevated 
concentrations of all serum immunoglobulins. PNP-deficient patients are as profoundly 
lymphopenic as those with ADA deficiency, with absolute lymphocyte counts usually 
less than 500/mm 3. T-cell function is low but not absent and is variable with time. The 
gene encoding PNP is on chromosome 14q13.1, and it has been cloned and 
sequenced. Various mutations have been found in the PNP gene in patients with PNP 
deficiency ( 184 ). Unlike ADA deficiency, serum and urinary uric acid are deficient 
because PNP is needed to form the urate precursors hypoxanthine and xanthine. 
Prenatal diagnosis is possible. PNP deficiency is invariably fatal in childhood unless 
immunologic reconstitution can be achieved. Bone marrow transplantation is the 
treatment of choice but has thus far been successful in only three such patients ( 62 , 185 

). 
Ataxia-Telangiectasia Ataxia-telangiectasia (AT) is a complex combined 
immunodeficiency syndrome with associated neurologic, endocrinologic, hepatic, and 
cutaneous abnormalities ( 4 , 186 ). The most prominent features are progressive 
cerebellar ataxia, oculocutaneous telangiectasias, chronic sinopulmonary disease, a 
high incidence of malignancy ( 187 ), and variable humoral and cellular 
immunodeficiency. The ataxia typically becomes evident shortly after the child begins to 
walk and progresses until he or she is confined to a wheelchair, usually by 10 to 12 
years of age. The telangiectasias develop at between 3 and 6 years of age. Recurrent, 
usually bacterial, sinopulmonary infections occur in roughly 80% of these patients. Fatal 
varicella occurred in one patient, and transfusion-associated GVHD has also been 
reported ( 188 ). A Def is found in 50% to 80% of those affected ( 189 ). IgE concentrations 
are usually low, and IgG2 or total IgG may be decreased. Specific antibody titers may 
be decreased or normal. The percentages of CD3 + and CD4 + T cells are only 
modestly low, and in vitro tests of lymphocyte function have generally shown 
moderately depressed proliferative responses to T- and B-cell mitogens. The thymus is 
hypoplastic, exhibits poor organization, and is lacking in Hassall’s corpuscles. Cells 
from patients as well as those of heterozygous carriers have increased sensitivity to 
ionizing radiation, defective DNA repair, and frequent chromosomal abnormalities ( 189 , 
190 ). The malignancies reported in this condition usually have been of the 
lymphoreticular type, but adenocarcinoma and other forms also have been seen; there 
is also an increased incidence of malignant disease in unaffected relatives. Inheritance 
of AT follows an autosomal recessive pattern. The mutated gene ( ATM) responsible for 
this defect was mapped by restriction fragment length polymorphism analysis to the 
long arm of chromosome 11 (11q22–23) and was cloned ( 189 , 191 , 192 ). The gene 
product is a DNA-dependent protein kinase localized predominantly to the nucleus and 
believed to be involved in mitogenic signal transduction, meiotic recombination, and 
cell-cycle control ( 186 , 193 , 194 and 195 ). No satisfactory definitive treatment has been 
found ( 189 ). 
Immunodeficiency with Thrombocytopenia and Eczema (Wiskott-Aldrich 
Syndrome) WAS is an X-linked recessive syndrome characterized by eczema, 
thrombocytopenic purpura with normal-appearing megakaryocytes but small defective 
platelets, and undue susceptibility to infection ( 4 , 5 ). Patients usually present during 
infancy with prolonged bleeding from the circumcision site, bloody diarrhea, or 
excessive bruising. Atopic dermatitis and recurrent infections usually also develop 



during the first year of life. Infections are usually those produced by pneumococci and 
other encapsulated bacteria, and they result in otitis media, pneumonia, meningitis, or 
sepsis. Later, infections with opportunistic agents such as Pneumocystis carinii and the 
herpesviruses become more problematic. Autoimmune cytopenias and vasculitis are 
common in patients who live beyond infancy. Survival beyond the teens is rare. 
Infections, vasculitis, and bleeding are major causes of death, but the most common 
cause of death in patients with WAS currently is EBV-induced lymphoreticular 
malignancy ( 196 ). Patients with WAS have an impaired humoral immune response to 
polysaccharide antigens, as evidenced by absent or greatly diminished 
isohemagglutinins and poor or absent antibody responses to polysaccharide antigens ( 
4 , 197 , 198 ). In addition, antibody titers to protein antigens fall with time. Most often, there 
is a low serum IgM, elevated IgA and IgE, and a normal or slightly low IgG 
concentration. Flow cytometry of blood lymphocytes has shown a moderately reduced 
percentage of T cells, and lymphocyte responses to mitogens are moderately 
depressed ( 196 ). The mutated gene responsible for this defect was mapped to 
Xp11.22–11.23( 199 ) and was isolated in 1994 by Derry and colleagues ( 200 ). It was 
found to be limited in expression to lymphocytic and megakaryocytic lineages ( 200 ). The 
gene product, a 501-amino acid proline-rich protein that lacks a hydrophobic 
transmembrane domain, was designated WASP (WAS protein). It has been shown to 
bind CDC42H2 and rac, members of the Rho family of GTPases, which are important in 
actin polymerization ( 201 , 202 , 203 and 204 ). A large and varied number of mutations in 
the WASP gene have been identified in patients with WAS ( 205 , 206 and 207 ), with some 
correlation to the site of the mutation with severity of infection susceptibility or other 
problems in one series( 208 ), but not in others ( 209 , 210 ). Isolated X-linked 
thrombocytopenia is also caused by mutations in the WASP gene ( 211 ). Carriers can be 
detected by the finding of nonrandom X-chromosome inactivation in several 
hematopoietic cell lineages or by detection of the mutated gene (if known in the family) ( 
212 , 213 and 214 ). Prenatal diagnosis of WAS can also be made by chorionic villous 
sampling or amniocentesis if the mutation is known in that family. Two families with 
apparent autosomal inheritance of a clinical phenotype similar to WAS have been 
reported ( 215 , 216 ), and, in one case, a girl was shown to have this as an X-linked defect 
( 217 ). Numerous patients with WAS have had complete corrections of both the platelet 
and the immunologic abnormalities by HLA-identical sibling bone marrow transplants 
after conditioning with irradiation or busulfan and cyclophosphamide ( 62 ). Success has 
been minimal with T-cell–depleted haploidentical stem cell transplants in WAS, primarily 
because of resistance to engraftment ( 62 , 218 ). Some success has been achieved in the 
treatment of WAS with matched-unrelated donor transplants in children less than 5 
years of age ( 218 , 219 ). It is likely that matched cord blood transplants will be similarly 
successful because, in both cases, T cells can be left in the donor cell suspension. 
Several patients who required splenectomy for uncontrollable bleeding had impressive 
rises in their platelet counts and have done well clinically while being administered 
prophylactic antibiotics and IVIG ( 220 , 221 ). 
Cartilage-Hair Hypoplasia In 1965, an unusual form of short-limbed dwarfism with 
frequent and severe infections was reported among the Pennsylvania Amish 
population; non-Amish cases have since been described ( 4 , 222 ). These patients have 
short and pudgy hands with redundant skin, metaphyseal chondrodysplasia, 



hyperextensible joints of hands and feet but an inability to extend the elbows 
completely, and fine, sparse light hair and eyebrows. These features led to the name 
cartilage-hair hypoplasia (CHH). Radiographically, the bones show scalloping and 
sclerotic or cystic changes in the metaphyses. In contrast to ADA deficiency, in which 
the predominant changes are in the apophyses of the iliac bones, the ribs and vertebral 
bodies, the chondrodysplasia in CHH principally affects the limbs. Severe and often 
fatal varicella infections, progressive vaccinia, and vaccine-associated poliomyelitis 
have been observed. Associated conditions include deficient erythrogenesis, 
Hirschsprung’s disease, and an increased risk of malignant disease. Three patterns of 
immune dysfunction have emerged: defective antibody-mediated immunity, defective 
cellular immunity (most common form), and SCID. NK cells, however, are increased in 
number and function. CHH is an autosomal recessive condition, and the defective gene 
has been mapped to chromosome 9p21–p13 in Amish and Finnish families ( Table 1) ( 
223 ). The endoribonuclease RNAse MRP consists of an RNA molecule bound to several 
proteins. It has at least two functions, namely, cleavage of RNA in mitochondrial DNA 
synthesis and nucleolar cleaving of pre-RNA. Numerous mutations were found in the 
untranslated RMRP gene that co-segregate with the CHH phenotype ( 224 ). The authors 
concluded that mutations in RMRP cause CHH by disrupting a function of RNAse MRP 
RNA that affects multiple organ systems. Bone marrow transplantation has resulted in 
immunologic reconstitution in some patients with CHH and the SCID phenotype ( 138 ). 
Those with milder types of immune deficiency have lived to adulthood, some even to 
old age. 
Nijmegen Breakage Syndrome This is a rare autosomal recessive condition in which 
the immunologic, cytogenetic, and radiation-sensitivity findings are almost identical to 
those in AT ( 225 , 226 and 227 ). However, the patients are quite distinct from AT clinically 
in that they have short stature, “birdlike” facies, and microcephaly from birth. They lack 
the classic clinical features of AT, including ataxia and telangiectasia, and they have 
normal serum a-fetoprotein levels. Intelligence can vary from normal findings to 
moderate mental retardation. The immunodeficiency appears to be more severe than in 
AT. Most patients have recurrent respiratory infections. The tendency to express 
rearrangements of chromosomes 7 and 14 and to develop malignant disease is much 
higher than in AT. More than 40 patients from approximately 30 families have been 
reported, and most are of Eastern European origin ( 225 , 227 ). Complementation studies 
have indicated that patients with this syndrome are genetically distinct from those with 
AT. The abnormal gene in this condition has been mapped to chromosome 8q21 ( 
Table 1) ( 228 ). 
Defective Expression of Major Histocompatibility Complex Antigens There are two 
main forms: (a) class I MHC antigen deficiency (bare lymphocyte syndrome) and (b) 
class II MHC antigen deficiency. 
MHC Class I Antigen Deficiency An isolated deficiency of MHC class I antigens is 
rare, and the resulting immunodeficiency is milder than that in SCID, contributing to a 
later age of presentation. Sera from affected persons contain normal quantities of class 
I MHC antigens and ß 2-microglobulin, but class I MHC antigens are not detected on 

any cells in the body. There is a deficiency of CD8 + but not of CD4 + T cells. Mutations 
have been found in two genes within the MHC locus on chromosome 6 that encode the 
peptide transporter proteins, TAP1 and TAP2 ( Table 1) ( 229 , 230 , 231 , 232 and 233 ). TAP 
proteins function to transport peptide antigens from the cytoplasm across the Golgi 



apparatus membrane to join the a chain of MHC class I molecules and ß 2 
microglobulin. The complex can then move to the cell surface; when the assembly of 
the complex cannot be completed because there is no peptide antigen, the MHC class I 
complex is destroyed in the cytoplasm ( 234 ). MHC class I antigen deficiency can also 
be caused by a mutation in the gene encoding tapasin, another component of this 
complex that links TAP to the class I heavy chain ( 234a ). 
MHC Class II Antigen Deficiency Many persons affected with this autosomal 
recessive syndrome are of North African descent ( 235 ). More than 70 patients have 
been identified. They present in infancy with persistent diarrhea, often associated with 
cryptosporidiosis, as well as with bacterial pneumonia, pneumocystis, septicemia, and 
viral or monilial infections. Nevertheless, their immunodeficiency is not as severe as in 
SCID, as evidenced by their failure to develop BCG-induced disease or GVHD from 
nonirradiated blood transfusions ( 235 ). MHC class II–deficient patients have a very low 
number of CD4 + T cells but normal or elevated numbers of CD8 + T cells. 
Lymphopenia is only moderate. The MHC class II antigens, HLA-DP, DQ, and DR, are 
undetectable on blood B cells and monocytes. Patients have impaired antigen-specific 
responses caused by the absence of these antigen-presenting molecules. In addition, 
MHC antigen-deficient B cells fail to stimulate allogeneic cells in mixed leukocyte 
culture. Lymphocytes respond normally to mitogens but not to antigens. The thymus 
and other lymphoid organs are severely hypoplastic. The lack of class II molecules 
results in abnormal thymic selection, because recognition of HLA molecules by 
thymocytes is central to both positive and negative selection. The latter results in 
circulating CD4 + T cells that have altered CDR3 profiles ( 236 ). The associated defects 
of both B- and T-cell immunity and of HLA expression emphasize the important biologic 
role for HLA determinants in effective immune cell cooperation. Four different molecular 
defects resulting in impaired expression of MHC class II antigens have been identified ( 
Table 1) ( 235 ). In one, there is a mutation in the gene on chromosome 1q that encodes 
a protein called RFX5, a subunit of RFX, a multiprotein complex that binds the X box 
motif of MHC class II promoters ( 237 ). A second form is caused by mutations in a gene 
on chromosome 13q that encodes a second 36-kDa subunit of the RFX complex, called 
RFX-associated protein (RFXAP) ( 238 ). The most recently discovered and most 
common causes of MHC class II defects are mutations in RFXANK, the gene encoding 
a third subunit of RFX ( 239 ). In a fourth type, there is a mutation in the gene on 
chromosome 16p13 that encodes a novel MHC class II transactivator (CIITA), a 
non-DNA-binding co-activator that controls the cell-type specificity and inducibility of 
MHC class II expression ( 240 ). All these defects cause impairment in the coordinate 
expression of MHC class II molecules on the surface of B cells and macrophages. 
Leukocyte Adhesion Deficiency 
Leukocyte Adhesion Deficiency-1 Leukocyte adhesion deficiency-1 (LAD-1) is 
attributable to mutations in the gene on chromosome 21 at position q22.3 encoding 
CD18, a 95-kDa ß subunit shared by three adhesive heterodimers: leukocyte 
function–associated antigen-1 (LFA-1) on B, T, and NK lymphocytes; complement 
receptor type 3 (CR3) on neutrophils, monocytes, macrophages, eosinophils, and NK 
cells; and p150,95 (another complement receptor) ( Table 1) ( 241 , 242 and 243 ). The a 
chains of these three molecules (encoded by genes on chromosome 16) are not 
expressed because of the abnormal ß chain. Those so affected have histories of 
delayed separation of the umbilical cord, omphalitis, gingivitis, recurrent skin infections, 



repeated otitis media, pneumonia, septicemia, ileocolitis ( 244 , 245 ), peritonitis, perianal 
abscesses, and impaired wound healing. Life-threatening bacterial and fungal infections 
account for the high mortality. Affected people do not have increased susceptibility to 
viral infections or malignant disease. Blood neutrophil counts are usually significantly 
elevated even when no infection is present because of an inability of the cells to adhere 
to vascular endothelium and migrate out of the intravascular compartment. All cytotoxic 
lymphocyte functions are considerably impaired because of a lack of the adhesion 
protein LFA-1; deficiency of LFA-1 also interferes with immune cell interaction and 
immune recognition. CR3 binds fixed iC3b fragments of C3 and ß-glucans; its absence 
causes abnormal phagocytic cell adherence and chemotaxis and a reduced respiratory 
burst with phagocytosis. Deficiencies of these glycoproteins can be screened for by flow 
cytometry with monoclonal antibodies to CD18 or to CD11a, b, or c. Because the CD18 
gene has been cloned and sequenced, this disorder is another potential candidate for 
gene therapy ( 177 ). 
Leukocyte Adhesion Deficiency-2 LAD-2 is attributable to the absence of neutrophil 

Sialyl-Lewis x, a ligand of E-selectin on vascular endothelium ( 246 ). This disorder was 
discovered in two unrelated Israeli boys, 3 and 5 years of age, each the child of 
consanguineous parents ( 247 ). Both had severe mental retardation, short stature, a 
distinctive facial appearance, and the Bombay (hh) blood phenotype, and both were 
secretor negative and Lewis negative. They both had had recurrent severe bacterial 
infections similar to those seen in patients with LAD-1, including pneumonia, 
peridontitis, otitis media, and localized cellulitis. As in patients with LAD-1, their 
infections were accompanied by pronounced leukocytosis (30,000 to 150,000/mm 3), 
but without pus formation at sites of recurrent cellulitis. In vitro studies revealed a 
pronounced defect in neutrophil motility. Because the genes for the red blood cell H 
antigen and for the secretor status encode for distinct a 1,2-fucosyltransferases and the 

synthesis of Sialyl-Lewis x requires an a1,3-fucosyltransferase, Etzioni and associates 
postulated a general defect in fucose metabolism as the basis for this disorder ( 247 ). 
These same researchers found that GDP-L-fucose transport into Golgi vesicles was 
specifically impaired ( 248 ) and then discovered missense mutations in the GDP-fucose 
transporter cDNA of three patients with LAD-2. Thus, GDP-fucose transporter 
deficiency is a cause of LAD-2 ( 249 ). 
Interleukin-2 Receptor a-Chain (CD25) Mutation A male infant born of a 
consanguineous union presented at 6 months of age with cytomegalovirus pneumonia, 
persistent oral and esophageal candidiasis, adenoviral gastroenteritis, and failure to 
thrive. He developed lymphadenopathy, hepatosplenomegaly, and chronic inflammation 
of his lungs and mandible. Biopsies revealed extensive lymphocytic infiltration of his 
lung, liver, gut, and bone. Serum IgG and IgM were elevated, but IgA was low. He had 
T-cell lymphocytopenia, with an even CD4:CD8 ratio. The T cells responded poorly to 
anti-CD3, to PHA and other mitogens, and to IL-2. He was found to have a truncated 
mutation of IL-2Ra (CD25) ( Table 1) ( 250 ). He could not reject an allogeneic skin graft. 
He was given a successful allogeneic bone marrow transplant after cytoreduction. 
Young mutant mice lacking IL-2Ra have phenotypically normal T- and B-cell 
development ( 251 ). However, as adults, they develop massive lymphoid organ 
enlargement and polyclonal T- and B-cell expansion attributed to defective apoptosis. 
They also develop autoimmune disorders, including hemolytic anemia and inflammatory 
bowel disease. Similarly, gene targeted mice lacking IL-2Rß developed exhaustive 



differentiation of B cells into plasma cells, elevated IgG1 and IgE, and autoantibodies 
that caused hemolytic anemia ( 252 ). T cells did not respond to polyclonal or 
antigen-specific activators. It is known that IL-2 programs murine aß T lymphocytes for 
apoptosis ( 253 ). From these observations, it is deduced that both IL-2Ra and IL-2Rß 
play an important role in influencing the activation programs of T cells, the balance 
between clonal expansion and cell death after lymphocyte activation, and the 
prevention of autoimmunity. 
Interferon-? Receptor-1 and Receptor-2 Mutations Disseminated BCG infections 
occur in infants with SCID or with other severe T-cell defects. However, in 
approximately half the cases, no specific host defect has been found. One possible 
explanation for this predilection was found in a 2.5-month-old Tunisian female infant 
who had fatal idiopathic disseminated BCG infection( 254 ) and in four children from 
Malta who had disseminated atypical mycobacterial infection in the absence of a 
recognized immunodeficiency ( 255 ). In the case of all five children, there was 
consanguinity in their pedigrees. All affected children were found to have a functional 
defect in the up-regulation of TNF-a production by their blood macrophages in response 
to stimulation with interferon-? (IFN-?). Further, all lacked expression of IFN-? receptors 
on their blood monocytes or lymphocytes, and each was found to have a mutation in 
the gene on chromosome 6q22–q23 that encodes IFN-? receptor-1. These children did 
not appear to be susceptible to infection with agents other than mycobacteria. T helper 
cell (Th1) responses appeared to be normal in these patients. The susceptibility of 
these children to mycobacterial infections thus apparently results from an intrinsic 
impairment of the IFN-? pathway response to these particular intracellular pathogens, a 
finding showing that IFN-? is obligatory for efficient macrophage antimycobacterial 
activity ( 254 , 255 ). Since the previously described initial discoveries of IFN-? 
receptor-1–deficient humans, many more examples have been found, and IFN-? 
R-2–deficient persons have been found as well ( 256 ). 
Interleukin-12 and Interleukin-12 Receptor ß1 Mutations IL-12 is produced by 
activated antigen-presenting cells (dendritic cells, macrophages) ( 256 ). It promotes the 
development of Th1 responses and is a powerful inducer of IFN-? production by T and 
NK cells. A child with BCG and Salmonella enteritidis infection was found to have a 
large homozygous deletion within the IL-12 p40 subunit gene, precluding expression of 
functional IL-12 p70 cytokine by activated dendritic cells and phagocytes. As a result, 
IFN-? production by the child’s lymphocytes was markedly impaired ( 257 ). This finding 
suggested that IL-12 is essential for protective immunity to intracellular bacteria such as 
mycobacteria and Salmonella. In further support of this concept, T and NK cells from 
seven unrelated patients who had severe idiopathic mycobacterial and Salmonella 
infections failed o produce IFN-? when these cells were stimulated with IL-12. The 
patients were otherwise healthy. They were found to have mutations in the IL-12 
receptor ß1 chain resulting in premature stop codons in the extracellular domain, 
leading to unresponsiveness to this cytokine, again demonstrating the crucial role of 
IL-12 in host defense ( 258 , 259 ). 
Germline STAT1 Mutation IFNs induce the formation of two transcriptional activators: 
?-activating factor (GAF) and IFN-stimulated ? factor 3 (ISGF3). A natural heterozygous 
germline signal transducer and activator of transcription-1 (STAT1) mutation associated 
with susceptibility to mycobacterial but not viral disease was found in two unrelated 
patients with unexplained mycobacterial disease ( 260 ). This mutation caused a loss of 



GAF and ISGF3 activation but was dominant for one cellular phenotype and recessive 
for the other. It impaired the nuclear accumulation of GAF, but not of ISGF3, in cells 
stimulated by IFNs, a finding implying that the antimycobacterial, but not the antiviral, 
effects of human IFNs are mediated by GAF. 
Chédiak-Higashi Syndrome This rare disease is characterized by oculocutaneous 
albinism and susceptibility to recurrent respiratory tract and other types of infections ( 
261 ). The hallmark of the disease is giant lyosomal granules, not only in neutrophils, but 
also in most of the other cells of the body, including melanocytes ( 262 ), neural Schwann 
cells, renal tubular cells, gastric mucosa, pneumatocytes, hepatocytes, Langerhans 
cells of the skin, and adrenal cells ( 263 ). The granules in neutrophils are positive for 
peroxidase, acid phosphatase, and esterase. The abnormal lysosomes are unable to 
fuse with phagosomes, so ingested bacteria cannot be lysed normally. In addition, there 
is nearly complete absence of cytotoxic T-lymphocyte and NK-cell activity as a result of 
abnormal lysosomal granule function ( 264 , 265 ). Abnormal chemotaxis has also been 
reported, and there is evidence of a profound alteration of the cytoskeleton of the 
neutrophils. There are reports of a decreased number of centriole-associated 
microtubules and abnormalities in tubulin tyrosinolation. The fundamental defect in this 
autosomal recessive disorder was found to be caused by mutations in a gene on 
human chromosome 1 at position q42–43 ( Table 1) ( 266 , 267 ). This gene is similar to 
the one mutated in the murine beige defect ( 268 , 269 and 270 ). The gene product is 
postulated to function with other proteins as components of a vesicle 
membrane-associated signal transduction complex that regulates intracellular protein 
trafficking ( 266 ). Approximately 85% of these patients develop an “accelerated phase” 
of the disease, with fever, jaundice, hepatosplenomegaly, lymphadenopathy, 
pancytopenia, bleeding diathesis, and neurologic changes ( 271 ). Once the accelerated 
phase occurs, the disease is usually fatal within 30 months unless successful treatment 
with an unfractionated HLA-identical bone marrow transplant after cytoreductive 
conditioning can be accomplished ( 62 , 272 ). 

T-CELL ACTIVATION DEFECTS

These conditions are characterized by the presence of normal or elevated numbers of 
blood T cells that appear phenotypically normal but that fail to proliferate or produce 
cytokines in response to stimulation with mitogens, antigens, or other signals delivered 
to the T-cell antigen receptor resulting from defective signal transduction from the T-cell 
receptor to intracellular metabolic pathways ( Fig. 8) ( 273 ). These patients have 
problems similar to those of other T-cell–deficient persons, and some with severe T-cell 
activation defects may clinically resemble patients with SCID.



 
FIG. 8. T-cell signal transduction pathway. The T-cell receptor (TCR) spans the plasma 
membrane in association with CD3 and ?, CD4 or CD8, CD28 and CD45. Cytoplasmic 
protein tyrosine kinases (PTKs) associated with the TCR are activated on antigen 
binding to the TCR. These PTKs include Lck, Fyn, ZAP70, and Syk. PTK activation 
results in the phosphorylation of phospholipase C?1 and the activation of other 
signaling molecules. Distal signaling events, including PKC activation and Ca 2+ 
mobilization, result in the transcription of genes encoding interleukin-2 (IL-2) and other 
proteins, culminating in T-cell activation, differentiation, and proliferation. Ionomycin and 
phorbol myristate acetate (PMA) can be used to mimic distal signaling events. 
Mutations in the gene encoding ZAP70 result in markedly impaired T-cell activation, in 
addition to abnormal thymic selection resulting in CD8 deficiency. (Modified from Elder 
ME: Pediatric Research 39: 744, 1996, courtesy of Dr. Melissa Elder.)

CD8 Lymphocytopenia Resulting from ?-Chain–Associated Protein (ZAP70) 
Deficiency

Patients with CD8 lymphocytopenia caused by ?-chain–associated protein 70 (ZAP70) 
deficiency present during infancy with severe, recurrent, sometimes fatal infections 
similar to those in SCID patients; however, they often live longer and present later than 
patients with SCID. More than eight cases have been reported, and most were 
Mennonites ( 274 , 275 and 276 ). These patients have normal, low, or elevated serum 
immunoglobulin concentrations and normal or elevated numbers of circulating CD4 + T 
lymphocytes but essentially no CD8 + cells. These CD4 + T cells fail to respond to 
mitogens or to allogeneic cells in vitro or to generate cytotoxic T lymphocytes. By 
contrast, NK activity is normal. The thymus of one patient exhibited normal architecture; 
there were normal numbers of CD4:CD8 double-positive thymocytes but an absence of 
CD8 single-positive thymocytes. This condition has been attributed to mutations in the 
gene encoding ZAP70, a non-src family protein tyrosine kinase important in T-cell 
signaling ( Fig. 8) ( 274 , 275 ). The gene is on chromosome 2 at position q12. ZAP70 has 
been shown to have an essential role in both positive and negative selection in the 
thymus ( Table 1) ( 277 ). The hypothesis to explain why there are normal numbers of 
CD4 + T cells is that thymocytes can use the other member of the same tyrosine kinase 
family, Syk, to facilitate positive selection of CD4 + cells. In addition, there is a stronger 
association of Lck with CD4 + than with CD8 + cells. Syk is present at fourfold higher 
levels in thymocytes than in peripheral T cells, possibly accounting for the lack of 
normal responses by the CD4 + blood T cells.



CD8 Deficiency Resulting from a Mutation in the CD8a Gene

A new cause of CD8 deficiency (in addition to ZAP70 deficiency and MHC class I 
antigen deficiency) was discovered in a 25-year-old Spanish man with a history of 
recurrent respiratory infections since childhood. Immunoglobulins and antibodies were 
normal, as were T-cell proliferation studies and NK-cell function. However, he was 
found to have a complete absence of CD8 + T cells. Molecular studies revealed a 
missense mutation in both alleles of the immunoglobulin domain of the CD8a gene in 
the patient and in two of his sisters ( 278 ).

Defective Expression of the T-Cell Receptor–CD3 Complex (Ti-CD3)

The first type of this disorder was found in two male siblings in a Spanish family ( 279 ). 
The proband presented with severe infections and died at 31 months of age with 
autoimmune hemolytic anemia and viral pneumonia. His lymphocytes had responded 
poorly to mitogens and to anti-CD3 in vitro and could not be stimulated to develop 
cytotoxic T cells. However, his antibody responses to protein antigens had been normal, 
indicating normal Th cell function. His 12-year-old brother was healthy but had almost 
no CD3-bearing T cells and IgG2 deficiency similar to that of his sibling. The defect in 
this family was shown to result from mutations in the CD3 ? chain ( Table 1) ( 279 ). The 
second phenotype of CD3 deficiency was found in a 4-year-old French boy who had 
recurrent Haemophilus influenzae pneumonia and otitis media in early life but then 
remained healthy. He had a partial defect in expression of CD3-Ti, resulting in an about 
half-normal percentage of CD3 + cells, all with very low CD3 staining on flow cytometry. 
His T cells did not proliferate in response to anti-CD3 or anti-CD2, nor did they express 
the IL-2 receptor or have normal calcium influx after these treatments. However, they 
did respond normally to co-stimulation with anti-CD28 or antigens, such as tetanus 
toxoid ( 280 ). The defect was shown to result from two independent CD3e gene 
mutations, leading to defective CD3 e-chain synthesis and preventing normal 
association and membrane expression of the T-cell receptor/CD3e complex ( Table 1) ( 
281 ).

Defective Cytokine Production

Other than IL-12 deficiency, only a few human patients have been reported with defects 
in cytokine production. A selective inability to produce IL-2 was reported in two infants 
who had severe recurrent infections ( 282 , 283 ). The IL-2 gene was present in both, but 
no IL-2 message or protein was produced. Other T-cell cytokines were produced 
normally. Defective transcription of several lymphokine genes, including IL-2, IL-3, IL-4, 
and IL-5, attributed to abnormal binding of nuclear factor of activated T cells (NF-AT) to 
response element in IL-2 and IL-4 enhancer was reported in a single patient who also 
presented during infancy with severe recurrent infections and failure to thrive ( 284 ). Two 
male infants born to consanguineous parents had SCID-like infection susceptibility 
despite phenotypically normal blood lymphocytes, but their T cells were unable to 
produce IL-2, IFN-?, IL-4, or TNF-a. Electrophoretic mobility shift assays revealed that 



the binding of NF-AT to its IL-2 promoter response element was barely detectable 
before and after T-cell stimulation ( 285 ). The findings in the latter two reports suggest 
that defective NF-AT/DNA binding was responsible for the multiple cytokine deficiencies 
in these cases. The molecular defects have not been identified in any of these patients.

HYPERIMMUNOGLOBULINEMIA E (HYPER IgE) SYNDROME

The hyperimmunoglobulinemia E (hyper IgE) syndrome is a relatively rare primary 
immunodeficiency syndrome characterized by recurrent severe staphylococcal 
abscesses of the skin, lungs, and viscera and greatly elevated levels of serum IgE ( 286 , 
287 ). The disorder was first reported by the author in two young boys in 1972 ( 286 ); 
since then, I have evaluated more than 40 patients with the condition, and many other 
examples have been reported ( 287 ). These patients all have histories of staphylococcal 
abscesses involving the skin, lungs, joints, and other sites from infancy; persistent 
pneumatoceles develop as a result of their recurrent pneumonias. The pruritic 
dermatitis that occurs is not typical atopic eczema, and it does not always persist; 
respiratory allergic symptoms are usually absent. I noted coarse facial features in the 
first two patients ( 286 ), and this has been a consistent feature of all the patients I have 
evaluated with this syndrome. Patients with hyper IgE syndrome look very different from 
their nonaffected family members. Distinctive facial characteristics were again pointed 
out by Grimbacher and his associates ( 288 ). Among the findings reported were a 
prominent forehead, deep-set eyes, a broad nasal bridge, a wide fleshy nasal tip, mild 
prognathism, facial asymmetry, and hemihypertrophy. These investigators also found 
that the mean nasal interalar distance in these patients was greater than the 98th 
percentile ( p < .001). These findings were present in all patients in that study by age 16 
years ( 288 ). High incidences of scoliosis and hyperextensible joints were also noted. An 
interesting observation in that group of patients that had not been previously reported 
was a 72% incidence of failure or delayed shedding of the primary teeth, owing to lack 
of root resorption ( 288 ). Unexplained osteopenia is also present in most patients with 
the hyper IgE syndrome, many of whom have problems with recurrent fractures from 
even minor trauma ( 288 , 289 ).

Laboratory features include the following: exceptionally high serum IgE; elevated serum 
IgD; usually normal concentrations of IgG, IgA, and IgM; pronounced blood and sputum 
eosinophilia; abnormally low anamnestic antibody responses to booster immunizations; 
and poor antibody-mediated and cell-mediated responses to neoantigens. In vitro 

studies have shown normal percentages of CD2 +, CD3 +, CD4 +, and CD8 + 
lymphocytes, and there is no increase in the percentage of IgE-bearing B lymphocytes. 
Most patients have normal lymphocyte-proliferative responses to mitogens but very low 
or absent responses to antigens or allogeneic cells from family members. Blood, 
sputum, and histologic sections of lymph nodes, spleen, and lung cysts show striking 
eosinophilia. Hassall’s corpuscles and normal thymic architecture were observed at 
postmortem examination of one patient. Phagocytic cell ingestion, metabolism, killing, 
and total hemolytic complement activity have been normal in all patients. Variable 
defects of mononuclear or polymorphonuclear chemotaxis have been present in some 



but not all patients and hence are not the basic problem in these patients ( 287 ).

The fundamental problem in this condition is unknown despite intense study. I have 
observed a decreased percentage of T cells with the memory (CD45RO) phenotype in 
the blood of these patients, and such a decrease possibly is related to these patients’ 
impaired anamnestic antibody responses, impaired antigen-specific T-cell responses, 
and abnormal mixed leukocyte responses. Paradoxically, B cells from these patients do 
not produce as much IgE as normal or atopic B cells do when they are cultured with 
IL-4 and anti-CD40 in vitro ( 290 ). The latter indicates that the B cells may have already 
been exposed to IL-4 in vivo and were no longer sensitive to it because they had 
already isotype-switched in vivo. Because of the very short half-life of IL-4, serum levels 
cannot be detected; therefore, it has been difficult to prove that the condition is caused 
by excessive IL-4 production. The presence of increased numbers of eosinophils in 
blood, sputum, and tissues is suggestive that some of the pathologic features seen may 
be eosinophil mediated. The finding that both men and women have been affected, as 
have members of succeeding generations, is suggestive of an autosomal dominant 
form of inheritance with incomplete penetrance. The hyper IgE syndrome has been 
mapped to chromosome 4, but a candidate gene has not yet been identified ( 291 ).

The most effective management for this condition is long-term therapy with a 
penicillinase-resistant penicillin or cephalosporin, with the addition of other antibiotics or 
antifungal agents as required for specific infections, and appropriate thoracic surgery for 
superinfected pneumatoceles or those persisting beyond 6 months. IFN-? therapy has 
been tried but has had no clinical benefit ( 292 ). If the diagnosis is made early and 
antistaphylococcal antibiotic therapy is rendered in treatment doses continuously, the 
prognosis is good. The prognosis is poor, primarily because of progressive lung 
disease, in patients who are not so treated. Three patients are known to have died of 
lymphoreticular malignant disease, and three have experienced cryptococcal 
meningitis.

STAT4 Knockout Mice

Of potential relevance to the fundamental problem in patients with the hyper IgE 
syndrome are mice that were made deficient in the STAT4 protein by gene targeting. 
This protein is tyrosine phosphorylated only after stimulation of T cells with IL-12. 
STAT4-deficient mice were found have a disruption of all IL-12 functions, including the 
induction of IFN-?, mitogenesis, enhancement of NK cytolytic function, and Th1 
differentiation. As a consequence, they have a Th2 dominance because of their failure 
to produce IFN-? in response to IL-12 ( 293 , 294 ). STAT4 deficiency could thus be one 
potential fundamental cause of human diseases characterized by Th2 dominance, such 
as the hyper IgE syndrome. Alternately, some other component of the signaling 
pathway for IL-12 could be at fault.

CONCLUSIONS

Since the discovery of XLA in 1952, more than 100 genetically determined 
immunodeficiencies have been identified, and the list is rapidly growing. Research has 



led to major breakthroughs in the definition of the molecular bases of many of these 
disorders and, undoubtedly, this will soon be the case for many others. This information 
will obviously be of great value in clarifying variant forms of these diseases, in carrier 
detection, in prenatal diagnosis, and, one hopes, eventually in permitting gene therapy 
for many of these conditions ( 177 ).

In addition to the knowledge gained about the immune system from studying the clinical 
and immunologic features of these rare patients, even greater information about the 
functioning of the immune system should come from the integrated and comparative 
study of immune abnormalities in patients and from studies of gene-targeted mutant 
mice. In addition, these studies should lead to the design of more specific and effective 
therapies.

Although treatment of these rare defects has not advanced quite as rapidly as the 
discovery of newer primary immunodeficiency diseases and the fundamental causes of 
many of them, major therapeutic advances have been made since the early 1980s. 
These include (a) the development of safe intravenous forms of human immunoglobulin 
that make it possible to deliver high quantities of missing antibodies to 
antibody-deficient patients, (b) the development of T-cell–depletion techniques that 
permit the use of half-matched parents as donors of corrective stem cells for human 
infants with SCID, and (c) the outstanding success in gene therapy in human SCID-X1. 
However, the problem of insertional mutagenesis is a major obstacle to the further 
application of retroviral gene transfer therapy. The creation of human chimeras by 
nonablative allogeneic bone marrow stem cell transplantation has made it possible to 
study early human T-, B-, and NK-cell ontogeny, tolerance induction, and MHC 
restriction mechanisms (i.e. “thymic education”) in a manner heretofore not possible. In 
the next few years, human patients with genetically determined immunodeficiency 
diseases, as well as artificially created immunodeficient animals, will undoubtedly 
provide many more insights into the normal workings of the immune system.
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INTRODUCTION

Immunotherapy refers to the use of cells, molecules, and genes of the immune system 
for the therapy of infectious disease, autoimmunity, neoplastic diseases, and 
graft-versus-host disease (GVHD), and to prevent the rejection of organ transplants. 
Immunotherapy can be passive, involving the administration of immunoglobulin (Ig), 
antibodies, cells, and immunoconjugates (ICs), for example, which home to the target 
tissue and generate a therapeutic effect in situ. Immunotherapy can also be active, 
involving mobilization of the immune system by the administration of vaccines or 
immunomodulators, which increase the immunogenicity of endogenous or exogenous 
antigens. Both passive and active immunotherapies are interrelated because the 
administration of any agent will have downstream effects on various immunologic 
circuits. In this chapter, we describe the various modalities that have been developed 
over the past several decades.

Since 1980, the field of immunotherapy has undergone an explosion as new 
technologies for generating recombinant molecules and purified cells have been 
perfected and as our understanding of the immune system has continued to evolve. 
Despite these advances, the translation of novel techniques into clinical practice has 
been a slow and difficult process, not only because of the costs and complexities of 
conducting clinical trials in humans, but also because the animal models in which many 
agents have shown efficacy do not always translate well into humans. For example, in 
cancer, spontaneous tumors and prior therapies can render the outcome of a new 
therapy in humans quite different from that achieved using well-defined experimental 
animal models. In addition, many therapies tested in mice rely on using large doses with 
very little regard for toxicity. In humans, the situation is reversed; toxicities can 
frequently lead to the demise of a new reagent that could have clinical benefits if it were 
administered using a different dose regimen or in a different setting. Because of the 
expense and the time required to test all the variables in humans, many of these agents 
have been shelved. Despite this, some immunotherapies have achieved success in 
humans and several immunopharmaceuticals have been approved or are being 



evaluated in advanced clinical trials.

Immunotherapy of Cancer

It has long been postulated that the use of cells or molecules of the immune system or 
the active mobilization of the immune system should provide specific clinical benefits 
that would be difficult to achieve by the administration of broadly reactive cytotoxic 
agents. In the case of cancer, this goal has been difficult to attain because of the 
impediments to treating cancer per se. For a long time, there was significant 
controversy about whether there was any immune response against cancer cells or 
whether the immune system played any role in either preventing or containing 
neoplasia. More recently, cancer has been viewed as the failure of the immune system 
either to respond robustly enough or to keep up with the extraordinary rates of tumor 
cell growth and mutation. The general problems that make cancer difficult to treat by 
immunologic approaches are as follows: (a) the similarity in antigens between tumor 
cells and normal cells and the finding that most tumors are not strongly immunogenic 
because they are recognized as self-tissue; (b) the finding that antigens or tumor cells 
mutate at a high rate and hence circumvent ongoing immune responses; and (c) the 
finding that many tumors down-regulate major histocompatibility (MHC) antigens and 
make poor targets for cytotoxic T cells (CTLs); moreover, many tumors interfere with 
the immune system and are able to dampen or avoid the immune response by 
suppressing it or by killing effector cells.

As we unravel the steps in antigen recognition, presentation, and stimulation of the 
appropriate subsets of T and B cells, strategies for enhancing these processes to 
achieve therapeutic effects in the setting of neoplasia will continue to evolve. Clearly, 
the passive administration of antibodies, ICs, cells, and cytokines requires a great deal 
of information concerning the immune system, because it is sometimes necessary to 
suppress the immune response against therapeutic molecules without enhancing tumor 
growth at the same time. In the case of active immunotherapies, enhancing 
immunogenicity without inducing autoimmunity is the goal.

At present, conventional wisdom suggests that if targets on tumors could be identified, 
and if the host immune response against these targets could be used (either actively or 
passively) to destroy tumor cells, it could be possible to use immunotherapy in 
conjunction with conventional therapies to prolong remissions or, in some cases, 
achieve cures. For example, passive therapies could be followed by vaccination to arm 
the host with the appropriate endogenous immune response to prevent relapses. 
Therefore, it will be critical to optimize appropriate combination regimens. Combination 
therapy is particularly attractive when these pharmaceuticals have different 
mechanisms of action and different side effects. Although much will depend on trial and 
error, many questions can be addressed in animal models.

Early detection is key in the success of any therapy for cancer. However, with respect to 
immunotherapy, many immunologists initially postulated that immunotherapies would 
work best in an adjuvant setting. Studies conducted since the late 1990s have, 
however, suggested that this may not always be the case. Thus, certain 
immunotherapies may actually render tumor cells more sensitive to other conventional 



therapeutic agents, a finding suggesting that they should be given first or concomitantly. 
In addition, because cancer cells undergo high rates of mutation, tumor antigens also 
change during the course of the disease, and in an adjuvant setting, there may be more 
mutant clones to destroy than in early disease. These mutant clones will be difficult to 
target using single immunotherapeutic agents. Finally, as noted, cytotoxic therapies as 
well as advanced neoplasia can often immunosuppress the host such that active 
immunotherapies will be less effective in advanced disease.

In this chapter, we discuss the various immunotherapies that have been developed to 
date. In each instance, we review the immunologic basis for each therapy, some of the 
in vitro and in vivo effects in experimental models, and, finally, their current status with 
regard to human clinical trials. Although some immunotherapies have received approval 
in the United States or Europe, many others are in development. There is no doubt that 
immunotherapies have made their debut in clinical medicine.

IMMUNOMODULATORS

Agents that enhance the immune response of the host against cancer, infectious 
diseases, or immunologic disorders are referred to as “immunomodulators.” 
Immunomodulators belong to a highly heterogeneous group of molecules with different 
mechanisms of action. Immunomodulators can be co-administrated with antigens to 
increase their local retention (depot effect) and thereby facilitate their slow release into 
the body ( 1 , 2 ). Immunomodulators can also alert the immune system to “danger” by 
inducing changes in antigen-presenting cells (APCs), particularly dendritic cells (DCs). 
For example, one of the most potent immunomodulators, complete Freund’s adjuvant, 
contains a water/oil emulsion of the antigen, which is responsible for its local retention, 
and a bacterial component (from mycobacterial cells), which induces both cellular and 
humoral immunity by activating APCs.

This section emphasizes primarily those immunomodulators that have been used 
clinically to enhance immunoreactivity against infections and cancer, even though the 
success of immunomodulators in cancer immunotherapy has been limited. The agents 
that exert antitumor activity do so only if they are administered directly into the tumor 
site or systemically under conditions leading to their localization in tumor metastases, 
usually after the resection of a primary tumor ( 3 ). This most likely reason is the need to 
activate APCs in and near the tumor site.

The immunomodulators discussed in this chapter and currently in use include intact 
microbes and bacterial derivatives (e.g., muramylpeptide and trehalose mycolate 
derivatives), bacterial DNA fractions, thymic hormones and their analogs, and 
cytokines.

Intact Microbes: Bacillus Calmette-Guérin and Corynebacterium parvum

Mechanism of Action Mycobacterial immunomodulators can enhance the uptake of 
antigens by APCs such as macrophages and DCs. These cells respond to foreign 
antigens by migrating into lymphoid tissues, up-regulating their co-stimulatory 



molecules, and presenting peptides to T cells through both class I and class II 
pathways. They stimulate T helper (Th) cells and CTLs. The Th cells can then interact 
with B cells, which eventually make antibodies.

Applications in Cancer Viable mycobacteria, and in particular the attenuated vaccine 
strain bacillus Calmette-Guérin (BCG), and heat-killed or formalin-inactivated 
Corynebacterium parvum were employed as first-generation microbial 
immunomodulators to enhance the resistance of the host to neoplasms and to several 
infections ( 4 ). Preparations containing formalinized C. parvum are licensed in Europe 
but not in the United States. Numerous studies suggest that, under certain 
circumstances, BCG may be effective in reducing tumor growth. For example, the 
effectiveness of BCG in superficial cancers of the bladder was assessed in 3,000 
patients ( 5 ), in whom repeated injections of BCG into the lumen of the bladder resulted 
in the recruitment of activated lymphocytes into the bladder wall, increased levels of 
interleukins in the urine, and generated systemic immunity to BCG. As compared with 
chemotherapy, this regimen temporarily eradicated residual disease after surgery, 
prevented local recurrence, increased survival from 68% to 86%, and decreased 
treatment failures by 20% ( 5 ). Treatment with BCG is prolonged, expensive, and 
associated with side effects, however. In another study, patients with advanced gastric 
carcinomas received chemotherapy and BCG. The antitumor response in these patients 
was superior to that observed in patients receiving chemotherapy alone ( 6 ). BCG 
injected directly into melanoma nodules in patients with tuberculin sensitivity caused 
regression of some tumor nodules ( 7 ), probably by inducing secondary inflammatory 
immune responses. Similar results have been reported in metastatic breast cancer, 
basal cell tumors of the skin, and other solid tumor nodules ( 8 ). Recombinant BCG 
strains have been engineered to secrete cytokines such as interleukin-2 (IL-2), 
interferon-? (IFN-?), or granulocyte-monocyte colony-stimulating factor (GM-CSF), 
which further enhance immune responses ( 9 ). In summary, bacterial stimulants can 
exert therapeutic effects in terms of improved durations of remission and percentage of 
survival, and their greatest antitumor activities are achieved when they are administered 
by intralesional injection and in combination with other forms of immunotherapy or 
chemotherapy. They are likely to work by providing a “danger signal” to DCs, which then 
migrate to lymphoid tissues and present weakly antigenic epitopes to T cells.

Streptococcus pyogenes and Propionibacterium avidum

Mechanism of Action Picibanil or OK-432 is a lyophilized preparation of inactivated 
Streptococcus pyogenes that augments nonspecific T-cell cytotoxicity, 
lymphokine-activated killer cell (LAK) activity, and macrophage activation.

Applications in Cancer In two phase III studies in 467 patients with gastric 
carcinomas, administration of OK-432 after standard surgery and chemotherapy 
increased 5-year survivals from 24% to 29% to 45%. Forty-eight patients with resected 
high-risk melanoma who participated in a phase IB clinical trial with OK-432 showed a 
significant increase in IL-1, tumor necrosis factor (TNF-a), and IFN-? secretion, as well 
as suppression of superoxide production by mononuclear cells ( 10 ). Similarly, 
preoperative administration of Propionibacterium avidum to patients with stage I and II 



colorectal carcinomas increased survival, decreased disease recurrence and 
metastasis, and improved the quality of life. A possible explanation for this last effect is 
the nonspecific immune stimulation that counteracted the immunosuppressive effect of 
major surgical trauma, as well as the prevention of microbial infections associated with 
the perioperative period ( 10 ).

Bacteriolytic Therapy of Tumors

Since the 1950s, nonpathogenic bacteria that preferentially localize in tumors have 
been investigated for their ability to induce regression of human and mouse tumors ( 11 

). The organisms studied in greatest detail are various strains of Clostridium. Results 
have been variable ( 11 ). More recently, however, engineered spores of C. novyi devoid 
of their lethal toxin were used to treat colon carcinoma and melanoma xenografts in 
nude mice ( 12 ). The spores localized and germinated in the avascular regions of the 
tumors and thereby increased necrosis of the viable tumor cells adjacent to the original 
regions of necrosis. When nonlethal C. novyi was administered together with 
chemotherapeutic and antivascular agents, impressive regressions of most tumors and 
even complete responses (CR) in a significant percentage of treated mice were 
observed ( 12 ). This strategy, which is based on the finding that regions of necrosis in 
tumors are sites for the growth of certain anaerobic bacteria, should be useful for 
treating large tumors but not micrometastatic disease.

Other Immunostimulatory Bacterial Agents

Bacterial Derivatives

Muramyldipeptide Derivatives The cell wall fraction of mycobacteria (especially the 
Mycobacterium bovis strain) and related bacteria (e.g., Nocardia, Corynebacteria, or 
Listeria) is the major active immunomodulatory components of bacterial cells ( 13 ). The 
minimal glycopeptide subunit of bacterial cell walls essential for the mycobacterial 
immunostimulatory activity is muramyldipeptide (MDP) ( 14 ).

Mechanism of Action. Bacterial immunomodulators serve as ligands for various 
receptors on immune cells and, once bound, induce cellular responses. DCs and 
macrophages express two types of receptors recognized by bacterial 
immunomodulators. These include Toll-like receptors (TLR-2 and TLR-4) and receptors 
recognizing a unique motif in the cell wall fraction of BCG. Both receptors engage 
signaling pathways leading to activation of the innate immune system. This, in turn, 
activates APCs.

Applications in Cancer and Other Diseases. Clinical trials using a BCG cell wall 
fraction have been carried out in patients with lung cancer, acute myeloblastic 
leukemia, acute lymphoblastic leukemia, and gastric carcinomas. In these patients, 
prolonged survival has been reported ( 13 ). Several synthetic MDP analogs enhanced 
nonspecific resistance against viral infections such as human immunodeficiency virus 
(HIV), influenza, herpes simplex, Sendai, vaccinia, and murine hepatitis viruses, as well 



as bacterial infections ( 9 ). Synthetic MDP analogs are potent inducers of the secretion 
of cytokines such as IL-1, IL-6, TNF-a, and IFN-? ( 14 ). One such analog, MDP-Lys 
(Romurtide), has been licensed in Japan. This drug is effective in restoring decreased 
neutrophils and platelets in patients with cancer ( 14 ). Liposomes containing MDP have 
entered clinical trials in patients with advanced osteosarcoma and have resulted in 
longer remissions ( 13 ).

Trehalose Dimycolate Derivatives Mycolic acids in bacterial cell walls belong to the 
cord factor–like glycolipid family, and they are found not only in mycobacteria but also in 
the lipid fractions of related bacteria such as Nocardia and Corynebacterium. Their 
synthetic analog, trehalose dimycolate (TDM), has various biologic activities, including 
stimulation of the human immune response against mycobacteria ( 13 ).

Mechanism of Action. TDM stimulates host resistance against infections with bacteria, 
fungi, viruses, and parasites. It also has antitumor activity in mice. TDM can synergize 
with monophosphoryl lipid A to enhance the immune response against both tumors and 
infectious agents ( 13 ).

Applications in Cancer. TDM was used in combination with a nonviable mycobacterial 
vaccine in 34 patients with metastatic malignant melanoma and metastatic lung cancer 
( 15 ). In seven of 17 patients with malignant melanoma and in one of seven patients 
with lung cancer, clinical improvements were observed, suggesting that mycolic acids 
and their derivatives can mobilize the immune response against weakly immunogenic 
tumors.

Bacterial DNA Fractions

Role of the CpG Motif After binding to TLR-9, bacterial DNA can exert antitumor 
activity that is dependent on natural killer (NK) cell activation ( 13 ). The minimal 
sequence required for NK-cell activation, and found exclusively in bacterial DNA, is a 
nonmethylated 6-bp motif ( 13 ). The nonmethylated CpG motif also stimulates IgG 
production ( 13 ).

Mechanism of Action. CpG DNA exerts direct and indirect effects on all major cellular 
elements of both the innate and acquired immune response. CpG DNA enhances the 
cytotoxic activity of NK cells, stimulates macrophage responses leading to the release 
of inflammatory mediators, enhances functions of APCs, and activates DCs by 
up-regulating MHC class II molecules and the co-stimulatory molecule, CD40 ( 16 ). CpG 
DNA is mitogenic for T and B cells and can induce polyclonal B-cell activation and 
antibody production. In addition, the same motif can induce the secretion of the 
Th1-associated cytokines, IL-12, IFN-a, TNF-a, and other proinflammatory mediators 
such as IL-6 and IL-10, produced by B cells, as well as IFN-? produced by NK cells. 
These cytokines influence cellular immune responses ( 17 ). The DNA from 
Mycobacterium bovis and Escherichia coli have the most marked activity for the 
induction of IFN-? and NK-cell activity ( 13 ). Taken together, the CpG DNA from bacteria 



promotes immune responses of Th1 cells through direct effects on APCs and B cells as 
well as indirect effects on other cytokines, most notably IFN-?.

Applications in Cancer and Other Diseases. CpG DNA, either alone as an adjuvant 
or as a component of a DNA vaccine, has broad applications in both tumor 
immunotherapy and the eradication of infections. As a single agent, it decreases 
disease severity in some autoimmune models of renal diseases, encephalomyelitis, and 
inflammatory arthritis. CpG DNA has potent immunostimulatory activity against hepatitis 
B, HIV-1, influenza, malaria, leishmaniasis, and Listeria monocytogenes ( 18 ). However, 
CpG can promote the development of autoimmune disease when it is used as an 
adjuvant for the administration of self-antigens. Phase I clinical trials in patients with 
non-Hodgkin’s lymphoma (NHL), melanoma, and renal carcinoma have been initiated. 
In addition, nearly 200 normal human volunteers have been injected intramuscularly or 
subcutaneously with CpG vaccines for infectious disease and for the immunotherapy of 
allergy. Thus far, CpG DNA has been well tolerated and devoid of serious adverse 
effects. Preliminary efficacy has been observed at surprisingly low doses ( 19 ).

Thymic Hormones and Analogs

Thymic hormones isolated and purified from crude bovine thymic extracts include 
thymopoietin, thymulin, thymic humoral factor, and thymosin. Thymopentin is a 
synthetic pentapeptide containing the active site of thymopoietin. This preparation, 
along with other synthetic peptides of thymic hormones, can induce the expression of 
differentiation markers on T cells and on prothymocytes, can modulate T-cell 
proliferation, and can enhance the function of Th cells, T suppressor cells (A.K.A. T 
regulatory cells), and CTLs. These substances also enhance the production of 
cytokines ( 14 ).

Applications Preparations containing thymic extracts are used as immunostimulatory 
therapy for infectious diseases and can enhance the host immune defense during viral 
diseases and persistent bacterial infections. Therapy with thymus extract preparations 
such as thymostimulin or thymopentin reduces the frequency and intensity of 
recurrences of acute respiratory infections. Administration of thymopentin to 
zidovudine-treated HIV-positive patients has decreased the rates of progression to 
acquired immunodeficiency syndrome (AIDS) in some patients ( 9 ).

Analogs Methylinosine monophosphate is a thymomimetic immunomodulator capable 
of inducing the expression of T-lymphocyte differentiation markers on human 
prothymocytes.

Applications Methylinosine monophosphate enhances mitogen-induced proliferation of 
lymphocytes, augments IgM production, induces delayed-type hypersensitivity, and 
normalizes an impaired response to IL-2. Depressed phytohemagglutinin responses of 
lymphocytes from patients with AIDS can be restored by methylinosine monophosphate 
( 9 ).



Summary Immunomodulators of natural, synthetic, and recombinant origin, along with 
bacterial DNA fractions, can stimulate host defense mechanisms for the prophylaxis 
and treatment of some microbial infections and cancer in both experimental animals 
and in humans. Several immunomodulators are already licensed for use in patients with 
specific diseases, and numerous others are being extensively investigated in preclinical 
and clinical studies. These agents may work by activating DCs, which subsequently 
migrate to lymphoid tissue and present weakly immunogenic antigens to T cells. More 
clinical trials must be carried out before we know how broadly applicable these agents 
will be and why they work in some, but not all, patients. Although the enthusiasm for 
many of these agents has decreased, there has been a resurgence in approaches 
using engineered bacteria.

Cytokines

General Properties and Functions Cytokines are soluble mediators secreted by 
virtually all nucleated cells in the body and particularly by the cells of the immune 
system ( 20 ). They are relatively small proteins that influence the behavior of other cells 
expressing appropriate receptors. Cytokines have both autocrine and paracrine 
activities, and virtually all act on multiple cellular targets. The 160 cytokines thus far 
described have been grouped into several families based on their structure ( 20 , 21 ). 
These consist of the type I cytokines, including IL-6 family members, IFNs, TNF family 
members, Ig supergene family members, and chemokines. Other classifications are 
described in the literature ( 21 ). Most cytokines are also functionally pleiotropic ( 21 ) and 
can enhance or suppress local immune responses. Depending on the particular 
cytokine and the local environment, they may promote or inhibit the growth and 
differentiation of tumor cells ( 22 ). Cytokines regulate many fundamental biologic 
processes including hematopoiesis, immune and inflammatory responses, the 
development and maturation of cells, and tissue repair. They bind to cell-surface 
receptors and activate intracellular signal transduction cascades. Cells that participate 
in the immune response become polarized in their production of cytokines. As the cells 
migrate, they alter the cytokine levels of surrounding microenvironments. Changing the 
cytokine balance of an organ or of the entire body has major immunologic 
consequences ( 23 ). The manipulation of this balance is becoming an increasingly 
important strategy in immunotherapy. Recombinant cytokines are used for the adjuvant 
therapy of infectious disease, cancer, and other inflammatory disorders ( 21 ).

Clinical Applications Table 1 summarizes the current status of cytokines in clinical 
trials for the treatment of cancer and other diseases ( 24 ). In general, there have been 
many obstacles to the development of cytokines as immunotherapeutic agents because 
they are so pleiotropic and can act on many normal tissues. Nevertheless, there have 
been several successes using this approach in the therapy of both neoplastic and 
non-neoplastic diseases.



 

TABLE 1. Cytokines approved for clinical use

Cancer Therapy Cytokines are involved in both the growth and the death of malignant 
cells. Antiapoptotic signals generated by cytokines can promote cell survival and signal 
transduction pathways involved in the pathogenesis of neoplasia. Conversely, cytokines 
are crucial for the activation and development of immune responses against tumor 
cells. Therefore, these two effects must be manipulated in a manner that will be 
therapeutically useful ( 25 ).

IL-2. IL-2 was the first cytokine to be molecularly characterized. It is a molecule whose 
functions are highly pleiotropic. It is involved in the activation of antigen-specific T and B 
cells, and it also triggers innate immunity by stimulating several functions of NK cells 
and macrophages. IL-2 can circumvent defective or suboptimal antigen-mediated 
activation and thus overcome tolerance. This finding suggests that IL-2 may be useful in 
tumor immunotherapy by enhancing the activity of NK cells or by activating tolerant or 
poorly responsive antitumor T cells ( 26 , 27 ). In several animal models, systemic 
administration of IL-2 induces antitumor responses that can result in the partial or 
complete destruction of the tumor. Based on these observations, clinical trials were 
designed to evaluate the antitumor activity of IL-2 in patients with cancer ( 27 ). In 
patients with renal carcinoma, IL-2 had antitumor activity in 20% of patients; 7% to 10% 
achieved durable CRs, and 8% to 10% achieved objective partial responses (PRs) ( 28 ). 
Although these clinical responses were limited, this was the first convincing evidence 
that manipulation of the immune system could result in regression of metastatic lesions. 
This led to the approval of IL-2 by the United States Food and Drug Administration 
(FDA) and by several European regulatory agencies for the treatment of metastatic 
renal cell carcinoma. The FDA also approved IL-2 for the treatment of metastatic 
melanoma ( 10 , 27 ). Several combination regimens have been evaluated to determine 
the optimal way to use IL-2. In patients with renal cancer, a combination of recombinant 
(r)IL-2 and IFN-? induced higher response rates than those achieved using either 
cytokine alone. However, there was no apparent survival advantage. Combinations of 
IL-2 and chemotherapy increased toxicity and had no proven benefits. When rIL-2 was 
combined with LAKs or tumor-infiltrating lymphocytes (TILs), responses were 
comparable to those achieved with rIL-2 alone. In malignant melanoma, the antitumor 
activity of combinations of rIL-2, chemotherapy, and IFN-? have been promising and 
randomized trials are under way. rIL-2 is also being evaluated in hematologic 
malignancies. rIL-2 initiates cytokine-mediated proinflammatory events leading to 



adverse effects. It has been suggested that rIL-2–related toxicity is mediated through 
the release of secondary cytokines, including TNF, IFN-?, IL-6, and IL-1. The 
administration of selective antagonists of these cytokines may reduce the toxicity 
associated with rIL-2 without interfering with its therapeutic activity ( 29 ). Early trials 
using rIL-2 as adjuvant therapy for DC-based vaccine therapy yielded promising results 
( 29 ). There is evidence to suggest that DC-based vaccines, in combination with IL-2 or 
other cytokines, will become an adjunct to current treatments for human cancers, such 
as colorectal carcinoma ( 30 ). Tumor vaccines, in conjunction with cytokine gene 
therapy, have also been investigated. Clinical responses in patients with advanced 
prostate cancer have been limited but promising ( 31 ).

IFN-a. IFN-a therapy has had the greatest efficacy in the treatment of hematologic 
malignant diseases such as hairy cell leukemia, lymphoma, and chronic myelogenous 
leukemia. IFN-a inhibits cell growth by inducing G1 arrest. The success of IFN-a 
therapy is greater when it is combined with other anticancer agents. IFN-a has 
prolonged the survival of patients with renal cell carcinoma ( 32 ) and has increased 
survival and relapse-free intervals in node-positive melanoma patients ( 33 ). However, 
the latter results have not been confirmed in other trials ( 34 ). Studies in patients with 
stage II melanoma treated with lower doses of this cytokine have resulted in an 
increase in disease-free, but not overall, survival ( 10 ).

IFN-?. IFN-? is best known for its ability to augment the cytotoxic activity of CTLs and 
NK cells and to increase the expression of MHC molecules on various cells. IFN-? also 
activates monocytes and macrophages. IFN-? has been used in patients with 
metastatic renal cell cancer, and although the response rate was only 15%, some 
responses were durable. In patients with advanced colorectal cancer, IFN-? had no 
proven benefits ( 10 , 35 ).

TNF-a. TNF-a has demonstrated immunologic activity in phase I studies in patients with 
various types of tumors, but clinical responses have been virtually absent ( 10 , 36 ). 
However, TNF-a used in combination with cytotoxic drugs during locoregional perfusion 
gave encouraging results in metastatic melanoma, soft tissue sarcoma, and metastatic 
colorectal cancer ( 10 ).

IL-6, GM-CSF, and IL-12. IL-6 ( 37 ) and GM-CSF ( 38 ) have demonstrated modest 
antitumor activity in patients with metastatic renal cell carcinoma. IL-12 had some 
activity in patients with advanced renal cell carcinoma and melanoma, but further 
studies are warranted before its effectiveness can be determined ( 39 ). Like IL-2 and 
TNF, IL-12 may further potentiate the immunomodulatory effects of chemotherapeutic 
agents. The effectiveness of such treatment combinations has been documented in 
animal models ( 40 ). However, efficacy in humans has not yet been extensively 
investigated ( 40 ). The effect of cytokines on tumor growth versus inhibition of growth by 
enhancing a cellular immune response is a complex issue. It has been suggested that 
the inflammatory cells and cytokines localized in tumors are more likely to contribute to 
tumor growth and to immunosuppression of the host. An examination of the role of 
cytokines in the pathogenesis and management of AIDS-related NHL suggested that 



the activation of subsets of T cells that produce one cytokine versus another may lead 
to a different prognosis ( 41 ). Present goals are to reduce side effects, possibly by 
targeting cytokines to tumors, and to determine which cytokines may work in 
combination with conventional therapies.

Therapy of Other Diseases In addition to their use in cancer, cytokines represent an 
effective strategy for treating infectious diseases, acute or chronic inflammation, 
autoimmune disorders, and imbalances in angiogenesis. Indeed, this may be the area 
in which cytokine therapy will prove to be most useful. These conditions can be treated 
in three ways: (a) by adding cytokines to the “environment”; (b) by administering their 
respective receptors to compete for binding; or (c) by using antibodies to block the 
function of the cytokines in the disease environment.

Fibroblast Growth Factor (FGF), IFN-a, IL-10, IL-11, and IL-12, Vascular 
Endothelial Growth Factor (VEGF), and GM-CSF. Recombinant human (rh)IL-11 has 
been evaluated in phase I/II clinical trials in patients with active rheumatoid arthritis. 
rhIL-11 was safe and well tolerated, and it induced a 20% response rate. The only 
adverse event was a reaction at the injection site ( 42 ). Anti-inflammatory cytokines 
(IL-10) and cytokines that inhibit Th2 cells (IL-12 and IFN-?) have been used in the 
treatment of asthma and allergy ( 43 , 44 and 45 ). VEGF has shown promising results in 
the repair of ischemic myocardia, and FGF has accelerated the rate of healing of 
second-degree burns ( 21 ). rGM-CSF has been used successfully to heal cutaneous 
wounds and ulcers ( 21 ).

Cytokine Receptors Cytokine receptors are excellent targets for the treatment of many 
diseases ( 24 ). The number of small molecule inhibitors of cytokine receptors is growing 
rapidly, and some receptors have demonstrated efficacy in inflammatory disease. For 
example, soluble TNF receptor Enbrel TM has completed safety testing and has shown 
efficacy in clinical trials for the therapy of rheumatoid arthritis ( 46 ). Soluble cytokine 
receptors participate in the control of cytokine activity in vivo by inhibiting the ability of 
cytokines to bind to their receptors. Many soluble cytokine receptors are effective in 
vitro and in experimental therapy models. Soluble cytokine receptors are sometimes 
modified or are given in combination with other agents to increase their therapeutic 
efficacy. Soluble cytokine receptors have significant potential for the treatment of many 
different human diseases ( 47 , 48 ).

Conclusions Cytokines and their antagonists are being evaluated in numerous clinical 
settings, and several have been FDA-approved. However, side effects remain a 
problem. Because cytokine production is under the homeostatic control of the host, 
targeted activation of cytokine genes may yield better safety profiles than administration 
of their protein counterparts, which act on so many tissues, often with high morbidity. 
Some improvements have been made in both the formulation and delivery of cytokines. 
However, specific targeting of cytokines or activation of cytokines in situ will be 
necessary before cytokine therapy will show more impressive effects. In addition, 
combination therapy with other agents must be explored in animal models. When some 
of these problems are solved, cytokines will probably find a niche in the treatment of 



infectious diseases and immunologic disorders. Cancer represents a more difficult 
challenge.

Soluble Co-Stimulatory Molecules

Since the early 1990s, the importance of co-stimulatory molecules on APCs, T cells, 
and B cells in the elaboration of a normal thymus-dependent immune response has 
been well established ( 49 , 50 ). These molecules include CTL-associated antigen 4 
(CTLA-4; CD152), CD28, B7.1 (CD80), B7.2 (CD86), and CD154. Pairs of 
co-stimulatory molecules on interacting cells must be engaged for cell activation. This 
insight has led to strategies to inhibit these interactions to induce immunosuppression in 
the setting of autoimmuity ( 51 ) and graft rejection. The most effective inhibitors are 
soluble forms of these molecules ( 52 ).

CD152 CD152 on APCs interacts with CD28 on T cells. Soluble CD152-Ig binds to 
CD80 and CD86 and thereby inhibits interactions between APCs and T cells. This leads 
to suppression of both cellular and humoral immune responses ( 53 ). At doses 50-fold 
higher than those required to inhibit an antibody response, there has been no evidence 
of CD152-Ig–mediated toxicity in primates. CD152-Ig is being evaluated in phase I trials 
both in patients with autoimmunity and in patients in whom the induction of tolerance 
against certain proteins is of clinical importance ( 54 ). CD152-Ig is also being tested for 
its ability to induce tolerance against allografts and to enhance the uptake of antigens 
by APCs to improve the immunogenicity of DNA vaccines ( 55 ).

Anti-CD40L (CD154) CD154 on T cells is the ligand for CD40 on B cells and APCs. 
Once these two molecules interact, the APCs or B cells express CD80/CD86, which can 
then interact with CD28 on T cells. Both CD40 and CD154 belong to the TNF family of 
receptors that play an important role in the effector function of fully differentiated T cells. 
They also play an important role in the activation of macrophages and B cells.

ANTIBODIES

History

Unlike the pleiotropic cytokines and immunomodulators, antibodies are much more 
specific. There has therefore been enormous interest in using them to target 
disease-causing cells.

First-generation therapeutic antibodies were described at the end of the 19th century. 
These were polyclonal antibodies that were used to neutralize bacterial toxins (e.g., 
diphtheria, tetanus) and to treat rabies, varicella, and other infectious diseases ( 56 ). 
Advances in the study of vaccines and the successful use of antibiotic therapy have 
decreased the use of polyclonal antibodies, except in the case of some antitoxins 
against snake and spider venoms.

More complete characterization of the antibody molecule ( 57 ), as well as the 



development of the newer procedures to isolate and purify gamma globulins from 
normal pooled sera ( 58 ), paved the way for the introduction of second-generation 
therapeutic antibodies, in the form of intravenous immunoglobulin (IVIG). IVIG is used 
for the prophylaxis of infectious and autoimmune diseases and as replacement therapy 
for primary and secondary immunodeficiencies ( 59 ). Treatment with IVIG is well 
tolerated by patients and is becoming widely used ( Table 2).

 

TABLE 2. IVIG for autoimmune disorders

Monoclonal antibodies (mAbs) were first described in 1975 ( 60 ). mAbs directed against 
numerous cellular targets have been generated ( 61 ). However, because of their 
immunogenicity, murine mAbs had limited success in the therapy of human cancers 
and other diseases ( 62 ). Of the 49 murine mAbs entering clinical trials, only one has 
reached the market. This is Muromonab-CD3, approved by FDA in 1986 to prevent the 
rejection of kidney transplants ( 63 ).

Because of immunogenicity, research in the 1980s focused on creating less 
immunogenic mAbs by combining mAb technology with recombinant DNA technology. 
The result was the production of chimeric (1984) and humanized (1986) mAbs ( 64 , 65 

and 66 ). Chimeric mAbs contain mouse heavy-chain and light-chain variable regions 
joined to human heavy-chain and light-chain constant regions. Humanized mAbs 
contain only the six mouse complementarity-determining regions (CDRs) rafted into the 



human variable region. These fourth-generation “nonimmunogenic” mAbs entered 
clinical trials in 1987 ( 63 ). At present, more than 70 chimeric and humanized mAbs are 
undergoing evaluation in clinical trials ( 63 ). Most of these mAbs are not immunogenic in 
humans and persist in the circulation. Because they have a human Fc, they mediate 
effector functions, thus leading to a higher success rate in humans ( 63 ).

Fully humanized mAbs with higher affinities were subsequently created by the selection 
of human variable regions from phage display libraries ( 67 ). Transgenic mice with 
human Ig genes produce human antibodies after immunization ( 68 ) At present, two 
human mAbs are being evaluated in clinical trials ( Table 3), and their approval is 
imminent ( 63 ).

 

TABLE 3. Selective list of unconjugated chimeric, humanized, and human antibody 
used in clinical trials for cancer

Clinical Considerations

The preferred isotype for therapeutic human mAbs is IgG, which, in comparison with 
IgM and IgA, has a lower molecular mass (150 kDa), is more stable in vivo, and is 
easier to prepare. To be effective as a therapeutic molecule, an IgG antibody should 
have both specificity for the corresponding antigen and the ability to recruit Fc receptor 
(FcR)–bearing cells and complement components after binding to the antigen. In 
addition to conventional effector function, some antitumor mAbs can also induce 
neoplastic cells to undergo cell cycle arrest or apoptosis ( 69 ). These signaling functions 
may be critical for an effective antitumor response, although this remains to be proven.

Other important characteristics of mAbs are their persistence in the circulation and their 
immunogenicity. For example, increased persistence of IgG is desirable because it 
creates an increased concentration gradient across the interstitium leading to better 
penetration of the targeted tissue. The persistence of IgG antibody is controlled by its 
size and by the presence of the Fc portion of the molecule ( 70 ). Smaller fragments 
lacking Fc regions (e.g., Fab or Fv fragments) have shorter half-lives in the circulation 
but, because of their smaller size, penetrate targeted tumors more effectively even if 
they do not persist. Thus, the relative efficacy of each is still a matter of contention and 



may depend on the setting in which each is used.

Depending on the immune status of the host, IgG mAbs can often elicit an immune 
response. Immunogenicity depends on the form of the molecule used (e.g., aggregated 
versus disaggregated or intact versus fragments). If the mAb is immunogenic, the 
anti-antibodies facilitate rapid removal of the therapeutic mAb from the circulation and 
therefore decrease its ability to reach and penetrate targeted tissue.

Affinity

The affinity of an mAb can affect its ability to localize in a tumor. However, there is 
controversy concerning the role of affinity in the successful targeting and retention of 
mAbs in tumors. One theory postulates that high-affinity mAbs cannot penetrate deeply 
into the tumors because of the blocking effect of the “first” antigen on tumor cells 
encountered near the vasculature, which then blocks further diffusion of the mAb into 
the tumor ( 71 ). Another theory postulates that the most effective tumor targeting is 
achieved using mAbs with high affinities because low dissociation rates will prolong the 
retention of the mAb in the tumor site ( 72 ). Biodistribution studies of radioiodinated 
single chain (sc) Fv fragments of anti-Her-2 antibody in mice with severe combined 
immunodeficiency that were xenografted with human ovarian carcinoma tumors have 
shown that the degree and specificity of tumor localization increases with increasing 
affinity. However, tumor retention did not significantly increase beyond an affinity of 
more than 10 -9M ( 72 ). These results were interpreted to support the existence of a 
“binding barrier” effect, as postulated by the first theory ( 71 ).

Persistence and Size

The persistence of IgG antibodies in the circulation is a function of their molecular size 
and their ability to interact with the neonatal Fc receptor (FcRn) ( 70 ). FcRn is expressed 
on endothelial cells of the microvasculature ( 70 ), and binding of IgG to the FcRn 
protects the IgG from destruction within these cells and recycles it back to the 
circulation. The FcRn recognizes some amino acid residues in the Fc region of IgG. 
Therefore, removing the Fc region from a molecule of IgG considerably shortens its 
half-life because it cannot bind to “salvaging” FcRns. In addition, there is rapid renal 
elimination because of its smaller size. The ability of mAbs to penetrate tumors is 
impaired by their larger size and the high interstitial pressure of tumors ( 73 ), both of 
which decrease the diffusion of IgG into the tumor. Thus, smaller Fab/Fv fragments will 
be superior at penetrating tumors, but their short half-life will decrease their ability to 
reach an effective concentration gradient in the tumor. The rate of diffusion is 
proportional to the concentration of the mAb in the circulation and is inversely 
proportional to its size. Therefore, antibody size, half-life, and tumor penetration are 
interrelated. In terms of efficacy, it is possible that the longer persistence accompanying 
larger size may predominate over better penetration by smaller molecules of higher 
affinity. The lack of persistence of murine mAbs in the circulation of humans is at least 
partially responsible for the modest efficacy of therapeutic mouse mAbs. The reason is 
that the human FcRs do not bind murine IgG ( 74 ), so that it is rapidly eliminated from 



the circulation.

Effector Functions

Therapeutic mAbs can act either by recruiting FcR-bearing effector cells (e.g., 
macrophages, NK cells) or by activating the complement cascade. In both cases, the 
end result is the removal or destruction of the target cells. The species of origin and 
isotype of IgG affect the capacity of the mAb to harness host effector mechanisms ( 75 ). 
Thus, mouse IgGs have inferior effector function as compared with human IgGs when 
tested in vitro using human effector cells or human complement ( 75 , 76 ). Several 
studies have shown that human IgG1 is the isotype of choice for chimeric and 
humanized mAbs when the activation of effector functions is desired ( 64 ). When 
effector functions are not desirable, human IgG4, which has little or no effector activity, 
is the best choice. It has been suggested that antibody-dependent cellular cytotoxicity 
(ADCC) is a more general mechanism of lysis of nucleated cells than 
complement-dependent cytotoxicity (CDC) ( 77 ), because CDC is down-regulated by the 
presence of regulatory proteins (e.g., CD59) expressed on cells. Some of these 
proteins protect normal and tumor cells from lysis by mAbs and complement ( 78 ).

Immunogenicity

As mentioned previously, the major impediment to therapy with mouse mAbs is that 
patients rapidly develop human antimouse antibodies (HAMA). HAMA can neutralize 
the therapeutic mAb or result in its rapid elimination from the circulation. The antibody 
response to infused mouse mAbs can be divided into an anti-isotype (Fc fragment) 
response and an anti-idiotype (Id) (Fab fragment) response. It has been reported that 
the presence of the murine Fc region may make mAbs more immunogenic, whereas the 
Fab fragments are much less immunogenic ( 79 ). Using murine anti-CD4 mAbs in 
rhesus monkeys, it has been possible to obtain therapeutic effects in the presence of 
host antimouse IgG antibodies only if no anti-Id antibodies are present ( 80 ). The 
presence of anti-Fc region antibodies increased the efficacy of the anti-CD4 antibodies. 
This improvement has also been observed in patients with colorectal cancer treated 
with a mouse mAb, edrecolomab (Panorex) ( 81 ). However it remains to be proven in 
ongoing clinical trials whether human mAbs will have less immunogenicity in patients 
than humanized or chimeric mAbs because the antihuman antibody response (HAHA) 
elicited in patients is directed against the Id of the therapeutic antibody, which is 
“foreign” in both human and humanized mAbs ( 82 ). Hence, HAHA could be dependent 
on the presence of immunodominant epitopes in a given Id and not on humanization 
versus chimerization per se.

In various clinical trials using chimeric or humanized mAbs, only very low frequencies 
and titers of anti-Id antibodies have been reported ( 83 ). With regard to the development 
of HAHA, two distinct types have been observed: (a) type I (49% of patients) is 
characterized by an early onset and the lack of infusion-related adverse effects; (b) type 
II (17% of patients) is characterized by a later onset and adverse events requiring the 
discontinuation of treatment. The presence or absence of HAHA in the serum of 



patients with various diseases may also depend not only on the immune status of the 
patients but also the nature and stage of the disease, as well as on the dose regimen. 
These variables may explain the differences in the frequencies and titers of HAHA 
reported by different groups.

How Monoclonal Antibodies Work

There are three major mechanisms involved in the action of therapeutic mAbs. These 
include blocking, targeting, and signaling ( 84 ). Blocking prevents the interaction among 
various ligands and their receptors as well as the “cross-talk” among cells. Targeting 
involves binding to specific cells, which are then removed or destroyed by ADCC or 
CDC. Signaling, leading to the arrest of cell growth or the induction of apoptosis, occurs 
after cross-linking of neighboring receptors. Any given therapeutic mAb may work by 
one or more of these mechanisms.

Blocking mAbs can block cytokines or receptor-ligand interactions that play key roles in 
immune responses. Therefore, most blocking mAbs are used for the treatment of 
autoimmune diseases or for immunosuppression. One example is the use of a chimeric 
mAb against TNF-a, infliximab (Remicade), which is a key cytokine in the pathogenesis 
of inflammation. Anti–TNF-a neutralizes its activity and reduces the tissue injury caused 
by autoimmune responses and is used in the treatment of rheumatoid arthritis ( 85 ) and 
Crohn’s disease ( 86 ). Other mAbs block IL-2Rs (daclizumab and basilixumab) by 
binding to their a (CD25) subunit. High-affinity CD25-containing IL-2Rs are present on 
the surface of activated, but not resting, T and B lymphocytes. These mAbs thereby 
inhibit IL-2–mediated cell growth. Such mAbs are recommended for the prophylaxis of 
acute organ rejection. Short-term blockade of T-cell function may lead to long-term 
tolerance of the transplanted organs ( 87 ).

Targeting Because most mAbs are not cytotoxic per se, cooperation with FcR-bearing 
effector cells is required. This was demonstrated by using either Fc?RI and Fc?RIII 
knockout mice or mutant mAbs devoid of the ability to interact with FcRs ( 88 ). In both 
cases, the antitumor activity of the mAbs was completely abolished. Conversely, the 
antitumor activity of some mAbs was increased in Fc?RIIb knockout mice, a finding 
suggesting that this is an inhibitory receptor endowed with a check-and-balance role in 
ADCC ( 88 ). The efficacy of the mAb also depends on the nature of the targeted antigen 
and its behavior after binding of the mAb. Some membrane antigens are internalized 
rapidly after the binding of antibody (e.g., CD3, CD19), whereas others are not (e.g., 
CD20, CD52). For clinical responses requiring the lysis of target cells by a particular 
mAb, a nonmodulating antigen may be preferable. Studies in patients treated with 
alemtuzumab (Campath-1H; chimerized anti-CD52) have shown the importance of both 
the isotype of the mAb and the expression and stability of CD52 on the surface of the 
targeted cells ( 75 ). However, despite the consensus that ADCC is of critical importance 
in determining clinical outcome, this has not been formally proven in humans. This lack 
of data emphasizes the importance of in vivo models for studying the effector functions 
of mAbs, because some mAbs that have performed very well in vitro have failed in 
clinical trials ( 89 ). The role of cell-mediated cytotoxicity (CMC) in the therapeutic activity 



of mAb both in mice and in patients with cancer remains controversial ( 84 ).

Signaling A signaling role for mAbs was first demonstrated using anti-Fas (CD95) 

antibody, which induced apoptosis in all CD95 + cells ( 90 ). Similarly, clinical studies 
demonstrated a correlation between the ability of therapeutic mAbs to induce 
transmembrane signaling in lymphoma cells and clinical responses in patients ( 91 ). 
Many mAbs that have been candidates for the treatment of lymphoma are capable of 
negatively signaling neoplastic B cells. Thus, both anti-CD19 and anti-CD22 mAbs can 
induce cell-cycle arrest in targeted cells both in vitro and in mice xenografted with 

human tumors ( 92 , 93 ). In the case of CD20 + lymphoma cells, cross-linking CD20 with 
various mAbs, including the chimerized anti-CD20 mAb, rituximab (Rituxan), induces 
certain signaling events such as increased protein tyrosine phosphorylation, activation 
of protein kinase C, and up-regulation of Myc ( 94 ). The binding of anti-CD20 mAbs to 
some neoplastic B-cell lines can induce apoptosis, but the induction of apoptosis is 
clearly dependent upon cross-linking and, more accurately, on hyper–cross-linking by 
the mAb ( 95 , 96 ). Signaling through CD20 may be related to the rapid movement of this 
antigen and Src kinases into lipid rafts ( 97 ). Similarly, in the murine BCL 1 (B 

lymphoma) tumor model, anti-Id can induce tumor dormancy ( 98 ). Tumor cells that 
eventually escape anti-Id–mediated dormancy often show alterations in their levels of 
critical signaling proteins such as Syk, HS-1, and Lyn ( 98 ). Another example of a 
signaling antibody is anti–CD152, which enhances the activity of T cells that recognize 
tumor antigens. The treatment of mice with some, but not other, tumors is highly 
effective ( 99 ). The same antibody can induce autoimmunity in other situations, so its 
use must be carefully evaluated. Clinical trials with anti-CD152 are ongoing ( 99 ).

Engineering Monoclonal Antibodies with Enhanced or Decreased Activities

It is often desirable to change the affinity, specificity, and effector functions and to 
decrease the immunogenicity of mAbs for clinical use. These changes can be achieved 
by engineering the CDRs (involved in antigen binding) or the amino acid residues in the 
Fc region of the molecule (involved in the binding of FcR or C1q) and the epitopes 
responsible for immunogenicity. The generation of human mAbs with high affinity and 
specificity for the targeted antigen can be achieved by phage display using various 
procedures such as the shuffling of heavy- and light-chain genes and random or 
directed mutagenesis of CDRs. These techniques, followed by selection of the desired 
mutants, has resulted in mAbs with affinities in the nanomolar or even picomolar ranges 
( 75 ). In addition, it is sometimes desirable to modify the effector function and 
pharmacokinetics of an mAb to improve or decrease binding to FcR-bearing cells and 
complement components or to prolong or shorten persistence in the circulation. MAbs 
lacking the ability to mediate effector functions are used when local inflammation is 
undesirable. For example, one may want to prevent allograft rejection but not generate 
a massive inflammatory response in situ. Aglycosylated antibody obtained by a single 
mutation in the Asn-297 residue has greatly reduced binding to FcR and C1q, and an 
aglycosylated humanized mAb against CD3 is being evaluated in clinical trials to 
prevent allograft rejection ( 100 ). Modifications in residues 233 to 236 (in the lower hinge 
region) ( 101 ) or a single mutation of the residue Asp-265 ( 102 ) considerably decreased 



the activity of an mAb both in vitro ( 101 ) and in vivo ( 102 ).

Conversely, when effector functions and an inflammatory response are highly desirable, 
the goal is to improve CDC and ADCC. In this regard, high-resolution mapping of the 
binding site of human IgG1 for Fc?RI, II, and III has led to the design of IgG1 variants 
with improved binding to all three FcRs ( 103 ). MAbs with increased binding to C1q have 
been obtained by modifying only two amino acid residues (Lys-326 and Glu-333) in the 
CH2 domain of the chimeric mAb, rituximab ( 104 ).

As noted previously, the persistence of IgG antibody in the circulation depends on its 
interactions with FcRn ( 70 ). By mapping the binding site on mouse IgG for FcRn, it has 
been demonstrated that a few amino acid residues localized at the interface of the CH2 
(Ile-253, His-310) and CH3 (His-435, His-436) domains are responsible for the 
persistence of mouse IgG in the circulation ( 70 ). By modifying these or nearby amino 
acid residues, various mutants with increased or decreased affinities for FcRns have 
been generated ( 103 ). These have prolonged ( 105 ) or shortened ( 106 ) half-lives in mice. 
Increasing the persistence of antibody in the circulation facilitates tumor penetration by 
increasing the concentration gradient across the interstitium. Decreasing the 
persistence is desirable for delivering a toxic payload in which rapid clearance of the 
unbound toxic conjugate may diminish its harmful side effects.

As mentioned, immunogenicity of mAbs has been decreased by chimerization or 
humanization of mouse mAbs or by generating human mAbs. Prophylactic induction of 
tolerance against therapeutic mAbs is also an attractive approach. For example, when 
injected into mice expressing CD52, modified alemtuzumab (Campath-1H, which 
cannot bind to cells) induced tolerance against the wild-type cell-binding mAb ( 75 ).

Immunoglobulin G and Monoclonal Antibodies in Clinical Practice

Intravenous Immunoglobulin The criteria for an optimal IVIG preparation are as 
follows: (a) the use of IgGs with native structure and function; (b) isolation of these IgGs 
from a large pool of plasma (15,000 to 30,000 donors) containing the entire spectrum of 
IgG antibodies; (c) the presence of all four isotypes in physiologic ratios; and (d) the 
lack of infectious agents, large aggregates, or any toxic material. The FDA has 
approved the use of IVIG in three clinical situations: (a) replacement therapy for 
immunodeficiencies, (b) prevention and treatment of infectious diseases; and (c) 
therapy of autoimmune disorders.

Replacement Therapy in Immunodeficiencies Gamma globulins were first used to 
treat the primary immunodeficiency, Bruton’s X-linked agammaglobulinemia ( 107 ). 
Many other defects in antibody formation have been identified, and in all cases IVIG 
therapy has been used successfully. The most prominent clinical manifestation of 
antibody deficiency syndromes is infection by a wide variety of bacteria, viruses, 
protozoa, and fungi. Noninfectious complications are also common in patients with 
antibody deficiencies including malignant diseases (e.g., lymphomas, 
adenocarcinomas) and autoimmune diseases (e.g., idiopathic thrombocytopenic 



purpura, hemolytic anemia). IVIG therapy has been used with some degree of success 
in secondary or acquired immunodeficiencies such as those induced by protein loss 
through the kidney (nephrotic syndrome), bowel (ulcerative colitis), and skin (burned 
patients). IVIG has also shown promise in patients with bone marrow transplants.

Prevention and Treatment of Infectious Diseases IVIG contains antibodies against a 
wide variety of bacterial and viral pathogens. Therefore, administration of IVIG provides 
passive protection against many infectious diseases. The benefits of IVIG therapy have 
been attributed to the neutralization of common infectious agents such as 
Pseudomonas aeruginosa, varicella virus, Streptococcus pneumoniae, Haemophilus 
influenzae, cytomegalovirus (CMV), respiratory syncytial virus, hepatitis A and B 
viruses, and many other pathogens. Because only certain antiviral antibodies are 
present in sufficient amounts in standard IVIG preparations, hyperimmune preparations 
have been obtained from selected high-titer plasma donors or from immunized or 
vaccinated subjects. HYPERIVIG is commercially available for intravenous or 
intramuscular administration in cases of infections with CMV, P. aeruginosa, and 
hepatitis B virus and in Rh incompatibility ( 107 ).

Therapy of Autoimmune Disorders The surprising efficacy of IVIG in increasing 
platelet counts in patients with idiopathic thrombocytopenic purpura (ITP) ( 108 ) led to 
the empiric and often successful use of IVIG therapy in a large number of autoimmune 
diseases ( Table 2). In almost all these diseases, treatment with IVIG has proven to be 
more beneficial than conventional therapy. Thus, in the treatment of patients with 
Guillain-Barré syndrome ( 109 ) or myasthenia gravis ( 110 ), the infusion of IVIG gave a 
more favorable outcome than plasmapheresis. Studies comparing the efficacy of IVIG 
versus aspirin in the treatment of Kawasaki’s syndrome demonstrated that IVIG was 
superior with regard to both the duration and the outcome of the disease ( 111 ).

Mechanism of Action of Intravenous Immunoglobulin The mechanism of action of 
high doses of IVIG in the treatment of autoimmune disorders is not well understood, 
and none of the numerous mechanisms proposed can satisfactorily explain the clinical 
results. Several hypotheses have been proposed. The first is the involvement of the 
Id–anti-Id network; that is, IVIG passively transfers autoanti-Ids and actively alters the 
endogenous regulation of autoantibody production through Id–anti-Id interactions ( 112 ). 
IVIG contains a vast assortment of anti-Id autoantibodies able to neutralize the 
autoantibodies in the circulation. Clinical observations in anti–factor VIII autoimmune 
disease, myasthenia gravis, systemic lupus erythematosus, Guillain-Barré syndrome, 
and other autoimmune diseases have indicated that patients responding to IVIG 
treatment develop anti-Id antibodies directed against the implicated autoantibodies. 
Thus, patients with myasthenia gravis have received lasting benefits after IVIG 
treatment with a significant decrease in autoantibody titers against the acetylcholine 
receptor resulting from the development of anti-Id ( 113 ). Second, it has been proposed 
that the Id–anti-Id immune complexes present in the IVIG preparation as dimers may 
down-regulate autoantibody production by cross-bridging FcRs and antigen receptors 
on B cells or by interacting with other cell surface receptors that may alter the secretion 
of cytokines that modulate T- and B-cell functions ( 114 ). FcR blockade emphasizes the 
role of the Fc region in the therapeutic effect of IVIG. Decreased binding of 



autoantibody-coated target cells (e.g., platelets, red blood cells) to FcR-bearing effector 
cells of the reticuloendothelial system (mainly macrophages) is considered to be the 
predominant mechanism involved in the efficacy of the IVIG treatment in various 
cytopenias ( 115 ). IVIG blocks the binding of autoantibody-coated platelets and prevents 
their destruction by macrophages expressing the Fc?RIII activation receptor. The 
blockade of Fc?RIII by IVIG is suggested by studies showing that the same clinical 
effects were obtained in the treatment of ITP with anti-Fc?RIII mAb ( 116 ) or with the Fc 
fragment of IVIG ( 117 ). Another explanation for the role of FcR has been presented 
using a mouse model of ITP ( 118 ). It has been shown that injected IVIG induces the 
increased expression of inhibitory Fc?RIIb on splenic macrophages. Cross-linking the 
newly expressed Fc?RIIb and the Fc?RIII by the platelet-antiplatelet antibody immune 
complexes abolishes the activation signal induced by Fc?RIII and results in abrogation 
of phagocytosis and platelet depletion. In addition, the Fc region of IVIG can also bind 
to the C3b and C4b components of complement and thereby can both inhibit their 
binding to target cells and solubilize the harmful circulating immune complexes ( 119 ). 
Consistent with this explanation, decreased C3 binding and prolongation of red blood 
cell survival in the circulation were observed after treatment of patients with 
autoimmune hemolytic anemia ( 119 ). Finally, hypercatabolism of autoantibody induced 
by high doses of IVIG ( 120 , 121 ) results from an IgG concentration effect on catabolism ( 
122 ) and the role of FcRn in the regulation of the rate of IgG catabolism. The increased 
catabolism of endogenous IgG (including autoantibodies) by the administration of high 
doses of IVIG could be the result of the saturation of FcRn in the patient and the 
random destruction of excess IgG molecules. Alterations in IgG catabolism, the 
blockade of the function of FcR-bearing effector cells, and the Id–anti-Id network may 
all contribute to the effects of IVIG therapy in autoimmune diseases. However, the 
relative contribution of each mechanism may differ from one disease to another.

Monoclonal Antibodies The desired criteria for an optimal therapeutic mAb are as 
follows: (a) the choice of IgG1 or IgG4, depending on whether effector function is 
desirable (IgG1) or not (IgG4); (b) lack of cross-reactivity (or expression of) antigens on 
life-sustaining tissues or organs; and (c) low rates of endocytosis after interaction of the 
target antigen with the mAb. The mAbs currently approved by the FDA are used in the 
treatment of malignant disease, some inflammatory diseases, and toxic shock.

Cancer

Treatment of B-Cell Lymphomas with Rituximab. In 1997, the first mAb to treat 
cancer was approved by the FDA, a chimeric IgG1 antihuman CD20 (rituximab) ( Table 
3). The CD20 antigen is an appropriate target for mAb therapy because it is expressed 
on 90% of malignant B cells. Although CD20 is also expressed on normal B cells, it is 
not expressed on B-cell precursors, plasma cells, or stem cells. Patients treated with 
rituximab recover their B-cell population in 3 to 12 months without any significant 
increase in the incidence of infections. CD20 is not shed and does not undergo 
modulation after binding to rituximab. The mechanism of action may involve 
ADCC/CMC, as suggested by in vitro experiments using this mAb constructed with a 
human IgG4 instead of IgG1. Treatment of patients with indolent NHL led to a response 
rate of 48% with a median duration of 12 months, with 10% to 15% of patients 



sustaining remissions for more than 24 months in the absence of additional therapy. 
The adverse events were minor, and HAMA was detected in only 1% of treated patients 
( 123 ). The low frequency of immune responses is probably related to previous 
immunosuppressive treatments or to the immunosuppressive nature of the disease. 
Rituximab was also combined with chemotherapy in patients with diffuse large cell 
B-cell lymphoma, and responses were significantly better than with chemotherapy alone 
( 124 ). Rituximab has also been used as a first-line treatment of indolent NHL. 
Responses were higher in patients with fewer previous treatments ( 125 ). Finally, 
rituximab can be administered with various chemotherapeutic regimens without 
increased toxicity. Another mAb used for the treatment of NHL, but not yet approved by 
the FDA, is epratuzumab (LymphoCide) ( A onmouseover="window.status='View Table 
3';return true" href="ch0050.htm#T3-DA9-C50">Table 3), a humanized IgG1 anti-CD22 
antibody. This mAb is being evaluated in advanced clinical trials. In contrast to CD20, 
the CD22 antigen is internalized after binding to the mAb. In a phase I clinical trial 
involving 51 patients with indolent and diffuse B-cell lymphomas, responses were lower 
than those achieved using rituximab. A possible explanation for the lower efficacy is the 
internalization of the CD22 antigen, which may shorten its persistence on tumor cells 
and hence may decrease ADCC/CMC. Treatment was well tolerated, and HAHA was 
rare. Further studies to evaluate the therapeutic role of this mAb are warranted ( 126 ).

Treatment of Breast Cancer with Trastuzumab (Herceptin). Overexpression of Her-2 
occurs on primary breast cancers in 20% to 25% of patients and is associated with a 
poor prognosis ( 127 ). Because Her-2 is involved in the pathogenesis of breast cancer, it 
became an important target for mAb therapy. Her-2 belongs to the family of epidermal 
growth factor (EGF) receptors. Therefore, anti–Her-2 (trastuzumab) may inhibit cell 
growth either by preventing the soluble growth factor from binding to its cognate 
receptor or by inducing an antimitogenic signal. The presence of mAb on the surface of 
tumor cells may also trigger the lysis of target cells by ADCC or CMC. However, Her-2 
is internalized to a significant degree, and the extracellular domain of the molecule can 
also be cleaved from the cell surface ( 127 ). The function of this soluble receptor is not 
known, but it has been demonstrated that, in patients with circulating soluble Her-2, the 
anti–Her-2 mAb has a decreased half-life ( 127 ). Anti–Her-2 also appears to prevent the 
release of some angiogenic cytokines from tumor cells ( 128 , 129 ), and this should 
decrease their metastatic potential. Trastuzumab has been evaluated in several clinical 
trials in women with metastatic breast cancer overexpressing Her-2. In a pivotal trial, 
15% of the 222 women with metastatic breast cancer who were previously treated with 
chemotherapy had an objective response (OR). The response was even higher (31%) 
in patients with the highest levels of Her-2 expression on their tumors ( 130 ). The 
addition of trastuzumab to a chemotherapy regimen resulted in more ORs, and the best 
synergy was observed using the taxanes. In the case of trastuzumab plus doxorubicin 
or cyclophosphamide, the incidence of cardiotoxicity was increased when trastuzumab 
was used. The basis for this increase in cardiotoxicity is unclear, but the finding that 
Her-2 is expressed at low levels in the myocardium may play a role in the increased 
cardiotoxicity of the combined treatment. Not every patient responds, and the reasons 
for this are currently unclear. Many other mAbs are presently being tested in clinical 
trials as single agents or in combination with chemotherapy ( Table 3).



Non-neoplastic Disease Many mAbs are currently being evaluated in clinical trials for 
their activity in inflammatory diseases (e.g., rheumatoid arthritis, Crohn’s disease) and 
allograft rejection. A partial list of such mAbs is presented in Table 4, and one mAb is 
FDA approved.

 

TABLE 4. Selective list of unconjugated chimeric, humanized, and human antibody 
used in clinical trials for diseases other than cancer

Rheumatoid Arthritis and Crohn’s Disease. The first mAb to be used in clinical trials 
for non-neoplastic disease was infliximab (Remicade), a chimerized human IgG1 mAb 
which binds to and neutralizes TNF-a (a potent proinflammatory cytokine). Rapid clinical 
improvements (lasting 1 to 2 months) were observed in patients with rheumatoid 
arthritis, and the duration of the responses was related to the concentration of the mAb 
in the circulation. Repeated treatments were necessary to maintain a therapeutic effect, 
but the duration was progressively shortened after repeated treatments ( 131 ). Half of 
the patients receiving retreatment cycles developed HAMA, and this may account for 
treatment failures. To decrease HAMA, methotrexate was administered ( 131 ). To 
decrease immunogenicity, other versions of anti–TNF-a were constructed. These 
include humanized and fully human (D2E7) mAbs ( Table 4). Infliximab has also been 
used for the treatment of Crohn’s disease. About two-thirds of the patients responded to 
a single infusion of this mAb, a finding indicating that retreatment cycles may be 
necessary. Of major clinical interest is the beneficial effect of this mAb on the healing of 
fistulae in Crohn’s disease for which no optimal therapy is available ( 86 ). The adverse 
effects of infliximab include infections and autoimmune reactions. Because TNF-a plays 
a significant role in tumor surveillance, long-term or extended treatment risks may 
include lymphoproliferative disorders.

Organ Transplantation A murine mAb against human CD3 on T cells was the first 
mAb to enter clinical trials to prevent organ rejection. The original mouse mAb (OKT3) 
is FDA approved and is still used to reverse corticosteroid-resistant transplant rejection 
episodes. To decrease both the immunogenicity and the cytokine release 
syndrome/cytokine storm associated with the use of OKT3 treatment, humanized mAbs 
were generated. These mAbs had decreased immunogenicity, and because they were 
IgG4s and did not bind to FcR-bearing effector cells, they functionally blocked the 



targeted CD3 + T cells without lysing them ( 132 ). Clinical trials using the humanized 
anti-CD3 mAb confirmed its ability to reverse the acute rejection of renal allografts in 
the absence of cytokine storm. Current combination therapies for the prophylaxis of 
acute organ rejection in adult patients include either chimeric (basiliximab [Simulect]) or 
humanized (daclizumab [Zenapax]) mAbs, both of which are directed against CD25 on 
activated T cells. No cytokine storm or significant decreases in circulating lymphocytes 
have been observed. Importantly, there have been fewer opportunistic infections or 
lymphoproliferative disorders as compared with the use of other immunosuppressive 
agents. The efficacy of these anti-CD3, CD4, CD25, and other anti–T-cell mAbs in 
allograft rejection still falls short of the expectation generated by the results obtained in 
animal models, in which such treatments may induce tolerance to the graft. 
Nevertheless, mAbs are highly beneficial in human patients. Anti-CD4 and anti-CD25 
are under intensive study.

Conclusions IVIG and mAbs are rapidly becoming standard care in many diseases. In 
some cases, their mechanisms of action are well defined, but in others they are not. 
Problems such as immunogenicity, serum half-life, and tumor penetration have been 
addressed and in many cases solved by genetic engineering. For some applications, 
IVIG and mAbs can be used as stand-alone therapy, whereas in others, they are more 
effective in combination with other conventional or experimental therapies.

Bispecific Monoclonal Antibodies

Basic Considerations Bispecific mAbs (BsmAbs) are mAbs with dual specificities: ne 
arm recognizes the target cell, and the other recognizes an effector cell or a toxic 
molecule ( Fig. 1A and Fig. 1B). Most BsmAbs are being developed to treat cancer. The 
three major approaches for creating BsmAbs ( Fig. 1C) are as follows: (a) chemical 
cross-linking of two mAbs to create a tetravalent molecule with two intact 
immunoglobulins, each with two binding sites for a specific antigen; (b) fusion of two 
hybridomas, to generate quadroma cell lines ( 133 ), which produce divalent 
immunoglobulins in which each VH-VL pair has one of two different specificities; and (c) 
genetic engineering ( 134 ), to create chimeric proteins that are multivalent and consist of 
two recombinant mAb fragments linked genetically or by a conventional chemical 
cross-linker or a single-chain chimeric protein.

 



FIG. 1. How BsMAbs kill cells.  (A) One arm of the BsMAb binds to the targeted tumor 
cell and the other arm binds to a drug, toxin, or isotope. (B) Effector cells are brought 
into contact with a tumor cell via a BsMAb, where one arm binds to the tumor cell and 
the other to a surface antigen on the effector cell (T cell, NK cell, macrophage, 
granulocyte, or neutrophil). MAb binding triggers lytic activity or the release of damaging 
cytokines from the cytotoxic cell. (C) Bispecific MAbs. ( 1 ) These are tetravalent, 
chemically cross-linked molecules. Two MAbs are held together covalently by a 
chemical cross-linker. This construct has four binding sites: two for antigen A, and two 
for antigen B. ( 2 ) Divalent quadromas are obtained from the secretions of hybrid 
hybridomas (quadromas). The quadroma receives one set of heavy and light chains 
from each parent hybridoma, creating one binding site for antigen A and one for antigen 
B. ( 3 ) Divalent recombinant molecules are single-chain fusion proteins with one binding 
site for antigen A and one for antigen B ( 153 ). “Reprinted with permission from R. 
Farah, B. Clinchy, L. Herrera and E. S. Vitetta. Critical Reviews in Eukaryotic Gene 
Expression, 1998;8(3&4):321–356.”

BsmAbs have been used to deliver cytotoxic drugs or toxins to tumor cells. These 
include toxins, such as saporin, ricin A chain (RTA), and vinca alkaloids, as well as 
radioisotopes ( Fig. 1A). One arm of the BsmAb binds to a surface molecule on the 
targeted cell, and the other arm is preloaded with the agent to be delivered ( 135 , 136 ). It 
is critical that both arms retain binding affinity in vivo and that favorable 
pharmacokinetics and biodistribution are achieved. BsmAbs have also been used 
successfully in animals ( 137 ) to activate different effector cells (e.g., phagocytic cells, 
NK cells, and T lymphocytes) in situ after cross-linking them to target cells ( Fig. 1B). 
Generally, T cells are targeted through CD3, which is an integral part of the 
antigen-specific T-cell receptor (TCR), NK cells are targeted through Fc?RIII (CD16), 
and phagocytic cells are targeted through Fc?RI (CD64) ( 136 ). These targeted effector 
cells become cytotoxic when they are bound to the tumor cell, and the killing of normal 
bystander cells is avoided. The lytic machinery of the cytotoxic cell depends on whether 
it is a T cell, an NK cell, or a macrophage. Hence, T and NK cells release cytotoxic 
granules or cytokines or induce receptor-mediated apoptosis, whereas phagocytic cells 
(e.g., granulocytes, neutrophils, and macrophages) induce ADCC through their Fc? 
receptors. In addition, other FcRs ( 138 ) and adhesion molecules ( 139 ) have been 
identified as alternative signaling molecules on effector cells. The effector cells can be 
adoptively transferred after in vitro treatment with BsmAbs, or the patient’s own cells 
can be targeted in vivo. However, preactivation of the effector cells is almost always 
required ( 140 ), and the presence of co-stimulatory molecules, such as CD28, IL-2, 
lymphocyte function–associated antigen-1 (LFA-1), CD2, and GM-CSF, is often 
necessary to achieve activation. Recently designed BsmAbs (BiLu, which is a mouse 
IgG2a x rat IgG2b) ( 141 ) redirect not only T cells but also FcR-positive (FcR) + 
(accessory) cells to the tumor site ( 142 ). This trifunctional BsmAb can kill tumor cells 
very efficiently without any additional co-stimulation of effector cells in vitro. 
Long-lasting antitumor immunity is induced in mice ( 142 ). There are two major 



limitations to using BsmAbs. These include their large size (twice the size of mAbs), 
which decreases their ability to penetrate tumors and, in the case of mouse mAbs, the 
generation of HAMA. The first drawback can be improved by preparing recombinant Fvs 
( 134 , 143 ), whereas the second problem can be solved by using humanized and 
chimeric BsmAbs. 

Clinical Applications BsmAbs for delivering immune effector cells and, to a lesser 
extent, for delivering radionuclides, drugs, and toxins to tumors have been evaluated in 
clinical trials ( 83 ). The most extensively used target molecules are CD3 on T cells, 
Fc?RIII (CD16) on NK cells, and Fc?RI (CD64) on granulocytes and macrophages. 
More recently, FcaRI (CD89) on macrophages has been targeted ( 144 ). Clinical trials in 
B-cell malignancies have been initiated ( 145 ), and several phase I/II trials for Hodgkin’s 
disease (HD) have been conducted ( 146 ). Some small-scale trials involving intracavitary 
administration of BsmAbs to treat ovarian cancer have produced encouraging results ( 
147 ), but treatment failures occurred because of the presence of metastatic cells, which 
were refractory to intracavitary administration of the BsmAbs ( 83 ). Promising early 
results have been obtained in trials for neurocarcinomas ( 148 ), colorectal cancer ( 149 ), 
renal cancer ( 150 ), and lung cancer ( 151 ). However, a common clinical problem 
associated with BsmAb therapy is the systemic activation of effector cells that cause 
cytokine storm, leading to serious side effects. Moreover, the pharmaceutical 
development of BsmAbs is costly because of the difficulty of producing them in 
sufficient quantities and purity for clinical trials ( 83 ). Despite proof of principle, a major 
challenge in this field is to develop technologies to produce larger quantities of better 
BsmAbs for human use.

IMMUNOCONJUGATES

Introduction

ICs are cell-targeting molecules, such as mAbs, cytokines, or soluble receptors that 
have been genetically or biochemically coupled to cytotoxic moieties ( 152 ). Thus, the 
cell-targeting portion of an IC is used as a delivery system for toxins, radioisotopes, 
drugs, enzymes that can activate prodrugs, liposomes, or effector cell-recruiting 
structures ( Fig. 2) ( 153 ). From the multitude of ICs, three types have entered clinical 
trials in humans: immunotoxins (ITs), radiolabeled mAbs, and antibody-directed enzyme 
prodrug therapy (ADEPT) ( 152 ). The following sections describe some of these 
constructs, the rationale for their development, and their clinical evaluation ( 153 ).



 

FIG. 2. (A) ICs are MAbs linked to a variety of toxic agents or effector molecules. The 
linkage can be chemical or the IC can be generated by genetic engineering. (B) 
Immunoliposomes consist of a toxic agent encapsulated within a lipid vesicle with 
multiple MAbs attached to the vesicle as targeting moieties ( 153 ). “Reprinted with 
permission from R. Farah, B. Clinchy, L. Herrera and E. S. Vitetta. Critical Reviews in 
Eukaryotic Gene Expression, 1998;8(3&4):321–356.”

Immunotoxins

Development The conjugates referred to as ITs are hybrid molecules consisting of 
mAbs linked to powerful toxins (or toxin subunits) purified from plants, fungi, or bacteria 
( 154 , 155 and 156 ) ( Fig. 2A). These toxins inhibit protein synthesis after the IT is 
internalized and lead to death of the targeted cell. mAbs that are unable to signal cells 
negatively or to elicit effector functions can still be useful as ITs as long as they are 
cycled into target cells. There are several advantages in using ITs. First, very small 
quantities of ITs are required for effective killing of target cells (e.g., a single toxin 
molecule in the cytosol can kill a cell), whereas significantly larger amounts of 
unconjugated mAbs are used with comparable or often inferior effects. Second, ITs kill 
both resting and dividing cells. Therefore, as compared with chemotherapeutic agents, 
they can also be effective against dormant, noncycling tumor cells ( 153 ). ITs do, 
however, induce more systemic toxicity because of their toxic moieties.

Characteristics of Toxins ITs were first described in the late 1970s ( 153 ). Since that 
time, the numbers of ITs, as well as the toxins used to construct them, have increased 
significantly ( Table 5) ( 153 ). The most frequently used toxins are modified RTA and a 
portion of Pseudomonas exotoxin (PE). Despite their different origins and mechanisms 
of action, both inhibit protein synthesis. After binding to the target through the mAb 
portion (specific for antigens present on the cell surface), the toxic moiety must be 
internalized and eventually translocated into the cytosol, to block protein synthesis.



 

TABLE 5. Toxins used for the preparation of immunotoxins

Plant toxins are ribosome-inactivating proteins (RIPs). Based on their structure, RIPs 
can be divided into types I and II. Both inactivate the 60S ribosomal subunit by cleaving 
the 28S rRNA, thus preventing its interaction with elongation factor 2. Type I RIPs have 
a single enzymatically active protein A chain, whereas type II RIPs holotoxins consist of 
two chains, A and B, linked together by disulfide bonds ( 157 ). The A chain contains the 
enzymatic activity, and the B chain is responsible for cell binding and entry. To prepare 
an IT, the B chain has to be removed or modified because its galactose-binding 
domains can bind nonspecifically to galactose-containing glycoproteins and glycolipids 
expressed on all normal mammalian cells. The galactose-binding sites in the B chain of 
ricin have been specifically modified to generate blocked ricin ( 158 ). This is not a 
problem for type I RIPs, because they lack B chains or their equivalents. The bacterial 
toxins, PE and diphtheria toxin (DT) are single polypeptides, with enzymatic activity, cell 
binding, and entry functions located in different domains of the protein ( 159 , 160 ). DT is 
cleaved extracellularly, resulting in two fragments held together by a disulfide bond. 
Both DT and PE inhibit protein synthesis by catalyzing the ADP-ribosylation of 
elongation factor 2, thus leading to its inactivation ( 160 ). 

Characteristics of Cross-Linkers The most important characteristic of the cross-linker 
used to link the toxin or toxin subunit to the cell-binding moiety is to create a bond that, 
although stable extracellularly in the blood and tissues, is labile inside the target cell, 
thus allowing the toxin to enter the cytosol of the target cell. The cross-linkers may vary 
depending on whether the toxin is a holotoxin (containing A and B chains) or a 
single-chain toxin or RIP. In the first case, the disulfide bond between the A and B 
chains is present for release intracellularly, whereas in the second case, it is necessary 
to introduce a disulfide bond between the mAb and toxin or toxin subunit, because this 
is the only linkage that will release the toxin inside the cell. Various heterobifunctional 
cross-linkers have been used to introduce disulfide bonds into mAbs ( 161 , 162 ). To 
prevent in vivo attack by thiols, which can destabilize the disulfide bond, extracellular, 
hindered disulfide bonds have been developed ( 163 ). In the case of type I RIPs, 
thiol-containing groups cross-linkers can be introduced, but this can decrease toxicity. 
Thioether bonds are more stable in the blood, but they can be used only in holotoxins or 
fragments that already contain intrachain disulfide bonds or proteolytic cleavage sites, 
because cleavage of these bonds is critical for the translocation of the active A chain 



from the endosome into the cytosol of the cell ( 153 ).

Characteristics of Target Antigens The most important features of the antigens used 
as targets for ITs are their ability to be internalized after binding to the IT and the 
subsequent intracellular routing pathway used. The IT is effective only when it binds to 
a cell membrane antigen (e.g., growth factor receptors), which can be internalized into 
nonlysosomal compartments (e.g., endosomes or other acidic vesicles). It has also 
been reported that ITs directed against antigenic epitopes that are proximal to the 
plasma membrane are more effective than those directed against epitopes that are 
more distal ( 164 ). Moreover, every target cell must express the antigen recognized by 
the IT because there is no bystander effect on antigen-negative cells. Because such 
uniformity in antigen expression rarely happens, mixtures of ITs will eventually be 
necessary.

Fusion Toxins ITs have also been prepared by genetic engineering and expressed as 
single-chain chimeric fusion toxins. PE and DT have been successfully expressed as 
recombinant toxins containing domains responsible for enzymatic activity and lacking 
domains with cell-binding activity ( 165 ). Fusion proteins with RTA have also been 
prepared, but their potency is suboptimal ( 166 ). Recombinant ITs offer advantages over 
conventionally constructed ITs. They are smaller and can penetrate tissues more 
efficiently. However, their half-life in the circulation is shorter, so continuous infusion 
regimens may be necessary ( 167 ). The toxin molecule can be altered through genetic 
engineering. There are several ways to modify toxins ( 153 ): (a) by introducing 
sequences that can provide better intracellular routing, (b) by introducing residues that 
simplify coupling to the toxin, and ( 3 ) by eliminating or altering sequences that induce 
side effects such as hepatotoxicity or vascular leak syndrome. To date, several toxins 
have been modified. With respect to the single-chain ITs, there is a major technical 
problem owing to the instability of the Fv portion of the mAb, but this problem can be 
overcome by constructing fusion proteins in which a disulfide bond is used to link the Fv 
to the toxin. Such molecules are more stable in vivo ( 168 , 169 ).

Limitations Major limitations to IT therapy include immunogenicity and systemic 
toxicity. The immunogenicity of some ITs can be decreased by derivatizing them with 
polyethylene glycol (PEG) or by concomitant administration of immunosuppressive 
agents ( 53 , 170 ). With respect to toxicity, clinical trials have shown two major 
dose-limiting side effects of IT therapy: hepatotoxicity (for PE-based ITs) and vascular 
leak syndrome (VLS) (for RTA-based and DT-based ITs) ( 171 , 172 ). Hepatotoxicity is 
probably the result of the interactions between sequences in the PE or DT-molecule 
and liver cells. With regard to vascular leak syndrome, type I and II RIPs damage 
vascular endothelial cells ( 173 ) and increase vascular permeability, which can cause 
edema, hypoxia, and even organ failure. These limitations are being addressed by 
modifying the structure of the toxins. With regard to RTA-mediated VLS, effort to 
generate RTA mutants lacking this activity appear to be encouraging (Smallshaw, et 
al.).

Clinical Applications Experimental results with ITs in animal models are not available 



for all ITs that have been used in clinical trials. However, when animal models have 
been developed, the data from several studies demonstrated that cocktails of ITs 
targeting more than one surface antigen had better therapeutic activity than single ITs ( 
174 , 175 ). When ITs were combined with conventional chemotherapy, the animals were 
cured ( 176 , 177 , 178 and 179 ). The first clinical trials with ITs commenced in the 1980s, 
using chemically conjugated ITs, followed by recombinant mAb fusion proteins in 1990, 
as summarized in Table 6 ( 153 , 172 ). ITs showed very encouraging results in phase I 
trials designed to treat patients with lymphoma and leukemia or the ex vivo purging of 
bone marrow. In contrast, treatment of large bulky solid carcinomas (e.g., ovarian, 
breast, and colon tumors) was less successful, most likely because of poor penetration 
of ITs into solid tumors. ITs should, however, be useful in treating metastases of solid 
tumors, provided the cells are accessible to the circulation. There are ongoing and 
planned clinical trials using DT conjugates and recombinant ITs. The DT-based IT, DAB 
389-IL-2 (ONTAK), was approved in 1999 by the FDA for the treatment of cutaneous 

T-cell lymphoma ( Table 7) ( 169 , 172 ). Long-term therapy with ITs is usually not possible 
because of their immunogenicity and systemic toxicity. Thus, it is envisioned that ITs 
will be suited for transient adjuvant therapy in the treatment of micrometastasis and 
minimal residual disease.

 

TABLE 6. Immunotoxins used in clinical trials for cancer



 

TABLE 7. Status of ongoing clinical trials

Monoclonal Antibody–Drug Conjugates (Chemoconjugates)

Development Conventional cytotoxic drugs have been conjugated to tumor-binding 
mAbs ( 180 , 181 ) ( Fig. 2A). The first chemoconjugate was obtained by binding 
chlorambucil to Ig by a noncovalent linkage simply by mixing the two ( 182 ). Since then, 
various chemotherapeutic agents such as doxorubicin, idarubicin, bleomycin, 
methotrexate, cytosine arabinoside, chlorambucil, cisplatin, vinca alkaloids, maytansine, 
calicheamicin, and mitomycin C have been conjugated to various mAbs. 
Chemoconjugates can be prepared by covalently coupling the drugs directly to mAbs ( 
183 ) or indirectly through an intermediate carrier such as dextran ( 184 ), human serum 
albumin ( 185 ), polyglutamic acid ( 186 ), carboxymethyl dextran ( 187 ), or amino-dextran ( 
188 ). An indirect linkage has the advantage of allowing the linkage of more drug 
molecules to each carrier and thus resulting in an increased delivery of drugs to the 
tumor. The mAb-chemoconjugates have different mechanisms of actions: they can act 
as antimetabolites (e.g., methotrexate), alkylating agents (e.g., chlorambucil, mitomycin 
C, cisplatin), anthracyclines (e.g., doxorubicin), antimitotic agents (e.g., vinca alkaloids), 
or through other mechanisms (e.g., calicheamicin).

Clinical Applications The chemoconjugates have the following advantages: (a) they 
improve the therapeutic index by increasing drug uptake by tumor cells, (b) they reduce 
toxicity to normal cells, and (c) they prolong the bioavailability of the drug for more 
extensive exposure to tumor cells ( 189 ). The disadvantage of chemoconjugates is that 
both the mAb and the drug can be damaged by chemical conjugation ( 190 ). Despite 
technical difficulties, mAb-chemoconjugates have shown efficacy both in vitro and in 
vivo in animals and humans. Several preclinical and clinical studies have been 
conducted to treat lung cancer, colon cancer, leukemia and lymphoma, melanoma, 
ovarian carcinoma, hepatoma, breast cancer, and neuroblastoma. Most preclinical 
studies have been performed in mice with human tumor xenografts. Results have been 
impressive ( 191 , 192 ), although the eradication of larger tumors has not been reported. 
Antitumor activity has also been observed in phase I clinical studies ( 190 ). A novel 
anti-CD33 antibody-calicheamicin conjugate, gemtuzumab-ozogamicin (Mylotarg), was 
reported to be safe and effective for the treatment of acute myeloblastic leukemia ( 193 ). 
In a phase II trial in patients with acute myeloblastic leukemia, veno-occlusive disease 
was associated with the treatment in 4% of patients ( 193 ), and 12% of patients 



developed veno-occlusive disease in trials using multiple regimens ( 194 ). Mylotarg was 
recently approved by the FDA. Further studies incorporating humanized mAbs and 
improved conjugation methods are in progress.

Antibody-Directed Enzyme Prodrug Therapy (ADEPT)

Development The ADEPT approach ( 195 , 196 ) involves the use of mAb-enzyme 
conjugates directed against tumor-associated antigens that achieve in situ activation of 
subsequently administered prodrugs ( Fig. 2A). Prodrugs are toxicologically and 
pharmacodynamically inert or less active than the corresponding drug until they are 
converted by tumor cell-bound mAb-enzyme conjugates into active products ( 197 ). An 
ideal prodrug would (a) be a good substrate for the enzyme under physiologic 
conditions, (b) display significant differential cytotoxicity between drug and prodrug, (c) 
kill both proliferating and dormant cells, and (d) have a very short half-life, to limit the 
possibility of escape of active drug into the circulation where it can reach healthy 
tissues. The enzyme should (a) have high specific activity under physiologic conditions, 
(b) have low immunogenicity, (c) lack a mammalian homolog capable of performing the 
same reaction in normal tissues, (d) have enzymatic activity that is not affected by mAb 
binding, (e) be joined by a stable linker to the mAb, and (f) not be internalized by the 
target cell because a period of up to 72 hours can elapse between the administration of 
the mAb-enzyme conjugate and the administration of prodrug ( 198 ). The advantages of 
ADEPT are as follows: (a) it allows the use of extremely toxic agents that cannot readily 
be used in conventional chemotherapy; (b) a single enzyme molecule has the potential 
of cleaving many prodrug molecules, resulting in an amplification effect within the tumor 
site; and (c) the mAb enzyme need not bind to every tumor cell because the converted 
prodrug can diffuse into the tumor site ( 198 ). Limitations of ADEPT include (a) 
suboptimal tumor uptake resulting from heterogeneity in antigen expression, (b) 
development of immune responses against the enzyme component, (c) the risk of 
diffusion of the active drug away from the tumor site, and (d) the complexity of dosing 
schedules.

Clinical Applications Various enzyme-prodrug combinations have been described, 
and they are categorized by the class of enzyme used. To date, only the 
carboxypeptidase G2 system has been evaluated in humans ( 199 , 200 ). In a phase I 
clinical trial, ADEPT was administered to ten patients with nonresectable metastatic or 
locally recurrent colorectal carcinoma. Carboxypeptidase G2 activity was found in 
metastatic tumor biopsies but not in normal tissues. Although the prodrug was 
converted successfully to active drug, leakage into the bloodstream did occur ( 200 ). 
Treatment was well tolerated, and clinical responses were observed in four patients ( 201

 ). A variation of this therapy is to use methyloxypolyethylene glycol (MPEG) conjugated 
to carboxypeptidase G2. This polymer has been substituted for mAbs to reduce 
immunogenicity ( 202 ). These polymers selectively accumulate in tumors ( 203 ). There 
have been attempts to improve ADEPT by generating mAb-enzyme conjugates that 
localize in tumors and are cleared more rapidly from the blood ( 202 ). Tumors have also 
been targeted with the genes encoding prodrug-activating enzymes. This approach has 
been called virus-directed enzyme prodrug therapy (VDEPT) or, more generally, 



gene-directed enzyme prodrug therapy (GDEPT) ( 202 , 204 ).

Radioimmunoconjugates

Development Radioimmunoconjugates are therapeutic agents obtained by coupling 
mAbs to radionuclides ( Fig. 2A). They have many advantages in the treatment of 
cancer. Cell killing does not rely on the host’s immune system and occurs by the 
ionizing effects of emitted radioactive particles ( 205 , 206 ). These radioactive cytotoxic 
particles are effective over several cell diameters, thus allowing eradication of 
antigen-negative cells by “crossfire” from adjacent antigen-positive tumor cells ( 205 ). 
This is very useful considering the heterogeneity of antigen expression in tumors. 
Finally, the amount of radioactive mAb delivered to a tumor can be measured 
noninvasively by imaging ( 181 ). The most important factors for therapeutic efficacy with 
radioimmunoconjugates are good penetration, favorable biodistribution, a reasonable 
half-life, and a long residence time in the tumor ( 207 ).

Choice of Radionuclides Several radionuclides have been used for 
radioimmunotherapy: (a) beta-emitters (iodine-131, yttrium-90, rhenium-188, 
rhenium-186, and copper-67); (b) alpha-emitters (bismuth-211 and astatine-211); and 
(c) electron capture radionuclides (iodine-125) ( 208 ). Most preclinical and clinical 
investigations have used beta-emitting radionuclides, which are long-range emitters 
suitable for large tumors. Iodine-131 has been the most popular radiolabel, followed by 
yttrium-90, which has been promising because of its higher-energy beta emissions and 
lack of gamma emissions. However, it concentrates in bones, resulting in significant 
hematopoietic toxicity ( 209 ). Therapy with alpha-emitters has been more difficult 
because of their short half-lives ( 210 ). Often, a test dose of mAb, trace-labeled with the 
radionuclide to be used for treatment, is infused to provide information about the 
biodistribution of the mAb in tumor sites versus normal organs. Dosimetric information 
allows the determination of the amount of radioactivity to administer in subsequent 
therapeutic infusions to achieve maximal efficacy while avoiding serious toxicity.

Clinical Applications The earliest clinical trials evaluated iodine-131–labeled 
polyclonal antiferritin antibodies to treat ferritin-rich tumors such as HD and hepatomas. 
This therapy provided symptomatic relief to 77% of patients with refractory HD and 
produced tumor regressions in 40% of patients ( 211 ). Subsequent studies using 
yttrium-90–labeled antiferritin showed ORs of 60%, including 31% CRs ( 212 ). More 
recent trials favored the use of mAbs instead of polyclonal antibodies and reported 
higher response rates in patients with hematologic malignancies ( 205 , 213 , 214 ), 
compared with patients with solid tumors ( 215 , 216 ). Myelosuppression has been the 
dose-limiting toxicity and has resulted in both “low-dose” nonmyeloablative treatment 
regimens ( 217 , 218 and 219 ) and “high-dose” myeloablative regimens ( 220 , 221 ). The most 
impressive results with nonmyeloablative regimens documented ORs in 70% to 80% of 
patients, CRs in 30% to 50% of patients, minimal toxicity, and a median response 
duration of 12 months ( 218 ). In trials with myeloablative regimens, performed in 
conjunction with autologous hematopoietic bone marrow or stem cell transplantation 
(SCT), ORs were achieved in 95% of patients and CRs in 85% of patients, with a 



progression-free survival of 62% and an overall survival of 93% with a median follow-up 
of more than 5 years ( 222 ). These results are impressive and should soon lead to 
approval of a 131-labeled anti-CD20 by the FDA. Despite extremely encouraging 
results, considerable controversy concerning the optimal mAb, radionuclide, dose of 
mAb, and schedule of administration still exists. Several clinical trials with 
iodine-131–labeled anti-CD20 (tositumomab [Bexxar] and yttrium-90–labeled anti-CD20 
(ibritumomab [Zevalin]) were been undertaken to compare different radionuclides for 
the therapy of low-grade and transformed low-grade NHL. Ibritumomab gave CR rates 
of between 27% and 75% and ORs of 48% to 80%. Zevalin has recently been approved 
by the FDA for use in patients with NHL. Three phase I/II clinical trials and one phase I 
trial with tositumomab in patients with relapsed lymphomas gave CR rates of 17% to 
80% and ORs of 65% to 90% ( 222 , 223 and 224 ). Ongoing clinical trials for the treatment 
of relapsed low-grade or transformed low-grade NHL (with >25% marrow involvement) 
or relapsed chronic lymphocytic leukemia are in progress. A phase II multicenter trial for 
consolidation after cyclophosphamide-hydroxydaunomycin-vincristine-prednisone 
(CHOP) therapy for diffuse low-grade NHL ( 222 ), and other ongoing trials using 
tositumomab combined with fludarabine, showed ORs of 93% in low-grade NHL, with 
only minor nonhematologic toxicity ( 225 ). Future research in this area will focus on the 
combination of radioimmunotherapy and other treatment modalities to achieve cures.

Immunoliposomes

Development Immunoliposomes are small (<100 nm in diameter) unilamellar or 
multilamellar lipid vesicles used as drug delivery systems ( 226 ) ( Fig. 2B). The usual 
composition is phosphatidylcholine, cholesterol, and sometimes PEG. An advantage of 
immunoliposomes over other mAb-drug formulations is that liposomes can 
accommodate a very wide range of drugs and agents, regardless of size or solubility, 
and they can carry a much larger drug load per vesicle. Liposomal encapsulation of a 
drug significantly increases its in vivo half-life. For example, in rats, 
liposome-encapsulated doxorubicin has an estimated serum half-life of 10 hours as 
compared with 5 minutes for free doxorubicin ( 227 ). Drug encapsulation also reduces 
systemic toxicity. Liposomes can be targeted to the desired cells or tissues with mAbs 
that are coupled to their surface using either a noncovalent avidin-biotin method or a 
covalent thioether or hydrazide bond at the N-terminal of PEG ( 228 ). When bound to the 
target cell, the lipid vesicles fuse with the cell membrane, and their contents are 
delivered into the cytosol. Target cell binding and internalization depend on the number 
of mAb molecules conjugated to each liposome. Under optimal conditions, up to 25,000 
liposomes can be taken up successfully by a single cell. A problem with 
immunoliposome therapy in vivo has been the uptake by liver cells, with resulting 
hepatotoxicity. Many of the problems originally encountered with liposomes have been 
resolved by altering the composition of the lipid bilayers. Improvements in mAb-targeted 
liposomal-encapsulated drugs have led to (a) the use of “stealth” liposomes sterically 
stabilized with PEG that have longer circulation times in vivo ( 229 , 230 ) and (b) new 
coupling techniques resulting in more stable attachment of the mAb, less hepatotoxicity, 
and improved target cell recognition ( 228 ).

In Vivo Use Immunoliposomes have been used to deliver chemotherapeutic drugs to 



tumor cells in animals with squamous cell carcinoma, ovarian cancer, B-cell lymphoma ( 
231 ), lung cancer ( 232 ), and breast cancer ( 208 ). Because immunoliposomes are too 
large to extravasate (40 to 100 nm), only tumor cells within the blood, bone marrow, 
lymph, or peritoneal cavity are easily accessible targets. Thus, hematologic disorders or 
metastases in the marrow represent promising applications. Anti–Her-2-coated 
liposomes loaded with doxorubicin have been developed for clinical use ( 233 , 234 ), and 
a phase I study using liposome-encapsulated paclitaxel is ongoing in patients with solid 
tumors ( 235 ).

Other Emerging Immunoconjugate Strategies

mAbs have also been conjugated to various compounds, such as photosensitizers, 
cytokines, superantigens, and RNAses ( Fig. 2A).

Monoclonal Antibody–Photosensitizer Conjugates Photodynamic therapy is based 
on the administration of tumor-localizing photosensitizers, followed by the exposure of 
the neoplastic area to light absorbed by the photosensitizer ( 236 , 237 ). The toxicity to the 
tumor tissue is induced by the local activation of the photosensitizer, so normal tissues 
are spared. Many delivery systems have been used for photosensitizers. These include 
liposomes, microspheres, and lipoproteins. More recently, mAb-photosensitizer 
conjugates have been used to increase their selectivity. This approach is called 
antibody-targeted photolysis or photoimmunotherapy. The first report of this strategy, 
dating back to the early 1980s ( 238 ), showed that hematoporphyrin coupled to an 
antimyosarcoma mAb had selective in vitro and in vivo phototoxicity. Similar results 
have been achieved with other conjugates used on various types of tumor cells ( 236 ). 
Targeted photodestruction of human colon carcinoma cells using charged 17.1 
A-chlorine e6 ICs has been reported ( 239 ). Despite the excellent selectivity of 
mAb-photosensitizer conjugates in vitro, the limited numbers of studies on their 
biodistribution in tumor-bearing animals are not encouraging because of the high 
photosensitizer levels found in some normal tissues ( 237 ). However, these ICs may be 
beneficial in ex vivo purging of tumor cells from bone marrow.

Monoclonal Antibody–Cytokine Conjugates Recombinant mAb-cytokine fusion 
proteins combine the targeting abilities of mAbs with the biologic activities of cytokines ( 
240 ). They have been used to achieve sufficient local concentrations of cytokines. An 
example is IL-2, which has been used to recruit T cells and to induce T-cell–mediated 
antitumor responses in animals ( 241 , 242 and 243 ). Other cytokine-mAb conjugates, 
containing IFN-a or lymphotoxin, have targeted growth-inhibitory cytokines directly to 
tumors ( 244 , 245 ). An anti-Id/GM-CSF fusion protein has also been used as a vaccine 
against B-cell lymphoma ( 240 ). mAb-cytokine fusion proteins offer the advantage of 
avoiding the dose-limiting toxicities associated with systemic delivery of cytokines. 
Furthermore, the antigen need not be present on every cell in the tumor lesion, because 
a bystander effect can occur. A potential disadvantage of these molecules is that they 
rely entirely on the T-cell immunity of the host, which, in the case of patients with 
cancer, may be suppressed.



Monoclonal Antibody–Superantigen Conjugates The bacterial enterotoxins are 
powerful toxins that cause food poisoning and toxic shock in humans. The bacterial 
superantigen Staphylococcus enterotoxin A (SEA) binds to MHC class II antigens on 
APCs and on T cells expressing certain TCR Vß chains. SEA can thereby act as a 
powerful nonspecific stimulator of T-cell activity ( 246 ). Fusion proteins constructed with 
mutated SEA molecules that have a low affinity for MHC class II molecules but can still 
bind to T cells can be targeted to tumors by coupling them to specific mAbs ( 247 ). 
Hence, these hybrid molecules direct SEA-responsive T cells into tumor sites and 
induce responses. Mechanisms of T-cell killing may involve the release of 
growth-inhibiting cytokines (IFN-? and TNF-a), as well as direct cellular cytotoxicity. 
Theoretically, this is an attractive method for focusing killer cells onto target cells 
because a comparatively large portion of the T-cell population can be recruited. 
Although mutated SEA molecules appear to have less systemic toxicity ( 248 ), safety 
issues remain to be addressed. Colon carcinoma ( 249 , 250 , 251 and 252 ), chronic 
B-lymphocytic leukemia ( 253 ), and neuroblastoma have been treated with mAb-SEA 
conjugates in vitro and in mice ( 254 ). They have also been used in patients with 
pancreatic and colorectal carcinoma, with some encouraging results ( 255 ).

Monoclonal Antibody—RNAse Conjugates mAbs have also been coupled to RNAses 
isolated from various sources ( 256 ). RNAses inhibit protein synthesis by degrading 
ribosomal RNA. In addition, some RNAses destroy transfer RNA ( 257 ). Antitransferrin 
mAbs coupled to RNAse, either chemically or as recombinant fusion proteins, have 
shown specific cytotoxic activity against several tumors both in vitro and in vivo ( 258 , 259 

and 260 ). The advantages of mAb-RNAse constructs over conventional ITs include less 
systemic toxicity and perhaps lower immunogenicity (although this has not yet been 
documented), because the RNAse is derived from mammalian sources rather than from 
plants or bacteria. Furthermore, a greater degree of humanization has been possible 
with recombinant constructs using human genes encoding homologs of pancreatic 
RNAse and humanized antitransferrin mAbs ( 261 , 262 and 263 ). A potential problem in 
using mAb-RNAse–conjugates therapeutically is the presence of RNAse inhibitors in 
the blood and tissues. For this reason, RNAses that are resistant to these inhibitors are 
being explored ( 264 ).

Conclusions

mAb-based constructs, as we know them today, represent a heterogeneous class of 
antitumor agents that possess remarkable efficacy in the treatment of experimental 
cancers in animals. Several of these constructs have been evaluated in patients with 
cancer, and some have activity at safe doses. Although issues of systemic toxicity and 
immunogenicity remain to be addressed in more detail, several ICs have been FDA 
approved.

CELLULAR STRATEGIES



The cellular arm of the immune system plays a key role in maintaining antitumor 
immunity. In cellular therapy, immune cells with antitumor activity are transferred to a 
tumor-bearing host. Cellular immunotherapeutic strategies can be aimed directly or 
indirectly at the tumor cells. Successful cellular therapy depends on the types of cells 
transferred and their effector functions, the ability of the cells to reach the tumor site, 
and their ability to overcome tolerance or immunosuppression in the host ( 265 ). 
Although most studies have been carried out in mice, several cellular therapies have 
demonstrated therapeutic efficacy in human patients.

Nonspecific Cellular Therapy

The objective of nonspecific cellular therapy is to enhance the antitumor effector 
mechanisms that are not dependent on a specific tumor antigen. The concept of 
nonspecific therapy originates from Coley, who found that solid tumors regressed after 
patients were injected with bacterial toxins to stimulate their immune system ( 10 ). 
Nonspecific cellular therapy employs effector cells that have been isolated from patients 
and cultured ex vivo with agents that activate or enhance their antitumor activity.

There are several advantages of nonspecific cellular therapy: (a) effector cells respond 
to a wide range of tumor types; (b) activating agents that would be toxic to the host in 
vivo can activate the cells in vitro, thus circumventing immunoregulation and 
immunosuppression by the host; and (c) host effector cells can be activated and 
reinjected into autologous donors ( 266 ). The last feature provides a readily available 
source of cells, and it avoids complications of host rejection.

Lymphokine-Activated Killer Cells

LAK cells are peripheral blood mononuclear cells that have been expanded ex vivo with 
IL-2 and then reinfused along with IL-2. In animal studies with B16 melanomas, LAK 
cells prolonged the survival of tumor-bearing mice. This effect was independent of prior 
treatment regimens, as well as whether the LAK cells were obtained from tumor-bearing 
or naïve mice ( 267 ). In clinical trials, LAK cell therapy was most successful in renal cell 
carcinoma and melanoma, although further studies indicated that LAK cells did not 
significantly improve the therapeutic efficacy of IL-2 alone ( 10 ). It has been postulated 
that LAK cells may enhance the activity of macrophages or may induce the release of 
cytokines such as IFN-?, TNF-a, and macrophage-CSF ( 7 ).

Natural Killer Cells

NK cells are important in antitumor immunity and graft rejection because of their ability 
to target and destroy cells in the body that fail to express significant levels of MHC class 
I antigens. This role in immunosurveillance was demonstrated by studies showing that, 
as the NK-cell activity decreased, the number of spontaneous tumors increased. In 
addition, nude mice, which have few or no T cells, rejected tumors as a result of their 



NK cells ( 268 ).

Activation of NK cells with IL-2 can produce antileukemic effects. Hence, in vitro 
activated NK cells can kill leukemic cells from bone marrow before autologous 
transplants. In vivo studies in mice have shown that NK cells may reduce metastatic 
dissemination of cancer cells ( 268 ). NK cells can also be activated with IFN-a, but the 
clinical outcome of this maneuver remains to be determined ( 8 ).

Hematopoietic SCT is being used for the treatment of various cancers. However, GVHD 
and the risk of tumor relapse continue to result in significant complications. 
Immunosuppressive drugs that decrease the risk of GVHD increase the rate of relapse 
of the cancer and vice versa. Immunotherapy with host-derived cells provides an 
attractive opportunity to treat the cancer without stimulating further GVHD. Studies in 
animals have shown that activated NK cells can promote hematopoietic engraftment 
after syngeneic or allogeneic SCT. In addition, NK cells can inhibit GVHD through the 
action of the immunosuppressive cytokine transforming growth factor-ß (TGF-ß), and 
they can still protect and promote engraftment while retaining antitumor activity. This 
NK-cell activity is only observed when cells are administered within 3 days after SCT ( 
269 ).

Dendritic Cells

DCs are the most potent APCs because they present antigen through both class I and 
class II pathways. In addition, they can be activated with very little antigen, and they are 
the only APCs that can activate naïve T cells. Because DCs generate efficient primary 
immune responses, they may play an important role in natural tumor immunity ( 270 ). 
DCs may be ineffective in inducing tumor immunity for several reasons: (a) DCs may 
not have access to the tumor because low levels of cytokines produced by tumors may 
decrease the migration of DCs into tumor sites; (b) the tumor cells may secrete factors 
that prevent DCs from migrating to the regional lymph node, so that activation of T cells 
does not occur; (c) the tumor cells may not send “danger signals” to DCs, thereby 
preventing effective antigen presentation; and (d) tumors may secrete 
immunosuppressive cytokines or may down-regulate co-stimulatory molecules. In 
addition, current cancer therapies often employ agents that are immunosuppressive, 
such as steroids ( 271 ).

Despite the foregoing caveats, the unique antigen-presenting function of DCs makes 
them excellent candidates for inducing tumor immunity. Much of the current work on 
immunotherapy with DCs involves specific stimulation with tumor antigens, as 
discussed in detail later. DCs can be stimulated nonspecifically to induce their in vivo 
expansion, activation, and migration to tumor sites. In in vivo studies, DCs have been 
stimulated by local administration of a BCG adjuvant into the tumor site and through the 
systemic administration of factors that can promote expansion (GM-CSF and Flt3-L), 
and activation of DCs (CD154 and RANK-L). In addition, tumor cells have been 
removed and transfected ex vivo with activation-encoding genes or co-stimulatory 
molecules such as CD80 or the TNF/TNF receptor family or with MHC II and then 
readministered to the patient. These approaches are effective in preclinical animal 



models, and initial clinical trials are under way ( 271 ). A major challenge, however, is to 
regulate the activation of the DCs and the loading of tumor peptides effectively. For 
example, presentation of antigens by immature DCs can induce immune tolerance ( 272 

). In contrast, mature DCs are especially beneficial because they up-regulate MHC 
class I and II molecules and co-stimulatory molecules, thus enhancing T-cell activity ( 
271 ). Targeting DCs for cancer immunotherapy appears promising, and current clinical 
trials will reveal the therapeutic potential of these cells as immunotherapeutic adjuvants 
or vaccines.

Macrophage-Activated Killer Cells

Immunotherapy with macrophages is based on early studies demonstrating that 
macrophages activated in vitro with IFN-? could induce the regression of subcutaneous 
tumors in nude mice ( 8 ). This created the opportunity for various applications because 
macrophages from patients are readily available, and they are rarely affected by 
tumor-induced immunosuppression.

Macrophage-activated killer (MAK) cells are a well-tolerated form of therapy. No 
dose-limiting toxicity has been observed, and only low-grade fever and chills have 
occurred ( 273 ). Although clinical trials using MAK therapy in various cancers have not 
demonstrated PRs or CRs, several studies have shown that MAK cells can induce 
tumor stabilization or necrosis, cause a reduction in ascitic fluid, and alter 
chemoresistance ( 8 , 273 , 274 ). Several mechanisms have been proposed to explain 
MAK cell activity, but no conclusions have been drawn. TNF-a is thought to be the 
major cytokine responsible for MAK cell activity ( 268 ).

Other studies using macrophages have been designed to improve their therapeutic 
activity. Attempts have been made to increase their killing capacity by activating them 
with IFN-? and endotoxin. In addition, researchers have attempted to increase the 
specificity of MAK cells by incubating them with tumor antigens, to enhance antigen 
presentation before the cells are reinjected into their autologous donors ( 274 ). These 
attempts have not significantly improved their overall therapeutic activity, but continued 
studies in MAK cell immunotherapy are being pursued because MAK cells are so well 
tolerated.

Specific Cellular Transfer

Adoptive immunotherapy by specific cellular transfer presents new possibilities for the 
targeted therapy of many human diseases, including cancer. The transfer of immune 
cells with antitumor activity can be divided into at least two categories: TILs and 
antigen-specific or tumor-specific CTLs.

Tumor-Infiltrating Lymphocytes TILs are lymphocytes that have been obtained from 
tumor tissue by mechanical and enzymatic digestion of a tumor specimen. The resulting 
single-cell suspension is cultured for several weeks before the TILs can be harvested ( 
265 ). TILs cultured in the presence of IL-2 produce tumor-specific cytotoxic effects in 



mouse sarcoma, melanoma, colon carcinoma, and bladder carcinoma ( 267 ). The 
success of several in vitro and in vivo studies in animals led researchers to examine the 
possibilities of TIL therapy in humans. TILs have been difficult to use clinically. Attempts 
to obtain TIL cell lines have met with limited success, and when obtained, many lines 
are not specifically reactive in vivo ( 275 ). However, patients with melanoma or renal cell 
carcinoma have benefited from TIL therapy, possibly because these tumors are more 
immunogenic ( 265 , 267 ). In metastatic melanoma, a 34% to 38% response rate was 
achieved, and this response was independent of prior chemotherapy. The effect lasted 
for several months ( 10 , 267 , 275 , 276 ). Further studies with melanoma-specific TILs have 
sought to identify their respective tumor antigens and test the appropriate T-cell clones 
on other tumors. One study demonstrated that a melanoma-reactive T-cell clone 
cross-reacted with a breast cancer tumor antigen ( 267 ). Depending on the treatment 
protocol used to treat renal cell carcinoma, there have been variable responses. When 
TILs were primed with various cytokines in vivo and were then expanded in vitro, the 
infused cells induced an overall response rates of 34% to 38%, with a 14-month median 
duration. The OR rate dropped to 25% when the TILs were both activated and 
expanded in vitro, and the OR rate increased to 43.5% when only CD8 + TILs were 
used ( 265 ). TILs appear to be a promising therapeutic strategy, but further studies are 
needed to optimize treatment protocols.

Adoptive Antigen-Specific Cytotoxic Lymphocyte Therapy

General Strategy Studies since the early 1990s have provided evidence that the 
augmentation of immune effector functions by the infusion of virus-reactive or 
tumor-reactive T lymphocytes represents a potentially highly specific modality for the 
treatment of viral diseases and cancer. It has been demonstrated that infusions of 
donor T lymphocytes into patients with relapsed leukemia after allogeneic 
hematopoietic SCT induces remissions in the majority of patients ( 277 ). Since the 
establishment of methods to isolate genes encoding antigens recognized by CTLs, 
many antigens have been identified and characterized for their suitability as 
immunotherapeutic targets. Van der Bruggen and colleagues ( 278 ) pioneered 
techniques that used tumor-reactive CTL clones, isolated from patients with cancer, as 
reagents to screen target cells that had been transfected with a cDNA library derived 
from autologous tumor cells. Alternatively, tumor antigens can be identified by serologic 
analysis of proteins generated from recombinant cDNA expression libraries (SEREX) ( 
279 ). Serum from patients with cancer is used to detect prokaryotically expressed 
proteins encoded by cDNA libraries prepared from tumors. Antigenic epitopes 
recognized by tumor-specific CTLs are derived from proteins encoded by 
tumor-associated viruses, mutated cytosolic proteins, and proteins that exhibit selective 
expression or overexpression ( Table 8).



 

TABLE 8. Antigens expressed by cancer cells that can be potentially recognized by T 
lymphocytes

The identification of target antigens expressed by tumor cells from different individuals 
has facilitated the development of T-cell immunotherapy protocols with broad 
applicability. Patients could be sensitized in vivo by immunization. Then, peripheral 
blood lymphocytes or cells from vaccine-draining lymph nodes could be boosted in vitro 
using the same antigen. To improve tumor reactivity, T-cell clones with appropriate 
antigen specificity could be identified. Once isolated from bulk cultures, these clones 
could be expanded in vitro and infused into the patient. Cloned T cells should be highly 
effective for adoptive immunotherapy, because they can eliminate established tumors in 
several mouse models, and the phenotype of transferred cells can be manipulated by 
selecting a clone with specific characteristics ( 280 , 281 ). Conversely, there are many 
reasons that in vitro–derived tumor-reactive T cells could fail to eradicate tumor cells in 
vivo, such as the following: (a) the lack of uniformity of antigen or MHC expression on 
tumor cells could influence the efficacy of T-cell therapy as the outgrowth of tumor 
antigen-loss variants arise; (b) tumor antigens can be masked by other proteins; (c) 
tumor cells produce immunosuppressive cytokines such as IL-10, TGF-ß, or 
prostaglandins that interfere with the activation of T cells; (d) modulation of tumor 
vasculature results in poor infiltration of lymphocytes into the tumor mass; (e) 
processing and presentation of tumor antigens by APCs are not optimal, or 
co-stimulation is absent; and (f) induction of anergy, apoptosis, or elimination of infused 
tumor-reactive T cells can occur ( 282 , 283 , 284 , 285 and 286 ). 

Genetically Engineered Cells

The application of efficient gene-transfer techniques to lymphocyte populations may 
overcome some of the limitations of specific cellular transfer in the therapy of cancer. 
Approaches to the gene therapy of neoplastic disease include, but are not limited to, 
genetically modified tumor cells or APCs as vaccines, introduction of wild-type tumor 
suppressor genes into tumors with mutated nonfunctional or lost tumor suppressor 
genes, other mutated host genes, introduction of oncogene antisense into tumors, and 
gene-modified effector cells. In this section, we discuss the gene-modified effector cells. 
Other vaccine strategies are reviewed later in this chapter and elsewhere ( 287 ).

Genetically engineered lymphocytes possess unique functional characteristics that can 
be exploited in novel treatment protocols. The first transfers into humans were 
performed by Rosenberg and associates in 1990 ( 288 ), who demonstrated the 



feasibility and safety of using retrovirally mediated gene transduction of the gene 
encoding neomycin resistance into human TILs before their infusion into patients with 
metastatic melanoma. The infusion of genetically engineered neomycin-marked T cells 
has been used to assess transfer of immunity, persistence in the peripheral blood, and 
the migration of these cells to lymph nodes or tissues ( 289 , 290 , 291 , 292 and 293 ). The 
ability of lymphocytes to traffic to tumors can be harnessed to deliver therapeutically 
active molecules to the tumor environment. Hence, such cells can be transfected with 
cytokine or other genes. Specific changes in the local milieu may augment the host 
immune response, while avoiding the toxicity associated with high-dose systematic 
administration of cytokines such as IL-2. IL-2 can prolong the life span of transferred 
cells, and TNF-a can mediate the regression of tumors. In addition to the few examples 
mentioned earlier, the construction of chimeric TCRs has led to the direct coupling of 
the recognition and effector phases of the immune response. Stancovski and 
associates ( 294 ) transfected CTLs with a gene encoding a single-chain chimeric TCR 
gene with specificity for Her-2, a known breast carcinoma–associated antigen. These 
modified CTLs demonstrated specific recognition and lysis of target cells expressing 
Her-2. Similar examples of chimeric TCR constructs for other cancers have been 
reported ( 287 ). Genetically modified lymphocytes show great promise as therapeutic 
vehicles in the gene therapy of cancer, and several ongoing clinical trials are testing the 
safety and efficacy of such approaches.

Applications

Viral Disease In persistent viral infections such as Epstein-Barr virus (EBV) and CMV, 
in which viral replication is controlled by specific CTLs, adoptive transfer of CTLs 
generated from the original marrow donor into immunosuppressed patients after 
allogeneic SCT has been beneficial in reducing the incidence of serious viral disease ( 
289 , 290 , 291 and 292 ). EBV causes potentially lethal immunoblastic lymphoma in patients 
receiving T-cell–depleted allogeneic SCTs. Donor-derived EBV-specific T lymphocytes 
were used for prophylaxis of posttransplant immunoblastic lymphoma in 39 children 
considered to be at high risk of developing EBV-induced lymphoma. EBV-specific CTL 
cell lines persisted in recipients for as long as 18 weeks and prevented the 
development of lymphoma in all patients. In addition, two patients with already 
established immunoblastic lymphoma responded fully to the infusion of EBV-specific 
CTLs ( 289 ). These positive results in transplant recipients suggest that T-cell therapy 
may be applicable to other malignant diseases that contain EBV genomes, such as 
nasopharyngeal carcinoma and a subset of HD. In one study, three patients with 
multiply relapsed HD were treated with autologous EBV-specific CTLs. The CTLs 
persisted for more than 13 weeks after infusion and retained their potent antiviral 
effects in vivo, thereby enhancing the immune response of the patients against EBV ( 
290 ). The occurrence of life-threatening CMV disease after allogeneic SCT correlates 
with the absence of CMV-specific CD8 + T-cell responses. Thus, adoptive transfer of 
CMV-specific CTL clones isolated from the SCT donor can restore protective immunity 
against CMV. Up to 10 9 CD8 + CTL/m 2 were infused into 14 patients at risk of 
posttransplant CMV disease. Therapy did not cause any toxicity, and the CMV-specific 
CTLs persisted for more than 12 weeks. None of the patients developed CMV disease 
after therapy ( 291 ). Another demonstration of the potential of adoptive cellular therapy 



emerged from studies with HIV-positive patients. Brodie and associates ( 293 ) 
transferred HIV-1–specific CTLs to three HIV-positive patients and demonstrated that 
the infused CTLs retained lytic function, accumulated in areas adjacent to HIV-infected 
cells in lymph nodes, and transiently reduced the levels of productively infected 
circulating CD4 + cells. These studies provide direct evidence that virus-specific CTLs 
mediate strong antiviral activity and indicate that the development of immunotherapeutic 
approaches to sustain a strong CTL response against target antigens may be useful in 
other diseases, such as cancer.

Cancer The discovery of tumor-specific genes that encode tumor antigens recognized 
by T cells has provided opportunities for adoptive transfer therapy. CTLs could be 
sensitized in vivo or in vitro by immunization with cells or peptides. Selection of 
individual T-cell clones with a high degree of antigen specificity and tumor reactivity 
may improve the outcome of treatment, as shown in several preclinical studies ( 280 , 281 

). The ability to select specific T-cell phenotypes for adoptive transfer led to the initiation 
of clinical trials with glycoprotein (gp)100 peptide–specific T-cell clones for the treatment 
of patients with metastatic melanoma. Using defined antigens in mouse tumor models, 
several studies demonstrated a correlation between T-cell avidity in vitro and the 
efficacy of adoptive transfer in vivo ( 295 , 296 ). Dudley and colleagues ( 296 ) also 
demonstrated the safety and feasibility of infusing cloned T cells, even though these 
cells lacked clinical effectiveness; these investigators reported one minor response and 
one mixed response in 13 patients with metastatic melanoma. These data suggested 
that successful therapy required the transfer of different or additional cell types. In 
addition, in contrast to transferred and long-lived virus-specific CTLs ( 289 , 290 , 291 and 
292 ), transferred T cells in this study were undetectable 2 weeks after infusion. The 
generation of sufficient numbers of CTLs from nonimmunized individuals for adoptive 
immunotherapy presents additional technical challenges.

Immunodeficiency One of the successful examples of cellular transfer therapy is the 
use of allogeneic hematopoietic SCT ( 297 ) in patients with primary T-cell or combined 
T- and B-cell immunodeficiency syndromes. The development of techniques to deplete 
donor T cells permits the safe use of even haploidentical hematopoietic SCT for the 
correction of severe combined immunodeficiency and other fatal immunodeficiency 
syndromes with a success rate of 70% to 80%. Patients with less severe forms of 
cellular immunodeficiency, such as combined immunodeficiency, Wiscott-Aldrich 
syndrome, cytokine deficiency, or MHC antigen deficiency, require chemoablative 
treatment before transplantation to avoid allograft rejection. Patients with these 
conditions have also been treated successfully with human leukocyte antigen 
(HLA)–identical SCT after appropriate conditioning ( 298 ).

Graft-Versus-Leukemia T Cells and Graft-Versus-Tumor Effects

The graft-versus-leukemia (GVL) effect achieved after allogeneic hematopoietic SCT for 
human malignant diseases represents the clearest example of the power of the human 
immune system to eradicate cancer. Barnes and associates first suggested the 
existence of a GVL effect in 1956, when they noted eradication of leukemia in irradiated 
mice receiving allogeneic bone marrow transplants ( 299 ). The evidence for such an 



effect in humans emerged from studies reporting that relapse rates after allogeneic 
transplantation were markedly lower in patients who developed GVHD compared with 
those who did not ( 300 ). Subsequent studies demonstrated that posttransplant relapse 
rates were higher in patients receiving T-cell–depleted grafts in an attempt to alleviate 
GVHD. Thus, donor T cells play a major role in GVL responses. Further verification of 
the GVL effect was generated from efforts to treat patients for posttransplant leukemic 
relapse by infusing donor lymphocytes. Sustained CRs were achieved in more than 
70% of patients with chronic myelogenous leukemia and in some patients with other 
hematologic malignant diseases ( 301 ). With increased evidence of the GVL effect and 
development of methods to better exploit it, clinical research is beginning to focus on 
allogeneic hematopoietic SCT as an immunotherapeutic approach, rather than solely as 
a way to rescue patients from high-dose myeloablative therapy.

Regulatory T Cells

Studies in both rodents and humans have demonstrated the presence of a 
subpopulation (5% to 10%) of CD4 + peripheral blood T cells that are CD25 +and that 
markedly suppress the expansion of T cells after antigenic stimulation in a 
contact-dependent manner ( 302 , 303 ). CD4 +CD25 +regulatory T cells in humans 
express CD45RO, the histocompatibility leukocyte antigen DR, and CD152. They are in 
G1/G0 cell-cycle arrest and do not produce IL-2, IL-4, or IFN-?. The anergic state of 
CD4 +CD25 + T cells is not reversible by stimulation with anti-CD28 or anti-CD3 ( 303 ). 
These regulatory T cells may have the potential of controlling autoimmune diseases. 
However, definitive evidence is lacking that these cells represent a functionally unique 
population of T cells rather than populations of CD4 + cells that were previously 
activated, yet remain CD25 + but anergic. The manipulation of these cells for 
therapeutic purposes is an exciting ongoing effort.

VACCINATION

Strategies

With the exception of immunomodulators and some cellular therapies, most of the 
immunotherapeutic strategies described in the preceding sections of this chapter are 
passive therapies, particularly those using IVIG, mAbs, and ICs. It would be highly 
desirable to induce an active immune response against various tumor antigens with one 
of several vaccination strategies. Because vaccines against infectious agents are 
discussed elsewhere, we confine our discussion to cancer vaccines. In this setting, 
vaccination involves targeting antigenic differences between tumor cells and normal 
cells. For historical reasons, these antigens are known as tumor-specific transplantation 
antigens or tumor-associated antigens (TAAs) ( Table 9). Ideally, these target antigens 
should be unique to the tumor, arising from mutations or chromosomal translocations, 
including altered oncogenes and tumor suppressor proteins. Transcriptionally 
reactivated antigens or oncofetal antigens can also be tumor-specific antigens, as can 
viral antigens, in the case of virally induced tumors. In B- and T-cell malignancies, Ids 
are tumor-specific antigens in B-cell receptors or TCRs. Differentiation antigens are 



unique to the tissue from which the tumor arose but are not expressed in other tumors 
or tissues, thereby making them only relatively tumor-specific. Increased levels of 
expression or alterations in glycosylation patterns can also distinguish antigens on a 
tumor from those on normal tissue ( 10 ).

 

TABLE 9. Select examples of tumor-associated antigens of different types

In the case of existing disease, the goal of cancer vaccination is to reintroduce one or 
more of these targets to the immune system in a more immunogenic form, so the host 
can raise tumor-specific antibodies or T cells. Tumor cells, with all their various 
antigenic differences from normal tissue, have evaded detection by the immune system 
or have simply grown too rapidly to be contained by an immune response ( 304 ). Escape 
variants that express lower levels of the immunogenic antigen or little or no MHC 
antigens are prevalent ( 305 ). Hence, tumor antigens are not presented to T cells. In 
addition, TAAs from dead tumor cells presented by DCs lacking co-stimulatory 
molecules tend to induce tolerance, as demonstrated by the presence of TAA-reactive 
anergic T cells in patients. Other strategies that tumors use to evade immune 
surveillance include the release of inhibitory cytokines such as TGF-ß or IL-2 ( 306 ) or 
the expression of the CD95 ligand on the tumor cells ( 307 ). Whatever the mechanism 
used by the tumor to evade an immune response, an effective vaccination strategy 
must break immune tolerance or enhance the immunogenicity of weakly immunogenic 
antigens by priming naïve lymphocytes or by activating existing TAA-specific 
lymphocytes. The target antigens listed in Table 9 can be used as vaccines, and many 
have been tested experimentally with varying degrees of success.

Vaccination with Defined Antigens

Peptides and Proteins Vaccination using one or more of the proteins listed in Table 9 
can often generate strong humoral responses against tumors. Promising target proteins 
are those involved in cell transformation, such as ras or p53. However, proteins can 
also induce autoimmune responses because they are present in normal tissues. 
Proteins can potentially induce or maintain tolerance in normal tissues. Conversely, the 
goal of tumor vaccines is to break tolerance against self peptides ( 308 ). Peptide 



vaccines that are restricted to specific HLA serotypes for presentation to the immune 
system by APCs are being developed. These vaccines consist of one or more peptides 
expressed or synthesized as a single chain that are HLA matched to individuals or 
groups of individuals ( 10 ). Peptide vaccine candidates have been identified by 
analyzing the sequences of target proteins for stretches of amino acids capable of 
being bound in the grooves of MHC class I or class II molecules and then further testing 
them for their ability to induce an immune response in vivo ( 309 ). Another approach is 
to elute and purify individual peptides from the grooves of MHC molecules expressed 
on tumor cells ( 310 ). These peptides can be loaded directly onto autologous or 
MHC-matched allogeneic DCs, or they can also be screened for their ability to elicit a 
response and then individually sequenced and synthesized. Peptide vaccines have 
been tested in many clinical trials, with mixed results. Two studies used mutant ras 
peptides administered in Detox adjuvant to treat colon, lung, and pancreatic 
carcinomas. Although specific T-cell responses were detected, there were no clinical 
responses ( 311 , 312 ). Another study used a peptide derived from gp100 to treat patients 
with metastatic melanoma ( 313 ). The peptide was administered in incomplete Freund’s 
adjuvant either in its native form or a mutant form designed to bind to HLA ( 314 ), and 
the mutant peptide was administered with or without IL-2. The modified peptide was 
more immunogenic to T cells and, in conjunction with the administration of IL-2, induced 
some clinical responses. Peptide therapy that can inhibit Th1 responses is also being 
used experimentally to treat numerous autoimmune disorders ( 315 ). A subset of Th2 
cells responds to regions of the TCR on Th1 cells and down-regulates them. Peptides 
derived from Th1 TCR V genes, which are responsible for this inflammatory response 
and the resulting disease, are being used to induce regulatory Th2 cells to secrete 
IL-10, which inhibits Th1 responses. Several trials investigating this approach have 
been conducted, specifically to treat multiple sclerosis, rheumatoid arthritis, and 
psoriasis. These vaccines appear to be safe and well tolerated, and some can induce a 
clinical response.

Id Vaccines

Id proteins are another specialized example of protein vaccines. B-cell receptors and 
TCRs have clonal sequences, which make them unique tumor targets for lymphomas, 
leukemias, and myelomas ( 316 , 317 ). However, a significant disadvantage of this type of 
vaccine is the laborious and time-consuming task of purifying the Id proteins and their 
use in a relatively restricted group of patients.

Nevertheless, vaccination with Id protein induces humoral and occasionally cellular 
anti-Id responses that correlate with increased relapse-free and overall survival of 
patients with lymphoma. In animal models, protection or prophylaxis against 
subsequent tumor challenge has been demonstrated. The first experimental animal 
models used to test this type of treatment included the BCL 1 lymphoma ( 316 ), L2C 

leukemia ( 318 ), 141 lymphoma ( 319 ), and MPC-11 myeloma ( 320 ) models. In an effort 
to boost the therapeutic effect, numerous different strategies were used, including the 
use of keyhole limpet hemocyanin (KLH) as an immunologic carrier or the inclusion of 
complete Freund’s adjuvant or Syntex adjuvant formulation (SAF-1). There is indirect 
evidence to suggest that the effector mechanisms responsible for Id-specific immunity 



against tumors involves ADCC mediated by anti-Id antibody bound to NK cells, 
especially LAK cells, and to TNF-secreting macrophages ( 321 ). IFN-? secreted by T 
cells or macrophages has also been implicated in the BCL 1 tumor model ( 322 ).

In the 1990s, the first clinical trials using Id vaccines were initiated in patients with 
follicular lymphoma. Some of these trials included GM-CSF as an immunologic adjuvant 
( 240 ). Clinical trials using this or any protein vaccine induce primarily humoral rather 
than cellular responses, and this may not be optimal because CTLs are probably critical 
for the long-term effectiveness of these vaccines.

Anticytokine Vaccines

The main aim of this type of vaccination is to generate neutralizing antibodies to block 
the accumulation of an overproduced cytokine. To break immunologic tolerance, a 
cytokine is coupled to a foreign carrier such as tetanus toxoid, purified protein derivative 
of tuberculosis, or KLH, to induce a T-dependent B-cell response ( 323 ). This technique 
was the starting point for vaccines against TNF-a ( 324 ), IL-1 ( 325 ), IL-9 ( 326 ), and 
epidermal growth factor ( 327 ). It is too early to predict how well these vaccines will 
perform in humans.

Synthetic Carbohydrate Antigen Vaccines

Carbohydrate antigens overexpressed on the surface of malignant cells are potential 
targets for immunotherapy. These include gangliosides (GM2, GM3, GD2, GD3, and 
9-0-acetyl-GD3) expressed on most melanomas, sarcomas, and tumors of 
neuroectodermal origin, glycoproteins (Thomsen Friedenreich antigen, Tn, sTn) and 
neutral glycoplipids and glycoproteins (Lewis y and globo-H) overexpressed on 
epithelial cancers such as breast, ovarian, prostate, and lung carcinomas ( 328 ). 
Because carbohydrate antigens are poor (T-independent) immunogens, they have been 
coupled to carrier proteins (e.g., KLH) and used with a saporin adjuvant (QS-21). With 
rare exceptions ( 329 , 330 ), immunizations with these types of antigens do not induce 
cellular immune responses. Hapten-carrier conjugate vaccines induce a high level of 
IgM antibodies and some class-switching to IgG ( 331 ). For example, studies with 
GM2-KLH conjugates mixed with the QS-21 adjuvant induced a high-titer of IgM 
anti-GM2 antibodies and sustained IgG titers in all patients ( 332 ). In a clinical study in 
patients with metastatic breast cancer, a fully synthetic globo-H-KLH conjugate plus 
QS-21 generated globo-H-specific antibodies that mediated CDC and ADCC ( 333 ).

Recombinant Bacterial Vaccines

Bacteria, such as Salmonella ( 334 ), BCG ( 335 ), and Listeria monocytogenes ( 336 ), can 
be engineered to express TAAs or peptides. These vaccines can be administered orally 
to elicit strong antitumor responses. In model systems, recombinant strains bearing 
tumor antigens are used to infect animals and to induce specific CTL responses. These 
responses protect against tumor challenge and, in some cases, reduce tumor burdens 



in established disease ( 337 ).

Recombinant Viral Vector Vaccines

Because of the induction of inflammatory responses, viral infections elicit strong 
immune responses, which result in both specific and nonspecific immunity. 
Recombinant DNA technologies are used to incorporate additional genes encoding one 
or more complete or partial TAAs or peptide epitopes ( 332 ). These are expressed by 
infected cells and are presented in the context of MHC class I antigens. They are taken 
up by DCs at the site of the infection and are presented by both MHC class I and class 
II molecules to Th cells and CTLs (cross-priming) ( 332 ).

Most viral vectors used experimentally and clinically are poxvirus based, although 
retrovirus, adenovirus, adenovirus-associated virus, and herpesvirus vectors are also 
being investigated. Clinical trials targeting carcinoembryonic antigens, mucin-1, 
prostate-specific antigen, human papillomavirus, melanoma antigen recognized by T 
cells, and gp100, and in some cases with the addition of genes encoding co-stimulatory 
factors (e.g., CD80) or cytokines (e.g., IL-2), have been initiated. Although immune 
responses have been achieved, clinical improvements have been rare in these 
advanced cases ( 338 ).

DNA Vaccines

A simpler and perhaps safer method than viral vectors to introduce TAA-encoding DNA 
into patients is to use “naked” DNA. In an attempt to induce anti-DNA antibodies, it was 
discovered that DNA injected intramuscularly was taken up by cells in the muscle, and 
an immune response specific for the encoded genes was induced, indicating the genes 
were expressed in self-tissue ( 339 ). Both MHC class I and II restricted responses have 
been observed, suggesting that DCs either directly take up the DNA and present 
peptides in MHC molecules or “indirectly” present myocyte-expressed proteins as 
peptides to cross-prime T cells. DNA vaccines can also be administered intradermally 
using a gene gun. The DNA is taken up by resident Langerhans cells, transported to 
lymph nodes, and presented to T cells. Both routes ensure a long-lasting depot of 
antigen to stimulate an immune response continuously ( 340 , 341 ).

DNA vaccines are usually based on bacterial vectors, so they do not replicate in vivo. 
The gene of interest is placed under the control of a strong viral promoter for 
expression. Bacterial DNA contains immunostimulatory sequences that stimulate an 
innate immune response. Bacterial DNA is rarely incorporated into the host genome, 
nor is it especially immunogenic, so it is unlikely to elicit an anti-DNA immune response. 
DNA vaccination can break tolerance in experimental animals ( 340 , 341 ).

Numerous DNA vaccines are entering clinical trials in patients with cancer. These 
include patients with adenocarcinoma of the breast and colon, B- and T-cell 
lymphomas, and prostate carcinomas. Emerging data attest to safety and the ability of 
these vaccines to induce immune responses ( 342 ). This treatment is also being 



evaluated in various infectious diseases, such as HIV infection, hepatitis B, herpes 
simplex, influenza, and malaria ( 343 ). Problems with inducing only weak immune 
responses are being addressed by linking adjuvant sequences to DNA sequences 
encoding epitopes on tumor antigens ( 344 ).

Dendritic Cell Vaccines

DCs have the unique ability to initiate primary immune responses by means of their 
ability to present antigen, with concomitant co-stimulation, to virgin and memory T cells. 
DCs are powerful APCs that have been used either to prime or boost tumor immunity or 
to break tolerance by various different mechanisms. Autologous DCs can be harvested 
directly from the patient, propagated ex vivo from CD34 + DC progenitors or by ex 

vivo–induced differentiation of CD14 + monocytes. Alternatively, MHC-matched 
allogeneic DCs, obtained by any of these methods, can be used ( 271 , 345 ).

As with other cancer vaccine strategies, there are many choices and sources of TAAs. 
There are also numerous ways to introduce TAAs into DCs for presentation to T cells in 
vivo ( 272 , 345 ). Individual tumor peptides or peptide mixtures, whole proteins, tumor 
lysates or apoptotic tumor cells can be used to pulse DC ex vivo. Alternatively, tumor 
cells can be cocultured with DCs so they incorporate low levels of TAAs. These DCs 
can then be reintroduced into the patient. DCs can also be transfected with genes 
encoding tumor proteins or peptides, or with isolated tumor mRNA ex vivo, for 
subsequent antigen presentation in vivo. Transfection of DCs has also been 
accomplished in vivo by oral administration of recombinant bacterial vectors, such as 
Salmonella, or by liposomal delivery.

Hybrid cell vaccines are made by fusing a patient’s tumor cells to allogeneic 
MHC-matched MHC class II + cells, especially DCs ( 346 ). This approach has been used 
in several animal models including hepatocarcinoma ( 347 ), thymoma ( 348 ), and 
adenocarcionoma of different origins ( 349 ). At least one animal study demonstrated the 
contribution of both CD4 + Th cells and CD8 + T cells in the immune response ( 348 ).

A clinical trial in patients with melanoma using freshly isolated tumor cells fused to 
activated allogeneic B cells has been initiated. Results have been encouraging ( 346 ). In 
another clinical trial, 17 patients with metastatic renal cell carcinoma were treated with 
hybrids of autologous tumor cells and allogeneic DCs. After a mean follow-up time of 13 
months, four patients had rejected all metastatic lesions, two had PRs, and one a mixed 
response ( 350 ).

Vaccination with Unidentified Antigens

Autologous or Allogeneic Tumor Cells Identifying highly immunogenic target 
antigens in a tumor can be difficult and time-consuming, and, for optimal results, 
vaccines will require more than one target antigen to avoid the escape of 
antigen-negative mutants. To obviate this search, preparations of live autologous or 



allogeneic tumor cells that are irradiated or lysed are administered with or without 
adjuvants, in an attempt to induce immune responses to the most immunogenic 
epitopes on the tumor without actually identifying them ( 351 ). Although autologous cells 
may be the best choice, they can be difficult to obtain. Many tumors contain shared 
antigens, common to many tumor types or at least to tumors of a given type isolated 
from many individuals. Thus, allogeneic vaccines prepared from a multitude of cell 
lines, expressing a range of HLA serotypes, can be used to vaccinate many different 
patients. These vaccines are more immunogenic and therapeutic than those containing 
autologous cells. Whole cell vaccines and their lysates have been tested for the 
treatment of a wide variety of cancers, including breast and colorectal carcinomas, 
glioblastoma, gynecologic tumors, lung tumors, leukemias, melanomas, renal tumors, 
and sarcomas ( 351 ). These trials have resulted in many different outcomes, ranging 
from no clinical benefit to 98% survival at 2 years for patients with advanced-stage 
colorectal carcinoma after tumor resection ( 352 ).

Genetically Modified Autologous or Allogeneic Tumor Cells Tumor cells are often 
ineffective at either priming DCs or acting as effective targets for CTLs, and hence they 
grow despite an intact immune system. To improve their immunogenicity, tumor tissues 
have been transduced in vivo or ex vivo to express various molecules, including MHC 
class I, for improved presentation, co-stimulatory molecules, such as CD80/86, and 
cytokines, such as GM-CSF, IL-2, IL-4, IL-7, IL-12, IFN-?, and TNF-a ( 353 ). Various 
methods have been used for gene transfer, including transfection with viral vectors 
(retroviral, adenoviral), lipofection, and ballistic delivery of gene-coated particles. Small 
clinical trials conducted to treat a range of malignant diseases have yielded some 
promising results, such as PRs and stable disease, but this approach awaits further 
study and testing in larger numbers of patients for a critical evaluation ( 354 ).

Heat-Shock Proteins Heat-shock proteins (Hsps), ubiquitously expressed in all cells, 
serve as chaperones for cytosolic peptides and are important components of immune 
function, by serving to transfer cytosolic peptides onto MHC class I molecules in the 
endoplasmic reticulum and possibly the MHC class II as well ( 355 ). Isolates of Hsp, in 
particular gp96, Hsp90, and Hsp70, with accompanying peptides from tumor cells, 
contain the entire repertoire of peptides from these cells ( 356 ). When administered to 
mice, they protect them from challenge only with the tumor of origin. Tumor cells often 
express low levels of MHC molecules on their surface, but this approach relies on 
cross-priming DCs and thus circumvents this problem. Because the peptides associated 
with the Hsps are not MHC-restricted, they serve to cross-prime many individuals in 
outbred species such as humans ( 19 ).

Safety After preclinical studies in mice are completed, the efficacy and safety of 
tumor-specific vaccination strategies must be evaluated in patients with cancer ( 357 ). 
Vaccines must be safe, especially if they are given prophylactically. Safety can be 
difficult to demonstrate, because clinical trials are conducted in patients with significant 
disease who often have impaired or immature immune systems. In addition, in 
immunologically normal persons, the follow-up time is very long, and large groups of 
patients must be used. The first wave of clinical trials has shown that most vaccination 
strategies are safe. However, examples of clinical responses are still rare ( 341 , 358 ). 



Additional considerations are related to potential side effects of DNA vaccines. DNA 
has the potential to (a) integrate into the host genome and cause malignancy, (b) 
induce systemic or organ-specific autoimmune disease, (c) induce tolerance rather than 
immunity, or (d) stimulate the production of cytokines that affect the capacity of the host 
to respond to other types of vaccines and thus suppress immune function ( 358 ). The 
frequency with which carcinogenic chromosomal insertions can occur is difficult to 
predict because DNA can linger for long periods in some cell types. However, based on 
in vitro and in vivo studies, it is estimated that such an event would likely occur with a 
probability several orders of magnitude lower than the rate of spontaneous mutations 
that lead to cancer ( 359 , 360 ).

Immunoprevention of Cancer

The immunoprevention of cancer represents a new goal for cancer treatment. This 
involves eliminating the cellular disorders that can appear in the early stages of 
carcinogenesis ( 361 ). Altered gene products that will become TAAs represent the main 
targets ( 362 ). Many new tumor vaccines, which can induce protection against 
subsequent tumor challenge, particularly in the setting of multidrug resistance, are 
currently being evaluated in clinical trials.

About 50% and 15% of human malignant diseases have mutations in p53 and ras, 
respectively ( 362 ). Mutant p53-specific CTLs can lyse such cells ( 363 ). Various studies 
in animals are under way to develop immunization strategies using p53 peptides and 
specific CTLs. In one study, IL-12 administered with the p53 peptide vaccine resulted in 
the regression of a p53-expressing Meth A sarcomas in mice ( 364 ).

Many tumors are characterized by the overexpression of certain proteins that make 
them good candidate immunogens for vaccination. Proteins with limited tissue 
distribution, such as Her-2/neu, are being targeted, with excellent results ( 365 ).

Conclusions

Although vaccinating humans against all cancers remains a long-term goal, tumor 
vaccines are currently used primarily to treat existing cancers in mice and, to some 
extent, in humans. Many obstacles must be overcome, including the weak 
immunogenicity of tumors and their ability to evade the immune response. 
Nevertheless, vaccines based on DCs, peptides, and DNA are providing new solutions.

CONCLUDING REMARKS

There is no shortage of immunotherapeutic agents or strategies that work successfully 
in mice. However, translation into humans is difficult, costly, and not always predictable. 
Furthermore, strategies that are highly effective in one disease may be a total failure in 
another, and the reasons for this are not always obvious. Despite these problems, 
several immunotherapeutic agents have been approved in the United States and 



Europe.

Many issues and challenges remain in this field. For example we must (a) optimize 
each individual strategy for the disease setting in which it is used, (b) determine which 
combinations of immunotherapies and immunotherapies plus conventional therapies 
are useful, (c) understand the differences in treating early versus advanced disease, (d) 
address mechanisms underlying toxicity, and (e) identify new targets. As new insights 
from basic immunology emerge, immunotherapies will continue to be refined further. 
For this reason, interactions among basic scientists, translational scientists, and 
clinicians will be critical for the future success of this field. At this time, there is every 
reason for optimism.
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