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REVERSAL OF FORTUNE: GEOGRAPHY AND 
INSTITUTIONS IN THE MAKING OF THE MODERN 

WORLD INCOME DISTRIBUTION* 

DARON ACEMOGLU 

SIMON JOHNSON 

JAMES A. ROBINSON 

Among countries colonized by European powers during the past 500 years, 
those that were relatively rich in 1500 are now relatively poor. We document this 
reversal using data on urbanization patterns and population density, which, we 
argue, proxy for economic prosperity. This reversal weighs against a view that 
links economic development to geographic factors. Instead, we argue that the 
reversal reflects changes in the institutions resulting from European colonialism. 
The European intervention appears to have created an "institutional reversal" 
among these societies, meaning that Europeans were more likely to introduce 
institutions encouraging investment in regions that were previously poor. This 
institutional reversal accounts for the reversal in relative incomes. We provide 
further support for this view by documenting that the reversal in relative incomes 
took place during the late eighteenth and early nineteenth centuries, and resulted 
from societies with good institutions taking advantage of the opportunity to 
industrialize. 

I. INTRODUCTION 

This paper documents a reversal in relative incomes among 
the former European colonies. For example, the Mughals in India 
and the Aztecs and Incas in the Americas were among the richest 
civilizations in 1500, while the civilizations in North America, 
New Zealand, and Australia were less developed. Today the 
United States, Canada, New Zealand, and Australia are an order 
of magnitude richer than the countries now occupying the terri- 
tories of the Mughal, Aztec, and Inca Empires. 
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for useful comments. Acemoglu gratefully acknowledges financial help from The 
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Our main measure of economic prosperity in 1500 is urban- 
ization. Bairoch [1988, Ch. 1] and de Vries [1976, p. 164] argue 
that only areas with high agricultural productivity and a devel- 
oped transportation network can support large urban popula- 
tions. In addition, we present evidence that both in the time 
series and the cross section there is a close association between 
urbanization and income per capita.1 As an additional proxy for 
prosperity we use population density, for which there are rela- 
tively more extensive data. Although the theoretical relationship 
between population density and prosperity is more complex, it 
seems clear that during preindustrial periods only relatively 
prosperous areas could support dense populations. 

With either measure, there is a negative association between 
economic prosperity in 1500 and today. Figure I shows a negative 
relationship between the percent of the population living in towns 
with more than 5000 inhabitants in 1500 and income per capita 
today. Figure II shows the same negative relationship between 
log population density (number of inhabitants per square kilome- 
ter) in 1500 and income per capita today. The relationships shown 
in Figures I and II are robust-they are unchanged when we 
control for continent dummies, the identity of the colonial power, 
religion, distance from the equator, temperature, humidity, re- 
sources, and whether the country is landlocked, and when we 
exclude the "neo-Europes" (the United States, Canada, New Zea- 
land, and Australia) from the sample. 

This pattern is interesting, in part, because it provides an 
opportunity to distinguish between a number of competing theo- 
ries of the determinants of long-run development. One of the most 
popular theories, which we refer to as the "geography hypothe- 
sis," explains most of the differences in economic prosperity by 
geographic, climatic, or ecological differences across countries. 
The list of scholars who have emphasized the importance of 
geographic factors includes, inter alia, Machiavelli [1519], Mon- 

1. By economic prosperity or income per capita in 1500, we do not refer to the 
economic or social conditions or the welfare of the masses, but to a measure of 
total production in the economy relative to the number of inhabitants. Although 
urbanization is likely to have been associated with relatively high output per 
capita, the majority of urban dwellers lived in poverty and died young because of 
poor sanitary conditions (see, for example, Bairoch [1988, Ch. 12]). 

It is also important to note that the Reversal of Fortune refers to changes in 
relative incomes across different areas, and does not imply that the initial in- 
habitants of, for example, New Zealand or North America themselves became 
relatively rich. In fact, much of the native population of these areas did not 
survive European colonialism. 
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FIGURE I 

Log GDP per Capita (PPP) in 1995 against Urbanization Rate in 1500 
Note. GDP per capita is from the World Bank [1999]; urbanization in 1500 is 

people living in towns with more than 5000 inhabitants divided by total popu- 
lation, from Bairoch [1988] and Eggimann [1999]. Details are in Appendices 1 
and 2. 

tesquieu [1748], Toynbee [1934-1961], Marshall [1890], and 
Myrdal [1968], and more recently, Diamond [1997] and Sachs 
[2000, 2001]. The simplest version of the geography hypothesis 
emphasizes the time-invariant effects of geographic variables, 
such as climate and disease, on work effort and productivity, and 
therefore predicts that nations and areas that were relatively rich 
in 1500 should also be relatively prosperous today. The reversal 
in relative incomes weighs against this simple version of the 
geography hypothesis. 

More sophisticated versions of this hypothesis focus on the 
time-varying effects of geography. Certain geographic character- 
istics that were not useful, or even harmful, for successful eco- 
nomic performance in 1500 may turn out to be beneficial later on. 
A possible example, which we call "the temperate drift hypothe- 
sis," argues that areas in the tropics had an early advantage, but 
later agricultural technologies, such as the heavy plow, crop 
rotation systems, domesticated animals, and high-yield crops, 
have favored countries in the temperate areas (see Bloch [1966], 
Lewis [1978], and White [1962]; also see Sachs [2001]). Although 
plausible, the temperate drift hypothesis cannot account for the 
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FIGURE II 

Log GDP per Capita (PPP) against Log Population Density in 1500 
Note. GDP per capita from the World Bank [19991; log population density in 

1500 from McEvedy and Jones [1978]. Details are in Appendix 2. 

reversal. First, the reversal in relative incomes seems to be re- 
lated to population density and prosperity before Europeans ar- 
rived, not to any inherent geographic characteristics of the area. 
Furthermore, according to the temperate drift hypothesis, the 
reversal should have occurred when European agricultural tech- 
nology spread to the colonies. Yet, while the introduction of Eu- 
ropean agricultural techniques, at least in North America, took 
place earlier, the reversal occurred during the late eighteenth and 
early nineteenth centuries, and is closely related to industrializa- 
tion. Another version of the sophisticated geography hypothesis 
could be that certain geographic characteristics, such as the pres- 
ence of coal reserves or easy access to the sea, facilitated indus- 
trialization (e.g., Pomeranz [2000] and Wrigley [1988]). But we do 
not find any evidence that these geographic factors caused indus- 
trialization. Our reading of the evidence therefore provides little 
support to various sophisticated geography hypotheses either. 

An alternative view, which we believe provides the best ex- 
planation for the patterns we document, is the "institutions hy- 
pothesis," relating differences in economic performance to the 
organization of society. Societies that provide incentives and op- 
portunities for investment will be richer than those that fail to do 
so (e.g., North and Thomas [1973], North and Weingast [1989], 



REVERSAL OF FORTUNE 1235 

and Olson [2000]). As we discuss in more detail below, we hy- 
pothesize that a cluster of institutions ensuring secure property 
rights for a broad cross section of society, which we refer to as 
institutions of private property, are essential for investment in- 
centives and successful economic performance. In contrast, ex- 
tractive institutions, which concentrate power in the hands of a 
small elite and create a high risk of expropriation for the majority 
of the population, are likely to discourage investment and eco- 
nomic development. Extractive institutions, despite their adverse 
effects on aggregate performance, may emerge as equilibrium 
institutions because they increase the rents captured by the 

groups that hold political power. 
How does the institutions hypothesis explain the reversal in 

relative incomes among the former colonies? The basic idea is 
that the expansion of European overseas empires starting at the 
end of the fifteenth century caused major changes in the organi- 
zation of many of these societies. In fact, historical and econo- 
metric evidence suggests that European colonialism caused an 
"institutional reversal": European colonialism led to the develop- 
ment of institutions of private property in previously poor areas, 
while introducing extractive institutions or maintaining existing 
extractive institutions in previously prosperous places.2 The 
main reason for the institutional reversal is that relatively poor 
regions were sparsely populated, and this enabled or induced 
Europeans to settle in large numbers and develop institutions 
encouraging investment. In contrast, a large population and rela- 
tive prosperity made extractive institutions more profitable for 
the colonizers; for example, the native population could be forced 
to work in mines and plantations, or taxed by taking over existing 
tax and tribute systems. The expansion of European overseas 
empires, combined with the institutional reversal, is consistent 
with the reversal in relative incomes since 1500. 

Is the reversal related to institutions? We document that the 
reversal in relative incomes from 1500 to today can be explained, 

2. By the term "institutional reversal," we do not imply that it was societies 
with good institutions that ended up with extractive institutions after European 
colonialism. First, there is no presumption that relatively prosperous societies in 
1500 had anything resembling institutions of private property. In fact, their 
relative prosperity most likely reflected other factors, and even perhaps geo- 
graphic factors. Second, the institutional reversal may have resulted more from 
the emergence of institutions of private property in previously poor areas than 
from a deterioration in the institutions of previously rich areas. 
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at least statistically, by differences in institutions across coun- 
tries. The institutions hypothesis also suggests that institutional 
differences should matter more when new technologies that re- 
quire investments from a broad cross section of the society be- 
come available. We therefore expect societies with good institu- 
tions to take advantage of the opportunity to industrialize, while 
societies with extractive institutions fail to do so. The data sup- 
port this prediction. 

We are unaware of any other work that has noticed or docu- 
mented this change in the distribution of economic prosperity. 
Nevertheless, many historians emphasize that in 1500 the Mu- 
ghal, Ottoman, and Chinese Empires were highly prosperous, but 
grew slowly during the next 500 years (see the discussion and 
references in Section III). 

Our overall interpretation of comparative development in the 
former colonies is closely related to Coatsworth [1993] and En- 
german and Sokoloff [1997, 2000], who emphasize the adverse 
effects of the plantation complex in the Caribbean and Central 
America working through political and economic inequality,3 and 
to our previous paper, Acemoglu, Johnson, and Robinson [2001a]. 
In that paper we proposed the disease environment at the time 
Europeans arrived as an instrument for European settlements 
and the subsequent institutional development of the former col- 
onies, and used this to estimate the causal effect of institutional 
differences on economic performance. Our thesis in the current 
paper is related, but emphasizes the influence of population den- 
sity and prosperity on the policies pursued by the Europeans (see 
also Engerman and Sokoloff [1997]). In addition, here we docu- 
ment the reversal in relative incomes among the former colonies, 
show that it was related to industrialization, and provide evi- 
dence that the interaction between institutions and the opportu- 
nity to industrialize during the nineteenth century played a cen- 
tral role in the long-run development of the former colonies.4 

3. In this context, see also Frank [1978], Rodney [1972], Wallerstein [1974- 
1980], and Williams [1944]. 

4. Our results are also relevant to the literature on the relationship between 
population and growth. The recent consensus is that population density encour- 
ages the discovery and exchange of ideas, and contributes to growth (e.g., Boserup 
[1965], Jones [1997], Kremer [1993], Kuznets [1968], Romer [1986], and Simon 
[1977]). Our evidence points to a major historical episode of 500 years where high 
population density was detrimental to economic development, and therefore sheds 
doubt on the general applicability of this recent consensus. 
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The rest of the paper is organized as follows. The next section 
discusses the construction of urbanization and population density 
data, and provides evidence that these are good proxies for eco- 
nomic prosperity. Section III documents the "Reversal of For- 
tune"-the negative relationship between economic prosperity in 
1500 and income per capita today among the former colonies. 
Section IV discusses why the simple and sophisticated geography 
hypotheses cannot explain this pattern, and how the institutions 
hypothesis explains the reversal. Section V documents that the 
reversal in relative incomes reflects the institutional reversal 
caused by European colonialism, and that institutions started 
playing a more important role during the age of industry. Section 
VI concludes. 

II. URBANIZATION AND POPULATION DENSITY 

II.A. Data on Urbanization 

Bairoch [1988] provides the best single collection and assess- 
ment of urbanization estimates. Our base data for 1500 consist of 
Bairoch's [1988] urbanization estimates augmented by the work 
of Eggimann [1999]. Merging the Eggimann and Bairoch series 
requires us to convert Eggimann's estimates, which are based on 
a minimum population threshold of 20,000, into Bairoch-equiva- 
lent urbanization estimates, which use a minimum population 
threshold of 5000. We use a number of different methods to 
convert between the two sets of estimates, all with similar re- 
sults. Appendix 1 provides details about data sources and con- 
struction. Briefly, for our base estimates, we run a regression of 
Bairoch estimates on Eggimann estimates for all countries where 
they overlap in 1900 (the year for which we have most Bairoch 
estimates for non-European countries). This regression yields a 
constant of 6.6 and a coefficient of 0.67, which we use to generate 
Bairoch-equivalent urbanization estimates from Eggimann's 
estimates. 

Alternatively, we converted the Eggimann's numbers using a 
uniform conversion rate of 2 as suggested by Davis' and Zipf's 
Laws (see Appendix 1 and Bairoch [1988, Ch. 91), and also tested 
the robustness of the estimates using conversion ratios at the 
regional level based on Bairoch's analysis. Finally, we con- 
structed three alternative series without combining estimates 
from different sources. One of these is based on Bairoch, the 



1238 QUARTERLY JOURNAL OF ECONOMICS 

second on Eggimann, and the third on Chandler [1987]. All four 
alternative series are reported in Appendix 3, and results using 
these measures are reported in Table IV. 

While the data on sub-Saharan Africa are worse than for any 
other region, it is clear that urbanization in sub-Saharan Africa 
before 1500 was at a higher level than in North America or 
Australia. Bairoch, for example, argues that by 1500 urbaniza- 
tion was "well-established" in sub-Saharan Africa.5 Because 
there are no detailed urbanization data for sub-Saharan Africa, 
we leave this region out of the regression analysis when we use 
urbanization data, although African countries are included in our 
regressions using population density. 

Table I gives descriptive statistics for the key variables of 
interest, separately for the whole world, for the sample of ex- 
colonies for which we have urbanization data in 1500, and for the 
sample of ex-colonies for which we have population density data 
in 1500. Appendix 2 gives detailed definitions and sources for the 
variables used in this study. 

II.B. Urbanization and Income 

There are good reasons to presume that urbanization and 
income are positively related. Kuznets [1968, p. 1] opens his book 
on economic growth by stating: "we identify the economic growth 
of nations as a sustained increase in per-capita or per-worker 
product, most often accompanied by an increase in population 
and usually by sweeping structural changes.... in the distribu- 
tion of population between the countryside and the cities, the 
process of urbanization." 

Bairoch [1988] points out that during preindustrial periods a 
large fraction of the agricultural surplus was likely to be spent on 
transportation, so both a relatively high agricultural surplus and 
a developed transport system were necessary for large urban 
populations (see Bairoch [1988, Ch. 1]). He argues "the existence 
of true urban centers presupposes not only a surplus of agricul- 

5. Sahelian trading cities such as Timbuktu, Gao, and Djenne (all in modern 
Mali) were very large in the middle ages with populations as high as 80,000. Kano 
(in modern Nigeria) had a population of 30,000 in the early nineteenth century, 
and Yorubaland (also in Nigeria) was highly urbanized with a dozen towns with 
populations of over 20,000 while its capital Ibadan possibly had 70,000 inhabit- 
ants. For these numbers and more detail, see Hopkins [1973, Ch. 2]. 



?u 

to 

O 

7i 

C? 

No) 

TABLE I 
DESCRIPTIVE STATISTICS 

Base Below Above 
Base sample sample for median median Below median Above median 

Whole for population urbanization urbanization population population 
world urbanization density in 1500 in 1500 density in 1500 density in 1500 

(1) (2) (3) (4) (5) (6) (7) 

Log GDP per capita (PPP) 8.3 8.5 7.9 8.8 8.1 8.3 7.5 
in 1995 (1.1) (0.9) (1.0) 

Urbanization in 1995 53.0 57.5 45.4 64.9 49.7 53.5 36.7 
(23.8) (22.4) (22.2) 

Urbanization in 1500 7.3 6.4 6.4 2.4 10.5 2.3 9.5 
(5.0) (5.0) (5.0) 

Log population density in 1.0 0.2 0.5 -0.9 1.4 -0.6 1.6 
1500 (1.6) (1.9) (1.5) 

Population density in 1500 9.2 6.3 4.8 1.2 11.7 0.8 9.1 
(24.3) (16.4) (11.7) 

Log population density in 0.6 0.11 0.08 -1.20 1.22 -0.94 1.04 
1000 (1.5) (2.0) (1.5) 

Average protection against 7.1 6.9 6.5 7.5 6.3 6.8 6.2 
expropriation, 1985-1995 (1.8) (1.5) (1.4) 

Constraint on the executive 3.6 4.9 3.7 5.1 4.6 4.0 3.5 
in 1990 (2.3) (2.1) (2.3) 

Constraint on the executive 3.6 3.3 3.4 3.8 2.8 3.6 3.3 
in first year of (2.4) (2.5) (2.3) 
independence 

European settlements in 29.6 23.2 12.5 30.5 6.0 18.7 4.7 
1900 (41.7) (28.7) (22.1) 

Number of observations 162 41 91 21 20 47 44 

Standard deviations are in parentheses. Number of observations varies across rows due to missing data. The first three columns report mean values for the sample indicated 
at the head of the column. The last four columns report mean values for former colonies below and above the median, separately for the base urbanization and population density 
samples. For detailed sources and descriptions see Appendix 2. 
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tural produce, but also the possibility of using this surplus in 
trade" [p. 11].6 See de Vries [1976, p. 164] for a similar argument. 

We supplement this argument by empirically investigating 
the link between urbanization and income in Table II. Columns 
(1)-(6) present cross-sectional regressions. Column (1) is for 1900, 
the earliest date for which we have data on urbanization and 
income per capita for a large number of countries. The regression 
coefficient, 0.038, is highly significant, with a standard error of 
0.006. It implies that a country with 10 percentage points higher 
urbanization has, on average, 46 percent (38 log points) greater 
income per capita (throughout the paper, all urbanization rates 
are expressed in percentage points, e.g., 10 rather than 0.1-see 
Table I). Column (2) reports a similar result using data for 1950. 
Column (3) uses current data and shows that even today there is 
a strong relationship between income per capita and urbanization 
for a large sample of countries. The coefficient is similar, 0.036, 
and precisely estimated, with a standard error of 0.002. This 
relationship is shown diagrammatically in Figure III. 

Below, we draw a distinction between countries colonized by 
Europeans and those never colonized (i.e., Europe and non-Euro- 
pean countries not colonized by Western Europe). Columns (4) and 
(5) report the same regression separately for these two samples. The 
estimates are very similar: 0.037 for the former colonies sample, and 
0.033 for the rest of the countries. Finally, in column (6) we add 
continent dummies to the same regression. This leads to only a 
slightly smaller coefficient of 0.030, with a standard error of 0.002. 

Finally, we use estimates from Bairoch [1978, 1988] to con- 
struct a small unbalanced panel data set of urbanization and 
income per capita from 1750 to 1913. Column (7) reports a re- 

6. The view that urbanization and income (productivity) are closely related is 
shared by many other scholars. See Ades and Glaeser [1999], De Long and 
Shleifer [1993], Tilly and Blockmans [1994], and Tilly [1990]. De Long and 
Shleifer, for example, write "The larger preindustrial cities were nodes of infor- 
mation, industry, and exchange in areas where the growth of agricultural pro- 
ductivity and economic specialization had advanced far enough to support them. 
They could not exist without a productive countryside and a flourishing trade 
network. The population of Europe's preindustrial cities is a rough indicator of 
economic prosperity" [p. 675]. 

A large history literature also documents how urbanization accelerated in 
Europe during periods of economic expansion (e.g., Duby [1974], Pirenne [1956], 
and Postan and Rich [1966]). For example, the period between the beginning of 
the eleventh and mid-fourteenth centuries is an era of rapid increase in agricul- 
tural productivity and industrial output. The same period also witnessed a pro- 
liferation of cities. Bairoch [1988], for example, estimates that the number of cities 
with more than 20,000 inhabitants increased from around 43 in 1000 to 107 in 
1500 [Table 10.2, p. 159]. 
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TABLE II 
URBANIZATION AND PER CAPITA INCOME 

Cross-sectional Cross-sectional 
Cross-sectional Cross-sectional Cross-sectional Cross-sectional regression regression 

regression regression regression regression in 1995, never in 1995, all Panel data 
in 1913, in 1950, in 1995, in 1995, only colonized countries, with set through 

all countries all countries all countries for ex-colonies countries only continent dummies 1913 
(1) (2) (3) (4) (5) (6) (7) 

Dependent variable is log GDP per capita 

Urbanization 0.038 0.026 0.036 0.037 0.033 0.030 0.026 
(0.006) (0.002) (0.002) (0.003) (0.007) (0.002) (0.004) 

R2 0.69 0.57 0.63 0.69 0.34 0.68 0.93 
Number of observations 22 128 162 93 51 162 55 

Standard errors are in parentheses. Log GDP per capita through 1913 is from Bairoch [1978]. Urbanization is percent of population living in towns with at least 5000 people, 
from Bairoch [1988] through 1900 with supplementary sources as described in Appendix 1. Log GDP per capita in 1950 is from Maddison [1995]; this regression uses urbanization 
in 1960 from the World Bank's World Development Indicators [19991. Log GDP per capita (PPP) and Urbanization data for 1995 are from the World Bank's World Development 
Indicators [1999]. Population density is total population divided by arable land area, both from McEvedy and Jones [19781. For detailed sources and descriptions see Appendix 2. 

The countries and approximate years for which we have data (used in the unbalanced panel regression in column (7)) are Australia (1830, 1860, and 1913), Austria (1830, 1860, 
1913), Belgium (1830, 1860, 1913), Britain (1750, 1830, 1860, 1913), Bulgaria (1860, 1913), Canada (1830, 1860, 1913), China (1830, 1860), Denmark (1830, 1860, 1913), Finland 
(1830, 1860, 1913), France (1750, 1830, 1860, 1913), Germany (1830, 1860, 1913), Greece (1860, 1913), India (1830, 1913), Italy (1830, 1860, 1913), Jamaica (1830, 1913), Japan (1750, 
1830, 1913), Netherlands (1830, 1860, 1913), Norway (1830, 1860, 1913), Portugal (1830, 1860, 1913), Romania (1830, 1860, 1913), Russia (1750, 1830, 1860, 1913), Spain (1830, 1860, 
1913), Sweden (1830, 1860, 1913), Switzerland (1830, 1860, 1913), United States (1750, 1830, 1860, 1913), and Yugoslavia (1830, 1860, 1913). 
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FIGURE III 

Log GDP per Capita (PPP) in 1995 against the Urbanization Rate in 1995 
Note. GDP per capita and urbanization are from the World Bank [1999]. Ur- 

banization is percent of population living in urban areas. The definition of urban 
areas differs between countries, but the usual minimum size is 2000-5000 inhabi- 
tants. For details of definitions and sources for urban population in 1995, see the 
United Nations [1998]. 

gression of income per capita on urbanization using this panel 
data set and controlling for country and period dummies. The 
estimate is again similar: 0.026 (s.e. = 0.004). Overall, we con- 
clude that urbanization is a good proxy for income. 

II.C. Population Density and Income 

The most comprehensive data on population since 1 A.D. 
come from McEvedy and Jones [1978]. They provide estimates 
based on censuses and published secondary sources. While 
some individual country numbers have since been revised and 
others remain contentious (particularly for pre-Columbian Meso- 
America), their estimates are consistent with more recent re- 
search (see, for example, the recent assessment by the Bureau 
of the Census, www.census.gov/ipc/www/worldhis.html). We use 
McEvedy and Jones [1978] for our baseline estimates, and test 
the effect of using alternative assumptions (e.g., lower or higher 
population estimates for Mexico and its neighbors before the 
arrival of Cortes). 
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We calculate population density by dividing total population 
by arable land (also estimated by McEvedy and Jones). This 
excludes primarily desert, inland water, and tundra. As much as 
possible, we use the land area of a country at the date we are 
considering. 

The theoretical relationship between population density and 
income is more nuanced than that between urbanization and 
income. With a similar reasoning, it seems natural to think that 
only relatively rich areas could afford dense populations (see 
Bairoch [1988, Ch. 1]). This is also in line with Malthus' classic 
work. Malthus [1798] argued that high productivity increases 
population by raising birthrates and lowering death rates. How- 
ever, the main thrust of Malthus' work was how a higher than 
equilibrium level of population increases death rates and reduces 
birthrates to correct itself.7 A high population could therefore be 
reflecting an "excess" of population, causing low income per cap- 
ita. So caution is required in interpreting population density as a 
proxy for income per capita. 

The empirical evidence regarding the relationship between 
population density and income is also less clear-cut than the 
relationship between urbanization and income. In Acemoglu, 
Johnson, and Robinson [2001b] we documented that population 
density and income per capita increased concurrently in many 
instances. Nevertheless, there is no similar cross-sectional rela- 
tionship in recent data, most likely because of the demographic 
transition-it is no longer true that high population density is 
associated with high income per capita because the relationship 
between income and the number of children has changed (e.g., 
Notestein [1945] or Livi-Bacci [2001]). 

Despite these reservations, we present results using popula- 
tion density, as well as urbanization, as a proxy for income per 
capita. This is motivated by three considerations. First, popula- 
tion density data are more extensive, so the use of population 
density data is a useful check on our results using urbanization 
data. Second, as argued by Bairoch, population density is closely 

7. A common interpretation of Malthus' argument is that these population 
dynamics will force all countries down to the subsistence level of income. In that 
case, population density would be a measure of total income, but not necessarily 
of income per capita, and in fact, there would be no systematic (long-run) differ- 
ences in income per capita across countries. We view this interpretation as 
extreme, and existing historical evidence suggests that there were systematic 
differences in income per capita between different regions even before the modern 
period (see the references below). 
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related to urbanization, and in fact, our measures are highly 
correlated. Third, variation in population density will play an 
important role not only in documenting the reversal, but also in 
explaining it. 

III. THE REVERSAL OF FORTUNE 

III.A. Results with Urbanization 

This section presents our main results. Figure I in the intro- 
duction depicts the relationship between urbanization 1500 and 
income per capita today. Table III reports regressions document- 
ing the same relationship. Column (1) is our most parsimonious 
specification, regressing log income per capita in 1995 (PPP basis) 
on urbanization rates in 1500 for our sample of former colonies. 
The coefficient is -0.078 with a standard error of 0.026.8 This 
coefficient implies that a 10 percentage point lower urbanization 
in 1500 is associated with approximately twice as high GDP per 
capita today (78 log points - 108 percent). It is important to note 
that this is not simply mean reversion-i.e., richer than average 
countries reverting back to the mean. It is a reversal. To illustrate 
this, let us compare Uruguay and Guatemala. The native popu- 
lation in Uruguay had no urbanization, while, according to our 
baseline estimates Guatemala had an urbanization rate of 9.2 
percent. The estimate in column (1) of Table II, 0.038, for the 
relationship between income and urbanization implies that Gua- 
temala at the time was approximately 42 percent richer than 
Uruguay (exp (0.038 x 9.2) - 1 - 0.42). According to our estimate 
in column (1) of Table III, we expect Uruguay today to be 105 
percent richer than Guatemala (exp (0.078 x 9.2) - 1 - 1.05), 
which is approximately the current difference in income per cap- 
ita between these two countries.9 

The second column of Table III excludes North African coun- 
tries for which data quality may be lower. The result is un- 

8. Because China was never a formal colony, we do not include it in our 
sample of ex-colonies. Adding China does not affect our results. For example, with 
China, the baseline estimate changes from -0.078 (s.e. = 0.026) to -0.079 (s.e. = 
0.025). Furthermore, our sample excludes countries that were colonized by Euro- 
pean powers briefly during the twentieth century, such as Iran, Saudi Arabia, and 
Syria. If we include these observations, the results are essentially unchanged. For 
example, the baseline estimate changes to -0.072 (s.e. = 0.024). 

9. Interestingly, these calculations suggest that not only have relative rank- 
ings reversed since 1500, but income differences are now much larger than in 
1500. 
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changed, with a coefficient of -0.101 and standard error of 0.032. 
Column (3) drops the Americas, which increases both the coeffi- 
cient and the standard error, but the estimate remains highly 
significant. Column (4) reports the results just for the Americas, 
where the relationship is somewhat weaker but still significant at 
the 8 percent level. Column (5) adds continent dummies to check 
whether the relationship is being driven by differences across 
continents. Although continent dummies are jointly significant, 
the coefficient on urbanization in 1500 is unaffected-it is -0.083 
with a standard error of 0.030. 

One might also be concerned that the relationship is being 
driven mainly by the neo-Europes: United States, Canada, New 
Zealand, and Australia. These countries are settler colonies built 
on lands that were inhabited by relatively undeveloped civiliza- 
tions. Although the contrast between the development experi- 
ences of these areas and the relatively advanced civilizations of 
India or Central America is of central importance to the reversal and 
to our story, one would like to know whether there is anything more 
than this contrast in the results of Table III. In column (6) we drop 
these observations. The relationship is now weaker, but still nega- 
tive and statistically significant at the 7 percent level. 

In column (7) we control for distance from the equator (the 
absolute value of latitude), which does not affect the pattern of 
the reversal-the coefficient on urbanization in 1500 is now 
-0.072 instead of -0.078 in our baseline specification. Distance 
from the equator is itself insignificant. Column (8), in turn, con- 
trols for a variety of geography variables that represent the effect 
of climate, such as measures of temperature, humidity, and soil 
type, with little effect on the relationship between urbanization in 
1500 and income per capita today. The R2 of the regression 
increases substantially, but this simply reflects the addition of 
sixteen new variables to this regression (the adjusted R2 in- 
creases only slightly, to 0.27). 

In column (9) we control for a variety of "resources" which 
may have been important for post-1500 development. These in- 
clude dummies for being an island, for being landlocked, and for 
having coal reserves and a variety of other natural resources (see 
Appendix 2 for detailed definitions and sources). Access to the sea 
may have become more important with the rise of trade, and 
availability of coal or other natural resources may have different 
effects at different points in time. Once again, the addition of 
these variables has no effect on the pattern of the reversal. 
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TABLE III 
URBANIZATION IN 1500 AND GDP PER CAPITA IN 1995 FOR FORMER EUROPEAN COLONIES 

Dependent variable is log GDP per capita (PPP) in 1995 

Without Without With Without Controlling Controlling 
Base North the Just the continent neo- Controlling Controlling for for colonial Controlling 

sample Africa Americas Americas dummies Europes for latitude for climate resources origin for religion 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 

Urbanization in -0.078 -0.101 -0.115 -0.053 -0.083 -0.046 -0.072 -0.088 -0.058 -0.071 -0.060 
1500 (0.026) (0.032) (0.051) (0.029) (0.030) (0.026) (0.025) (0.030) (0.029) (0.028) (0.033) 

Asia dummy -1.33 
(0.61) 

Africa dummy -0.53 
(0.77) 

America dummy -0.96 
(0.57) 

Latitude 1.42 
(0.92) 

P-value for [0.51] 
temperature 

P-value for [0.40] 
humidity 

P-value for soil [0.96] 
quality 

P-value for [0.16] 
resources 
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Landlocked -0.54 
(0.48) 

Island 0.27 
(0.33) 

Coal 0.11 
(0.28) 

Former French -0.59 
colony (0.39) 

Former Spanish 0.06 
colony (0.29) 

P-value for [0.47] 
religion 

R2 0.19 0.22 0.26 0.13 0.32 0.09 0.24 0.53 0.45 0.27 0.25 
Number of 41 37 17 24 41 37 41 41 41 41 41 

observations 

Standard errors are in parentheses. P-values from F-tests for joint significance are in square brackets. Dependent variable is log GDP per capita (PPP) in 1995. Base sample 
is all former colonies for which we have data. Urbanization in 1500 is percent of the population living in towns with 5000 or more inhabitants. The regression that includes continent 
dummies has Oceania as the base category. The neo-Europes are the United States, Canada, Australia, and New Zealand. 

In the "climate" regression we include five measures of temperature, four measures of humidity, and seven measures of soil quality. In the "resources" regression we include 
reserves of gold, iron, zinc, silver, and oil. Coal is a dummy for the presence of coal, landlocked is a dummy for not having access to the sea, and island is a dummy for being an island. 
The regression that controls for colonial origin includes dummies for former French colony, Spanish colony, Portuguese colony, Belgian colony, Italian colony, German colony, and 
Dutch colony. British colonies are the base category. The religion variables are percent of the population who are Muslim, Catholic, and "other"; percent Protestant is the base 
category. For detailed sources and descriptions see Appendix 2. 
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Finally, in columns (10) and (11) we add the identity of the 
colonial power and religion, which also have little effect on our 
estimate, and are themselves insignificant. 

The urbanization variable used in Table III relies on work by 
Bairoch and Eggimann. In Table IV we use data from Bairoch and 
Eggimann separately, as well as data from Chandler, who pro- 
vided the starting point for Bairoch's data. We report a subset of 
the regressions from Table III using these three different series 
and an alternative series using the Davis-Zipf adjustment to 
convert Eggimann's estimates into Bairoch-equivalent numbers 
(explained in Appendix 1). The results are very similar to the 
baseline estimates reported in Table III: in all cases, there is a 
negative relationship between urbanization in 1500 and income 
per capita today, and in almost all cases, this relationship is 
statistically significant at the 5 percent level (the full set of 
results are reported in Acemoglu, Johnson, and Robinson [2001b]). 

III.B. Results with Population Density 
In Panel A of Table V we regress income per capita today on 

log population density in 1500, and also include data for sub- 
Saharan Africa. The results are similar to those in Table IV (also 
see Figure II). In all specifications we find that countries with 
higher population density in 1500 are substantially poorer today. 
The coefficient of -0.38 in column (1) implies that a 10 percent 
higher population density in 1500 is associated with a 4 percent 
lower income per capita today. For example, the area now corre- 
sponding to Bolivia was seven times more densely settled than 
the area corresponding to Argentina; so on the basis of this 
regression, we expect Argentina to be three times as rich as 
Bolivia, which is more or less the current gap in income between 
these countries.10 

The remaining columns perform robustness checks, and 
show that including a variety of controls for geography and re- 
sources, the identity of the colonial power, religion variables, or 
dropping the Americas, the neo-Europes, or North Africa has very 

10. The magnitudes implied by the estimates in this table are similar to those 
implied by the estimates in Table III. For example, the difference in the urban- 
ization rate between an average high and low urbanization country in 1500 is 8.1 
(see columns (4) and (5) in Table I), which using the coefficient of -0.078 from 
Table III translates into a 0.078 x 8.1 ; 0.63 log points difference in current GDP. 
The difference in log population density between an average high-density and 
low-density country in 1500 is 2.2 (see columns (6) and (7) in Table I), which 
translates into a 0.38 x 2.2 x 0.84 log points difference in current GDP. 
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TABLE IV 
ALTERNATIVE MEASURES OF URBANIZATION 

Dependent variable is log GDP per capita (PPP) in 1995 

Base With continent Without Controlling Controlling 
sample dummies neo-Europes for latitude for resources 

(1) (2) (3) (4) (5) 

Panel A: Using our base sample measure of urbanization 

Urbanization in 1500 -0.078 -0.083 -0.046 -0.072 -0.058 
(0.026) (0.030) (0.026) (0.025) (0.029) 

R2 0.19 0.32 0.09 0.24 0.45 
Number of observations 41 41 37 41 41 

Panel B: Using only Bairoch's estimates 

Urbanization in 1500 -0.126 -0.107 -0.089 -0.116 -0.092 
(0.032) (0.034) (0.033) (0.036) (0.037) 

R2 0.30 0.37 0.19 0.31 0.49 
Number of observations 37 37 33 37 37 

Panel C: Using only Eggimann's estimates 

Urbanization in 1500 -0.041 -0.043 -0.022 -0.036 -0.022 
(0.019) (0.019) (0.018) (0.019) (0.023) 

R2 0.10 0.28 0.04 0.16 0.39 
Number of observations 41 41 37 41 41 

Panel D: Using only Chandler's estimates 

Urbanization in 1500 -0.057 -0.072 -0.040 -0.054 -0.049 
(0.019) (0.021) (0.019) (0.019) (0.025) 

R2 0.27 0.43 0.17 0.34 0.66 
Number of observations 26 26 23 26 26 

Panel E: Using Davis-Zipf Adjustment for Eggimann's series 

Urbanization in 1500 -0.039 -0.048 -0.024 -0.040 -0.031 
(0.015) (0.020) (0.014) (0.015) (0.017) 

R2 0.14 0.30 0.08 0.23 0.44 
Number of observations 41 41 37 41 41 

Standard errors are in parentheses. Dependent variable is log GDP per capita (PPP) in 1995. Base 
sample is all former colonies for which we have data. Urbanization in 1500 is percent of the population living 
in towns with 5000 or more people. In Panels B, C, D, and E, we use, respectively, Bairoch's estimates, 
Eggimann's estimates, Chandler's estimates, and a conversion of Eggimann's estimates into Bairoch-equiva- 
lent numbers using the Davis-Zipf adjustment. Eggimann's estimates (Panel C) and Chandler's estimates 
(Panel D) are not converted to Bairoch-equivalent units. The continent dummies, neo-Europes, and resources 
measures are as described in the note to Table III. For detailed sources and descriptions see Appendix 2. The 
alternative urbanization series are shown in Appendix 3. 

little effect on the results. In all cases, log population density in 
1500 is significant at the 1 percent level (although now some of 
the controls, such as the humidity dummies, are also significant). 
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TABLE V 
POPULATION DENSITY AND GDP PER CAPITA IN FORMER EUROPEAN COLONIES 

Dependent variable is log GDP per capita (PPP) in 1995 

Without With Without Controlling Controlling 
Base Without the Just the continent neo- Controlling Controlling for for colonial Controlling 

sample Africa Americas Americas dummies Europes for latitude for climate resources origin for religion 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 

Panel A: Log population density in 1500 as independent variable 

Log population density -0.38 -0.40 -0.32 -0.25 -0.26 -0.32 -0.33 -0.31 -0.30 -0.32 -0.37 
in 1500 (0.06) (0.05) (0.07) (0.09) (0.05) (0.06) (0.06) (0.06) (0.06) (0.06) (0.07) 

Asia dummy -0.91 
(0.55) 

Africa dummy -1.67 
(0.52) 

America dummy -0.69 
(0.51) 

Latitude 2.09 
(0.74) 

P-value for temperature [0.18] 
P-value for humidity [0.00] 
P-value for soil quality [0.10] 
P-value for natural [0.34] 

resources 
Landlocked -0.58 

(0.23) 
Island 0.62 

(0.23) 
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Coal 0.01 
(0.19) 

Former French colony -0.48 
(0.20) 

Former Spanish colony 0.25 
(0.22) 

P-value for religion [0.73] 
R2 0.34 0.55 0.27 0.22 0.56 0.24 0.40 0.59 0.54 0.48 0.36 
Number of observations 91 47 58 33 91 87 91 90 85 91 85 

Panel B: Log population and log land in 1500 as separate independent variables 

Log population in 1500 -0.34 -0.30 -0.32 -0.13 -0.23 -0.27 -0.29 -0.27 -0.27 -0.28 -0.31 
(0.05) (0.05) (0.07) (0.07) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.06) 

Log arable land in 1500 0.26 0.27 0.21 0.16 0.18 0.15 0.20 0.20 0.08 0.21 0.24 
(0.06) (0.06) (0.09) (0.06) (0.05) (0.06) (0.06) (0.06) (0.07) (0.06) (0.07) 

R2 0.35 0.45 0.31 0.17 0.55 0.31 0.41 0.59 0.55 0.47 0.36 
Number of observations 91 47 58 33 91 87 91 90 85 91 85 

Panel C: Using population density in 1000 A.D. as an instrument for population density in 1500 A.D. 

Log population density -0.31 -0.4 -0.15 -0.38 -0.18 -0.22 -0.27 -0.26 -0.22 -0.26 -0.25 
in 1500 (0.06) (0.06) (0.08) (0.11) (0.07) (0.08) (0.06) (0.07) (0.07) (0.06) (0.08) 

Number of observations 83 43 51 32 83 80 83 83 78 83 77 

Standard errors are in parentheses. P-values from F-tests for joint significance are in square brackets. Dependent variable is log GDP per capita (PPP) in 1995. Base sample 
is all former colonies for which we have data. Population density in 1500 is total population divided by arable land area. See Table III for an explanation of the sample and covariates 
in each column. For detailed sources and descriptions see Appendix 2. 
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The estimates in the top panel of Table V use variation in 
population density, which reflects two components: differences in 
population and differences in arable land area. In Panel B we 
separate the effects of these two components and find that they 
come in with equal and opposite signs, showing that the specifi- 
cation with population density is appropriate. In Panel C we use 
population density in 1000 as an instrument for population den- 
sity in 1500. This is useful since, as discussed in subsection II.C, 
differences in long-run population density are likely to be better 
proxies for income per capita. Instrumenting for population den- 
sity in 1500 with population density in 1000 isolates the long-run 
component of population density differences across countries (i.e., 
the component of population density in 1500 that is correlated 
with population density in 1000). The Two-Stage Least Squares 
(2SLS) results in Panel C using this instrumental variables strat- 
egy are very similar to the OLS results in Panel A. 

III.C. Further Results, Robustness Checks, and Discussion 

Caution is required in interpreting the results presented in 
Tables III, IV, and V. Estimates of urbanization and population in 
1500 are likely to be error-ridden. Nevertheless, the first effect of 
measurement error would be to create an attenuation bias toward 
0. Therefore, one might think that the negative coefficients in 
Tables III, IV, and V are, if anything, underestimates. A more 
serious problem would be if errors in the urbanization and popu- 
lation density estimates were not random, but correlated with 
current income in some systematic way. We investigate this issue 
further in Table VI, using a variety of different estimates for 
urbanization and population density. Columns (1)-(5), for exam- 
ple, show that the results are robust to a variety of modifications 
to the urbanization data. 

Much of the variation in urbanization and population density 
in 1500 was not at the level of these countries, but at the level of 
"civilizations." For example, in 1500 there were fewer separate 
civilizations in the Americas, and even arguably in Asia, than 
there are countries today. For this reason, in column (6) we repeat 
our key regressions using variation in urbanization and popula- 
tion density only among fourteen civilizations (based on Toynbee 
[1934-1961] and McNeill [19991-see the note to Table VI). The 
results confirm our basic findings, and show a statistically signifi- 
cant negative relationship between prosperity in 1500 and today. 
Columns (7) and (8) report robustness checks using variants of 
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the population density data constructed under different assump- 
tions, again with very similar results. 

Is there a similar reversal among the noncolonies? Column 
(9) reports a regression of log GDP per capita in 1995 on urban- 
ization in 1500 for all noncolonies (including Europe), and column 
(10) reports the same regression for Europe (including Eastern 
Europe). In both cases, there is a positive relationship between 
urbanization in 1500 and income today.11 This suggests that the 
reversal reflects an unusual event, and is likely to be related to 
the effect of European colonialism on these societies. 

Panel B of Table VI reports results weighted by population in 
1500, with very similar results. In Panel C we include urbaniza- 
tion and population density simultaneously in these regressions. 
In all cases, population density is negative and highly significant, 
while urbanization is insignificant. This is consistent with the 
notion, discussed below, that differences in population density 
played a key role in the reversal in relative incomes among the 
colonies (although it may also reflect measurement error in the 
urbanization estimates). 

As a final strategy to deal with the measurement error in 
urbanization, we use log population density as an instrument for 
urbanization rates in 1500. When both of these are valid proxies 
for economic prosperity in 1500 and the measurement error is 
classical, this procedure corrects for the measurement error prob- 
lem. Not surprisingly, these instrumental-variables estimates 
reported in the bottom panel of Table VI are considerably larger 
than the OLS estimates in Table III. For example, the baseline 
estimate is now -0.18 instead of -0.08 in Table III. The general 
pattern of reversal in relative incomes is unchanged, however. 

Is the reversal shown in Figures I and II and Tables III, IV, 
and V consistent with other evidence? The literature on the 
history of civilizations documents that 500 years ago many parts 
of Asia were highly prosperous (perhaps as prosperous as West- 
ern Europe), and civilizations in Meso-America and North Africa 
were relatively developed (see, e.g., Abu-Lughod [1989], Braudel 
[1992], Chaudhuri [1990], Hodgson [1993], McNeill [1999], Po- 
meranz [2000], Reid [1988, 1993], and Townsend [2000]). In con- 

11. In Acemoglu, Johnson, and Robinson [2001b] we also provided evidence 
that urbanization and population density in 1000 are positively correlated with 
urbanization and population density in 1500, suggesting that before 1500 there 
was considerable persistence in prosperity both where the Europeans later colo- 
nized and where they never colonized. 
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TABLE VI 

ROBUSTNESS CHECKS FOR URBANIZATION AND LOG POPULATION DENSITY 

Dependent variable is log GDP per capita (PPP) in 1995 

Assuming Assuming Assuming Using Using land Alternative All 
lower lower lower Using least augmented area in assumptions countries Europe 

urbanization urbanization urbanization favorable Toynbee 1995 for for log never (including 
Base in the in North in Indian combination of definition of population population colonized by Eastern 

sample Americas Africa subcontinent assumptions civilization density density Europe Europe) 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

Former colonies Never colonized 

Panel A: Unweighted regressions 

Urbanization in -0.078 -0.089 -0.102 -0.073 -0.105 -0.117 0.068 0.077 

1500 (0.026) (0.027) (0.029) (0.027) (0.032) (0.052) (0.023) (0.023) 

Log population -0.41 -0.32 

density in 1500 (0.06) (0.07) 
R2 0.20 0.22 0.24 0.16 0.21 0.30 0.35 0.21 0.18 0.27 

Number of 41 41 41 41 41 14 91 91 43 32 

observations 

Panel B: Regressions weighted using log population in 1500 

Urbanization in -0.072 -0.084 -0.097 -0.064 -0.099 -0.118 -0.064 -0.073 

1500 (0.025) (0.026) (0.029) (0.026) (0.032) (0.053) (0.023) (0.022) 

Log population -0.39 -0.29 

density in 1500 (0.06) (0.07) 
R2 0.18 0.22 0.23 0.14 0.20 0.29 0.32 0.19 0.17 0.24 

Number of 41 41 41 41 41 14 91 91 43 32 

observations 



?u 

z 

cl 

CA 
CA 

Panel C: Including both urbanization and log population density as independent variables 

Urbanization in 0.038 0.039 0.017 0.037 0.020 0.072 0.017 0.003 0.028 0.032 
1500 (0.028) (0.031) (0.033) (0.027) (0.035) (0.047) (0.023) (0.022) (0.020) (0.021) 

Log population -0.41 -0.41 -0.36 -0.40 -0.37 -0.48 -0.43 -0.41 0.34 0.37 
density in 1500 (0.07) (0.08) (0.07) (0.07) (0.07) (0.09) (0.07) (0.07) (0.07) (0.08) 

R2 0.56 0.56 0.54 0.56 0.54 0.79 0.61 0.60 0.48 0.57 
Number of 

observations 41 41 41 41 41 14 41 41 43 32 

Panel D: Instrumenting for urbanization in 1500 using log population density in 1500 

Urbanization in -0.178 -0.181 -0.215 -0.194 -0.242 -0.237 -0.217 -0.239 0.259 0.226 
1500 (0.04) (0.040) (0.048) (0.048) (0.057) (0.080) (0.053) (0.063) (0.090) (0.074) 

Number of 
observations 41 41 41 41 41 14 41 41 43 32 

Standard errors are in parentheses. Dependent variable is log GDP per capita (PPP) in 1995. Base sample is all former colonies for which we have data. In our base sample, 
urbanization in 1500 is percent of the population living in towns with 5000 or more people. Column (2) assumes 9 percent urbanization in the Andes and Central America. Column 
(3) assumes 10 percent urbanization in North Africa. Column (4) assumes 6 percent urbanization in the Indian subcontinent. Column (5) combines the assumptions of columns (2), 
(3), (4), and (5) to create the least favorable combination of assumptions for our hypothesis. Column (6) is only civilizations in former European colonies. The augmented Toynbee 
civilizations, used in column (6), include Andean, Mexic, Yucatec, Arabic (North Africa), Hindu, Polynesian, Eskimo (Canada) North American Indian, South American Indian 
(Brazil/Argentina/Chile), Australian Aborigine, Malay (Malaysia and Indonesia), Philippines, Vietnam/Cambodia, and Burma. In column (7) population density in 1500 is total 
population divided by arable land area in 1995. Column (8) halves the population density estimates for Africa. For detailed sources and descriptions see Appendix 2. 
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trast, there was little agriculture in most of North America and 
Australia, at most consistent with a population density of 0.1 
people per square kilometer. McEvedy and Jones [1978, p. 322] 
describe the state of Australia at this time as "an unchanging 
palaeolithic backwater." In fact, because of the relative backward- 
ness of these areas, European powers did not view them as 
valuable colonies. Voltaire is often quoted as referring to Canada 
as a "few acres of snow," and the European powers at the time 
paid little attention to Canada relative to the colonies in the West 
Indies. In a few parts of North America, along the East Coast and 
in the Southwest, there was settled agriculture, supporting a 
population density of approximately 0.4 people per square kilo- 
meter, but this was certainly much less than that in the Aztec and 
Inca Empires, which had fully developed agriculture with a popu- 
lation density of between 1 and 3 people (or even higher) per 
square kilometer, and also much less than the corresponding 
numbers in Asia and Africa [McEvedy and Jones 1978, p. 273]. 
The recent work by Maddison [2001] also confirms our interpre- 
tation. He estimates that India, Indonesia, Brazil, and Mexico 
were richer than the United States in 1500 and 1700 (see, for 
example, his Table 2-22a). 

III.D. The Timing and Nature of the Reversal 

The evidence presented so far documents the reversal in 
relative incomes among the former colonies from 1500 to today. 
When did this reversal take place? This question is relevant in 
thinking about the causes of the reversal. For example, if the 
reversal is related to the extraction of resources from, and the 
"plunder" of, the former colonies, or to the direct effect of the 
diseases Europeans brought to the New World, it should have 
taken place shortly after colonization. 

Figure IV shows that the reversal is mostly a late eighteenth- 
and early nineteenth-century phenomenon, and is closely related 
to industrialization. Figure IVa compares the evolution of urban- 
ization among two groups of New World ex-colonies, those with 
low urbanization in 1500 versus those with high urbanization in 
1500.12 We focus on New World colonies since the societies came 

12. The initially high urbanization countries for which we have data and are 
included in the figure are Bolivia, Mexico, Peru, and all of Central America, while 
the initially low urbanization countries are Argentina, Brazil, Canada, Chile, and 
the United States. 
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FIGURE IVa 
Urbanization Rate in India, the United States, and New World Countries 

with Low and High Urbanization, 800-1920 
Note. Urbanization is population living in urban areas divided by total popula- 

tion. Urban areas have a minimum threshold of 20,000 inhabitants, from Chan- 
dler [1987], and Mitchell [1993, 1995]. Low urbanization in 1500 countries are 
Argentina, Brazil, Canada, Chile, and the United States. High urbanization in 
1500 countries are Bolivia, Ecuador, Mexico, Peru, and all of Central America. For 
details see Appendix 1. 

under European dominance very early on. The averages plotted 
in the figure are weighted by population in 1500. In addition, in 
the same figure we plot India and the United States separately 
(as well as including it in the initially low urbanization group). 
The figure shows that the initially low urbanization group as a 
whole and the United States by itself overtake India and the ini- 
tially high urbanization countries sometime between 1750 and 1850. 

Figure IVb depicts per capita industrial production for the 
United States, Canada, New Zealand, Australia, Brazil, Mexico, 
and India using data from Bairoch [1982]. This figure shows the 
takeoff in industrial production in the United States, Australia, 
Canada, and New Zealand relative to Brazil, Mexico, and India. 
Although the scale makes it difficult to see in the figure, per 
capita industrial production in 1750 was in fact higher in India, 7, 
than in the United States, 4 (with U. K. industrial production per 
capita in 1900 normalized to 100). Bairoch [1982] also reports 
that in 1750 China had industrial production per capita twice the 
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FIGURE IVb 
Industrial Production per Capita, 1750-1953 

Note. Index of industrial production with U. K. per capita industrialization in 
1900 is equal to 100, from Bairoch [1982]. 

level of the United States. Yet, as Figure IVb shows, over the next 
200 years there was a much larger increase in industrial produc- 
tion in the United States than in India (and also than in China). 

This general interpretation, that the reversal in relative in- 
comes took place during the late eighteenth and early nineteenth 
centuries and was linked to industrialization, is also consistent with 
the fragmentary evidence we have on other measures of income per 
capita and industrialization. Coatsworth [1993], Eltis [1995], Enger- 
man [19811, and Engerman and Sokoloff [1997] provide evidence 
that much of Spanish America and the Caribbean were more pros- 
perous (had higher per capita income) than British North America 
until the eighteenth century. The future United States rose in per 
capita income during the 1700s relative to the Caribbean and South 
America, but only really pulled ahead during the late eighteenth 
and early nineteenth centuries. Maddison's [2001] numbers also 
show that India, Indonesia, Brazil, and Mexico were richer than the 
United States in 1700, but had fallen behind by 1820. 

U. S. growth during this period also appears to be an indus- 
try-based phenomenon. McCusker and Menard [1985] and Galen- 
son [19961 both emphasize that productivity and income growth 
in North America before the eighteenth century was limited. 
During the critical period of growth in the United States, between 
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1840 and 1900, there was modest growth in agricultural output 
per capita, and very rapid growth in industrial output per capita; 
the numbers reported by Gallman [2000] imply that between 
1840 and 1900 agricultural product per capita increased by about 
30 percent, a very small increase relative to the growth in manu- 
facturing output per capita, which increased more than fourfold. 

IV. HYPOTHESES AND EXPLANATIONS 

IV.A. The Geography Hypothesis 
The geography hypothesis claims that differences in eco- 

nomic performance reflect differences in geographic, climatic, and 
ecological characteristics across countries. There are many differ- 
ent versions of this hypothesis. Perhaps the most common is the 
view that climate has a direct effect on income through its influ- 
ence on work effort. This idea dates back to Machiavelli [1519] 
and Montesquieu [1748]. Both Toynbee [1934, Vol. 1] and Mar- 
shall [1890, p. 195] similarly emphasized the importance of cli- 
mate, both on work effort and productivity. One of the pioneers of 
development economics, Myrdal [1968], also placed considerable 
emphasis on the effect of geography on agricultural productivity. 
He argued: "serious study of the problems of underdevelop- 
ment... should take into account the climate and its impacts on 
soil, vegetation, animals, humans and physical assets-in short, 
on living conditions in economic development" [Vol. 3, p. 2121]. 

More recently, Diamond [1997] and Sachs [2000, 2001] have 
espoused different versions of the geography view. Diamond, for 
example, argues that the timing of the Neolithic revolution has 
had a long-lasting effect on economic and social development. 
Sachs, on the other hand, emphasizes the importance of geogra- 
phy through its effect on the disease environment, transport 
costs, and technology. He writes: "Certain parts of the world are 
geographically favored. Geographical advantages might include 
access to key natural resources, access to the coastline and sea- 
navigable rivers, proximity to other successful economies, advan- 
tageous conditions for agriculture, advantageous conditions for 
human health" [2000, p. 30]. Also see Myrdal [1968, Vol. 1, pp. 
691-695]. 

This simple version of the geography hypothesis predicts 
persistence in economic outcomes, since the geographic factors 
that are the first-order determinants of prosperity are time-in- 
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variant. The evidence presented so far therefore weighs against 
the simple geography hypothesis: whatever factors are important 
in making former colonies rich today are very different from those 
contributing to prosperity in 1500. 

IV.B. The Sophisticated Geography Hypotheses 
The reversal in relative incomes does not necessarily reject a 

more sophisticated geography hypothesis, however. Certain geo- 
graphic characteristics that were not useful, or that were even 
harmful, for successful economic performance in 1500 may turn 
out to be beneficial later on. In this subsection we briefly discuss 
a number of sophisticated geography hypotheses emphasizing the 
importance of such time-varying effects of geography.13 

The first is the "temperate drift hypothesis," emphasizing the 
temperate (or away from the equator) shift in the center of eco- 
nomic gravity over time. According to this view, geography be- 
comes important when it interacts with the presence of certain 
technologies. For example, one can argue that tropical areas 
provided the best environment for early civilizations-after all, 
humans evolved in the tropics, and the required calorie intake is 
lower in warmer areas. But with the arrival of "appropriate" 
technologies, temperate areas became more productive. The tech- 
nologies that were crucial for progress in temperate areas include 
the heavy plow, systems of crop rotation, domesticated animals 
such as cattle and sheep, and some of the high productivity 
European crops, including wheat and barley. Despite the key role 
of these technologies for temperate areas, they have had much 
less of an effect on tropical zones [Lewis 1978]. Sachs [2001, p. 12] 
also implies this view in his recent paper when he adapts Dia- 
mond's argument about the geography of technological diffusion: 
"Since technologies in the critical areas of agriculture, health, and 
related areas could diffuse within ecological zones, but not across 
ecological zones, economic development spread through the tem- 

13. Put differently, in the simple geography hypothesis, geography has a main effect 
on economic performance, which can be expressed as Yit 

= o + al 
- G + vt + Eit, 

where Y,, is a measure of economic performance in country i at time t, Gi is a measure 
of geographic characteristics, vt is a time effect, and eit measures other country-time- 
specific factors. In contrast, in the sophisticated geography view, the relationship 
between income and geography would be Yi, = ao + al 

* 
Git + (X2 Tt . Gi + vt + Eit, 

where Tt is a time-varying characteristic of the world as a whole or of the state of 
technology. According to this view, the major role that geography plays in history is 
not through o2, but through a2. 
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perate zones but not through the tropical regions" (italics in the 
original; also see Myrdal [1968], Ch. 14). 

The evidence is not favorable to the view that the reversal 
reflects the emergence of agricultural technologies favorable to 
temperate areas, however. First, the regressions in Tables III, IV, 
and V show little evidence that the reversal was related to geo- 
graphic characteristics. Second, the temperate drift hypothesis 
suggests that the reversal should be associated with the spread of 
European agricultural technologies. Yet in practice, while Euro- 
pean agricultural technology spread to the colonies between the 
sixteenth and eighteenth centuries (e.g., McCusker and Menard 
[1985], Ch. 3 for North America), the reversal in relative incomes 
is largely a late eighteenth- and early nineteenth-century, and 
industry-based phenomenon. 

In light of the result that the reversal is related to industri- 
alization, another sophisticated geography hypothesis would be 
that certain geographic characteristics facilitate or enable indus- 
trialization. First, one can imagine that there is more room for 
specialization in industry, but such specialization requires trade. 
If countries differ according to their transport costs, it might be 
those with low transport costs that take off during the age of 
industry. This argument is not entirely convincing, however, 
again because there is little evidence that the reversal was re- 
lated to geographic characteristics (see Tables III, IV, and V). 
Moreover, many of the previously prosperous colonies that failed 
to industrialize include islands such as the Caribbean, or coun- 
tries with natural ports such as those in Central America, India, 
or Indonesia. Moreover, transport costs appear to have been 
relatively low in some of the areas that failed to industrialize 
(e.g., Pomeranz [2000], Appendix A). 

Second, countries may lack certain resource endowments, 
most notably coal, which may have been necessary for industri- 
alization (e.g., Pomeranz [2000] and Wrigley [1988]). But coal is 
one of the world's most common resources, with proven reserves 
in 100 countries and production in over 50 countries [World Coal 
Institute 2000], and our results in Table III and V offer little 
evidence that either coal or the absence of any other resource was 
responsible for the reversal. So there appears to be little support 
for these types of sophisticated geography hypotheses either.14 

14. Two other related hypotheses are worth mentioning. First, it could be 
argued that people work less hard in warmer climates and that this matters more 
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IV.C. The Institutions Hypothesis 

According to the institutions hypothesis, societies with a 
social organization that provides encouragement for investment 
will prosper. Locke [1980], Smith [1778], and Hayek [1960], 
among many others, emphasized the importance of property 
rights for the success of nations. More recently, economists and 
historians have emphasized the importance of institutions that 
guarantee property rights. For example, Douglass North starts 
his 1990 book by stating [p. 3]: "That institutions affect the 
performance of economies is hardly controversial," and identifies 
effective protection of property rights as important for the orga- 
nization of society (see also North and Thomas [1973] and Olson 
[2000]). 

In this context we take a good organization of society to 
correspond to a cluster of (political, economic, and social) institu- 
tions ensuring that a broad cross section of society has effective 
property rights. We refer to this cluster as institutions of private 
property, and contrast them with extractive institutions, where 
the majority of the population faces a high risk of expropriation 
and holdup by the government, the ruling elite, or other agents. 
Two requirements are implicit in this definition of institutions of 
private property. First, institutions should provide secure prop- 
erty rights, so that those with productive opportunities expect to 
receive returns from their investments, and are encouraged to 
undertake such investments. The second requirement is embed- 
ded in the emphasis on "a broad cross section of the society." A 
society in which a very small fraction of the population, for 
example, a class of landowners, holds all the wealth and political 
power may not be the ideal environment for investment, even if 

for industry than for agriculture, thus explaining the reversal. However, there is 
no evidence either for the hypothesis that work effort matters more for industry 
or for the assertion that human energy output depends systematically on tempera- 
ture (see, e.g., Collins and Roberts [19881). Moreover, the available evidence on 
hours worked indicates that people work harder in poorer/warmer countries (e.g., 
ILO [1995, pp. 36-37]), though of course these high working hours could reflect 
other factors. 

Second, it can be argued that different paths of development reflect the direct 
influence of Europeans. Places where there are more Europeans have become 
richer, either because Europeans brought certain values conducive to develop- 
ment (e.g., Landes [1998], and Hall and Jones [1999]), or because having more 
Europeans confers certain benefits (e.g., through trade with Europe or because 
Europeans are more productive). In Acemoglu, Johnson, and Robinson [2001b] we 
presented evidence showing that the reversal and current income levels are not 
related to the current racial composition of the population or to proxies of whether 
the colonies were culturally or politically dominated by Europeans. 



REVERSAL OF FORTUNE 1263 

the property rights of this elite are secure. In such a society, many 
of the agents with the entrepreneurial human capital and invest- 
ment opportunities may be those without effective property rights 
protection. In particular, the concentration of political and social 
power in the hands of a small elite implies that the majority of the 
population risks being held up by the powerful elite after they 
undertake investments. This is also consistent with North and 
Weingast's [1989, pp. 805-806] emphasis that what matters is: 
" ... whether the state produces rules and regulations that bene- 
fit a small elite and so provide little prospect for long-run growth, 
or whether it produces rules that foster long-term growth." 
Whether political power is broad-based or concentrated in the 
hands of a small elite is crucial in evaluating the role of institu- 
tions in the experiences of the Caribbean or India during colonial 
times, where the property rights of the elite were well enforced, 
but the majority of the population had no civil rights or property 
rights. 

It is important to emphasize that "equilibrium institutions" 
may be extractive, even though such institutions do not encour- 
age economic development. This is because institutions are 
shaped, at least in part, by politically powerful groups that may 
obtain fewer rents with institutions of private property (e.g., 
North [1990]), or fear losing their political power if there is 
institutional development (e.g., Acemoglu and Robinson [2000, 
2001]), or simply may be reluctant to initiate institutional change 
because they would not be the direct beneficiaries of the resulting 
economic gains. In the context of the development experience of 
the former colonies, this implies that equilibrium institutions are 
likely to have been designed to maximize the rents to European 
colonists, not to maximize long-run growth. 

The organization of society and institutions also persist (see, 
for example, the evidence presented in Acemoglu, Johnson, and 
Robinson [2001al). Therefore, the institutions hypothesis also 
suggests that societies that are prosperous today should tend to 
be prosperous in the future. However, if a major shock disrupts 
the organization of a society, this will affect its economic perfor- 
mance. We argue that European colonialism not only disrupted 
existing social organizations, but led to the establishment of, or 
continuation of already existing, extractive institutions in previ- 
ously prosperous areas and to the development of institutions of 
private property in previously poor areas. Therefore, European 
colonialism led to an institutional reversal, in the sense that 



1264 QUARTERLY JOURNAL OF ECONOMICS 

regions that were relatively prosperous before the arrival of Eu- 
ropeans were more likely to end up with extractive institutions 
under European rule than previously poor areas. The institutions 
hypothesis, combined with the institutional reversal, predicts a 
reversal in relative incomes among these countries. 

The historical evidence supports the notion that colonization 
introduced relatively better institutions in previously sparsely 
settled and less prosperous areas: while in a number of colonies 
such as the United States, Canada, Australia, New Zealand, 
Hong Kong, and Singapore, Europeans established institutions of 
private property, in many others they set up or took over already 
existing extractive institutions in order to directly extract re- 
sources, to develop plantation and mining networks, or to collect 
taxes.15 Notice that what is important for our story is not the 
"plunder" or the direct extraction of resources by the European 
powers, but the long-run consequences of the institutions that 
they set up to support extraction. The distinguishing feature of 
these institutions was a high concentration of political power in 
the hands of a few who extracted resources from the rest of the 
population. For example, the main objective of the Spanish and 
Portuguese colonization was to obtain silver, gold, and other 
valuables from America, and throughout they monopolized mili- 
tary power to enable the extraction of these resources. The min- 
ing network set up for this reason was based on forced labor and 
the oppression of the native population. Similarly, the British 
West Indies in the seventeenth and eighteenth centuries were 
controlled by a small group of planters (e.g., Dunn [1972, Chs. 
2-6]). Political power was important to the planters in the West 
Indies, and to other elites in the colonies specializing in planta- 
tion agriculture, because it enabled them to force large masses of 
natives or African slaves to work for low wages.16 

What determines whether Europeans pursued an extractive 

15. Examples of extraction by Europeans include the transfer of gold and 
silver from Latin America in the seventeenth and eighteenth centuries and of 
natural resources from Africa in the nineteenth and twentieth centuries, the 
Atlantic slave trade, plantation agriculture in the Caribbean, Brazil, and French 
Indochina, the rule of the British East India Company in India, and the rule of the 
Dutch East India Company in Indonesia. See Frank [1978], Rodney [1972], 
Wallerstein [1974-1980], and Williams [1944]. 

16. In a different vein, Europeans running the Atlantic slave trade, despite 
their small numbers, also appear to have had a fundamental effect on the evolu- 
tion of institutions in Africa. The consensus view among historians is that the 
slave trade fundamentally altered the organization of society in Africa, leading to 
state centralization and warfare as African polities competed to control the supply 
of slaves to the Europeans. See, for example, Manning [1990, p. 147], and also 



REVERSAL OF FORTUNE 1265 

strategy or introduced institutions of private property? And why 
was extraction more likely in relatively prosperous areas? Two 
factors appear important. 

1. The economic profitability of alternative policies. When 
extractive institutions were more profitable, Europeans 
were more likely to opt for them. High population density, 
by providing a supply of labor that could be forced to work 
in agriculture or mining, made extractive institutions 
more profitable for the Europeans.17 For example, the 

presence of abundant Amerindian labor in Meso-America 
was conducive to the establishment of forced labor sys- 
tems, while the relatively high population density in Af- 
rica created a profit opportunity for slave traders in sup- 
plying labor to American plantations.s" Other types of 
extractive institutions were also more profitable in 

densely settled and prosperous areas where there was 
more to be extracted by European colonists. Furthermore, 
in these densely settled areas there was often an existing 
system of tax administration or tribute; the large popula- 
tion made it profitable for the Europeans to take control of 
these systems and to continue to levy high taxes (see, e.g., 

Wilks [1975] for Ghana, Law [1977] for Nigeria, Harms [1981]) for the Congo/ 
Zaire, and Miller [1988] on Angola. 

17. The Caribbean islands were relatively densely settled in 1500. Much of 
the population in these islands died soon after the arrival of the Europeans 
because of the diseases that the Europeans brought (e.g., Crosby [1986] and 
McNeill [1976]). It is possible that the initial high populations in these islands 
induced the Europeans to take the "extractive institutions" path, and subse- 
quently, these institutions were developed further with the import of slaves from 
Africa. An alternative possibility is that the relevant period of institutional 
development was after the major population decline, but the Caribbean still ended 
up with extractive institutions because the soil and the climate were suitable for 
sugar production, which encouraged Europeans to import slaves from Africa and 
set up labor-oppressive systems (e.g., Dunn [1972] and Engerman and Sokoloff 
[1997, 2000]). 

18. The Spanish conquest around the La Plata River (current day Argentina) 
during the early sixteenth century provides a nice example of how population 
density affected European colonization (see Lockhart and Schwartz [1983, pp. 
259-260] or Denoon [1983, pp. 23-24]). Early in 1536, a large Spanish expedition 
arrived in the area, and founded the city of Buenos Aires at the mouth of the river 
Plata. The area was sparsely inhabited by nonsedentary Indians. The Spaniards 
could not enslave a sufficient number of Indians for food production. Starvation 
forced them to abandon Buenos Aires and retreat up the river to a post at 
Asuncion (current day Paraguay). This area was more densely settled by semi- 
sedentary Indians, who were enslaved by the Spaniards; the colony of Paraguay, 
with relatively extractive institutions, was founded. Argentina was finally colo- 
nized later, with a higher proportion of European settlers and little forced labor. 
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Wiegersma [1988, p. 69], on French policies in Vietnam, or 
Marshall [1998, pp. 492-497], on British policies in India). 

2. Whether Europeans could settle or not. Europeans were 
more likely to develop institutions of private property 
when they settled in large numbers, for the natural reason 
that they themselves were affected by these institutions 
(i.e., their objectives coincided with encouraging good eco- 
nomic performance).19 Moreover, when a large number of 
Europeans settled, the lower strata of the settlers de- 
manded rights and protection similar to, or even better 
than, those in the home country. This made the develop- 
ment of effective property rights for a broad cross section 
of the society more likely. European settlements, in turn, 
were affected by population density both directly and in- 
directly. Population density had a direct effect on settle- 
ments, since Europeans could easily settle in large num- 
bers in sparsely inhabited areas. The indirect effect 
worked through the disease environment, since malaria 
and yellow fever, to which Europeans lacked immunity, 
were endemic in many of the densely settled areas [Ace- 
moglu, Johnson, and Robinson 2001a].20 

Table VII provides econometric evidence on the institutional 
reversal. It shows the relationship between urbanization or popu- 
lation density in 1500 and subsequent institutions using three 
different measures of institutions. The first two measures refer to 
current institutions: protection against expropriation risk be- 
tween 1985 and 1995 from Political Risk Services, which approxi- 
mates how secure property rights are, and "constraints on the 
executive" in 1990 from Gurr's Polity III data set, which can be 
thought of as a proxy for how concentrated political power is 
in the hands of ruling groups (see Appendix 2 for detailed 
sources). Columns (1)-(6) of Table VII show a negative relation- 

19. Extraction and European settlement patterns were mutually self-rein- 
forcing. In areas where extractive policies were pursued, the authorities also 
actively discouraged settlements by Europeans, presumably because this would 
interfere with the extraction of resources from the locals (e.g., Coatsworth [1982]). 

20. European settlements shaped both the type of institutions that developed 
and the structure of production. For example, while in Potosi (Bolivia) mining 
employed forced labor [Cole 1985] and in Brazil and the Caribbean sugar was 
produced by African slaves, in the United States and Australia mining companies 
employed free migrant labor and sugar was grown by smallholders in Queensland, 
Australia [Denoon 1983, Chs. 4 and 5]. Consequently, in Bolivia, Brazil, and the 
Caribbean, political institutions were designed to ensure the control of the labor- 
ers and slaves, while in the United States and Australia, the smallholders and the 
middle class had greater political rights [Cole 1985; Hughes 1988, Ch. 10]. 
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TABLE VII 
URBANIZATION, POPULATION DENSITY, AND INSTITUTIONS 

Dependent variable is: 

Average protection against Constraint on Constraint on executive 
expropriation risk, 1985-1995 executive in 1990 in first year of independence 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

Panel A: Without additional controls 

Urbanization in 1500 -0.107 -0.001 -0.154 -0.037 -0.132 0.018 
(0.043) (0.059) (0.066) (0.098) (0.069) (0.103) 

Log population density -0.37 -0.37 -0.49 -0.40 -0.33 -0.54 
in 1500 (0.10) (0.15) (0.15) (0.25) (0.15) (0.28) 

R2 0.14 0.16 0.25 0.12 0.12 0.18 0.31 0.16 0.37 
Number of observations 42 75 42 41 84 41 42 85 42 

Panel B: Controlling for latitude 

Urbanization in 1500 -0.097 -0.001 -0.159 -0.038 -0.128 0.022 
(0.042) (0.059) (0.067) (0.099) (0.070) (0.104) 

Log population density -0.31 -0.34 -0.45 -0.41 -0.30 -0.54 
in 1500 (0.10) (0.15) (0.16) (0.25) (0.16) (0.28) 

Latitude 2.87 3.53 2.57 -1.49 2.63 -1.86 1.52 2.68 1.48 
(1.48) (1.25) (1.41) (2.38) (2.01) (2.34) (2.54) (2.17) (2.46) 

R2 0.21 0.24 0.31 0.13 0.13 0.19 0.32 0.17 0.38 
Number of observations 42 75 42 41 84 41 42 84 42 

Standard errors are in parentheses. Regressions use data for all former colonies for which information on urbanization and population density in 1500 is available, as explained 
in the text. Urbanization in 1500 is percent of the population living in towns with 5000 or more people. Population density in 1500 is total population divided by arable land area 
from McEvedy and Jones [19781. Average protection against expropriation risk is an evaluation of the risk that private investments will be expropriated by the government. 
Constraints on the executive is an assessment of the constitutional limitations on executive power. Regressions with constraints on executive in first year of independence use the 
earliest available date after independence, and also include the date of independence as an additional regressor. For detailed sources and descriptions see Appendix 2. 
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ship between our measures of prosperity in 1500 and current 
institutions.21 

It is also important to know whether there was an institu- 
tional reversal during the colonial times or shortly after indepen- 
dence. Since the Gurr data set does not contain information for 
nonindependent countries, we can only look at this after indepen- 
dence. Columns (7)-(9) show the relationship between prosperity 
in 1500 and a measure of early institutions, constraint on the 
executive in the first year of independence, from the same data 
set, while also controlling for time since independence as an 
additional covariate. Finally, the second panel of the table in- 
cludes (the absolute value of) latitude as an additional control, 
showing that the institutional reversal does not reflect some 
simple geographic pattern of institutional change. 

The institutions hypothesis, combined with the institutional 
reversal, predicts that countries in areas that were relatively 
prosperous and densely settled in 1500 ended up with relatively 
worse institutions after the European intervention, and therefore 
should be relatively less prosperous today. The reversal in rela- 
tive incomes that we have documented so far is consistent with 
this prediction. 

Notice, however, that the institutions hypothesis and the 
reversal in relative incomes do not rule out an important role for 
geography during some earlier periods, or working through insti- 
tutions. They simply suggest that institutional differences are the 
major source of differences in income per capita today. First, 
differences in economic prosperity in 1500 may be reflecting geo- 
graphic factors (e.g., that the tropics were more productive than 
temperate areas) as well as differences in social organization 
caused by nongeographic influences. Second and more important, 
as we emphasized in Acemoglu, Johnson, and Robinson [2001a], 
a major determinant of European settlements, and therefore of 
institutional development, was the mortality rates faced by Eu- 
ropeans, which is a geographical variable. Similarly, as noted by 
Engerman and Sokoloff [1997, 2000], whether an area was suit- 
able for sugar production is likely to have been important in 

21. When both urbanization and log population density in 1500 are included, 
it is the population density variable that is significant. This supports the inter- 
pretation that it was the differences between densely and sparsely settled areas 
that was crucial in determining colonial institutions (though, again, this may also 
reflect the fact that the population density variable is measured with less mea- 
surement error). 
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shaping the type of institutions that Europeans introduced. How- 
ever, this type of interaction between geography and institutions 
means that certain regions, say Central America, are poor today 
not as a result of their geography, but because of their institu- 
tions, and that there is not a necessary or universal link between 
geography and economic development. 

V. INSTITUTIONS AND THE MAKING OF THE MODERN WORLD 

INCOME DISTRIBUTION 

V.A. Institutions and the Reversal 

We next provide evidence suggesting that institutional dif- 
ferences statistically account for the reversal in relative incomes. 
If the institutional reversal is the reason why there was a rever- 
sal in income levels among the former colonies, then once we 
account for the role of institutions appropriately, the reversal 
should disappear. That is, according to this view, the reversal 
documented in Figures I and II and Tables III, IV, V, and VI 
reflects the correlation between economic prosperity in 1500 and in- 
come today working through the intervening variable, institutions. 

How do we establish that an intervening variable X is re- 
sponsible for the correlation between Z and Y? Suppose that the 
true relationship between Y, and X, and Z is 

(1) Y= e X + p -Z + E, 

where a and p are coefficients and E is a disturbance term. In our 
case, we can think of Y as income per capita today, X as a 
measure of institutions, and Z as population density (or urban- 
ization) in 1500. The variable Z is included in equation (1) either 
because it has a direct effect on Y or because it has an effect 
through some other variables not included in the analysis. The 
hypothesis we are interested in is that =- 0; that is, population 
density or urbanization in 1500 affects income today only via 
institutions. 

This hypothesis obviously requires that there is a statistical 
relationship between X and Z. So we postulate that X = X - Z + 
v. To start with, suppose that e is independent of X and Z and 
that v is independent of Z. Now imagine a regression of Y on Z 
only (in our context, of income today on prosperity in 1500, 
similar to those we reported in Tables III, IV, V, and VI): 
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Y = b - Z + 
ul. 

As is well-known, the probability limit of the 
OLS estimate from this regression, b, is 

plimb = P + ?a X. 

So the results in the regressions of Tables IV, V, VI, and VII are 
consistent with p = 0 as long as a t 0 and X + 0. In this case, we 
would be capturing the effect of Z (population density or urban- 
ization) on income working solely through institutions. This is the 
hypothesis that we are interested in testing. Under the assump- 
tions regarding the independence of Z from v and E, and of X from 
E, there is a simple way of testing this hypothesis, which is to run 
an OLS regression of Y on Z and X: 

(2) Y = aX + b-Z +u2 

to obtain the estimates 6A and b. The fact that E in (1) is indepen- 
dent of both X and Z rules out omitted variable bias, so plim = 
a and plimb = P. Hence, a simple test of whether b = 0 is all that 
is required to test our hypothesis that the effect of Z is through X 
alone. 

In practice, there are likely to be problems due to omitted 
variables, endogeneity bias because Y has an effect on X, and 
attenuation bias because X is measured with error or corresponds 
poorly to the real concept that is relevant to development (which 
is likely to be a broad range of institutions, whereas we only have 
an index for a particular type of institutions). So the above pro- 
cedure is not possible. However, the same logic applies as long as 
we have a valid instrument M for X, such that X = y - M + , and 
M is independent of E in (1). We can then simply estimate (2) 
using 2SLS with the first-stage X = c - M + d - Z + u3. Testing 
our hypothesis that Z has an effect on Y only through its effect on 
X then amounts to testing that the 2SLS estimate of b, 6, is equal 
to 0. Intuitively, the 2SLS procedure ensures a consistent esti- 
mate of a, enabling an appropriate test for whether Z has a direct 
effect. 

The key to the success of this strategy is a good instrument 
for X. In our previous work [Acemoglu, Johnson, and Robinson 
2001a] we showed that mortality rates faced by settlers are a good 
instrument for settlements of Europeans in the colonies and the 
subsequent institutional development of these countries. These 
mortality rates are calculated from the mortality of soldiers, 
bishops, and sailors stationed in the colonies between the seven- 
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teenth and nineteenth centuries, and are a plausible instrument 
for the institutional development of the colonies, since in areas 
with high mortality Europeans did not settle and were more 
likely to develop extractive institutions. The exclusion restriction 
implied by this instrumental-variables strategy is that, condi- 
tional on the other controls, the mortality rates of European 
settlers more than 100 years ago have no effect on GDP per capita 
today, other than their effects through institutional development. 
This is plausible since these mortality rates were much higher 
than the mortality rates faced by the native population who had 
developed a high degree of immunity to the two main killers of 
Europeans, malaria and yellow fever. 

Table VIII reports results from this type of 2SLS test using 
the log of settler mortality rates as an instrument for institu- 
tional development. We look at the same three institutions vari- 
ables used in Table VII: protection against expropriation risk 
between 1985 and 1995, and constraint on the executive in 1990 
and in the first year of independence. Panel A reports results from 
regressions that enter urbanization and log population density in 
1500 as exogenous regressors in the first and the second stages, 
while Panel B reports the corresponding first stages. Different 
columns correspond to different institutions variables, or to dif- 
ferent specifications. For comparison, Panel C reports the 2SLS 
coefficient on institutions with exactly the same sample as the 
corresponding column, but without including urbanization or 
population density. 

The results are consistent with our hypothesis. In all col- 
umns we never reject the hypothesis that urbanization in 1500 or 
population density in 1500 has no direct effect once we control for 
the effect of institutions on income per capita, and the addition of 
these variables has little effect on the 2SLS estimate of the effect 
of institutions on income per capita. This supports our notion that 
the reversal in economic prosperity reflects the effect of early 
prosperity and population density working through the institu- 
tions and policies introduced by European colonists. 

V.B. Institutions and Industrialization 

Why did the reversal in relative incomes take place during 
the nineteenth century? To answer this question, imagine a soci- 
ety like the Caribbean colonies where a small elite controls all the 
political power. The property rights of this elite are relatively well 
protected, but the rest of the population has no effective property 
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TABLE VIII 
GDP PER CAPITA AND INSTITUTIONS 

Dependent variable is log GDP per capita (PPP) in 1995 

Average Constraint on 

protection against Constraint on executive in first 
Institutions as expropriation executive in year of 

measured by: risk, 1985-1995 1990 independence 

(1) (2) (3) (4) (5) (6) 

Panel A: Second-stage regressions 

Institutions 0.52 0.88 0.84 0.50 0.37 0.46 
(0.10) (0.21) (0.47) (0.11) (0.12) (0.16) 

Urbanization in 1500 -0.024 0.030 -0.023 
(0.021) (0.078) (0.034) 

Log population density -0.08 -0.10 -0.13 
in 1500 (0.10) (0.10) (0.10) 

Panel B: First-stage regressions 

Log settler mortality -1.21 -0.47 -0.75 -0.88 -1.81 -0.78 
(0.23) (0.14) (0.44) (0.20) (0.40) (0.25) 

Urbanization in 1500 -0.042 -0.088 -0.043 
(0.035) (0.066) (0.061) 

Log population density -0.21 -0.35 -0.24 
in 1500 (0.11) (0.15) (0.17) 

R2 0.53 0.29 0.17 0.37 0.56 0.26 
Number of observations 38 64 37 67 38 67 

Panel C: Coefficient on institutions without urbanization or population density in 1500 

Institutions 0.56 0.96 0.77 0.54 0.39 0.52 
(0.09) (0.17) (0.33) (0.09) (0.11) (0.15) 

Standard errors are in parentheses. Dependent variable is log GDP per capita (PPP) in 1995. The 
measure of institutions used in each regression is indicated at the head of each column. Urbanization in 1500 
is percent of the population living in towns with 5000 or more people. Population density is calculated as total 

population divided by arable land area. Constraint on the executive in 1990, 1900, and the first year of 
independence are all from the Polity III data set. Regressions with constraint on executive in first year of 

independence use the earliest available date after independence, and also include the date of independence 
as an additional regressor. 

Panel A reports the second-stage estimates from an IV regression with first-stage shown in Panel B. 
Panel C reports second-stage estimates from the IV regressions, which do not include urbanization or 

population density and which instrument for institutions using log settler mortality. Log settler mortality 
estimates are from Acemoglu, Johnson, and Robinson [2001a]. For detailed sources and descriptions see 

Appendix 2. 

rights. According to our definition, this would not be a society 
with institutions of private property, since a broad cross section of 

society does not have effective property rights. Nevertheless, 
when the major investment opportunities are in agriculture, this 

may not matter too much, since the elite can invest in the land 



REVERSAL OF FORTUNE 1273 

and employ the rest of the population, and so will have relatively 
good incentives to increase output. 

Imagine now the arrival of a new technology, for example, the 
opportunity to industrialize. If the elite could undertake indus- 
trial investments without losing its political power, we may ex- 
pect them to take advantage of these opportunities. However, in 
practice there are at least three major problems. First, those with 
the entrepreneurial skills and ideas may not be members of the 
elite and may not undertake the necessary investments, because 
they do not have secure property rights and anticipate that they 
will be held up by political elites once they undertake these 
investments. Second, the elites may want to block investments in 
new industrial activities, because it may be these outside groups, 
not the elites themselves, who will benefit from these new activ- 
ities. Third, they may want to block these new activities, fearing 
political turbulence and the threat to their political power that 
new technologies will bring (see Acemoglu and Robinson [2000, 
2001]).22 

This reasoning suggests that whether a society has institu- 
tions of private property or extractive institutions may matter 
much more when new technologies require broad-based economic 
participation-in other words, extractive institutions may be- 
come much more inappropriate with the arrival of new technolo- 
gies. Early industrialization appears to require both investments 
from a large number of people who were not previously part of the 
ruling elite and the emergence of new entrepreneurs (see Enger- 
man and Sokoloff [1997], Kahn and Sokoloff [1998], and Rothen- 
berg [1992] for evidence that many middle-class citizens, innova- 
tors, and smallholders contributed to the process of early 
industrialization in the United States). Therefore, there are rea- 
sons to expect that institutional differences should matter more 
during the age of industry. 

If this hypothesis is correct, we should expect societies with 
good institutions to take better advantage of the opportunity to 
industrialize starting in the late eighteenth century. We can test 
this idea using data on institutions, industrialization, and GDP 
from the nineteenth and early twentieth centuries. Bairoch 
[1982] presents estimates of industrial output for a number of 
countries at a variety of dates, and Maddison [1995] has esti- 

22. In addition, industrialization may have been delayed in some cases be- 
cause of a comparative advantage in agriculture. 
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mates of GDP for a larger group of countries. We take Bairoch's 
estimates of U. K. industrial output as a proxy for the opportunity 
to industrialize, since during this period the United Kingdom was 
the world industrial leader. We then run a panel data regression 
of the following form: 

(3) Yit = t + 8i + IT* Xit + 
-* .Xit 

UKIND, + Eit, 

where yit is the outcome variable of interest in country i at date 
t. We consider industrial output per capita and income per capita 
as two different measures of economic success during the nine- 
teenth century. In addition, pt's are a set of time effects, and 

8i's denote a set of country effects, UKINDt is industrial output in the 
United Kingdom at date t, and Xi, denotes the measure of insti- 
tutions in country i at date t. Our institutions variable is again 
constraint on the executive from the Gurr Polity III data set. As 
noted above, this variable is available from the date of indepen- 
dence for each country. Since colonial rule typically concentrated 
political power in the hands of a small elite, for the purpose of the 
regressions in this table, we assign the lowest score to countries 
still under colonial rule. The coefficient of interest is 4, which 
reflects whether there is an interaction between good institutions 
and the opportunity to industrialize. A positive and significant # 
is interpreted as evidence in favor of the view that countries with 
institutions of private property took better advantage of the op- 
portunity to industrialize. The parameter ar measures the direct 
effect of institutions on industrialization, and is evaluated at the 
mean value of UKINDt. 

The top panel of Table IX reports regressions of equation (3) 
with industrial output per capita as the left-hand-side variable 
(see the note to the table for more details). Column (1) reports a 
regression using only pre-1950 data. The interaction term 4 is 
estimated to be 0.132, and is highly significant with a standard 
error of 0.26. Note that Bairoch's estimate of total U. K. indus- 
trialization, which is normalized to 100 in 1900, rose from 16 to 
115 between 1800 and 1913. In the meantime, the U. S. per capita 
production grew from 9 to 126, whereas India's per capita indus- 
trial production fell from 6 to 2. Since the average difference 
between the constraint on the executive in the United States and 
India over this period is approximately 6, the estimate implies 
that the U. S. industrial output per capita should have increased 
by 78 points more than India's, which is over half the actual 
difference. 
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In column (2) we extend the data through 1980, again with no 
effect on the coefficient, which stays at 0.132. In columns (3) and 
(4) we investigate whether independence impacts on industrial- 
ization, and whether our procedure of assigning the lowest score 
to countries still under colonial rule may be driving our results. In 
column (3) we include a dummy for whether the country is inde- 
pendent, and also interact this dummy with U. K. industrializa- 
tion. These variables are insignificant, and the coefficient on the 
interaction between U. K. industrialization and institutions, 4, is 
unchanged (0.145 with standard error 0.035). In column (4) we 
drop all observations from countries still under colonial rule, and 
this again has no effect on the results (4 is now estimated to be 
0.160 with standard error 0.048). 

In columns (5) and (6) we use average institutions for each 
country, Xi, rather than institutions at date t, so the equation 
becomes 

Yit t = , + 
•8i + ~ Xi - 

UKINDt + Eit. 

This specification may give more sensible results if either varia- 
tions in institutions from year to year are endogenous with re- 
spect to changes in industrialization or income, or are subject to 
measurement error. 4 is now estimated to be larger, suggesting 
that measurement error is a more important problem than the 
endogeneity of the changes in institutions. 

An advantage of the specification in columns (5) and (6) is 
that it allows us to instrument for the regressor of interest Xi ? 
UKINDt, using the interaction between U. K. industrialization 
and our instrument for institutions, log settler mortality Mi (so 
the instrument here is Mi UKINDt). Once again, institutions 
might differ across countries because more productive or other- 
wise different countries have different institutions, and in this 
case, the interaction between industrialization and institutions 
could be capturing the direct effects of these characteristics on 
economic performance. To the extent that log settler mortality is 
a good instrument for institutions, the interaction between log 
settler mortality and U. K. industrialization will be a good instru- 
ment for the interaction between institutions and U. K. industri- 
alization. The instrumental-variables procedure will then deal 
with the endogeneity of institutions, the omitted variables bias, 
and also the attenuation bias due to measurement error. The 
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TABLE IX 
THE INTERACTION OF U. K. INDUSTRIALIZATION AND INSTITUTIONS 

Former 
Former Former Former colonies, 
colonies, colonies, with colonies, with 

Former Former with average average with average average 
colonies, colonies, institutions institutions institutions institutions 

Former with with for each for each for each for each 

colonies, average average country, country, country, country, 
Former Former Former using only institutions institutions instrumenting instrumenting instrumenting instrumenting 
colonies, colonies, colonies, data for each for each using settler using settler using settler using settler 

using using data using pre-1950 country, country, mortality, mortality, mortality, mortality, 
only through only and for using only using only only only only only 

pre-1950 1980 pre-1950 independent pre-1950 pre-1590 pre-1950 pre-1950 pre-1950 pre-1950 
data (all data) data countries data data data data data data 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

Panel A: Dependent variable is industrial production per capita 

U. K. industrialization 0.132 0.132 0.145 0.160 0.202 0.206 0.168 0.169 0.156 0.158 

*institutions (0.026) (0.027) (0.035) (0.048) (0.019) (0.022) (0.030) (0.032) (0.065) (0.065) 
Institutions 8.97 -3.36 10.51 7.48 

(2.30) (4.46) (3.50) (9.51) 

Independence -14.3 -6.4 1.1 2.0 

(22.9) (11.4) (12.6) (14.2) 
U. K. industrialization -0.12 -0.042 0.046 0.06 

*independence (0.21) (0.12) (0.13) (0.17) 
U. K. industrialization 0.13 0.12 

*latitude (0.50) (0.48) 

R2 0.75 0.74 0.75 0.84 0.89 0.89 0.88 0.88 0.87 0.87 

Number of observations 59 75 59 32 59 59 59 59 59 59 
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Panel B: Dependent variable is log GDP per capita 

Log U. K. industrialization 0.078 0.060 0.073 0.079 0.135 0.130 0.159 0.150 0.116 0.111 
*institutions (0.022) (0.017) (0.027) (0.025) (0.021) (0.026) (0.032) (0.038) (0.067) (0.073) 

Institutions -0.027 -0.084 -0.10 -0.11 
(0.025) (0.028) (0.04) (0.04) 

Independence 0.67 0.12 0.10 0.019 
(0.27) (0.13) (0.13) (0.16) 

Log U. K. industrialization 0.035 -0.008 -0.042 0.016 
*independence (0.12) (0.093) (0.11) (0.14) 

Log U. K. industrialization 0.42 0.42 
*latitude (0.49) (0.54) 

R2 0.95 0.92 0.95 0.96 0.96 0.96 0.96 0.96 0.96 0.96 
Number of observations 79 131 79 46 79 79 79 79 79 79 

Standard errors are in parentheses. All columns report panel regressions with country and period dummies included. Dependent variable in Panel A is industrial output per capita 
1750-1980 from Bairoch [1982]. Dependent variable in Panel B is log GDP per capita 1830-1980 from Maddison [1995]. The institutions variable is "Constraint on the executive," which 
is an assessment of the constitutional limitations on executive power. The independent variable of interest is total U. K. industrial output interacted with constraint on the executive in each 
country from the Polity III data set. The main effect of institutions is evaluated at the mean value of U. K. industrialization. Polity III provides information only for independent countries; 
if a country was a colony at a particular date, we assign the lowest value of constraints on the executive, which is 1. Average institutions are calculated over the values in Polity III for 1750, 
1800, 1830, 1860, 1880, 1913, and 1928. 

We have an unbalanced panel with the following observations. For industrial output we have data on Australia, Brazil, Canada, India, Mexico, New Zealand, South Africa, and the 
United States. In the panel regressions for GDP per capita before 1950, we have data on these countries (except South Africa) plus Argentina, Bangladesh, Burma/Myanmar, Chile, Colombia, 
Egypt, Ghana, India, Indonesia, Pakistan, Peru, and Venezuela. In addition, for the regression using GDP per capita data through 1980, we are also able to include Ethiopia, Ivory Coast, 
Kenya, Morocco, Nigeria, South Africa, Tanzania, and Zaire. We have data for the following dates: 1750, 1800, 1830, 1860, 1880, 1913, 1928, 1953, and 1980, although not for all countries 
for all dates. For detailed sources and descriptions see Appendix 2. 
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2SLS estimates reported in columns (7) and (8) are very similar to 
the OLS estimates in columns (5) and (6), and are highly 
significant.23 

In columns (9) and (10) we add the interaction between 
latitude and industrialization. This is useful because, if the 
reason why the United States surged ahead relative to India 
or South America during the nineteenth century is its geo- 
graphic advantage, our measures of institutions might be proxy- 
ing for this, incorrectly assigning the role of geography to in- 
stitutions. The results give no support to this view: the esti- 
mates of ( are affected little and remain significant, while the 
interaction between industrialization and latitude is insignifi- 
cant. Panel B of Table IX repeats these regressions using log GDP 
per capita as the left-hand-side variable (the interaction term 
is now as Mi 

Iln(UKINDt) 
since the left-hand-side variable is log 

of GDP per capita). The results are broadly similar to those in 
Panel A. 

Overall, these results provide support for the view that in- 
stitutions played an important role in the process of economic 
growth and in the surge of industrialization among the formerly 
poor colonies, and via this channel, account for a significant 
fraction of current income differences. 

VI. CONCLUSION 

Among the areas colonized by European powers during the 
past 500 years, those that were relatively rich in 1500 are now 
relatively poor. Given the crude nature of the proxies for prosper- 
ity 500 years ago, some degree of caution is required, but the 
broad patterns in the data seem uncontroversial. Civilizations in 
Meso-America, the Andes, India, and Southeast Asia were richer 
than those located in North America, Australia, New Zealand, or 

23. Despite our instrumental-variables strategy, the interaction between 
institutions and the opportunity to industrialize may capture the possible inter- 
action between industrialization and some country characteristics correlated with 
our instrument. For example, with an argument along the lines of Nelson and 
Phelps [1966] or Acemoglu and Zilibotti [2001], one might argue that industrial 
technologies were appropriate only for societies with sufficient human capital, and 
that there were systematic cross-country differences in human capital correlated 
with institutional differences. This interpretation is consistent with our approach, 
since the correlation between institutions and human capital most likely reflects 
the fact that in societies with extractive institutions the masses typically did not 
or could not obtain education. In other words, low levels of human capital may 
have been a primary mechanism through which extractive institutions delayed 
industrialization. 
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the southern cone of Latin America. The intervention of Europe 
reversed this pattern. This is a first-order fact, both for under- 
standing economic and political development over the past 
500 years, and for evaluating various theories of long-run 
development. 

This reversal in relative incomes is inconsistent with the 
simple geography hypothesis which explains the bulk of the in- 
come differences across countries by the direct effect of geo- 
graphic differences, thus predicting a high degree of persistence 
in economic outcomes. We also show that the timing and nature 
of the reversal do not offer support to sophisticated geography 
views, which emphasize the time-varying effects of geography. 
Instead, the reversal in relative incomes over the past 500 years 
appears to reflect the effect of institutions (and the institutional 
reversal caused by European colonialism) on income today. 

Why did European colonialism lead to an institutional rever- 
sal? And how did this institutional reversal cause the reversal in 
relative incomes and the subsequent divergence in income per 
capita across the various colonies? We argued that the institu- 
tional reversal resulted from the differential profitability of alter- 
native colonization strategies in different environments. In pros- 
perous and densely settled areas, Europeans introduced or 
maintained already-existing extractive institutions to force the 
local population to work in mines and plantations, and took over 
existing tax and tribute systems. In contrast, in previously 
sparsely settled areas, Europeans settled in large numbers and 
created institutions of private property, providing secure prop- 
erty rights to a broad cross section of the society and encouraging 
commerce and industry. This institutional reversal laid the seeds 
of the reversal in relative incomes. But most likely, the scale of 
the reversal and the subsequent divergence in incomes are due to 
the emergence of the opportunity to industrialize during the 
nineteenth century. While societies with extractive institutions 
or those with highly hierarchical structures could exploit avail- 
able agricultural technologies relatively effectively, the spread of 
industrial technology required the participation of a broad cross 
section of the society-the smallholders, the middle class, and the 
entrepreneurs. The age of industry, therefore, created a consid- 
erable advantage for societies with institutions of private prop- 
erty. Consistent with this view, we documented that these 
societies took much better advantage of the opportunity to 
industrialize. 
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APPENDIX 1: URBANIZATION ESTIMATES 

This is a shortened version of the Appendix in Acemoglu, 
Johnson, and Robinson [2001b]. 

1. Urbanization in 1500 

Our base estimates for 1500 consist of Bairoch's [1988] as- 
sessment of urbanization augmented by the work of Eggimann 
[1999]. Merging these two series requires us to convert Eggi- 
mann's estimates, based on a minimum population threshold of 
20,000, into Bairoch-equivalent urbanization estimates, based on 
a minimum population threshold of 5000. 

To construct our base data, we run a regression of Bairoch 
estimates on Eggimann estimates for all countries where they 
overlap in 1900 (the year for which we have the largest number of 
Bairoch estimates for non-European countries). There are thir- 
teen countries for which we have good overlapping data. This 
regression yields a constant of 6.6 and a coefficient of 0.67. 

We use these results to convert from Eggimann to Bairoch- 
equivalent urbanization estimates in Colombia, Ecuador, Guate- 
mala (and other parts of Central America), Mexico, and Peru in 
the Americas. We also use this method for all North African 
countries and for India (and the rest of the Indian subcontinent), 
Indonesia, Malaysia, Laos, Burma/Myanmar, and Vietnam in 
Asia. See Appendix 2 for the precise numbers we use. 

There are a number of countries for which Bairoch deter- 
mines that there was no real urbanization or no pre-European 
"settled agriculture." In these cases, a reasonable interpretation 
of Bairoch is that there was no urban population using his defi- 
nition. In our baseline data we therefore assume zero urbaniza- 
tion for the following countries: Argentina, Brazil, Canada, Chile, 
Guyana, Paraguay, Uruguay, the United States, and Australia. 

For countries where Bairoch determines there was some low 
level of urbanization, associated with fairly primitive agriculture, 
he assesses that the urbanization rate was 3 percent. We use this 
estimate for Cuba, the Dominican Republic, Haiti, and Jamaica 
in the Americas. We also use this estimate for Hong Kong, the 

Philippines, and Singapore in Asia and for New Zealand. In the 

Appendix of Acemoglu, Johnson, and Robinson [2001b], we 

present qualitative evidence documenting the low levels of urban- 
ization in countries with assigned values of 0 percent or 3 percent 
urbanization in our baseline data. 
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While the data on sub-Saharan Africa are worse than for any 
other region, it is clear that urbanization before 1500 was at a 
higher level than North America or Australia (see the Appendix 
of Acemoglu, Johnson, and Robinson [2001b] for detailed discus- 
sion and sources). Given the weakness and incompleteness of 
data for sub-Saharan Africa, we do not include any estimates in 
our baseline urbanization data set. We do, however, include all of 
sub-Saharan Africa in our baseline population density data. 

We have checked the robustness of our results using alter- 
native methods of converting Eggimann estimates into Bairoch- 
equivalent numbers. We have calculated conversion ratios at the 
regional level (e.g., for North Africa and the Andean region 
separately). We have also constructed an alternative series using 
a conversion rate of 2, as suggested by Davis' and Zipf's Laws (see 
Bairoch [1988], Chapter 9.)24 We have also used Bairoch's overall 
assessment of urbanization for broad regions, e.g., Asia, without 
the more detailed information from Eggimann (see the Appendix 
in Acemoglu, Johnson, and Robinson [2001b] for more detail). We 
have also used estimates just from Bairoch, just from Eggimann, 
and just from Chandler. See Table IV for relevant regressions. 

Our baseline estimates and the most plausible alternative 
series are shown in Appendix 2. We have also calculated urbani- 
zation rates for all European countries and non-European coun- 
tries that were never colonized. We have also checked Bairoch's 
estimates carefully for these countries against the work of Bai- 
roch, Batou, and Chevre [1988], Chandler and Fox [1974], de 
Vries [1984], and Hohenberg and Lees [1985]. Our discussion of 
urbanization in European and never colonized countries is not 
reported here to conserve space, but it is available from the 
authors. 

2. Urbanization from 1500 to 2000 

Eggimann's data only cover countries that are now part of 
the "Third World." He therefore does not provide any information 
on the timing of urbanization changes in settler colonies. Bairoch 
does have some information on urbanization in the United States, 
Canada, and Australia, but only from 1800 [Bairoch 1988, Table 
13.4, p. 221]. For a more complete picture of urbanization from 
800 to 1850 across a wide range of countries, we therefore rely 

24. We are using a conservative version of Davis' law. See the Appendix in 
Acemoglu, Johnson, and Robinson [2001b] for a more detailed discussion. 
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primarily on Chandler's estimates. We should emphasize, how- 
ever, that wherever there is overlapping information, these esti- 
mates are broadly consistent with the findings of Eggimann and 
Bairoch.25 As before, we convert urban population numbers into 
urbanization using population estimates from McEvedy and 
Jones [1978]. 

Chandler's data enable us to see changes in urbanization 
over time across countries, but because his series ends in 1850 (or 
1861 for the Americas), we cannot follow the most important 
trends into the twentieth century. In addition, Chandler's data 
are reported at 50-year intervals from 1700 (100-year intervals 
before that), which is only enough to show the broad pattern. 

We therefore supplement the analysis with data from two 
other sources. The UN [1969] provides detailed urbanization data 
from 1920, focusing on localities with 20,000 or more inhabitants 
(i.e., the same criterion as Chandler uses outside of Asia). How- 
ever, this still leaves a gap between 1850 and 1920. 

We complete this composite series using data from Mitchell 
[1993, 1995]. His urbanization data start in 1750, provide infor- 
mation every ten years from 1790 for most countries, and run to 
1980. The only disadvantage of this series is the relatively late 
starting date. The criterion for inclusion in Mitchell's series is 
also a little different-cities that had at least 200,000 inhabitants 
around 1970-but this seems to produce broadly consistent esti- 
mates for overlapping observations. We use these data both to 
complete the Chandler series for Mexico, India, and the United 
States (see Figure IVa) and to provide alternative estimates for 
the timing of urbanization changes within the Americas. 

The data shown in Figure IVa are from Chandler (through 
1850), Mitchell (for 1900), and the UN (for 1920 and 1930), 
converted to Bairoch-equivalent units using the conservative 
Zipf-Davis adjustment (i.e., multiplying the estimates by 2). 

25. The only point of disagreement is whether there was any urbanization in 
the area now occupied by the United States in 1500. Chandler lists one town 
(Nanih Waiya) but does not give its population. He also does not indicate any 
urbanization either before or after this date. Bairoch argues there was no pre- 
European urbanization and the latest archaeological evidence suggests villages 
rather than towns [Fagan 2000]. We therefore follow Bairoch in assigning a value 
of zero. For supportive evidence see Waldman [1985, p. 30]. 
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APPENDIX 2: VARIABLE DEFINITIONS AND SOURCES 

Variable Description Source 

Log GDP per capita (PPP) in Logarithm of GDP per capita, on Purchasing World Bank, World Development Indicators, CD-Rom, 1999. 
1995 Power Parity Basis, in 1995. Data on Suriname is from the 2000 version of this same 

source. 
Log GDP per capita in 1900 and Logarithm of GDP per capita in 1900 and 1950. Maddison [1995] for 1950; Bairoch [1978] for 1900. 

1950 
Industrial output per capita Index of industrialization with Britain in 1900 Bairoch [1982]. 

equal to 100. 
Total U. K. industrial output Index equal to 100 in 1900. Bairoch [1982]. 
Log population density in Logarithm of population density (total population McEvedy and Jones [19781. 

1 A.D., 1000, and 1500 (also divided by total arable land) in 1 A.D., 1000, 
log population in 1500 and log 1500. 
arable land in 1500) 

Urbanization in 1960 and 1995 Percent of population living in urban areas in World Bank, World Development Indicators, CD-Rom, 1999. 
1960 and 1995, as defined by the UN (typically For more detail, see p. 159 of the World Bank's World 
20,000 minimum inhabitants). Development Indicators 1999 (hard copy). 

Urbanization in 1000, 1500, and Percent of population living in urban areas with Bairoch and supplemental sources, as described in Appendix 1. 
1700 a population of at least 5000 in 1000, 1500, 

and 1700. 
European settlements in 1800 Percent of population that was European or of McEvedy and Jones [1978] and other sources listed in 

and 1900 European descent in 1800 and 1900. Ranges Appendix Table 5 of Acemoglu, Johnson, and Robinson 
from 0 to 0.99 in our base sample. [2000]. 

Average protection against Risk of expropriation of private foreign Data set obtained directly from Political Risk Services, 
expropriation risk, 1985-1995 investment by government, from 0 to 10, where September 1999. These data were previously used by Knack 

a higher score means less risk. We calculated and Keefer [1995]1 and were organized in electronic form by 
the mean value for the scores in all years from the IRIS Center (University of Maryland). The original 
1985 to 1995. compilers of these data are Political Risk Services. 
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APPENDIX 2 

(CONTINUED) 

Variable Description Source 

Constraint on executive in 1970, A seven-category scale, from 1 to 7, with a higher Polity III data set, downloaded from Inter-University 

1990, and first year of score indicating more constraints. Score of 1 Consortium for Political and Social Research. Variable 

independence indicates unlimited authority; score of 3 described in Gurr [1997]. 
indicates slight to moderate limitations; score 
of 5 indicates substantial limitations; score of 7 
indicates executive parity or subordination. 
Scores of 2, 4, and 6 indicate intermediate 
values. 

Percent of European descent in Percent of population that was European or of McEvedy and Jones [1978]. 
1975 religion variables European descent in 1975. Ranges from 0 to 1 

in our base sample. 
Percentage of the population that belonged in La Porta et al. [1999]. 

1980 (or for 1990-1995 for countries formed 
more recently) to the following religions: 
Roman Catholic, Protestant, Muslim, and 
"other." 

Colonial dummies Dummy variable indicating whether country was La Porta et al. [1999]. 
a British, French, German, Spanish, Italian, 
Belgian, Dutch, or Portuguese colony. 

Temperature variables Temperature variables are average temperature, Parker [1997]. 
minimum monthly high, maximum monthly 
high, minimum monthly low, and maximum 

monthly low, all in centigrade. 
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Humidity variables Humidity variables are morning minimum, Parker [1997]. 
morning maximum, afternoon minimum, and 
afternoon maximum, all in percent 

Soil quality Measures of soil quality/climate are steppe (low Parker [1997]. 
latitude), desert (low latitude), steppe (middle 
latitude), desert (middle latitude), dry steppe 
wasteland, desert dry winter, and highland. 

Natural resources Measures of natural resources are percent of Parker [1997]. 
world gold reserves today, percent of world 
iron reserves today, percent of world zinc 
reserves today, percent of world silver reserves 

today, and oil resources (thousands of barrels 

per capita today). 
Coal Dummy variable equal to 1 if country has World Resources Institute [19981 and Etemad and Toutain 

produced coal since 1800. [1991]. 
Landlocked Dummy variable equal to 1 if country does not Parker [1997]. 

adjoin the sea. 
Island Dummy variable equal to 1 if country is an DK Publishing [1997]. 

island. 
Latitude Absolute value of the latitude of the country, La Porta et al. [1999]. 

scaled to take values between 0 and 1, where 0 
is the equator. 

Log mortality Log of estimated settler mortality. Settler mortality Acemoglu, Johnson, and Robinson [2001a], based on Curtin 
is calculated from the mortality rates of [1989] and other sources. 

European-born soldiers, sailors, and bishops 
when stationed in colonies. It measures the 
effects of local diseases on people without 
inherited or acquired immunities. 
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APPENDIX 3 

Urbanization Urbanization 
Urbanization estimate in estimate in 
estimate in 1500 using 1500 using Davis-Zipf 

Base 1500 using only only adjustment 
urbanization Source of base only information information applied to Population Population Population 
estimate in urbanization information from from Eggimann density in density in density in 

1500 estimate in 1500 from Bairoch Eggimann Chandler series 1500 1500 1500 

Former colonies included in base sample for population 
Former colonies included in our base sample for urbanization density but not for urbanization 

Argentina 0.0 Bairoch 0.0 0.0 0.0 0.0 0.11 Angola 1.50 Sudan 14.03 

Australia 0.0 Bairoch 0.0 0.0 0.0 0.0 0.03 Bahamas 1.46 Suriname 0.21 

Bangladesh 8.5 Eggimann converted 9.0 2.9 5.8 23.70 Barbados 1.46 Tanzania 1.98 

to Bairoch 
Belize 9.2 Eggimann (3.8%) 7.0 18.0 19.6 7.6 1.54 Benin 4.23 Togo 4.23 

converted to 
Bairoch 

Bolivia 10.6 Eggimann (Ecuador 12.0 6.0 12.0 0.83 Botswana 0.14 Trinidad and 1.46 

and Bolivia) Tobago 
converted to 
Bairoch 

Brazil 0.0 Bairoch 0.0 0.1 0.2 0.12 Burkina 4.23 Uganda 7.51 
Faso 

Canada 0.0 Bairoch 0.0 0.0 0.0 0.0 0.02 Burundi 25.00 Zaire 1.50 

Chile 0.0 Bairoch 0.0 0.0 0.0 0.0 0.80 Cameroon 1.50 Zambia 0.79 

Colombia 7.9 Eggimann converted 7.0 2.0 2.0 4.0 0.96 Cape 0.50 Zimbabwe 0.79 

to Bairoch Verde 

Costa Rica 9.2 Eggimann (3.8%) 7.0 18.0 7.6 1.54 Central 1.50 

converted to African 

Bairoch Republic 
Dominican 3.0 Bairoch 3.0 0.0 0.0 1.46 Chad 1.00 

Republic 
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Algeria 14.0 Eggimann converted . 11.0 11.0 22.0 7.00 Comoros 4.48 
to Bairoch 

Ecuador 10.6 Eggimann (Ecuador 12.0 6.0 5.0 12.0 2.17 Congo 1.50 
and Bolivia) 
converted to 
Bairoch 

Egypt 14.6 Eggimann converted 11.9 12.4 23.8 100.46 Cote 4.23 
to Bairoch d'Ivoire 

Guatemala 9.2 Eggimann (3.8%) 7.0 18.0 19.6 7.6 1.54 Dominica 1.46 
converted to 
Bairoch 

Guyana 0.0 Bairoch 0.0 0.0 0.0 0.21 Eritria 2.00 
Hong Kong 3.0 Bairoch 3.0 0.0 0.0 0.0 0.09 Ethiopia 6.67 
Honduras 9.2 Eggimann (3.8%) 7.0 18.0 19.6 7.6 1.54 Gabon 1.50 

converted to 
Bairoch 

Haiti 3.0 Bairoch 3.0 0.0 0.0 1.32 Gambia 4.23 
Indonesia 7.3 Eggimann 9.0 1.0 0.5 2.0 4.28 Ghana 4.23 

(Indonesia and 

Malaysia) 
converted to 
Bairoch 

India 8.5 Eggimann converted 9.0 2.9 1.8 5.8 23.70 Grenada 1.46 
to Bairoch 

Jamaica 3.0 Bairoch 3.0 0.0 0.0 4.62 Guinea 4.23 
Laos 7.3 Eggimann (Laos and 9.0 10.0 10.0 20.0 1.73 Kenya 2.64 

Vietnam) 
converted to 
Bairoch 

Sri Lanka 8.5 Eggimann converted 9.0 2.9 5.8 15.47 Lesotho 0.49 
to Bairoch 

Morocco 17.8 Eggimann converted 16.7 21.3 33.3 9.08 Madagascar 1.20 
to Bairoch 

Mexico 14.8 Eggimann converted 7.0 12.3 6.5 24.6 2.62 Malawi 0.79 
to Bairoch 
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APPENDIX 3 
(CONTINUED) 

Urbanization Urbanization 
Urbanization estimate in estimate in 
estimate in 1500 using 1500 using Davis-Zipf 

Base 1500 using only only adjustment 
urbanization Source of base only information information applied to Population Population Population 
estimate in urbanization information from from Eggimann density in density in density in 

1500 estimate in 1500 from Bairoch Eggimann Chandler series 1500 1500 1500 

Former colonies included in base sample for population 
Former colonies included in our base sample for urbanization density but not for urbanization 

Malaysia 7.3 Eggimann 9.0 1.0 0.5 2.0 1.22 Mali 1.00 

(Indonesia and 

Malaysia) 
converted to 
Bairoch 

Nicaragua 9.2 Eggimann (3.8%) 7.0 18.0 19.6 7.6 1.54 Mauritania 3.00 
converted to 
Bairoch 

New 3.0 Bairoch 3.0 0.0 0.0 0.37 Mozambique 1.28 

Zealand 
Pakistan 8.5 Eggimann converted 9.0 2.9 5.8 23.70 Namibia 0.14 

to Bairoch 
Panama 9.2 Eggimann (3.8%) 7.0 18.0 19.6 7.6 1.54 Nepal 13.99 

converted to 
Bairoch 

Peru 10.5 Eggimann converted 12.0 5.8 2.5 11.6 1.56 Niger 1.00 
to Bairoch 

Philippines 3.0 Bairoch 3.0 0.0 0.0 1.68 Nigeria 4.23 

Paraguay 0.0 Bairoch 0.0 0.0 0.0 0.50 Rwanda 25.00 

Singapore 3.0 Bairoch 3.0 0.0 0.0 0.0 0.09 Swaziland 0.49 
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El Salvador 9.2 Eggimann (3.8%) 7.0 18.0 19.6 7.6 1.54 Senegal 4.23 
converted to 
Bairoch 

Tunisia 12.3 Eggimann converted 8.1 11.3 16.3 11.70 Sierra 4.23 
to Bairoch Leone 

Uruguay 0.0 Bairoch 0.0 0.0 0.0 0.11 South 0.49 
Africa 

U. S. A. 0.0 Bairoch 0.0 0.0 0.0 0.0 0.09 St. Lucia 1.46 
Venezuela 0.0 Bairoch 0.0 0.0 0.0 0.44 St. Vincent 1.46 
Vietnam 7.3 Eggimann (Laos and 9.0 10.0 2.0 20.0 6.14 St. Kitts 1.46 

Vietnam) and 
converted to Nevis 
Bairoch 

Our base urbanization estimates are constructed using information from Bairoch and a conversion from Eggimann's estimates to Bairoch-equivalent estimates (as explained in the text 
and Appendix 1). Bairoch-only estimates use 9 percent for all Asian countries, 7 percent for Central America and Colombia, 12 percent for Andean countries, 3 percent for countries with 
minimal urbanization, and 0 percent for all other countries in our base sample. Eggimann-only estimates are not adjusted to Bairoch-equivalent units, and we use zero for countries in his 
data set without any urban population in 1500. Chandler-only estimates are not adjusted to Bairoch-equivalent units, and we use a value of zero for countries that are in his data set and 
for which he does not indicate any urban population in 1500. The Davis-Zipf adjustment doubles Eggimann's estimates but uses a low estimate for Central America (details are in the 
Appendix of Acemoglu, Johnson, and Robinson [2001b]. Population density numbers are calculated from population in McEvedy and Jones [1978]. We divide estimated population in 1500 
by land area in 1995 (from World Bank [1999]), adjusted for arable land area using the estimates in McEvedy and Jones [1978]. Where McEvedy and Jones [1978] only provide a regional 
population estimate, we use their regional land area estimate adjusted for arable land. 

In some cases McEvedy and Jones [1978] only provide regional estimates of population in 1500. We therefore use regional averages of population density for: West Africa (Senegal, 
Gambia, Guinea, Sierra Leone, Ivory Coast, Ghana, Burkina Faso, Togo, Benin, and Nigeria); West-Central Africa (Cameroon, Central African Republic, Gabon, Congo, Zaire, and Angola); Rwanda and Burundi; South-Central Africa (Zambia, Zimbabwe, and Malawi); South Africa, Swaziland, and Lesotho; Namibia and Botswana; the Sahel States (Mauritania, Mali, Niger, and Chad- based on qualitative evidence we assume a slightly higher population density in Mauritania); Eritrea and Ethiopia (based on qualitative evidence we assume a higher population 
density in Ethiopia); Central America (Guatemala, Belize, El Salvador, Honduras, Nicaragua, Costa Rica, and Panama); Guyana and Suriname are calculated from the average for all the 
Guyanas; and Pakistan, India, and Bangladesh are calculated from the average for the Indian subcontinent. The population density in Uruguay is assumed to be the same as in Argentina in 1500. Singapore and Hong Kong are assumed to have the same population density as the United States in 1500. Smaller Caribbean islands are assumed to have the same population 
density as the Dominican Republic in 1500. 

A period (.) denotes missing data. For further discussion of sources, see Appendix 1. 
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The Colonial Origins of Comparative Development: 
An Empirical Investigation 

By DARON ACEMOGLU, SIMON JOHNSON, AND JAMES A. ROBINSON* 

We exploit differences in European mortality rates to estimate the effect of institu- 
tions on economic performance. Europeans adopted very different colonization 
policies in different colonies, with different associated institutions. In places where 
Europeans faced high mortality rates, they could not settle and were more likely to 
set up extractive institutions. These institutions persisted to the present. Exploiting 
differences in European mortality rates as an instrument for current institutions, we 
estimate large effects of institutions on income per capita. Once the effect of 
institutions is controlledfor, countries in Africa or those closer to the equator do not 
have lower incomes. (JEL 011, P16, P51) 

What are the fundamental causes of the 
large differences in income per capita across 
countries? Although there is still little con- 
sensus on the answer to this question, differ- 
ences in institutions and property rights have 
received considerable attention in recent 
years. Countries with better "institutions," 
more secure property rights, and less distor- 

tionary policies will invest more in physical 
and human capital, and will use these factors 
more efficiently to achieve a greater level of 
income (e.g., Douglass C. North and Robert 
P. Thomas, 1973; Eric L. Jones, 1981; North, 
1981). This view receives some support from 
cross-country correlations between measures 
of property rights and economic development 
(e.g., Stephen Knack and Philip Keefer, 1995; 
Paulo Mauro, 1995; Robert E. Hall and 
Charles I. Jones, 1999; Dani Rodrik, 1999), 
and from a few micro studies that investigate 
the relationship between property rights and 
investment or output (e.g., Timothy Besley, 
1995; Christopher Mazingo, 1999; Johnson et 
al., 1999). 

At some level it is obvious that institutions 
matter. Witness, for example, the divergent 
paths of North and South Korea, or East and 
West Germany, where one part of the country 
stagnated under central planning and collec- 
tive ownership, while the other prospered 
with private property and a market economy. 
Nevertheless, we lack reliable estimates of 
the effect of institutions on economic perfor- 
mance. It is quite likely that rich economies 
choose or can afford better institutions. Per- 
haps more important, economies that are dif- 
ferent for a variety of reasons will differ both 
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in their institutions and in their income per 
capita. 

To estimate the impact of institutions on eco- 
nomic performance, we need a source of exog- 
enous variation in institutions. In this paper, we 
propose a theory of institutional differences 
among countries colonized by Europeans,' and 
exploit this theory to derive a possible source of 
exogenous variation. Our theory rests on three 
premises: 

1. There were different types of colonization 
policies which created different sets of insti- 
tutions. At one extreme, European powers set 
up "extractive states," exemplified by the Bel- 
gian colonization of the Congo. These institu- 
tions did not introduce much protection for 
private property, nor did they provide checks 
and balances against government expropria- 
tion. In fact, the main purpose of the extractive 
state was to transfer as much of the resources 
of the colony to the colonizer. 
At the other extreme, many Europeans mi- 
grated and settled in a number of colonies, 
creating what the historian Alfred Crosby 
(1986) calls "Neo-Europes." The settlers tried 
to replicate European institutions, with strong 
emphasis on private property and checks 
against government power. Primary examples 
of this include Australia, New Zealand, Can- 
ada, and the United States. 

2. The colonization strategy was influenced by 
the feasibility of settlements. In places where 
the disease environment was not favorable to 
European settlement, the cards were stacked 
against the creation of Neo-Europes, and the 
formation of the extractive state was more 
likely. 

3. The colonial state and institutions persisted 
even after independence. 

Based on these three premises, we use the 
mortality rates expected by the first European 
settlers in the colonies as an instrument for 

current institutions in these countries.2 More 
specifically, our theory can be schematically 
summarized as 

(potential) settler > settlements 
mortality 

early current 
institutions institutions 

current 
performance. 

We use data on the mortality rates of soldiers, 
bishops, and sailors stationed in the colonies be- 
tween the seventeenth and nineteenth centuries, 
largely based on the work of the historian Philip 
D. Curtin. These give a good indication of the 
mortality rates faced by settlers. Europeans were 
well informed about these mortality rates at the 
time, even though they did not know how to 
control the diseases that caused these high mor- 
tality rates. 

Figure 1 plots the logarithm of GDP per 
capita today against the logarithm of the settler 
mortality rates per thousand for a sample of 75 
countries (see below for data details). It shows a 
strong negative relationship. Colonies where 
Europeans faced higher mortality rates are to- 
day substantially poorer than colonies that were 
healthy for Europeans. Our theory is that this 
relationship reflects the effect of settler mortal- 
ity working through the institutions brought by 
Europeans. To substantiate this, we regress cur- 
rent performance on current institutions, and 
instrument the latter by settler mortality rates. 
Since our focus is on property rights and checks 
against government power, we use the protec- 
tion against "risk of expropriation" index from 
Political Risk Services as a proxy for institu- 
tions. This variable measures differences in in- 
stitutions originating from different types of 
states and state policies.3 There is a strong 

1 By "colonial experience" we do not only mean the 
direct control of the colonies by European powers, but more 
generally, European influence on the rest of the world. So 
according to this definition, Sub-Saharan Africa was 
strongly affected by "colonialism" between the sixteenth 
and nineteenth centuries because of the Atlantic slave trade. 

2 Note that although only some countries were colonized, 
there is no selection bias here. This is because the question 
we are interested in is the effect of colonization policy 
conditional on being colonized. 

3Government expropriation is not the only institutional 
feature that matters. Our view is that there is a "cluster of 
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FIGURE 1. REDUCED-FORM RELATIONSHIP BETWEEN INCOME AND SETTLER MORTALITY 

(first-stage) relationship between settler mortal- 
ity rates and current institutions, which is inter- 
esting in its own right. The regression shows 
that mortality rates faced by the settlers more 
than 100 years ago explains over 25 percent 
of the variation in current institutions.4 We also 
document that this relationship works through 
the channels we hypothesize: (potential) settler 
mortality rates were a major determinant of 
settlements; settlements were a major determi- 
nant of early institutions (in practice, institu- 
tions in 1900); and there is a strong correlation 
between early institutions and institutions to- 
day. Our two-stage least-squares estimate of the 
effect of institutions on performance is rela- 
tively precisely estimated and large. For ex- 
ample, it implies that improving Nigeria's 

institutions to the level of Chile could, in the 
long run, lead to as much as a 7-fold increase in 
Nigeria's income (in practice Chile is over 11 
times as rich as Nigeria). 

The exclusion restriction implied by our in- 
strumental variable regression is that, condi- 
tional on the controls included in the regression, 
the mortality rates of European settlers more 
than 100 years ago have no effect on GDP per 
capita today, other than their effect through 
institutional development. The major concern 
with this exclusion restriction is that the mor- 
tality rates of settlers could be correlated with 
the current disease environment, which may 
have a direct effect on economic performance. 
In this case, our instrumental-variables esti- 
mates may be assigning the effect of diseases on 
income to institutions. We believe that this is 
unlikely to be the case and that our exclusion 
restriction is plausible. The great majority of 
European deaths in the colonies were caused by 
malaria and yellow fever. Although these dis- 
eases were fatal to Europeans who had no im- 
munity, they had limited effect on indigenous 
adults who had developed various types of im- 
munities. These diseases are therefore unlikely 
to be the reason why many countries in Africa 
and Asia are very poor today (see the discussion 
in Section III, subsection A). This notion is 

institutions," including constraints on government expropri- 
ation, independent judiciary, property rights enforcement, 
and institutions providing equal access to education and 
ensuring civil liberties, that are important to encourage 
investment and growth. Expropriation risk is related to all 
these institutional features. In Acemoglu et al. (2000), we 
reported similar results with other institutions variables. 

4 Differences in mortality rates are not the only, or even 
the main, cause of variation in institutions. For our empir- 
ical approach to work, all we need is that they are a source 
of exogenous variation. 
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supported by the mortality rates of local people 
in these areas. For example, Curtin (1968 Table 
2) reports that the annual mortality rates of local 
troops serving with the British army in Bengal 
and Madras were respectively 11 and 13 in 
1,000. These numbers are quite comparable to, 
in fact lower than, the annual mortality rates of 
British troops serving in Britain, which were 
approximately 15 in 1,000. In contrast, the mor- 
tality rates of British troops serving in these 
colonies were much higher because of their lack 
of immunity. For example, mortality rates in 
Bengal and Madras for British troops were be- 
tween 70 and 170 in 1,000. The view that the 
disease burden for indigenous adults was not 
unusual in places like Africa or India is also 
supported by the relatively high population den- 
sities in these places before Europeans arrived 
(Colin McEvedy and Richard Jones, 1975). 

We document that our estimates of the effect 
of institutions on performance are not driven by 
outliers. For example, excluding Australia, New 
Zealand, Canada, and the United States does not 
change the results, nor does excluding Africa. 
Interestingly, we show that once the effect of 
institutions on economic performance is con- 
trolled for, neither distance from the equator nor 
the dummy for Africa is significant. These re- 
sults suggest that Africa is poorer than the rest 
of the world not because of pure geographic 
or cultural factors, but because of worse 
institutions. 

The validity of our approach-i.e., our exclu- 
sion restriction-is threatened if other factors 
correlated with the estimates of settler mortality 
affect income per capita. We adopt two strate- 
gies to substantiate that our results are not 
driven by omitted factors. First, we investigate 
whether institutions have a comparable effect 
on income once we control for a number of 
variables potentially correlated with settler mor- 
tality and economic outcomes. We find that 
none of these overturn our results; the estimates 
change remarkably little when we include con- 
trols for the identity of the main colonizer, legal 
origin, climate, religion, geography, natural re- 
sources, soil quality, and measures of ethnolin- 
guistic fragmentation. Furthermore, the results 
are also robust to the inclusion of controls for 
the current disease environment (e.g., the prev- 
alence of malaria, life expectancy, and infant 

mortality) and the current fraction of the popu- 
lation of European descent. 

Naturally, it is impossible to control for all 
possible variables that might be correlated with 
settler mortality and economic outcomes. Fur- 
thermore, our empirical approach might capture 
the effect of settler mortality on economic per- 
formance, but working through other channels. 
We deal with these problems by using a simple 
overidentification test using measures of Euro- 
pean migration to the colonies and early insti- 
tutions as additional instruments. We then use 
overidentification tests to detect whether settler 
mortality has a direct effect on current perfor- 
mance. The results are encouraging for our 
approach; they generate no evidence for a direct 
effect of settler mortality on economic 
outcomes. 

We are not aware of others who have pointed 
out the link between settler mortality and insti- 
tutions, though scholars such as William H. 
McNeill (1976), Crosby (1986), and Jared M. 
Diamond (1997) have discussed the influence of 
diseases on human history. Diamond (1997), in 
particular, emphasizes comparative develop- 
ment, but his theory is based on the geograph- 
ical determinants of the incidence of the 
neolithic revolution. He ignores both the impor- 
tance of institutions and the potential causes of 
divergence in more recent development, which 
are the main focus of our paper. Work by Ro- 
nald E. Robinson and John Gallagher (1961), 
Lewis H. Gann and Peter Duignan (1962), 
Donald Denoon (1983), and Philip J. Cain and 
Anthony G. Hopkins (1993) emphasizes that 
settler colonies such as the United States and 
New Zealand are different from other colonies, 
and point out that these differences were impor- 
tant for their economic success. Nevertheless, 
this literature does not develop the link between 
mortality, settlements, and institutions. 

Our argument is most closely related to work 
on the influence of colonial experience on insti- 
tutions. Frederich A. von Hayek (1960) argued 
that the British common law tradition was su- 
perior to the French civil law, which was devel- 
oped during the Napoleonic era to restrain 
judges' interference with state policies (see also 
Seymour M. Lipset, 1994). More recently, 
Rafael La Porta et al. (1998, 1999) emphasize 
the importance of colonial origin (the identity of 
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the colonizer) and legal origin on current insti- 
tutions, and show that the common-law coun- 
tries and former British colonies have better 
property rights and more developed financial 
markets. Similarly, David Landes (1998 Chap- 
ters 19 and 20) and North et al. (1998) argue 
that former British colonies prospered relative 
to former French, Spanish, and Portuguese col- 
onies because of the good economic and polit- 
ical institutions and culture they inherited from 
Britain. In contrast to this approach which 
focuses on the identity of the colonizer, we 
emphasize the conditions in the colonies. Spe- 
cifically, in our theory-and in the data-it is 
not the identity of the colonizer or legal origin 
that matters, but whether European colonialists 
could safely settle in a particular location: 
where they could not settle, they created worse 
institutions. In this respect, our argument is 
closely related to that of Stanley L. Engerman 
and Kenneth L. Sokoloff (1997) who also em- 
phasize institutions, but link them to factor en- 
dowments and inequality. 

Empirically, our work is related to a number 
of other attempts to uncover the link between 
institutions and development, as well as to 
Graziella Bertocchi and Fabio Canova (1996) 
and Robin M. Grier (1999), who investigate the 
effect of being a colony on postwar growth. 
Two papers deal with the endogeneity of in- 
stitutions by using an instrumental variables 
approach as we do here. Mauro (1995) instru- 
ments for corruption using ethnolinguistic frag- 
mentation. Hall and Jones (1999), in turn, use 
distance from the equator as an instrument for 
social infrastructure because, they argue, lati- 
tude is correlated with "Western influence," 
which leads to good institutions. The theoretical 
reasoning for these instruments is not entirely 
convincing. It is not easy to argue that the 
Belgian influence in the Congo, or Western 
influence in the Gold Coast during the era of 
slavery promoted good institutions. Ethnolin- 
guistic fragmentation, on the other hand, seems 
endogenous, especially since such fragmenta- 
tion almost completely disappeared in Europe 
during the era of growth when a centralized 
state and market emerged (see, e.g., Eugen 
J. Weber, 1976; Benedict Anderson, 1983). 
Econometrically, the problem with both studies 
is that their instruments can plausibly have a 

direct effect on performance. For example, Wil- 
liiam Easterly and Ross Levine (1997) argue 
that ethnolinguistic fragmentation can affect 
performance by creating political instability, 
while Charles de Montesquieu [1748] (1989) 
and more recently David E. Bloom and Jeffrey 
D. Sachs (1998) and John Gallup et al. (1998) 
argue for a direct effect of climate on perfor- 
mance. If, indeed, these variables have a direct 
effect, they are invalid instruments and do not 
establish that it is institutions that matter. The 
advantage of our approach is that conditional on 
the variables we already control for, settler mor- 
tality more than 100 years ago should have no 
effect on output today, other than through its 
effect on institutions. Interestingly, our results 
show that distance from the equator does not 
have an independent effect on economic perfor- 
mance, validating the use of this variable as an 
instrument in the work by Hall and Jones 
(1999). 

The next section outlines our hypothesis and 
provides supporting historical evidence. Section 
II presents OLS regressions of GDP per capita 
on our index of institutions. Section III de- 
scribes our key instrument for institutions, the 
mortality rates faced by potential settlers at the 
time of colonization. Section IV presents our 
main results. Section V investigates the robust- 
ness of our results, and Section VI concludes. 

I. The Hypothesis and Historical Background 

We hypothesize that settler mortality affected 
settlements; settlements affected early institu- 
tions; and early institutions persisted and 
formed the basis of current institutions. In this 
section, we discuss and substantiate this hypoth- 
esis. The next subsection discusses the link be- 
tween mortality rates of settlers and settlement 
decisions, then we discuss differences in colo- 
nization policies, and finally, we turn to the 
causes of institutional persistence. 

A. Mortality and Settlements 

There is little doubt that mortality rates were 
a key determinant of European settlements. 
Curtin (1964, 1998) documents how both the 
British and French press informed the public of 
mortality rates in the colonies. Curtin (1964) 
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also documents how early British expectations 
for settlement in West Africa were dashed by 
very high mortality among early settlers, about 
half of whom could be expected to die in the 
first year. In the "Province of Freedom" (Sierra 
Leone), European mortality in the first year was 
46 percent, in Bulama (April 1792-April 1793) 
there was 61-percent mortality among Europe- 
ans. In the first year of the Sierra Leone Com- 
pany (1792-1793), 72 percent of the European 
settlers died. On Mungo Park's Second Expedi- 
tion (May-November 1805), 87 percent of Eu- 
ropeans died during the overland trip from 
Gambia to the Niger, and all the Europeans died 
before completing the expedition. 

An interesting example of the awareness of 
the disease environment comes from the Pil- 
grim fathers. They decided to migrate to the 
United States rather than Guyana because of the 
high mortality rates in Guyana (see Crosby, 
1986 pp. 143-44). Another example comes 
from the Beauchamp Committee in 1795, set up 
to decide where to send British convicts who 
had previously been sent to the United States. 
One of the leading proposals was the island of 
Lemane, up the Gambia River. The committee 
rejected this possibility because they decided 
mortality rates would be too high even for the 
convicts. Southwest Africa was also rejected for 
health reasons. The final decision was to send 
convicts to Australia. 

The eventual expansion of many of the col- 
onies was also related to the living conditions 
there. In places where the early settlers faced 
high mortality rates, there would be less incen- 
tive for new settlers to come.5 

B. Types of Colonization and Settlements 

The historical evidence supports both the no- 
tion that there was a wide range of different 
types of colonization and that the presence or 
absence of European settlers was a key deter- 
minant of the form colonialism took. Historians, 

including Robinson and Gallagher (1961), Gann 
and Duignan (1962), Denoon (1983), and Cain 
and Hopkins (1993), have documented the de- 
velopment of "settler colonies," where Europe- 
ans settled in large numbers, and life was 
modeled after the home country. Denoon (1983) 
emphasizes that settler colonies had representa- 
tive institutions which promoted what the set- 
tlers wanted and that what they wanted was 
freedom and the ability to get rich by engaging 
in trade. He argues that "there was undeniably 
something capitalist in the structure of these 
colonies. Private ownership of land and live- 
stock was well established very early ..." (p. 
35). 

When the establishment of European-like in- 
stitutions did not arise naturally, the settlers 
were ready to fight for them against the wishes 
of the home country. Australia is an interesting 
example here. Most of the early settlers in Aus- 
tralia were ex-convicts, but the land was owned 
largely by ex-jailors, and there was no legal 
protection against the arbitrary power of land- 
owners. The settlers wanted institutions and po- 
litical rights like those prevailing in England at 
the time. They demanded jury trials, freedom 
from arbitrary arrest, and electoral representa- 
tion. Although the British government resisted 
at first, the settlers argued that they were British 
and deserved the same rights as in the home 
country (see Robert Hughes, 1987). Cain and 
Hopkins write (1993 p. 237) "from the late 
1840s the British bowed to local pressures and, 
in line with observed constitutional changes 
taking place in Britain herself, accepted the idea 
that, in mature colonies, governors should in 
future form ministries from the majority ele- 
ments in elected legislatures." They also sug- 
gest that "the enormous boom in public 
investment after 1870 [in New Zealand] ... was 
an attempt to build up an infrastructure ... to 
maintain high living standards in a country 
where voters expected politicians actively to 
promote their economic welfare." (p. 225).6 

5 Naturally, other factors also influenced settlements. For 
example, despite the relatively high mortality rates, many 
Europeans migrated to the Caribbean because of the very 
high incomes there at the time (see, e.g., Richard S. Dunn, 
1972; David W. Galenson, 1996; Engerman and Sokoloff, 
1997; David Eltis, 2000). 

6 Robert H. Bates (1983 Chapter 3) gives a nice example 
of the influence of settlers on policy in Africa. The British 
colonial government pursued many policies that depressed 
the price of cocoa, the main produce of the farmers in 
Ghana. In contrast, the British government supported the 
prices faced by the commercial cereal farmers in Kenya. 
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This is in sharp contrast to the colonial expe- 
rience in Latin America during the seventeenth 
and eighteenth centuries, and in Asia and Africa 
during the nineteenth and early twentieth cen- 
turies. The main objective of the Spanish and 
the Portuguese colonization was to obtain gold 
and other valuables from America. Soon after 
the conquest, the Spanish crown granted rights 
to land and labor (the encomienda) and set up a 
complex mercantilist system of monopolies and 
trade regulations to extract resources from the 
colonies.7 

Europeans developed the slave trade in Af- 
rica for similar reasons. Before the mid-nine- 
teenth century, colonial powers were mostly 
restricted to the African coast and concentrated 
on monopolizing trade in slaves, gold, and other 
valuable commodities-witness the names used 
to describe West Aflican countries: the Gold 
Coast, the Ivory Coast. Thereafter, colonial pol- 
icy was driven in part by an element of super- 
power rivalry, but mostly by economic motives. 
Michael Crowder (1968 p. 50), for example, 
notes "it is significant that Britain's largest col- 
ony on the West Coast [Nigeria] should have 
been the one where her traders were most active 
and bears out the contention that, for Britain 
... flag followed trade."8 Lance E. Davis and 
Robert A. Huttenback (1987 p. 307) conclude 
that "the colonial Empire provides strong evi- 
dence for the belief that government was at- 

tuned to the interests of business and willing to 
divert resources to ends that the business com- 
munity would have found profitable." They find 
that before 1885 investment in the British em- 
pire had a return 25 percent higher than that on 
domestic investment, though afterwards the two 
converged. Andrew Roberts (1976 p. 193) 
writes: "[from] ... 1930 to 1940 Britain had kept 
for itself 2,400,000 pounds in taxes from the 
Copperbelt, while Northern Rhodesia received 
from Britain only 136,000 pounds in grants 
for development." Similarly, Patrick Manning 
(1982) estimates that between 1905 and 1914, 
50 percent of GDP in Dahomey was extracted 
by the French, and Crawford Young (1994 p. 
125) notes that tax rates in Tunisia were four 
times as high as in France. 

Probably the most extreme case of extraction 
was that of King Leopold of Belgium in the 
Congo. Gann and Duignan (1979 p. 30) argue 
that following the example of the Dutch in 
Indonesia, Leopold's philosophy was that "the 
colonies should be exploited, not by the opera- 
tion of a market economy, but by state interven- 
tion and compulsory cultivation of cash crops to 
be sold to and distributed by the state at con- 
trolled prices." Jean-Philippe Peemans (1975) 
calculates that tax rates on Africans in the 
Congo approached 60 percent of their income 
during the 1920's and 1930's. Bogumil Jew- 
siewicki (1983) writes that during the period 
when Leopold was directly in charge, policy 
was "based on the violent exploitation of natural 
and human resources," with a consequent "de- 
struction of economic and social life ... [and] 
... dismemberment of political structures." 

Overall, there were few constraints on state 
power in the nonsettler colonies. The colonial 
powers set up authoritarian and absolutist states 
with the purpose of solidifying their control and 
facilitating the extraction of resources. Young 
(1994 p. 101) quotes a French official in Africa: 
"the European commandant is not posted to 
observe nature, ... He has a mission ... to impose 
regulations, to limit individual liberties..., to 
collect taxes." Manning (1988 p. 84) summa- 
rizes this as: "In Europe the theories of repre- 
sentative democracy won out over the theorists 
of absolutism.... But in Africa, the European 
conquerors set up absolutist governments, based 
on reasoning similar to that of Louis XIV." 

Bates shows that this was mainly because in Kenya, but not 
in Ghana, there were a significant number of European 
settler farmers, who exerted considerable pressure on 
policy. 

7 See James Lang (1975) and James Lockhart and 
Stuart B. Schwartz (1983). Migration to Spanish America 
was limited by the Spanish Crown, in part because of a 
desire to keep control of the colonists and limit their 
independence (see, for example, John H. Coatsworth, 
1982). This also gives further support to our notion that 
settlers were able to influence the type of institutions set 
up in the colonies, even against the wishes of the home 
country government. 

8 Although in almost all cases the main objective of 
colonial policies was to protect economic interests and 
obtain profits, the recipients of these profits varied. In the 
Portuguese case, it was the state; in the Belgian case, it was 
King Leopold; and in the British case, it was often private 
enterprises who obtained concessions or monopoly trading 
rights in Africa (Crowder, 1968 Part III). 
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C. Institutional Persistence 

There is a variety of historical evidence, as well 
as our regressions in Table 3 below, suggesting 
that the control structures set up in the nonsettler 
colonies during the colonial era persisted, while 
there is little doubt that the institutions of law and 
order and private property established during the 
early phases of colonialism in Australia, Canada, 
New Zealand, the United States, Hong Kong, and 
Singapore have formed the basis of the current- 
day institutions of these countries.9 

Young emphasizes that the extractive institu- 
tions set up by the colonialists persisted long 
after the colonial regime ended. He writes "al- 
though we commonly described the indepen- 
dent polities as 'new states,' in reality they were 
successors to the colonial regime, inheriting its 
structures, its quotidian routines and practices, 
and its more hidden normative theories of gov- 
ernance" (1994 p. 283). An example of the 
persistence of extractive state institutions into 
the independence era is provided by the persis- 
tence of the most prominent extractive policies. 
In Latin America, the full panoply of monopo- 
lies and regulations, which had been created by 
Spain, remained intact after independence, for 
most of the nineteenth century. Forced labor 
policies persisted and were even intensified or 
reintroduced with the expansion of export agri- 
culture in the latter part of the nineteenth cen- 
tury. Slavery persisted in Brazil until 1886, and 
during the sisal boom in Mexico, forced labor 
was reintroduced and persisted up to the start of 
the revolution in 1910. Forced labor was also 
reintroduced in Guatemala and El Salvador to 
provide labor for coffee growing. In the Guate- 
malan case, forced labor lasted until the creation 
of democracy in 1945. Similarly, forced labor 
was reinstated in many independent African 
countries, for example, by Mobutu in Zaire. 

There are a number of economic mechanisms 
that will lead to institutional persistence of this 
type. Here, we discuss three possibilities. 

(1) Setting up institutions that place restrictions 
on government power and enforce property 
rights is costly (see, e.g., Acemoglu and 
Thierry Verdier, 1998). If the costs of cre- 
ating these institutions have been sunk by 
the colonial powers, then it may not pay the 
elites at independence to switch to extrac- 
tive institutions. In contrast, when the new 
elites inherit extractive institutions, they 
may not want to incur the costs of introduc- 
ing better institutions, and may instead 
prefer to exploit the existing extractive in- 
stitutions for their own benefits. 

(2) The gains to an extractive strategy may 
depend on the size of the ruling elite. When 
this elite is small, each member would have 
a larger share of the revenues, so the elite 
may have a greater incentive to be extrac- 
tive. In many cases where European powers 
set up authoritarian institutions, they dele- 
gated the day-to-day running of the state to 
a small domestic elite. This narrow group 
often was the one to control the state 
after independence and favored extractive 
institutions. 10 

(3) If agents make irreversible investments that 
are complementary to a particular set of 
institutions, they will be more willing to 
support them, making these institutions per- 
sist (see, e.g., Acemoglu, 1995). For exam- 
ple, agents who have invested in human and 
physical capital will be in favor of spending 

9 The thesis that institutions persist for a long time goes 
back at least to Karl A. Wittfogel (1957), who argued that the 
control structures set up by the large "hydraulic" empires such 
as China, Russia, and the Ottoman Empire persisted for more 
than 500 years to the twentieth century. Engerman and 
Sokoloff (1997), La Porta et al. (1998, 1999), North et al. 
(1998), and Coatsworth (1999) also argue that colonial insti- 
tutions persisted. Engerman et al. (1998) provide further evi- 
dence supporting this view. 

10 William Reno (1995), for example, argues that the 
governments of postindependence Sierra Leone adopted the 
tactics and institutions of the British colonizers to cement 
their political power and extract resources from the rest of 
society. Catherine Boone (1992) provides a similar analysis 
of the evolution of the modern state in Senegal. Most 
scholars also view the roots of authoritarianism under 
Mobutu in the colonial state practices in the Belgian Congo 
(e.g., Thomas M. Callaghy, 1984, or Thomas Turner and 
Young, 1985, especially p. 43). The situation in Latin 
America is similar. Independence of most Latin American 
countlies came in the early nineteenth century as domestic 
elites took advantage of the invasion of Spain by Napoleon 
to capture the control of the state. But, the only thing that 
changed was the identity of the recipients of the rents (see, 
for example, Coatsworth, 1978, or John Lynch, 1986). 
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TABLE 1-DESCRIPTIVE STATISTICS 

By quartiles of mortality 

Whole world Base sample (1) (2) (3) (4) 

Log GDP per capita (PPP) in 1995 8.3 8.05 8.9 8.4 7.73 7.2 
(1.1) (1.1) 

Log output per worker in 1988 -1.70 -1.93 -1.03 -1.46 -2.20 -3.03 
(with level of United States (1.1) (1.0) 
normalized to 1) 

Average protection against 7 6.5 7.9 6.5 6 5.9 
expropriation risk, 1985-1995 (1.8) (1.5) 

Constraint on executive in 1990 3.6 4 5.3 5.1 3.3 2.3 
(2.3) (2.3) 

Constraint on executive in 1900 1.9 2.3 3.7 3.4 1.1 1 
(1.8) (2.1) 

Constraint on executive in first year 3.6 3.3 4.8 2.4 3.1 3.4 
of independence (2.4) (2.4) 

Democracy in 1900 1.1 1.6 3.9 2.8 0.19 0 
(2.6) (3.0) 

European settlements in 1900 0.31 0.16 0.32 0.26 0.08 0.005 
(0.4) (0.3) 

Log European settler mortality n.a. 4.7 3.0 4.3 4.9 6.3 
(1.1) 

Number of observations 163 64 14 18 17 15 

Notes: Standard deviations are in parentheses. Mortality is potential settler mortality, measured in terms of deaths per annum 
per 1,000 "mean strength" (raw mortality numbers are adjusted to what they would be if a force of 1,000 living people were 
kept in place for a whole year, e.g., it is possible for this number to exceed 1,000 in episodes of extreme mortality as those 
who die are replaced with new arrivals). Sources and methods for mortality are described in Section III, subsection B, and 
in the unpublished Appendix (available from the authors; or see Acemoglu et al., 2000). Quartiles of mortality are for our base 
sample of 64 observations. These are: (1) less than 65.4; (2) greater than or equal to 65.4 and less than 78.1; (3) greater than 
or equal to 78.1 and less than 280; (4) greater than or equal to 280. The number of observations differs by variable; see 
Appendix Table Al for details. 

money to enforce property rights, while 
those who have less to lose may not be. 

II. Institutions and Performance: 
OLS Estimates 

A. Data and Descriptive Statistics 

Table 1 provides descriptive statistics for the 
key variables of interest. The first column is for 
the whole world, and column (2) is for our base 
sample, limited to the 64 countries that were 
ex-colonies and for which we have settler mor- 
tality, protection against expropriation risk, and 
GDP data (this is smaller than the sample in 
Figure 1). The GDP per capita in 1995 is PPP 
adjusted (a more detailed discussion of all data 
sources is provided in Appendix Table Al). 
Income (GDP) per capita will be our measure of 
economic outcome. There are large differences 
in income per capita in both the world sample 

and our basic sample, and the standard devia- 
tion of log income per capita in both cases is 
1.1. In row 3, we also give output per worker in 
1988 from Hall and Jones (1999) as an alterna- 
tive measure of income today. Hall and Jones 
(1999) prefer this measure since it explicitly 
refers to worker productivity. On the other 
hand, given the difficulty of measuring the for- 
mal labor force, it may be a more noisy measure 
of economic performance than income per 
capita. 

We use a variety of variables to capture in- 
stitutional differences. Our main variable, re- 
ported in the second row, is an index of 
protection against expropriation. These data are 
from Political Risk Services (see, e.g., William 
D. Coplin et al., 1991), and were first used in the 
economics and political science literatures by 
Knack and Keefer (1995). Political Risk Ser- 
vices reports a value between 0 and 10 for each 
country and year, with 0 corresponding to the 
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lowest protection against expropriation. We use 
the average value for each country between 
1985 and 1995 (values are missing for many 
countries before 1985). This measure is appro- 
priate for our purposes since the focus here is on 
differences in institutions originating from dif- 
ferent types of states and state policies. We 
expect our notion of extractive state to corre- 
spond to a low value of this index, while the 
tradition of rule of law and well-enforced prop- 
erty rights should correspond to high values.11 
The next row gives an alternative measure, con- 
straints on the executive in 1990, coded from 
the Polity III data set of Ted Robert Gurr and 
associates (an update of Gurr, 1997). Results 
using the constraints on the executive and other 
measures are reported in Acemoglu et al. (2000) 
and are not repeated here. 

The next three rows give measures of early 
institutions from the same Gurr data set. The 
first is a measure of constraints on the executive 
in 1900 and the second is an index of democ- 
racy in 1900. This information is not available 
for countries that were still colonies in 1900, so 
we assign these countries the lowest possible 
score. In the following row, we report the mean 
and standard deviation of constraints on the 
executive in the first year of independence (i.e., 
the first year a country enters the Gurr data set) 
as an alternative measure of institutions. The 
second-to-last row gives the fraction of the pop- 
ulation of European descent in 1900, which is 
our measure of European settlement in the col- 
onies, constructed from McEvedy and Jones 
(1975) and Curtin et al. (1995). The final row 
gives the logarithm of the baseline settler mor- 
tality estimates; the raw data are in Appendix 
Table A2. 

The remaining columns give descriptive sta- 
tistics for groups of countries at different quar- 
tiles of the settler mortality distribution. This is 

useful since settler mortality is our instrument 
for institutions (this variable is described in 
more detail in the next section). 

B. Ordinary Least-Squares Regressions 

Table 2 reports ordinary least-squares (OLS) 
regressions of log per capita income on the 
protection against expropriation variable in a 
variety of samples. The linear regressions are 
for the equation 

(1) logyi=i+ aRi+Xy+ ei, 

where yi is income per capita in country i, Ri is 
the protection against expropriation measure, Xi 
is a vector of other covariates, and ei is a 
random error term. The coefficient of interest 
throughout the paper is a, the effect of institu- 
tions on income per capita. 

Column (1) shows that in the whole world 
sample there is a strong correlation between our 
measure of institutions and income per capita. 
Column (2) shows that the impact of the insti- 
tutions variable on income per capita in our base 
sample is quite similar to that in the whole 
world, and Figure 2 shows this relationship di- 
agrammatically for our base sample consisting 
of 64 countries. The R2 of the regression in 
column (1) indicates that over 50 percent of the 
variation in income per capita is associated with 
variation in this index of institutions. To get a 
sense of the magnitude of the effect of institu- 
tions on performance, let us compare two coun- 
tries, Nigeria, which has approximately the 25th 
percentile of the institutional measure in this 
sample, 5.6, and Chile, which has approxi- 
mately the 75th percentile of the institutions 
index, 7.8. The estimate in column (1), 0.52, 
indicates that there should be on average a 1.14- 
log-point difference between the log GDPs of 
the corresponding countries (or approximately a 
2-fold difference-e1 . 14- 1 2.1). In prac- 
tice, this GDP gap is 253 log points (approxi- 
mately 1-fold). Therefore, if the effect 
estimated in Table 2 were causal, it would im- 
ply a fairly large effect of institutions on per- 
formance, but still much less than the actual 
income gap between Nigeria and Chile. 

Many social scientists, including Monte- 
squieu [1784] (1989), Diamond (1997), and 

" The protection against expropriation variable is spe- 
cifically for foreign investment, since Political and Risk 
Services construct these data for foreign investors. How- 
ever, as noted by Knack and Keefer (1995), risk of expro- 
priation of foreign and domestic investments are very highly 
correlated, and risk of expropriation of foreign investment 
may be more comparable across countries. In any case, all 
our results hold also with a variety of other measures of 
institutions (see Tables 4a, b, c, d, and e in Acemoglu et al., 
2000, available from the authors). 
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TABLE 2-OLS REGRESSIONS 

Whole Base Whole Whole Base Base Whole Base 
world sample world world sample sample world sample 

(1) (2) (3) (4) (5) (6) (7) (8) 

Dependent variable 
is log output per 

Dependent variable is log GDP per capita in 1995 worker in 1988 

Average protection 0.54 0.52 0.47 0.43 0.47 0.41 0.45 0.46 
against expropriation (0.04) (0.06) (0.06) (0.05) (0.06) (0.06) (0.04) (0.06) 
risk, 1985-1995 

Latitude 0.89 0.37 1.60 0.92 
(0.49) (0.51) (0.70) (0.63) 

Asia dummy -0.62 -0.60 
(0.19) (0.23) 

Africa dummy -1.00 -0.90 
(0.15) (0.17) 

"Other" continent dummy -0.25 -0.04 
(0.20) (0.32) 

R2 0.62 0.54 0.63 0.73 0.56 0.69 0.55 0.49 
Number of observations 110 64 110 110 64 64 108 61 

Notes: Dependent variable: columns (1)-(6), log GDP per capita (PPP basis) in 1995, current prices (from the World Bank's 
World Development Indicators 1999); columns (7)-(8), log output per worker in 1988 from Hall and Jones (1999). Average 
protection against expropriation risk is measured on a scale from 0 to 10, where a higher score means more protection against 
expropriation, averaged over 1985 to 1995, from Political Risk Services. Standard errors are in parentheses. In regressions 
with continent dummies, the dummy for America is omitted. See Appendix Table Al for more detailed variable definitions 
and sources. Of the countries in our base sample, Hall and Jones do not report output per worker in the Bahamas, Ethiopia, 
and Vietnam. 

Sachs and coauthors, have argued for a direct 
effect of climate on performance, and Gallup et 
al. (1998) and Hall and Jones (1999) document 
the correlation between distance from the equa- 
tor and economic performance. To control for 
this, in columns (3)-(6), we add latitude as a 
regressor (we follow the literature in using the 
absolute value measure of latitude, i.e., distance 
from the equator, scaled between 0 and 1). This 
changes the coefficient of the index of institu- 
tions little. Latitude itself is also significant and 
has the sign found by the previous studies. In 
columns (4) and (6), we also add dummies for 
Africa, Asia, and other continents, with Amer- 
ica as the omitted group. Although protection 
against expropriation risk remains significant, 
the continent dummies are also statistically and 
quantitatively significant. The Africa dummy in 
column (6) indicates that in our sample African 
countries are 90 log points (approximately 145 
percent) poorer even after taking the effect of 
institutions into account. Finally, in columns (7) 

and (8), we repeat our basic regressions using 
the log of output per worker from Hall and 
Jones (1999), with very similar results. 

Overall, the results in Table 2 show a strong 
correlation between institutions and economic 
performance. Nevertheless, there are a number 
of important reasons for not interpreting this 
relationship as causal. First, rich economies 
may be able to afford, or perhaps prefer, better 
institutions. Arguably more important than this 
reverse causality problem, there are many omit- 
ted determinants of income differences that will 
naturally be correlated with institutions. Finally, 
the measures of institutions are constructed ex 
post, and the analysts may have had a natural 
bias in seeing better institutions in richer places. 
As well as these problems introducing positive 
bias in the OLS estimates, the fact that the 
institutions variable is measured with consider- 
able error and corresponds poorly to the "cluster 
of institutions" that matter in practice creates 
attenuation and may bias the OLS estimates 
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FIGURE 2. OLS RELATIONSHIP BETWEEN EXPROPRIATION RISK AND INCOME 

downwards. All of these problems could be 
solved if we had an instrument for institutions. 
Such an instrument must be an important factor 
in accounting for the institutional variation that 
we observe, but have no direct effect on perfor- 
mance. Our discussion in Section I suggests that 
settler mortality during the time of colonization 
is a plausible instrument. 

III. Mortality of Early Settlers 

A. Sources of European Mortality 
in the Colonies 

In this subsection, we give a brief overview 
of the sources of mortality facing potential set- 
tlers. Malaria (particularly Plasmodium falcipo- 
rum) and yellow fever were the major sources 
of European mortality in the colonies. In the 
tropics, these two diseases accounted for 80 
percent of European deaths, while gastrointes- 
tinal diseases accounted for another 15 percent 
(Curtin, 1989 p. 30). Throughout the nineteenth 
century, areas without malaria and yellow fever, 
such as New Zealand, were more healthy than 
Europe because the major causes of death in 
Europe-tuberculosis, pneumonia, and small- 
pox-were rare in these places (Curtin, 1989 
p. 13). 

Both malaria and yellow fever are transmit- 
ted by mosquito vectors. In the case of malaria, 
the main transmitter is the Anopheles gambiae 
complex and the mosquito Anopheles funestus, 
while the main carrier of yellow fever is Aedes 
aegypti. Both malaria and yellow fever vectors 
tend to live close to human habitation. 

In places where the malaria vector is present, 
such as the West African savanna or forest, an 
individual can get as many as several hundred 
infectious mosquito bites a year. For a person 
without immunity, malaria (particularly Plas- 
modium falciporum) is often fatal, so Europe- 
ans in Africa, India, or the Caribbean faced very 
high death rates. In contrast, death rates for the 
adult local population were much lower (see 
Curtin [1964] and the discussion in our intro- 
duction above). Curtin (1998 pp. 7-8) describes 
this as follows: 

Children in West Africa ... would be in- 
fected with malaria parasites shortly after 
birth and were frequently reinfected after- 
wards; if they lived beyond the age of 
about five, they acquired an apparent im- 
munity. The parasite remained with them, 
normally in the liver, but clinical symp- 
toms were rare so long as they continued 
to be infected with the same species of P. 
falciporum. 
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The more recent books on malariology confirm 
this conclusion. For example, "In stable en- 
demic areas a heavy toll of morbidity and mor- 
tality falls on young children but malaria is a 
relatively mild condition in adults" (Herbert M. 
Gilles and David A. Warrell, 1993 p. 64; see 
also the classic reference on this topic, Leonard 
J. Bruce-Chwatt, 1980 Chapter 4; Roy Porter, 
1996).12 Similarly, the World Health Organiza- 
tion (WHO) points out that in endemic malaria 
areas of Africa and the Western Pacific today 
"... the risk of malaria severity and death is 
almost exclusively limited to non-immunes, be- 
ing most serious for young children over six 
months of age... surviving children develop their 
own immunity between the age of 3-5 years" 
(Jose A. Najera and Joahim Hempel, 1996). 

People in areas where malaria is endemic are 
also more likely to have genetic immunity 
against malaria. For example, they tend to have 
the sickle-cell trait, which discourages the mul- 
tiplication of parasites in the blood, or deficien- 
cies in glucose-6-phosphate dehydrogenase and 
thalassaemia traits, which also protect against 
malaria. Porter (1996 p. 34) writes: "In such a 
process,..., close to 100 percent of Africans 
acquired a genetic trait that protects them 
against vivax malaria and probably against fal- 
ciporum malaria as well." Overall, the WHO es- 
timates that malaria kills about 1 million people 
per year, most of them children. It does not, how- 
ever, generally kill adults who grew up in malaria- 
endemic areas (see Najera and Hempel, 1996). 

Although yellow fever' s epidemiology is 
quite different from malaria, it was also much 
more fatal to Europeans than to non-Europeans 
who grew up in areas where yellow fever com- 
monly occurred.13 Yellow fever leaves its sur- 
viving victims with a lifelong immunity, which 
also explains its epidemic pattern, relying on a 
concentrated nonimmune population. Curtin 

(1998 p. 10) writes: "Because most Africans 
had passed through a light case early in life, 
yellow fever in West Africa was a strangers' 
disease, attacking those who grew up else- 
where." Similarly, Michael B. A. Oldstone 
(1998 p. 49) writes: 

Most Black Africans and their descen- 
dants respond to yellow fever infection 
with mild to moderate symptoms such as 
headache, fever, nausea, and vomiting, 
and then recover in a few days. This out- 
come reflects the long relationship be- 
tween the virus and its indigenous hosts, 
who through generations of exposure to 
the virus have evolved resistance. 

In contrast, fatality rates among nonimmune 
adults, such as Europeans, could be as high as 
90 percent. 

Advances in medical science have reduced 
the danger posed by malaria and yellow fever. 
Yellow fever is mostly eradicated (Oldstone, 
1998 Chapter 5), and malaria has been eradi- 
cated in many areas. Europeans developed 
methods of dealing with these diseases that 
gradually became more effective in the second 
half of the nineteenth century. For example, 
they came to understand that high doses of 
quinine, derived from the cinchona bark, acted 
as a prophylactic and prevented infection or 
reduced the severity of malaria. They also 
started to undertake serious mosquito eradica- 
tion efforts and protect themselves against mos- 
quito bites. Further, Europeans also learned that 
an often effective method of reducing mortality 
from yellow fever is flight from the area, since 
the transmitter mosquito, Aedes aegypti, has only 
a short range. Nevertheless, during much of the 
nineteenth century, there was almost a complete 
misunderstanding of the nature of both diseases. 
For example, the leading theory for malaria was 
that it was caused by "miasma" from swamps, and 
quinine was not used widely. The role of small 
collections of water to breed mosquitoes and 
transmit these diseases was not understood. It was 
only in the late nineteenth century that Europeans 
started to control these diseases. 14 

12 Because malaria species are quite local, a person may 
have immunity to the local version of malaria, but be highly 
vulnerable to malaria a short distance away. This is proba- 
bly the explanation for why Africans had such high mortal- 
ity when they were forced to move by colonial powers. 
(Curtin et al., 1995 p. 463). 

13 Because yellow fever struck Europeans as an epi- 
demic, many of the very high death rates we report below 
for European troops are from yellow fever. 

14 Even during the early twentieth century, there was 
much confusion about the causes of malaria and yellow 
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These considerations, together with the data 
we have on the mortality of local people and 
population densities before the arrival of Euro- 
peans, make us believe that settler mortality is a 
plausible instrument for institutional develop- 
ment: these diseases affected European settle- 
ment patterns and the type of institutions they 
set up, but had little effect on the health and 
economy of indigenous people.15 

A final noteworthy feature, helpful in in- 
terpreting our results below, is that malaria 
prevalence depends as much on the microcli- 
mate of an area as on its temperature and 
humidity, or on whether it is in the tropics; 
high altitudes reduce the risk of infection, so 
in areas of high altitude, where "hill stations" 
could be set up, such as Bogota in Colombia, 
mortality rates were typically lower than in 
wet coastal areas. However, malaria could 
sometimes be more serious in high-altitude 
areas. For example, Curtin (1989 p. 47) points 
out that in Ceylon mortality was lower in the 
coast than the highlands because rains in the 
coast washed away the larvae of the transmit- 
ter mosquitoes. Similarly, in Madras many 
coastal regions were free of malaria, while 
northern India had high rates of infection. 
Curtin (1998 Chapter 7) also illustrates how 
there were marked differences in the preva- 
lence of malaria within small regions of 
Madagascar. This suggests that mortality 

rates faced by Europeans are unlikely to be a 
proxy for some simple geographic or climac- 
tic feature of the country. 

B. Data on Potential Settler Mortality 

Our data on the mortality of European set- 
tlers come largely from the work of Philip 
Curtin. Systematic military medical record 
keeping began only after 1815, as an attempt 
to understand why so many soldiers were 
dying in some places. The first detailed stud- 
ies were retrospective and dealt with British 
forces between 1817 and 1836. The United 
States and French governments quickly 
adopted similar methods (Curtin, 1989 pp. 3, 
5). Some early data are also available for the 
Dutch East Indies. By the 1870's, most Euro- 
pean countries published regular reports on 
the health of their soldiers. 

The standard measure is annualized deaths 
per thousand mean strength. This measure 
reports the death rate among 1,000 soldiers 
where each death is replaced with a new soldier. 
Curtin (1989, 1998) reviews in detail the con- 
struction of these estimates for particular places 
and campaigns, and assesses which data should 
be considered reliable. 

Curtin (1989), Death by Migration, deals 
primarily with the mortality of European 
troops from 1817 to 1848. At this time mod- 
ern medicine was still in its infancy, and the 
European militaries did not yet understand 
how to control malaria and yellow fever. 
These mortality rates can therefore be inter- 
preted as reasonable estimates of settler mor- 
tality. They are consistent with substantial 
evidence from other sources (see, for exam- 
ple, Curtin [1964, 1968]). Curtin (1998), Dis- 
ease and Empire, adds similar data on the 
mortality of soldiers in the second half of the 
nineteenth century. 16 In all cases, we use the 

fever. The Washington Post on Nov. 2, 1900 wrote: "Of all 
the silly and nonsensical rigmarole of yellow fever that has 
yet found its way into print ... the silliest beyond compare is 
to be found in the arguments and theories generated by a 
mosquito hypothesis" (quoted in Oldstone, 1998 pp. 
64-65). 

Many campaigns during the nineteenth century had very 
high mortality rates. For example, the French campaign in 
Madagascar during the 1890's and French attempts to build 
the Panama Canal during the 1880's were mortality disas- 
ters, the first due to malaria, the second due to yellow fever 
(see Curtin, 1998, and David McCullogh, 1977). In Panama, 
to stop ants the French used water pots under the legs of 
beds in barracks and hospitals. These pots provided an ideal 
milieu for the breeding of Aedes aegypti, causing very high 
rates of mortality (Oldstone, 1998 p. 66). 

15 In Acemoglu et al. (2001), we document that many of 
these areas in the tropical zone were richer and more 
densely settled in 1500 than the temperate areas later settled 
by the Europeans. This also supports the notion that the 
disease environment did not create an absolute disadvantage 
for these countries. 

16 These numbers have to be used with more care be- 
cause there was a growing awareness of how to avoid 
epidemics of the worst tropical diseases, at least during 
short military campaigns. For example, the campaign in 
Ethiopia at the end of the nineteenth century had very low 
mortality rates because it was short and well managed (see 
Figure 1). Although the mortality rates from this successful 
campaign certainly underestimate the mortality rates faced 
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earliest available number for each country, 
reasoning that this is the best estimate of the 
mortality rates that settlers would have faced, 
at least until the twentieth century. 

The main gap in the Curtin data is for South 
America since the Spanish and Portuguese 
militaries did not keep good records of mor- 
tality. Hector Gutierrez (1986) used Vatican 
records to construct estimates for the mortal- 
ity rates of bishops in Latin America from 
1604 to 1876. Because these data overlap 
with the Curtin estimates for several coun- 
tries, we are able to construct a data series for 
South America.17 Curtin (1964) also provides 
estimates of mortality in naval squadrons for 
different regions which we can use to gener- 
ate alternative estimates of mortality in South 
America. Appendix B in Acemoglu et al. 
(2000), which is available from the authors, 
gives a detailed discussion of how these data 
are constructed, and Appendix Table A5 
(available from the authors), shows that these 
alternative methods produce remarkably sim- 
ilar results. Appendix Table A2 lists our main 
estimates, and Table Al gives information 
about sources. 

IV. Institutions and Performance: IV Results 

A. Determinants of Current Institutions 

Equation (1) describes the relationship be- 
tween current institutions and log GDP. In ad- 
dition we have 

(2) Ri = AR + OR Ci + X>iYR + VRi, 

(3) Ci = AC + ,Bcsi + Xj')/c + 1Ci, 

(4) Si = As + (351og Mi + X1,yS + vSi, 

where R is the measure of current institutions 
(protection against expropriation between 1985 
and 1995), C is our measure of early (circa 
1900) institutions, S is the measure of European 
settlements in the colony (fraction of the popu- 
lation with European descent in 1900), and M is 
mortality rates faced by settlers. X is a vector of 
covariates that affect all variables. 

The simplest identification strategy might be 
to use Si (or Ci) as an instrument for Ri in 
equation (1), and we report some of these re- 
gressions in Table 8. However, to the extent that 
settlers are more likely to migrate to richer areas 
and early institutions reflect other characteris- 
tics that are important for income today, this 
identification strategy would be invalid (i.e., Ci 
and Si could be correlated with sk). Instead, we 
use the mortality rates faced by the settlers, log 
Mi, as an instrument for Ri. This identification 
strategy will be valid as long as log Mi is 
uncorrelated with si-that is, if mortality rates 
of settlers between the seventeenth and nine- 
teenth centuries have no effect on income today 
other than through their influence on institu- 
tional development. We argued above that this 
exclusion restriction is plausible. 

Figure 3 illustrates the relationship between the 
(potential) settler mortality rates and the index of 
institutions. We use the logarithm of the settler 
mortality rates, since there are no theoretical rea- 
sons to prefer the level as a determinant of insti- 
tutions rather than the log, and using the log 
ensures that the extreme African mortality rates do 
not play a disproportionate role. As it happens, 
there is an almost linear relationship between the 
log settler mortality and our measure of institu- 
tions. This relationship shows that ex-colonies 
where Europeans faced higher mortality rates 
have substantially worse institutions today. 

In Table 3, we document that this relationship 
works through the channels hypothesized in Sec- 
tion I. In particular, we present OLS regressions of 
equations (2), (3), and (4). In the top panel, we 
regress the protection against expropriation vari- 
able on the other variables. Column (1) uses con- 
straints faced by the executive in 1900 as the 
regressor, and shows a close association between 
early institutions and institutions today. For exam- 
ple, past institutions alone explain 20 percent of 
the variation in the index of current institutions. 
The second column adds the latitude variable, 

by potential settlers in Ethiopia, we did not exclude this 
country because excluding it would have helped our hy- 
pothesis. 

17 Combining data from a variety of sources will in- 
troduce measurement error in our estimates of settler 
mortality. Nevertheless, since we are using settler mor- 
tality as an instrument, this measurement error does not 
lead to inconsistent estimates of the effect of institutions 
on performance. 
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FIGURE 3. FIRST-STAGE RELATIONSHIP BETWEEN SETTLER MORTALITY AND EXPROPRIATION RISK 

with little effect on the estimate. Columns (3) and 
(4) use the democracy index, and confirm the 
results in columns (1) and (2). 

Both constraints on the executive and democ- 
racy indices assign low scores to countries that 
were colonies in 1900, and do not use the ear- 
liest postindependence information for Latin 
American countries and the Neo-Europes. In 
columns (5) and (6), we adopt an alternative 
approach and use the constraints on the execu- 
tive in the first year of independence and also 
control separately for time since independence. 
The results are similar, and indicate that early 
institutions tend to persist. 

Columns (7) and (8) show the association be- 
tween protection against expropriation and Euro- 
pean settlements. The fraction of Europeans in 
1900 alone explains approximately 30 percent of 
the variation in our institutions variable today. 
Columns (9) and (10) show the relationship be- 
tween the protection against expropriation vari- 
able and the mortality rates faced by settlers. This 
specification will be the first stage for our main 
two-stage least-squares estimates (2SLS). It shows 
that settler mortality alone explains 27 percent of 
the differences in institutions we observe today. 

Panel B of Table 3 provides evidence in 

support of the hypothesis that early institutions 
were shaped, at least in part, by settlements, and 
that settlements were affected by mortality. Col- 
umns (1)-(2) and (5)-(6) relate our measure of 
constraint on the executive and democracy in 
1900 to the measure of European settlements in 
1900 (fraction of the population of European 
decent). Columns (3)-(4) and (7)-(8) relate the 
same variables to settler mortality. These regres- 
sions show that settlement patterns explain around 
50 percent of the variation in early institutions. 
Finally, columns (9) and (10) show the relation- 
ship between settlements and mortality rates. 

B. Institutions and Economic Performance 

Two-stage least-squares estimates of equa- 
tion (1) are presented in Table 4. Protection 
against expropriation variable, Ri, is treated as 
endogenous, and modeled as 

(5) Ri = + log Mi + X'8 + vi, 

where Mi is the settler mortality rate in 1,000 
mean strength. The exclusion restriction is that 
this variable does not appear in (1). 
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TABLE 3-DETERMINANTS OF INSTITUTIONS 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

Panel A Dependent Variable Is Average Protection Against Expropriation Risk in 1985-1995 

Constraint on executive in 0.32 0.26 
1900 (0.08) (0.09) 

Democracy in 1900 0.24 0.21 
(0.06) (0.07) 

Constraint on executive in first 0.25 0.22 
year of independence (0.08) (0.08) 

European settlements in 1900 3.20 3.00 
(0.61) (0.78) 

Log European settler mortality -0.61 -0.51 
(0.13) (0.14) 

Latitude 2.20 1.60 2.70 0.58 2.00 
(1.40) (1.50) (1.40) (1.51) (1.34) 

R2 0.2 0.23 0.24 0.25 0.19 0.24 0.3 0.3 0.27 0.3 
Number of observations 63 63 62 62 63 63 66 66 64 64 

Dependent 
Variable Is 
European 

Dependent Variable Is Constraint Dependent Variable Is Settlements in 
Panel B on Executive in 1900 Democracy in 1900 1900 

European settlements in 1900 5.50 5.40 8.60 8.10 
(0.73) (0.93) (0.90) (1.20) 

Log European settler mortality -0.82 -0.65 -1.22 -0.88 -0.11 -0.07 
(0.17) (0.18) (0.24) (0.25) (0.02) (0.02) 

Latitude 0.33 3.60 1.60 7.60 0.87 
(1.80) (1.70) (2.30) (2.40) (0.19) 

R2 0.46 0.46 0.25 0.29 0.57 0.57 0.28 0.37 0.31 0.47 
Number of observations 70 70 75 75 67 67 68 68 73 73 

Notes: All regressions are OLS. Standard errors are in parentheses. Regressions with constraint on executive in first year of 
independence also include years since independence as a regressor. Average protection against expropriation risk is on a scale 
from 0 to 10, where a higher score means more protection against expropriation of private investment by government, 
averaged over 1985 to 1995. Constraint on executive in 1900 is on a scale from 1 to 7, with a higher score indicating more 
constraints. Democracy in 1900 is on a scale from 0 to 10, with a higher score indicating more democracy. European 
settlements is percent of population that was European or of European descent in 1900. See Appendix Table Al for more 
detailed variable definitions and sources. 

Panel A of Table 4 reports 2SLS estimates 
of the coefficient of interest, a from equation 
(1) and Panel B gives the corresponding first 
stages.18 Column (1) displays the strong first- 
stage relationship between (log) settler mortal- 
ity and current institutions in our base sample, 
also shown in Table 3. The corresponding 2SLS 

estimate of the impact of institutions on income 
per capita is 0.94. This estimate is highly sig- 
nificant with a standard error of 0.16, and in fact 
larger than the OLS estimates reported in 
Table 2. This suggests that measurement error 
in the institutions variables that creates attenu- 
ation bias is likely to be more important than 
reverse causality and omitted variables biases. 
Here we are referring to "measurement error" 
broadly construed. In reality the set of institu- 
tions that matter for economic performance is 
very complex, and any single measure is bound 
to capture only part of the "true institutions," 

18 We have also run these regressions with standard 
errors corrected for possible clustering of the mortality rates 
assigned to countries in the same disease environment. This 
clustering has little effect on the standard errors, and does 
not change our results. 
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TABLE 4-IV REGRESSIONS OF LOG GDP PER CAPITA 

Base 
Base Base sample, 

Base Base sample sample dependent 
Base sample Base sample sample sample with with variable is 

Base Base without without without without continent continent log output 
sample sample Neo-Europes Neo-Europes Africa Africa dummies dummies per worker 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

Panel A: Two-Stage Least Squares 

Average protection against 0.94 1.00 1.28 1.21 0.58 0.58 0.98 1.10 0.98 
expropriation risk 1985-1995 (0.16) (0.22) (0.36) (0.35) (0.10) (0.12) (0.30) (0.46) (0.17) 

Latitude -0.65 0.94 0.04 -1.20 
(1.34) (1.46) (0.84) (1.8) 

Asia dummy -0.92 -1.10 
(0.40) (0.52) 

Africa dummy -0.46 -0.44 
(0.36) (0.42) 

"Other" continent dummy -0.94 -0.99 
(0.85) (1.0) 

Panel B: First Stage for Average Protection Against Expropriation Risk in 1985-1995 

Log European settler mortality -0.61 -0.51 -0.39 -0.39 -1.20 -1.10 -0.43 -0.34 -0.63 
(0.13) (0.14) (0.13) (0.14) (0.22) (0.24) (0.17) (0.18) (0.13) 

Latitude 2.00 -0.11 0.99 2.00 
(1.34) (1.50) (1.43) (1.40) 

Asia dummy 0.33 0.47 
(0.49) (0.50) 

Africa dummy -0.27 -0.26 
(0.41) (0.41) 

"Other" continent dummy 1.24 1.1 
(0.84) (0.84) 

R2 0.27 0.30 0.13 0.13 0.47 0.47 0.30 0.33 0.28 

Panel C: Ordinary Least Squares 

Average protection against 0.52 0.47 0.49 0.47 0.48 0.47 0.42 0.40 0.46 
expropriation risk 1985-1995 (0.06) (0.06) (0.08) (0.07) (0.07) (0.07) (0.06) (0.06) (0.06) 

Number of observations 64 64 60 60 37 37 64 64 61 

Notes: The dependent variable in columns (1)-(8) is log GDP per capita in 1995, PPP basis. The dependent variable in column (9) is log output 
per worker, from Hall and Jones (1999). "Average protection against expropriation risk 1985-1995" is measured on a scale from 0 to 10, where 
a higher score means more protection against risk of expropriation of investment by the government, from Political Risk Services. Panel A 
reports the two-stage least-squares estimates, instrumenting for protection against expropriation risk using log settler mortality; Panel B reports 
the corresponding first stage. Panel C reports the coefficient from an OLS regression of the dependent variable against average protection against 
expropriation risk. Standard errors are in parentheses. In regressions with continent dummies, the dummy for America is omitted. See Appendix 
Table Al for more detailed variable descriptions and sources. 

creating a typical measurement error problem. 
Moreover, what matters for current income is 
presumably not only institutions today, but also 
institutions in the past. Our measure of institu- 
tions which refers to 1985-1995 will not be 
perfectly correlated with these.19 

Does the 2SLS estimate make quantitative 
sense? Does it imply that institutional differences 
can explain a significant fraction of income dif- 

19 We can ascertain, to some degree, whether the differ- 
ence between OLS and 2SLS estimates could be due to 
measurement error in the institutions variable by making 
use of an alternative measure of institutions, for example, 
the constraints on the executive measure. Using this mea- 

sure as an instrument for the protection against expropria- 
tion index would solve the measurement error, but not the 
endogeneity problem. This exercise leads to an estimate of 
the effect of protection against expropriation equal to 0.87 
(with standard error 0.16). This suggests that "measurement 
error" in the institutions variables (or the "signal-to-noise 
ratio" in the institutions variable) is of the right order of 
magnitude to explain the difference between the OLS and 
2SLS estimates. 
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ferences across countries? Let us once again com- 
pare two "typical" countries with high and low 
expropriation risk, Nigeria and Chile (these coun- 
tries are typical for the IV regression in the sense 
that they are practically on the regression line). 
Our 2SLS estimate, 0.94, implies that the 2.24 
differences in expropriation risk between these 
two countries should translate into 206 log point 
(approximately 7-fold) difference. In practice, the 
presence of measurement error complicates this 
interpretation, because some of the difference be- 
tween Nigeria and Chile's expropriation index 
may reflect measurement error. Therefore, the 
7-fold difference is an upper bound. In any case, 
the estimates in Table 4 imply a substantial, but 
not implausibly large, effect of institutional differ- 
ences on income per capita. 

Colunm (2) shows that adding latitude does 
not change the relationship; the institutions 
coefficient is now 1.00 with a standard error of 
0.22.20 Remarkably, the latitude variable now 
has the "wrong" sign and is insignificant. This 
result suggests that many previous studies may 
have found latitude to be a significant determi- 
nant of economic performance because it is 
correlated with institutions (or with the exoge- 
nous component of institutions caused by early 
colonial experience). 

Columns (3) and (4) document that our results 
are not driven by the Neo-Europes. When we 
exclude the United States, Canada, Australia, and 
New Zealand, the estimates remain highly signif- 
icant, and in fact increase a little. For example, the 
coefficient for institutions is now 1.28 (s.e. = 
0.36) without the latitude control, and 1.21 (s.e. = 
0.35) when we control for latitude. Columns (5) 
and (6) show that our results are also robust to 
dropping all the African countries from our sam- 
ple. The estimates without Africa are somewhat 
smaller, but also more precise. For example, the 
coefficient for institutions is 0.58 (s.e. = 0.1) 
without the latitude control, and still 0.58 (s.e. = 

0.12) when we control for latitude.21 

In columns (7) and (8), we add continent dum- 
mies to the regressions (for Africa, Asia, and 
other, with America as the omitted group). The 
addition of these dummies does not change the 
estimated effect of institutions, and the dummies 
are jointly insignificant at the 5-percent level, 
though the dummy for Asia is significantly differ- 
ent from that of America. The fact that the African 
dummy is insignificant suggests that the reason 
why African countries are poorer is not due to 
cultural or geographic factors, but mostly ac- 
counted for by the existence of worse institutions 
in Africa. Finally, in column (9) we repeat our 
basic regression using log of output per worker as 
calculated by Hall and Jones (1999). The result is 
veiy close to our baseline result. The 2SLS coef- 
ficient is 0.98 instead of 0.94 as in column (1).22 
This shows that whether we use income per capita 
or output per worker has little effect on our results. 
Overall, the results in Table 4 show a large effect 
of institutions on economic performance. In the 
rest of the paper, we investigate the robustness of 
these results. 3 

20 In 2SLS estimation, all covariates that are included in 
the second stage, such as latitude, are also included in the 
first stage. When these first-stage effects are of no major 
significance for our argument, we do not report them in the 
tables to save space. 

21 We should note at this point that if we limit the sample 
to African countries only, the first-stage relationship using 

the protection against expropriation variable becomes con- 
siderably weaker, and the 2SLS effect of institutions is no 
longer significant. The 2SLS effect of institutions continue 
to be significant when we use some (but not all) measures of 
institutions. Therefore, we conclude that the relationship 
between settler mortality and institutions is weaker within 
Africa. 

22 The results with other covariates are also very similar. 
We repeated the same regressions using a variety of alter- 
native measures of institutions, including constraints on the 
executive from the Polity III data set, an index of law and 
order tradition from Political Risk Services, a measure of 
property rights from the Heritage Foundation, a measure of 
rule of law from the Fraser Institute, and the efficiency 
of the judiciary from Business International. The results 
and the magnitudes are very similar to those reported in 
Table 4. We also obtained very similar results with the 1970 
values for the constraints on the executive and income per 
capita in 1970, which show that the relationship between 
institutional measures and income per capita holds across 
time periods. These results are reported in the Appendix of 
the working paper version, and are also available from the 
authors. 

23 In the working paper version, we also investigated the 
robustness of our results in different subsamples with vary- 
ing degrees of data quality and different methods of con- 
structing the mortality estimates. The results change very 
little, for example, when we use data only from Curtin 
(1989), Death by Migration, when we do not assign mor- 
tality rates from neighboring disease environments, when 
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V. Robustness 

A. Additional Controls 

The validity of our 2SLS results in Table 4 
depends on the assumption that settler mortality in 
the past has no direct effect on current economic 
performance. Although this presumption appears 
reasonable (at least to us), here we substantiate it 
further by directly controlling for many of the 
variables that could plausibly be correlated with 
both settler mortality and economic outcomes, and 
checking whether the addition of these variables 
affects our estimates.24 Overall, we find that our 
results change remarkably little with the inclusion 
of these variables, and many variables emphasized 
in previous work become insignificant once the 
effect of institutions is controlled for. 

La Porta et al. (1999) argue for the impor- 
tance of colonial origin (identity of the main 
colonizing country) as a determinant of current 
institutions. The identity of the colonial power 
could also matter because it might have an 
effect through culture, as argued by David 
S. Landes (1998). In columns (1) and (2) of 
Table 5, we add dummies for British and French 
colonies (colonies of other nations are the omit- 
ted group). This has little affect on our results. 
Moreover, the French dummy in the first 
stage is estimated to be zero, while the British 
dummy is positive, and marginally significant. 
Therefore, as suggested by La Porta et al. 
(1998), British colonies appear to have better 
institutions, but this effect is much smaller and 
weaker than in a specification that does not 
control for the effect of settler mortality on 
institutional development.25 Therefore, it ap- 

pears that British colonies are found to perform 
substantially better in other studies in large part 
because Britain colonized places where settle- 
ments were possible, and this made British col- 
onies inherit better institutions. To further 
investigate this issue, columns (3) and (4) esti- 
mate our basic regression for British colonies 
only. They show that both the relationship be- 
tween settler mortality and institutions and that 
between institutions and income in this sample 
of 25 British colonies are very similar to those 
in our base sample. For example, the 2SLS 
estimate of the effect of institutions on income 
is now 1.07 (s.e. = 0.24) without controlling for 
latitude and 1.00 (s.e. = 0.22) with latitude. 
These results suggest that the identity of the 
colonizer is not an important determinant of 
colonization patterns and subsequent institu- 
tional development. 

von Hayek (1960) and La Porta et al. (1999) 
also emphasize the importance of legal origin. In 
columns (5) and (6), we control for legal origin. In 
our sample, all countries have either French or 
British legal origins, so we simply add a dummy 
for French legal origin (many countries that are 
not French colonies nonetheless have French legal 
origin). Our estimate of the effect of institutions 
on income per capita is unaffected.26 

An argument dating back to Max Weber 
views religion as a key determinant of economic 
performance. To control for this, in columns (7) 
and (8), we add the fraction of the populations 
that are Catholic, Muslim, and of other reli- 
gions, with Protestants as the omitted group. In 
the table we report the joint significance level 
(p-value) of the corresponding F-statistic for 
these dummies as well as the 2SLS estimate of 

the use data for Latin America from naval stations instead of 
bishops, and when we do not use data from small African 
samples. These results are available in Appendix Table A5 
available from the authors, or in Acemoglu et al. (2000). 

24 Joseph N. Altonji et al. (2000) develop an econometric 
methodology to assess the importance of omitted variable 
bias. The basic idea is that if the estimate of the coefficient 
of interest does not change as additional covariates are 
included in the regression, it is less likely to change if we 
were able to add some of the missing omitted variables. Our 
methodology here is an informal version of this approach. 

25 Moreover, the British colonial dummy is negative and 
significant in the second stage. The net effect of being a British 
colony on income per capita is in fact negative. More specif- 

ically, British colonies have, on average, an index of institution 
that is 0.63 points lower. Given the 2SLS estimate of 1.10, 
this translates into 69 log points higher income per capita 
for British colonies (1.10 X 63 69). The second-stage 
effect of being a British colony is -78 log points, im- 
plying -9 log point (approximately 10 percent) negative 
net effect of being a British colony. A possible explana- 
tion for this pattern is that (Anglo-Saxon?) researchers 
are overestimating how "bad" French institutions are, and 
the second-stage regression is correcting for this. 

26 The first stage shows that French legal origin is asso- 
ciated with worse institutions, but similarly, the net effect of 
having French legal origin is actually positive: -67 X 
1.1 + 89 = 15 log points (approximately 15 percent). 



VOL. 91 NO. 5 ACEMOGLU ETAL.: THE COLONIAL ORIGINS OF DEVELOPMENT 1389 

TABLE 5-IV REGRESSIONS OF LOG GDP PER CAPITA WITH ADDITIONAL CONTROLS 

British British 
Base Base colonies colonies Base Base Base Base Base 

sample sample only only sample sample sample sample sample 
(1) (2) (3) (4) (5) (6) (7) (8) (9) 

Panel A: Two-Stage Least Squares 

Average protection against 1.10 1.16 1.07 1.00 1.10 1.20 0.92 1.00 1.10 
expropriation risk, 1985-1995 (0.22) (0.34) (0.24) (0.22) (0.19) (0.29) (0.15) (0.25) (0.29) 

Latitude -0.75 -1.10 -0.94 -1.70 
(1.70) (1.56) (1.50) (1.6) 

British colonial dummy -0.78 -0.80 
(0.35) (0.39) 

French colonial dummy -0.12 -0.06 0.02 
(0.35) (0.42) (0.69) 

French legal origin dummy 0.89 0.96 0.51 
(0.32) (0.39) (0.69) 

p-value for religion variables [0.001] [0.004] [0.42] 

Panel B: First Stage for Average Protection Against Expropriation Risk in 1985-1995 

Log European settler mortality -0.53 -0.43 -0.59 -0.51 -0.54 -0.44 -0.58 -0.44 -0.48 
(0.14) (0.16) (0.19) (0.14) (0.13) (0.14) (0.13) (0.15) (0.18) 

Latitude 1.97 2.10 2.50 2.30 
(1.40) (1.30) (1.50) (1.60) 

British colonial dummy 0.63 0.55 
(0.37) (0.37) 

French colonial dummy 0.05 -0.12 -0.25 
(0.43) (0.44) (0.89) 

French legal origin -0.67 -0.7 -0.05 
(0.33) (0.32) (0.91) 

R 2 0.31 0.33 0.30 0.30 0.32 0.35 0.32 0.35 0.45 

Panel C: Ordinary Least Squares 
Average protection against 0.53 0.47 0.61 0.47 0.56 0.56 0.53 0.47 0.47 

expropriation risk, 1985-1995 (0.19) (0.07) (0.09) (0.06) (0.06) (0.06) (0.06) (0.06) (0.06) 
Number of observations 64 64 25 25 64 64 64 64 64 

Notes: Panel A reports the two-stage least-squares estimates with log GDP per capita (PPP basis) in 1995 as dependent variable, 
and Panel B reports the corresponding first stage. The base case in columns (1) and (2) is all colonies that were neither French nor 
British. The religion variables are included in the first stage of columns (7) and (8) but not reported here (to save space). Panel C 
reports the OLS coefficient from regressing log GDP per capita on average protection against expropriation risk, with the other 
control variables indicated in that column (full results not reported to save space). Standard errors are in parentheses and p-values 
for joint significance tests are in brackets. The religion variables are percentage of population that are Catholics, Muslims, and 
"other" religions; Protestant is the base case. Our sample is all either French or British legal origin (as defined by La Porta et al., 
1999). 

the effect of institutions.27 Finally, column (9) 
adds all the variables in this table simulta- 
neously. Again, these controls have very little 
effect on our main estimate. 

Another concern is that settler mortality is 

27 The religion dummies are significant in the first stage, 
but once again they are estimated to have offsetting effects 
in the second stage, implying little net effect of religion on 
income. 

correlated with climate and other geographic 
characteristics. Our instrument may therefore 
be picking up the direct effect of these vari- 
ables. We investigate this issue in Table 6. In 
columns (1) and (2), we add a set of temper- 
ature and humidity variables (all data from 
Philip M. Parker, 1997). In the table we 
report joint significance levels for these vari- 
ables. Again, they have little effect on our 
estimates. 
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TABLE 6-ROBUSTNESS CHECKS FOR IV REGRESSIONS OF LOG GDP PER CAPITA 

Base Base Base Base Base Base Base Base Base 
sample sample sample sample sample sample sample sample sample 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

Panel A: Two-Stage Least Squares 

Average protection against 0.84 0.83 0.96 0.99 1.10 1.30 0.74 0.79 0.71 
expropriation risk, 1985-1995 (0.19) (0.21) (0.28) (0.30) (0.33) (0.51) (0.13) (0.17) (0.20) 

Latitude 0.07 -0.67 -1.30 -0.89 -2.5 
(1.60) (1.30) (2.30) (1.00) (1.60) 

p-value for temperature variables [0.96] [0.97] [0.77] 
p-value for humidity variables [0.54] [0.54] [0.62] 
Percent of European descent in 1975 -0.08 0.03 0.3 

(0.82) (0.84) (0.7) 
p-value for soil quality [0.79] [0.85] [0.46] 
p-value for natural resources [0.82] [0.87] [0.82] 
Dummy for being landlocked 0.64 0.79 0.75 

(0.63) (0.83) (0.47) 
Ethnolinguistic fragmentation -1.00 -1.10 -1.60 

(0.32) (0.34) (0.47) 

Panel B: First Stage for Average Protection Against Expropriation Risk in 1985-1995 

Log European settler mortality -0.64 -0.59 -0.41 -0.4 -0.44 -0.34 -0.64 -0.56 -0.59 
(0.17) (0.17) (0.14) (0.15) (0.16) (0.17) (0.15) (0.15) (0.21) 

Latitude 2.70 0.48 2.20 2.30 4.20 
(2.00) (1.50) (1.50) (1.40) (2.60) 

R 2 0.39 0.41 0.34 0.34 0.41 0.43 0.27 0.30 0.59 

Panel C: Ordinary Least Squares 

Average protection against 0.41 0.38 0.39 0.38 0.46 0.42 0.46 0.45 0.38 
expropriation risk, 1985-1995 (0.06) (0.06) (0.06) (0.06) (0.07) (0.07) (0.05) (0.06) (0.06) 

Notes: Panel A reports the two-stage least-squares estimates with log GDP per capita (PPP basis) in 1995, and Panel B reports 
the corresponding first stages. Panel C reports the OLS coefficient from regressing log GDP per capita on average protection 
against expropriation risk, with the other control variables indicated in that column (full results not reported to save space). 
Standard errors are in parentheses and p-values for joint significance tests are in brackets. All regressions have 64 
observations, except those including natural resources, which have 63 observations. The temperature and humidity variables 
are: average, minimum, and maximum monthly high temperatures, and minimum and maximum monthly low temperatures, 
and morning minimum and maximum humidity, and afternoon minimum and maximum humidity (from Parker, 1997). 
Measures of natural resources are: percent of world gold reserves today, percent of world iron reserves today, percent of world 
zinc reserves today, number of minerals present in country, and oil resources (thousands of barrels per capita). Measures of 
soil quality/climate are steppe (low latitude), desert (low latitude), steppe (middle latitude), desert (middle latitude), dry steppe 
wasteland, desert dry winter, and highland. See Appendix Table Al for more detailed variable definitions and sources. 

A related concern is that in colonies where 
Europeans settled, the current population con- 
sists of a higher fraction of Europeans. One 
might be worried that we are capturing the 
direct effect of having more Europeans (who 
perhaps brought a "European culture" or spe- 
cial relations with Europe). To control for 
this, we add the fraction of the population of 
European descent in columns (3) and (4) of 
Table 6. This variable is insignificant, while 
the effect of institutions remains highly sig- 

nificant, with a coefficient of 0.96 (s.e. = 
0.28). In columns (5) and (6), we control for 
measures of natural resources, soil quality (in 
practice soil types), and for whether the coun- 
try is landlocked. All these controls are insig- 
nificant, and have little effect on our 2SLS 
estimate of the effect of institutions on in- 
come per capita. 

In columns (7) and (8), we include ethno- 
linguistic fragmentation as another control 
and treat it as exogenous. Now the coefficient 
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of protection against expropriation is 0.74 
(s.e. = 0.13), which is only slightly smaller 
than our baseline estimate. In Appendix A, we 
show that the inclusion of an endogenous 
variable positively correlated with income or 
institutions will bias the coefficient on insti- 
tutions downwards. Since ethnolinguistic 
fragmentation is likely to be endogenous with 
respect to development (i.e., ethnolinguistic 
fragmentation tends to disappear after the for- 
mation of centralized markets; see Weber 
[1976] or Andersen [1983]) and is correlated 
with settler mortality, the estimate of 0.74 
likely understates the effect of institutions on 
income. In column (9) of Table 6, we include 
all these variables together. Despite the large 
number of controls, protection against expro- 
priation on income per capita is still highly 
significant, with a somewhat smaller coeffi- 
cient of 0.71 (s.e. = 0.20), which is again 
likely to understate the effect of institutions 
on income because ethnolinguistic fragmen- 
tation is treated as exogenous. 

Finally, in Table 7, we investigate whether 
our instrument could be capturing the general 
effect of disease on development. Sachs and a 
series of coauthors have argued for the impor- 
tance of malaria and other diseases in explain- 
ing African poverty (see, for example, Bloom 
and Sachs, 1998; Gallup and Sachs, 1998; 
Gallup et al., 1998). Since malaria was one of 
the main causes of settler mortality, our esti- 
mate may be capturing the direct effect of ma- 
laria on economic performance. We are 
skeptical of this argument since malaria preva- 
lence is highly endogenous; it is the poorer 
countries with worse institutions that have been 
unable to eradicate malaria.28 While Sachs and 
coauthors argue that malaria reduces output 
through poor health, high mortality, and absen- 
teeism, most people who live in high malaria 

areas have developed some immunity to the 
disease (see the discussion in Section III, sub- 
section A). Malaria should therefore have little 
direct effect on economic performance (though, 
obviously, it will have very high social costs). 
In contrast, for Europeans, or anyone else who 
has not been exposed to malaria as a young 
child, malaria is usually fatal, making malaria 
prevalence a key determinant of European set- 
tlements and institutional development. 

In any case, controlling for malaria does not 
change our results. We do this in columns (1) 
and (2) by controlling for the fraction of the 
population who live in an area where falcipo- 
rum malaria is endemic in 1994 (as constructed 
and used by Gallup et al., 1998). Since malaria 
prevalence in 1994 is highly endogenous, the 
argument in Appendix A implies that control- 
ling for it directly will underestimate the effect 
of institutions on performance. In fact, the co- 
efficient on protection against expropriation is 
now estimated to be somewhat smaller, 0.69 
instead of 0.94 as in Table 4. Nevertheless, 
the effect remains highly significant with a stan- 
dard error of 0.25, while malaria itself is 
insignificant. 

In a comment on the working paper version 
of our study, John W. McArthur and Sachs 
(2001) discuss the role of geography and insti- 
tutions in determining economic performance. 
They accept our case for the importance of 
institutions, but argue that more general speci- 
fications show that the disease environment and 
health characteristics of countries (their "geog- 
raphy") matter for economic performance. In 
particular, they extend our work by controlling 
for life expectancy and infant mortality, and 
they also instrument for these health variables 
using geographic variables such as latitude and 
mean temperature. Table 7 also expands upon 
the specifications that McArthur and Sachs sug- 
gest. Columns (3)-(6) include life expectancy 
and infant mortality as exogenous controls. The 
estimates show a significant effect of institu- 
tions on income, similar to, but smaller than, 
our baseline estimates. Infant mortality is also 
marginally significant. Since health is highly 
endogenous, the coefficient on these variables 
will be biased up, while the coefficient of insti- 
tutions will be biased down (see Appendix A). 
These estimates are therefore consistent with 

28 For example, the United States eliminated malaria from 
the Panama Canal Zone, and Australia eliminated it from 
Queensland (see Crosby, 1986 pp. 141-42). Even in Africa, 
there have been very successful campaigns against malaria, 
including those in Algeria and that conducted by the Rio-Tinto 
Zinc mining company in Zambia (then Northern Rhodesia). 
The WHO's Roll Back Malaria program contains a number of 
effective recommendations for controlling malaria that are 
relatively straightforward to implement if families have 
enough money (e.g., insecticide-treated bed nets). 
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TABLE 7-GEOGRAPHY AND HEALTH VARIABLES 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (1 1) 

Yellow fever 
instrument for 

average 
Instrunienting only for average Instrumenting for all protection against 

protection against expropriation risk right-hand-side variables expropriation risk 

Panel A: Two-Stage Least Squares 

Average protection against 0.69 0.72 0.63 0.68 0.55 0.56 0.69 0.74 0.68 0.91 0.90 
expropriation risk, 1985-1995 (0.25) (0.30) (0.28) (0.34) (0.24) (0.31) (0.26) (0.24) (0.23) (0.24) (0.32) 

Latitude -0.57 -0.53 -0.1 
(1.04) (0.97) (0.95) 

Malaria in 1994 -0.57 -0.60 -0.62 
(0.47) (0.47) (0.68) 

Life expectancy 0.03 0.03 0.02 
(0.02) (0.02) (0.02) 

Infant mortality -0.01 -0.01 -0.01 
(0.005) (0.006) (0.01) 

Panel B: First Stage for Average Protection Against Expropriation Risk in 1985-1995 

Log European settler mortality -0.42 -0.38 -0.34 -0.30 -0.36 -0.29 -0.41 -0.40 -0.40 
(0.19) (0.19) (0.17) (0.18) (0.18) (0.19) (0.17) (0.17) (0.17) 

Latitude 1.70 1.10 1.60 -0.81 -0.84 -0.84 
(1.40) (1.40) (1.40) (1.80) (1.80) (1.80) 

Malaria in 1994 -0.79 -0.65 
(0.54) (0.55) 

Life expectancy 0.05 0.04 
(0.02) (0.02) 

Infant mortality -0.01 -0.01 
(0.01) (0.01) 

Mean temperature -0.12 -0.12 -0.12 
(0.05) (0.05) (0.05) 

Distance from coast 0.57 0.55 0.55 
(0.51) (0.52) (0.52) 

Yellow fever dummy -1.10 -0.81 
(0.41) (0.38) 

R2 0.3 0.31 0.34 0.35 0.32 0.34 0.37 0.36 0.36 0.10 0.32 

Panel C: Ordinary Least Squares 

Average protection against 0.35 0.35 0.28 0.28 0.29 0.28 0.35 0.29 0.29 0.48 0.39 
expropriation risk, 1985-1995 (0.06) (0.06) (0.05) (0.05) (0.05) (0.05) (0.06) (0.05) (0.05) (0.06) (0.06) 

Numnber of observations 62 62 60 60 60 60 60 59 59 64 64 

Notes: Panel A reports the two-stage least-squares estimates with log GDP per capita (PPP basis) in 1995, and Panel B reports the 
corresponding first stages. Panel C reports the coefficient from an OLS regression with log GDP per capita as the dependent variable and 
average protection against expropriation risk and the other control variables indicated in each column as independent variables (full 
results not reported to save space). Standard errors are in parentheses. Columns (1)-(6) instrument for average protection against 
expropriation risk using log mortality and assume that the other regressors are exogenous. Columns (7)-(9) include as instruments 
average temperature, amount of territory within 100 km of the coast, and latitude (from McArthur and Sachs, 2001). Columns (10) 
and (11) use a dummy variable for whether or not a country was subject to yellow fever epidemics before 1900 as an instrument for 
average protection against expropriation. See Appendix Table Al for more detailed variable definitions and sources. 

institutions being the major determinant of in- 
come per capita differences, with little effect 
from geography/health variables. 

Columns (7)-(9) report estimates from mod- 
els that treat both health and institutions as 
endogenous, and following McArthur and 
Sachs, instrument for them using latitude, mean 

temperature, and distance from the coast as in- 
struments in addition to our instrument, settler 
mortality. McArthur and Sachs (2001) report 
that in these regressions the institution variable 
is still significant, but geography/health are also 
significant. In contrast to McArthur and Sachs' 
results, we find that only institutions are signif- 
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icant. This difference is due to the fact that 
McArthur and Sachs include Britain and France 
in their sample. Britain and France are not in 
our sample, which consists of only ex-colonies 
(there is no reason for variation in the mortality 
rates of British and French troops at home to be 
related to their institutional development). It 
turns out that once Britain and France are left 
out, the McArthur and Sachs' specification gen- 
erates no evidence that geography/health vari- 
ables have an important effect on economic 
performance.29 

As a final strategy to see whether settler mor- 
tality could be proxying for the current disease 
environment, we estimated models using a 
yellow fever instrument. This is a dummy van- 
able indicating whether the area was ever af- 
fected by yellow fever (from Oldstone, 1998; 
see Appendix Table Al). This is an attractive 
alternative strategy because yellow fever is 
mostly eradicated today, so this dummy should 
not be correlated with the current disease envi- 
ronment. The disadvantage of this approach is 
that there is less variation in this instrument than 
our settler mortality variable. Despite this, the 
yellow fever results, reported in columns (10) 
and (11) of Table 7, are encouraging. The esti- 
mate in our base sample is 0.91 (s.e. = 0.24) 
comparable to our baseline estimate of 0.95 
reported in Table 4. Adding continent dummies 
in column (11) reduces this estimate slightly to 
0.90 (s.e. = 0.32).3 

B. Overidentification Tests 

We can also investigate the validity of our 
approach by using overidentification tests. Ac- 
cording to our theory, settler mortality (M) af- 
fected settlements (S); settlements affected 
early institutions (C); and early institutions af- 
fected current institutions (R)-cf., equations 
(2), (3), and (4). We can test whether any of 
these variables, C, S, and M, has a direct effect 
on income per capita, log y, by using measures 
of C and S as additional instruments. The overi- 
dentification test presumes that one of these 
instruments, say S, is truly exogenous, and tests 
for the exogeneity of the others, such as settler 
mortality. This approach is useful since it is a 
direct test of our exclusion restriction. However, 
such tests may not lead to a rejection if all 
instruments are invalid, but still highly corre- 
lated with each other. Therefore, the results 
have to be interpreted with caution. 

Overall, the overidentification test will reject 
the validity of our approach if either (i) the 
equation of interest, (1), does not have a con- 
stant coefficient, i.e., log yi = jt + aiRi + si, 
where i denotes country, or (ii) C or S has a 
direct effect on income per capita, log yi (i.e., 
either S or C is correlated with si), or (iii) 
settler mortality, M, has an effect on log yi that 
works through another variable, such as culture. 

The data support the overidentifying restric- 
tions implied by our approach.31 This implies 
that, subject to the usual problems of power 
associated with overidentification tests, we can 
rule out all three of the above possibilities. This 
gives us additional confidence that settler mor- 
tality is a valid instrument and that we are 
estimating the effect of institutions on current 
performance with our instrumental-variable 
strategy (i.e., not capturing the effect of omitted 
variables). 

29 McArthur and Sachs (2001) also report specifications 
with more instruments. However, using six or seven instru- 
ments with only 64 observations leads to the "too-many- 
instruments" problem, typically biasing the IV estimate 
towards the OLS estimate (see John Bound et al., 1995). We 
therefore did not pursue these estimates further. 

Finally, McArthur and Sachs also argue that our ex- 
colonies sample may not have enough geographic variation. 
In their view, this may be why we do not find a role for 
geographic variables. Nonetheless, there is substantial vari- 
ation in the geography variables in our sample which in- 
cludes countries such as Canada, the United States, New 
Zealand, and Australia. The standard deviation of distance 
from the equator in the world is 1.89, greater than 1.33 in 
our sample. This is mainly because there are a large number 
of European countries with high latitudes in the world 
sample, but not in our sample. 

30 If we drop the Neo-Europes (not reported here), the 
estimate is still similar and highly significant, 1.05 (s.e. = 

0.35). 

31 In some specifications, the overidentification tests us- 
ing measures of early institutions reject at that 10-percent 
level (but not at the 5-percent level). There are in fact good 
reasons to expect institutions circa 1900 to have a direct 
effect on income today (and hence the overidentifying tests 
to reject our restrictions): these institutions should affect 
physical and human capital investments at the beginning of 
the century, and have some effect on current income levels 
through this channel. 
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TABLE 8-OVERIDENTIFICATION TESTS 

Base Base Base Base Base Base Base Base Base Base 
sample sample sample sample sample sample sample sample sample sample 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

Panel A: Two-Stage Least Squares 
Average protection against expropriation 0.87 0.92 0.71 0.68 0.72 0.69 0.60 0.61 0.55 0.56 

risk, 1985-1995 (0.14) (0.20) (0.15) (0.20) (0.14) (0.19) (0.14) (0.17) (0.12) (0.14) 
Latitude -0.47 -0.34 0.31 -0.41 -0.16 

(1.20) (1.10) (1.05) (0.92) (0.81) 

Panel B: First Stage for Average Protection Against Expropriation Risk 

European settlements in 1900 3.20 2.90 
(0.62) (0.83) 

Constraint on executive in 1900 0.32 0.26 
(0.08) (0.09) 

Democracy in 1900 0.24 0.20 
(0.06) (0.07) 

Constraint on executive in first year of 0.25 0.22 
independence (0.08) (0.08) 

Democracy in first year of independence 0.19 0.17 
(0.05) (0.05) 

R 2 0.30 0.30 0.20 0.24 0.24 0.26 0.19 0.25 0.26 0.30 

Panel C: Results from Overidentification Test 

p-value (from chi-squared test) [0.67] [0.96] [0.09] [0.20] [0.11] [0.28] [0.67] [0.79] [0.22] [0.26] 

Panel D: Second Stage with Log Mortality as Exogenous Variable 

Average protection against expropriation 0.81 0.88 0.45 0.42 0.52 0.48 0.49 0.49 0.4 0.41 
risk, 1985-1995 (0.23) (0.30) (0.25) (0.30) (0.23) (0.28) (0.23) (0.25) (0.18) (0.19) 

Log European settler mortality -0.07 -0.05 -0.25 -0.26 -0.21 -0.22 -0.14 -0.14 -0.19 -0.19 
(0.17) (0.18) (0.16) (0.17) (0.15) (0.16) (0.16) (0.15) (0.13) (0.12) 

Latitude -0.52 0.38 0.28 -0.38 -0.17 
(1.15) (0.89) (0.86) (0.84) (0.73) 

Notes: Panel A reports the two-stage least-squares estimates with log GDP per capita (PPP basis) in 1995 as the dependent variable, and Panel 
B reports the corresponding first stage (latitude is included in even-numbered columns but is never significant and not reported here to save 
space). Panel C reports the p-value for the null hypothesis that the coefficient on average protection against expropriation risk in the 
second-stage regression (i.e., Panel A) is the same as when instrumented using log mortality of settlers in addition to the indicated instruments. 
Panel D reports results from the regression in which log mortality is included as an exogenous variable and current institutions are instrumented 
using the alternative instrument indicated. Standard errors are in parentheses. All regressions with constraint on executive and democracy in 
first year of independence also include years since independence as a regressor. All regressions have 60 observations, except those with 
democracy in 1900 which have 59 observations and those with European settlements in 1900 which have 63 observations. 

The results of the overidentification tests, 
and related results, are reported in Table 8. In 
the top panel, Panel A, we report the 2SLS 
estimates of the effect of protection against 
expropriation on GDP per capita using a va- 
riety of instruments other than mortality rates, 
while Panel B gives the corresponding first 
stages. These estimates are always quite close 
to those reported in Table 4. For example, in 
column (1), we use European settlements in 
1900 as the only instrument for institutions. 
This results in an estimated effect of 0.87 
(with standard error 0.14), as compared to our 
baseline estimate of 0.94. The other columns 

add latitude, and use other instruments such 
as constraint on the executive in 1900 and in 
the first year of independence, and democracy 
in 1900. 

Panel D reports an easy-to-interpret version 
of the overidentification test. It adds the log of 
mortality as an exogenous regressor. If mor- 
tality rates faced by settlers had a direct effect 
on income per capita, we would expect this 
variable to come in negative and significant. 
In all cases, it is small and statistically insig- 
nificant. For example, in column (1), log mor- 
tality has a coefficient of -0.07 (with 
standard error 0.17). This confirms that the 
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impact of mortality rates faced by settlers 
likely works through their effect on 
institutions. 

Finally, for completeness, in Panel C we re- 
port the p-value from the appropriate x2 overi- 
dentification test. This tests whether the 2SLS 
coefficients estimated with the instruments in- 
dicated in Panels A and B versus the coeffi- 
cients estimated using (log) settler mortality in 
addition to the "true" instruments are signifi- 
cantly different (e.g., in the first column, the 
coefficient using European settlements alone is 
compared to the estimate using European set- 
tlements and log mortality as instruments). We 
never reject the hypothesis that they are equal at 
the 5-percent significance level. So these results 
also show no evidence that mortality rates faced 
by settlers have a direct effect- or an effect 
working through a variable other than institu- 
tions- on income per capita. 

VI. Concluding Remarks 

Many economists and social scientists be- 
lieve that differences in institutions and state 
policies are at the root of large differences in 
income per capita across countries. There is 
little agreement, however, about what deter- 
mines institutions and government attitudes to- 
wards economic progress, making it difficult to 
isolate exogenous sources of variation in insti- 
tutions to estimate their effect on performance. 
In this paper we argued that differences in co- 
lonial experience could be a source of exoge- 
nous differences in institutions. 

Our argument rests on the following pre- 
mises: (1) Europeans adopted very different col- 
onization strategies, with different associated 
institutions. In one extreme, as in the case of the 
United States, Australia, and New Zealand, they 
went and settled in the colonies and set up 
institutions that enforced the rule of law and 
encouraged investment. In the other extreme, as 
in the Congo or the Gold Coast, they set up 
extractive states with the intention of transfer- 
ring resources rapidly to the metropole. These 
institutions were detrimental to investment and 
economic progress. (2) The colonization strat- 
egy was in part determined by the feasibility of 
European settlement. In places where Europe- 
ans faced very high mortality rates, they could 

not go and settle, and they were more likely to 
set up extractive states. (3) Finally, we argue 
that these early institutions persisted to the 
present. Determinants of whether Europeans 
could go and settle in the colonies, therefore, 
have an important effect on institutions today. 
We exploit these differences as a source of 
exogenous variation to estimate the impact of 
institutions on economic performance. 

There is a high correlation between mortality 
rates faced by soldiers, bishops, and sailors in 
the colonies and European settlements; between 
European settlements and early measures of in- 
stitutions; and between early institutions and 
institutions today. We estimate large effects of 
institutions on income per capita using this 
source of variation. We also document that this 
relationship is not driven by outliers, and is 
robust to controlling for latitude, climate, cur- 
rent disease environment, religion, natural 
resources, soil quality, ethnolinguistic fragmen- 
tation, and current racial composition. 

It is useful to point out that our findings do 
not imply that institutions today are predeter- 
mined by colonial policies and cannot be 
changed. We emphasize colonial experience as 
one of the many factors affecting institutions. 
Since mortality rates faced by settlers are argu- 
ably exogenous, they are useful as an instru- 
ment to isolate the effect of institutions on 
performance. In fact, our reading is that these 
results suggest substantial economic gains from 
improving institutions, for example as in the 
case of Japan during the Meiji Restoration or 
South Korea during the 1960's. 

There are many questions that our analysis 
does not address. Institutions are treated largely 
as a "black box": The results indicate that re- 
ducing expropriation risk (or improving other 
aspects of the "cluster of institutions") would 
result in significant gains in income per capita, 
but do not point out what concrete steps would 
lead to an improvement in these institutions. 
Institutional features, such as expropriation risk, 
property rights enforcement, or rule of law, 
should probably be interpreted as an equilib- 
rium outcome, related to some more funda- 
mental "institutions," e.g., presidential versus 
parliamentary system, which can be changed 
directly. A more detailed analysis of the effect 
of more fundamental institutions on property 
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rights and expropriation risk is an important 
area for future study. 

APPENDIX A: BIAS IN THE EFFECT OF 
INSTITUTIONS WHEN OTHER ENDOGENOUS 

VARIABLES ARE INCLUDED 

To simplify notation, suppose that Ri is ex- 
ogenous, and another variable that is endoge- 
nous, zi, such as prevalence of malaria or 
ethnolinguistic fragmentation, is added to the 
regression. Then, the simultaneous equations 
model becomes 

Y i-ko + aRi + 'zi + ?i 

Zi= 1 + Yi + qi, 

where Yi = log yi. We presume that a > 0, 4 < 
0, and 7n < 0, which implies that we interpret z1 
as a negative influence on income. Moreover, 
this naturally implies that cov(rji, 8j) < 0 and 
cov(zi, Ri) < 0, that is, the factor za is likely to 
be negatively correlated with positive influ- 
ences on income. 

Standard arguments imply that 

cov(Rf, Si) 
plim =a+ = + var(i) 

cov(zi, E,) 
a {- 

Kva var(R;) e 

where K and Ri are the coefficient and the 

residual from the auxiliary equation, Ri = Ko + 

KZi + Ri, and so K = cov(zi, Ri)/var(zi) < 
0, which is negative due to the fact that cov(Ri, 
Zi) < 0. The reduced form for zi is: 

1 
(Al) zi - + 

+ 4iaRi + (psi + ij). 

We impose the regularity condition 4 - i < 1, 
so that an increase in the disturbance to the 
z-equation, m1i, actually increases zi. Now using 
this reduced form, we can write 

(A2) plim a^ = a - K v 
C 

(Zi ) 

va(ff? if) 
+ 4o)02 

=~~ ~(,7 0E - K@- 

(1 - 07T) * var(Ri) 

where oi is the variance of s, and u,, is the 
covariance of s and -q. 

Substituting for K in (A2), we obtain: 

plim & 

(of? + efo?) cov(zi, Ri) 

(1 - 4) 7) * var(Ri) var(z,) 

Recall that 4 < 0, o < 0, and cov(zi, Ri) < 
0. Therefore, plim a^ < a, and when we control 
for the endogenous variable zi, the coefficient 
on our institution variable will be biased 
downwards. 
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APPENDIX TABLE Al: DATA DESCRIPTIONS AND SOURCES 

Log GDP per capita, 1975 and 1995: Purchasing Power Parity Basis, from World Bank, World Development Indicators, 
CD-Rom, 1999. 
Log output per worker, 1988: As used in Hall and Jones (1999), from www.stanford.edu/-chadj. 
Average protection against expropriation risk, 1985-1995: Risk of expropriation of private foreign investment by 
government, from 0 to 10, where a higher score means less risk. Mean value for all years from 1985 to 1995. This data 
was previously used by Knack and Keefer (1995) and was organized in electronic form by the IRIS Center (University of 
Maryland); originally Political Risk Services. 
Constraint on executive in 1900, 1970, 1990 and in first year of independence: Seven-category scale, fiom 1 to 7, with a 
higher score indicating more constraints. Score of 1 indicates unlimited authority; score of 3 indicates slight to moderate 
limitations; score of 5 indicates substantial limitations; score of 7 indicates executive parity or subordination. Equal to 1 if 
country was not independent at that date. Date of independence is the first year that the country appears in the Polity HI data 
set. From the Polity HI data set, downloaded from Inter-University Consortium for Political and Social Research. See Gun 
(1997). 
Democracy in 1900 and first year of independence: An 1 1-category scale, from 0 to 10, with a higher score indicating 
more democracy. Points from three dimensions: Competitiveness of Political Participation (from 1 to 3); Competitiveness 
of Executive Recruitment (from 1 to 2, with a bonus of 1 point if there is an election); and Constraints on Chief 
Executive (from 1 to 4). Equal to 1 if country not independent at that date. From the Polity III data set. See Gurr (1997). 
European settlements in 1900 and percent of European descent 1975: Percent of population European or of European 
descent in 1900 and 1975. From McEvedy and Jones (1975) and other sources listed in Appendix Table A6 (available 
from the authors). 
Ethnolinguistic fragmentation: Average of five different indices of ethnolinguistic fragmentation. Easterly and Levine 
(1997), as used in La Porta et al. (1999). 
Religion variables: Percent of population that belonged to the three most widely spread religions of the world in 1980 
(or for 1990-1995 for countries formed more recently). The four classifications are: Roman Catholic, Protestant, Muslim, 
and "other." From La Porta et al. (1999). 
French legal origin dummy: Legal origin of the company law or commercial code of each country. Our base sample is 
all French Commercial Code or English Common Law Origin. From La Porta et al. (1999). 
Colonial dummies: Dummy indicating whether country was a British, French, German, Spanish, Italian, Belgian, Dutch, 
or Portuguese colony. From La Porta et al. (1999). 
Temperature variables: Average temperature, minimum monthly high, maximum monthly high, minimum monthly low, 
and maximum monthly low, all in centigrade. From Parker (1997). 
Mean temperature: 1987 mean annual temperature in degrees Celsius. From McArthur and Sachs (2001). 
Humidity variables: Morning minimum, morning maximum, afternoon minimum, and afternoon maximum, all in 
percent. From Parker (1997). 
Soil quality: Dummies for steppe (low latitude), desert (low latitude), steppe (middle latitude), desert (middle latitude), 
dry steppe wasteland, desert dry winter, and highland. From Parker (1997). 
Natural resources: Percent of world gold reserves today, percent of world iron reserves today, percent of world zinc 
reserves today, number of minerals present in country, and oil resources (thousands of barrels per capita.) From Parker 
(1997). 
Dummy for landlocked: Equal to 1 if country does not adjoin the sea. From Parker (1997). 
Malaria in 1994: Population living where falciporum malaria is endemic (percent). Gallup and Sachs (1998). 
Latitude: Absolute value of the latitude of the country (i.e., a measure of distance from the equator), scaled to take 
values between 0 and 1, where 0 is the equator. From La Porta et al. (1999). 
Log European settler mortality: See Appendix Table A2, reproduced below, and Appendix B (available from the 
authors). 
Yellow fever: Dummy equal to 1 if yellow fever epidemics before 1900 and 0 otherwise. Oldstone (1998 p. 69) shows 
current habitat of the mosquito vector; these countries are coded equal to 1. In addition, countries in which there were 
epidemics in the nineteenth century, according to Curtin (1989, 1998) are also coded equal to 1. 
Infant mortality: Infant mortality rate (deaths per 1,000 live births). From McArthur and Sachs (2001). 
Life expectancy: Life expectancy at birth in 1995. From McArthur and Sachs (2001). 
Distance from the coast: Proportion of land area within 100 km of the seacoast. From McArthur and Sachs (2001). 
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APPENDIX TABLE A2-DATA ON MORTALITY 

Average Average 
protection protection 

Log GDP against Log GDP against 
Abbreviated per capita expropriation Main Abbreviated per capita expropriation Main 
name used (PPP) in risk mortality name used (PPP) in risk mortality 

Former colonies in graphs 1995 1985-1995 estimate Former colonies in graphs 1995 1985-1995 estimate 

Algeria DZA 8.39 6.50 78.2 Jamaica JAM 8.19 7.09 130 
Angola AGO 7.77 5.36 280 Kenya KEN 7.06 6.05 145 
Argentina ARG 9.13 6.39 68.9 Madagascar MDG 6.84 4.45 536.04 
Australia AUS 9.90 9.32 8.55 Malaysia MYS 8.89 7.95 17.7 
Bahamas BHS 9.29 7.50 85 Mali MLI 6.57 4.00 2940 
Bangladesh BGD 6.88 5.14 71.41 Malta MLT 9.43 7.23 16.3 
Bolivia BOL 7.93 5.64 71 Mexico MEX 8.94 7.50 71 
Brazil BRA 8.73 7.91 71 Morocco MAR 8.04 7.09 78.2 
Burkina Faso BFA 6.85 4.45 280 New Zealand NZL 9.76 9.73 8.55 
Cameroon CMR 7.50 6.45 280 Nicaragua NIC 7.54 5.23 163.3 
Canada CAN 9.99 9.73 16.1 Niger NER 6.73 5.00 400 
Chile CHL 9.34 7.82 68.9 Nigeria NGA 6.81 5.55 2004 
Colombia COL 8.81 7.32 71 Pakistan PAK 7.35 6.05 36.99 
Congo (Brazzaville) COG 7.42 4.68 240 Panama PAN 8.84 5.91 163.3 
Costa Rica CRI 8.79 7.05 78.1 Paraguay PRY 8.21 6.95 78.1 
C6te d'Ivoire CIV 7.44 7.00 668 Peru PER 8.40 5.77 71 
Dominican Republic DOM 8.36 6.18 130 Senegal SEN 7.40 6.00 164.66 
Ecuador ECU 8.47 6.55 71 Sierra Leone SLE 6.25 5.82 483 
Egypt EGY 7.95 6.77 67.8 Singapore SGP 10.15 9.32 17.7 
El Salvador SLV 7.95 5.00 78.1 South Africa ZAF 8.89 6.86 15.5 
Ethiopia ETH 6.11 5.73 26 Sri Lanka LKA 7.73 6.05 69.8 
Gabon GAB 8.90 7.82 280 Sudan SDN 7.31 4.00 88.2 
Gambia GMB 7.27 8.27 1470 Tanzania TZA 6.25 6.64 145 
Ghana GHA 7.37 6.27 668 Togo TGO 7.22 6.91 668 
Guatemala GTM 8.29 5.14 71 Trinidad and Tobago TTO 8.77 7.45 85 
Guinea GIN 7.49 6.55 483 Tunisia TUN 8.48 6.45 63 
Guyana GUY 7.90 5.89 32.18 Uganda UGA 6.97 4.45 280 
Haiti HTI 7.15 3.73 130 Uruguay URY 9.03 7.00 71 
Honduras HND 7.69 5.32 78.1 USA USA 10.22 10.00 15 
Hong Kong HKG 10.05 8.14 14.9 Venezuela VEN 9.07 7.14 78.1 
India IND 7.33 8.27 48.63 Vietnam VNM 7.28 6.41 140 
Indonesia IDN 8.07 7.59 170 Zaire ZAR 6.87 3.50 240 
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Abstract

We analyze a simple and tractable model of occupational choice in the presence of credit market

imperfections. We examine the effect of parameters governing technology and transaction costs, and

history, in terms of the initial wealth distribution, in determining the long-term wealth distribution

and the level of per capita income of an economy.
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1. Introduction

A well-known implication of neoclassical growth theory is that economies that have

similar preferences and technologies converge to the same steady state per capita income.1

In contrast, in development economics, we frequently encounter the idea of poverty traps:

poor individuals and economies tend to remain poor because they start poor. One specific

mechanism leading to the persistence of poverty that has recently received a lot of

attention operates through borrowing constraints.2 Because threats of punishment work

less well against the poor, they face greater borrowing constraints. This in turn prevents
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them from adopting efficient technologies or choosing profitable occupations, and hence

they remain poor. At the aggregate level, this implies that unlike in neoclassical growth

models, two economies that are identical in terms of all parameters may end up with

different levels of per capita incomes in the steady state if initially they have different

distributions of wealth and hence different sizes of the class of credit rationed. This

argument is often invoked to explain the evidence from cross-country analysis suggesting

that various measures of initial inequality are negatively correlated with growth.3

However, it turns out that the dynamic behavior of an economy in the presence of credit

market imperfections is fairly complicated, and even under strong simplifying assumptions

regarding technology, preferences and market structure, it is difficult to give clear-cut

answers to questions such as when do initial conditions matter, and if they do, what is the

relationship between initial inequality and the steady-state level of per capita income of an

economy. In this paper we try to answer these questions by analyzing a simple and

tractable dynamic model of occupational choice in the presence of credit market

imperfections.

Our paper is closely related to the important contributions of Galor and Zeira (1993)

and Banerjee and Newman (1993). They provide the following insight: in the presence of

credit market imperfections, the current distribution of wealth will determine the

proportion of credit-constrained individuals in the economy, which in turn may affect

equilibrium returns to various occupations in a way that affects the future wealth

distribution through intergenerational transfers. As a result, the transition of the wealth

distribution for the economy as a whole is nonlinear and hence the wealth distribution

dynamics is quite complex. In particular, it is difficult to say much except for multiple

stationary wealth distributions may exist, and that the initial distribution of wealth may

determine which steady-state equilibrium the economy converges to. Banerjee and

Newman (1993) offer some simple examples to show instances of hysteresis. However,

even in these examples, it is not always the case that the greater is the size of the poor

relative to that of the rich in the initial distribution, the lower will be the steady-state level

of income.

We consider a simplified version of the model of Banerjee and Newman (1993). In

particular, we have a simpler occupational structure. It turns out, as a result of this one needs

no more information about the wealth distribution than the proportion of people whose

wealth is below the level needed to start an enterprise. Even though general results in this

class of nonlinear dynamic models of wealth distribution are hard to obtain as demonstrated

by the Banerjee–Newman model, this simplification allows us to characterize precisely all

the steady-state equilibria corresponding to various configurations of parameters governing

technology, preferences and transactions costs. It also allows us to calculate the effect of

changes in parameters of interest and the initial distribution of wealth on steady state per

capita income. However, as a result of this simplification, we lose some of the richness of

the Banerjee–Newman model, which allows for alternative institutional forms associated

with the modern technology that differ in terms of agency costs.

3 See Benabou (1996) for a discussion of the empirical literature as well as other theoretical arguments

consistent with the observed negative relationship between inequality and growth such as those based on political

economy considerations.
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Some of our findings are as follows: first, whether hysteresis occurs depends on the size

of the threshold level of wealth needed to start an enterprise relative to the productivity of

the modern and the subsistence technologies. In particular, the larger is the productivity

difference between the modern and subsistence technologies, the greater is the likelihood

of multiple steady states. Second, for parameter values under which initial conditions

matter, the greater is the fraction of the population who are initially poor, the lower is the

steady-state income. Third, while some forms of technological progress can eliminate

poverty traps, all kinds of technological improvements do not necessarily increase steady-

state income. For example, an increase in the productivity of the small scale or subsistence

sector that pushes up wages can act as a drag on the growth of the modern sector.

The plan of the paper is as follows. In Section 2 we analyze the basic model. In Section

3 we extend the basic model, which is nonstochastic, by allowing the saving rate to be

subject to random shocks. In Section 4 we make some concluding remarks and Appendix

A contains some technical proofs.

2. The model

2.1. Demographics and preferences

Consider an economy inhabited by infinitely lived dynasties represented by successive

generations of agents who live for one period. The population is large and its size is

normalized to 1. There is no population growth. There are two goods in the economy,

labor, and some final output which can serve both as a consumption good and a capital

good. In period t a dynasty i is endowed with 1 unit of labor and an initial wealth ai,t. It

earns income by supplying labor and capital and the resulting income yi,t is divided at the

end of the period between consumption ci,t and savings, or bequest to the next generation,

bi,t. Therefore,

ai;tþ1 ¼ bi;t:

Following the literature, we assume that individuals have identical Cobb–Douglas

utility functions over consumption and bequests, with Ui(ci,t, bi,t)=ci,t
1�sbi,t

s, where sa(0, 1)

and the budget constraint is yi,t=ci,t+bi,t. This means that the current generation saves a

constant fraction s of its income and leaves it as bequest:

ai;tþ1 ¼ syi;t:

We also assume that all agents are risk-neutral.

In period t, wealth is distributed according to the probability measure kt(�), and for

convenience, we define

GtðaÞuktðð�l; aÞÞ:

The function Gt is very similar to the distribution function except that it does not

include the measure at point a.
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2.2. Production technologies

There are two production technologies both of which are deterministic. One uses no

capital and one unit of labor to produce w units of output. This will be described as a

subsistence (or agricultural) technology. The other uses I>0 units of capital and two units

of labor (one unit of supervisory labor and one unit of ordinary labor) to produce q units of

output. One supervisor (or entrepreneur) can perfectly monitor one worker spending her

entire labor endowment. This will be described as an entrepreneurial (or industrial)

technology.4

Assumption 1. We assume that this technology is superior in the sense that the net output

of using this technology is greater than were two units of labor using the subsistence

technology. That is,

q� rI > 2w

where r (z1) is the exogenously given gross interest rate.5

2.3. Occupations

There are three possible occupations open to an individual who has inherited wealth ai,t:

(a) Subsistence: The agent earns some income by using her labor endowment to produce w

with the subsistence technology. She puts her inherited wealth in the bank, which

yields rai,t. Therefore, her income is

ySi;t ¼ wþ rai;t:

(b) Worker: The agent works for an entrepreneur for wage income wt (which is determined

endogenously). She puts her inherited wealth in the bank, which yields rai,t. Therefore,

her income is

yWi;t ¼ wt þ rai;t:

(c) Entrepreneur: The agent invests an amount I to start a firm and hires one worker to

produce an output q with certainty. Her job is to monitor the worker. The agent’s

income as an entrepreneur is the output of the project less wage and capital costs:

yEi;t ¼ q� wt þ rðai;t � IÞ:

4 In contrast in the Banerjee and Newman (1993) model, apart from these two types of technologies, there is

a third one which involves some capital and one unit of labor (‘‘self-employment’’).
5 We can think of the credit market as an international market where the given economy is ‘small’.
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2.4. Credit and labor markets

The credit market is subject to transactions costs on the lending side due to imperfect

enforcement of loan contracts.6 This results in credit rationing of the following form: if an

individual’s wealth is below a certain minimum level, she would not get a loan no matter

how high the interest rate she offers. Following Banerjee and Newman (1993), a simple

way to generate this form of credit rationing is as follows: a borrower may default on her

loan (namely, r(I�a)), but the cost of this action is that she gets caught with some

probability p and then has to pay a fixed nonmonetary cost of F due to imprisonment or

social sanctions. Thus, only those individuals get loans whose wealth satisfies the

incentive compatibility constraint (ICC)7:

ðq� wtÞ � rðI � ai;tÞzq� wt � pF

or; ai;tzI � pF
r

: ð1Þ

The lower is an individual’s wealth, the greater is her incentive to default because she

has to borrow a greater amount to start an enterprise, and the level of sanctions against

default is the same for all borrowers. Hence, only those who have a certain minimum

amount of wealth (namely, I�pF/r) can borrow.8 Without loss of generality, we set p=0 so

that only those who have enough wealth to fully finance their own enterprises are able to

become entrepreneurs.

The wage rate at which entrepreneurs are indifferent between working as wage laborers

and hiring workers is given by:

q� w̄þ rðai;t � IÞ ¼ w̄þ rai;t

or; w̄ ¼ q� rI

2
:

By Assumption 1, w<w̄. Below we show that to ensure labor market equilibrium, the

wage rate w must lie in the interval [w,w̄]. Hence, the occupation of entrepreneurship earns

no less than any other occupation for all wages (and strictly so for all w<w̄). Given the

features of the credit market, only those individuals who own enough capital (azI) can

become entrepreneurs even though everybody else would like to do so. We are going to

6 We are assuming there are no imperfections on the deposit side of the credit market: there is a constant rate

of return of r irrespective of the amount deposited.
7 It is being assumed that even if a borrower gets caught trying to avoid repaying her debt, she gets to

consume her profits.
8 An implication of this form of credit rationing is that the threshold wealth level does not depend on the

wage rate. Otherwise, the threshold wealth level will change with the wage rate. This tends to complicate the

dynamics somewhat, but the basic results are not affected.
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refer to those individuals whose wealth is less than I as capital-constrained, or simply,

poor, and the rest as unconstrained, or rich.

The ICC tells us what fraction of the population is capital-constrained, namely, Gt(I).

Notice that this follows from our assumption that all entrepreneurs are self-financed and

the credit market does not operate as p=0. Otherwise, the relevant fraction of the

population that is capital-constrained would be Gt(I�pF/r).
For wt<w, labor supply is zero, but for wt=w labor supply jumps to Gt(I) and as wt goes

above w, the supply of labor grows until the wage rate is high enough, namely, w̄, such that

entrepreneurs are indifferent between working as wage laborers and hiring workers. Now

we are ready to write down the supply curve of labor:

0 if wt < w

½0;GtðIÞ� if wt ¼ w

GtðIÞ if wtaðw; w̄Þ

½GtðIÞ; 1� if wt ¼ w̄

1 if wt > w̄:

Conversely, to derive the demand curve for labor, we notice that for wt>w̄ there is no

demand for labor; as wt falls to w̄, the demand for labor jumps to any value between 0 and

1�Gt(I). When wt<w̄, the demand for labor is at a maximum, 1�Gt(I) and continues to

remain so. Therefore, the demand for labor is:

0 if wt > w̄

½0; 1� GtðIÞ� if wt ¼ w̄

1� GtðIÞ if wt < w̄:

From the labor demand and supply schedules we can easily find the equilibrium wage

rate in period t:

wt* ¼

w̄ if GtðIÞ <
1

2

½w; w̄� if GtðIÞ ¼
1

2

w if GtðIÞ >
1

2
:

Since each entrepreneur hires exactly one worker, if there are more people who are

capital-constrained (unconstrained), then the competition for entrepreneurs (workers)
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among them will drive the equilibrium wage rate down (up) to its lower (upper) bound.

When Gt(I)=1/2, the equilibrium wage rate is indeterminate, and throughout this paper, we

are going to assume that the wage rate is equal to w̄ in this case.

Notice that on one hand, the equilibrium wage rate depends on the current wealth

distribution but on the other hand, it also influences next period’s wealth distribution

through the savings behavior of currently active agents.

2.5. Dynamics of individual wealth

Consider the factors governing dynasty i’s bequest. First of all, the initial wealth level

of an agent determines her capital income and her occupational choice. Secondly, the

current wage rate is determined by the economy-wide wealth distribution. With the

knowledge of an individual’s occupational choice and that the wage rate can take only two

values (w and w̄), we can write down the difference equations describing the evolution of a

dynasty i’s wealth as:

ai;tþ1ðai;t j wt ¼ wÞ ¼ s½rai;t þ w� if ai;t < I

¼ s½rðai;t � IÞ þ q� w� if ai;t z I

ai;tþ1ðai;t j wt ¼ w̄Þ ¼ s½rai;t þ w̄� bai;t:

Fig. 1 shows what these difference equations look like. Notice that there are two regimes

of wealth transitions corresponding to the two wage levels. When the wage rate is low, an

agent who is capital-constrained can only choose between being a worker and engaging in

subsistence and in either case, her labor income is w. A fraction s of the sum of her labor

income and her capital income rai,t is left for her next generation. An agent who is not

credit-constrained will strictly prefer to be an entrepreneur and her total income will be

r(ai,t�I)+q�w. When the wage rate is high, nobody will engage in subsistence and all

agents will be indifferent between being entrepreneurs and workers.

Fig. 1. Dynasty i’s wealth transitions under different wage regimes.

M. Ghatak, N. Jiang / Journal of Development Economics 69 (2002) 205–226 211



Assumption 2. We assume that it is not possible for a dynasty to get arbitrarily rich over time

merely by saving a constant fraction of its income every period and earning interest on it:

sr < 1

Assumptions 1 and 2 will be retained throughout this section.

2.6. Stationary wealth distributions and wages

In this section, we examine the long-run behavior of this economy. If the difference

equations governing the wealth transitions are stable, it would be easy to prove the

existence of a stationary wealth distribution. However, the fact that these difference

equations depend on the wage levels raises the possibility that the process may not be

stable. In particular, the concern here is that the wage rate may change infinitely often. The

following lemma rules out this possibility.

Lemma 1. The wage rate can change at most once.

Proof: Notice that the difference equations are order-preserving. That is, ai,t+1>aj,t+1 if and

only if ai,t>aj,t. Therefore, in order to study the wage dynamics, we can only look at

the wealth dynamics of the dynasty which has the median wealth. Define at
mumax{a:

Gt(a)V1/2}. Note that at
m is well defined because G(�) is continuous from below according

to our definition. Then amt zIZGtðIÞV 1
2
which implies wt=w̄. Similarly, amt < IZGtðIÞ

> 1
2
which implies wt=w. Now if wt=w and wt+1=w̄, then we must have at

m<I and at+1
m z I.

This implies sðramt þ wÞzIZswzð1� srÞIZsðraþ wÞzI for all azI and we{w,w̄}. That

is, once the high-wage rate is reached, there will not be any downward mobility and hence

the high wage will prevail forever. If wt=w̄ and wt+1=w, then we must have at
mzI and

at+1
m < I. This implies sðramt þ w̄Þ < IZsw̄ < ð1� srÞIZsðraþ wÞ < I for all a<I and

we{w,w̄}. That is, there will not be any upward mobility and once the low-wage rate is

reached, it will prevail forever. Therefore, we can conclude that starting with any initial

distribution of wealth, the wage rate can change at most once. 5

Lemma 1 shows that the wage rate is constant in the long run and rules out the

possibility of cycles or chaotic wage dynamics. Once the wage rate switches from low to

high, there will be no downward mobility and so the high wage prevails forever and

similarly, once the wage rate switches from high to low, there will be no upward mobility

and the low-wage prevails forever. As a result, although we have two regimes of the

wealth transition process, there will not be infinite switches from one to the other. Only

one of them will prevail in the long run. However, for the same parameter values, both

wealth transition processes could be candidates for the long-run equilibrium and which

one is arrived at could depend on initial conditions. Together with Assumption 2, which

implies there exists a stationary point for each difference equation, we immediately have:

Proposition 1: Given any initial wealth distribution, there exists a unique stationary

wealth distribution to which it converges.

By Lemma 1 in the long run the wage rate is constant and corresponding to this wage

rate, one of the two possible wealth transition processes will prevail. The difference

equations associated with these processes have unique stationary points and so the wealth
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distribution of the economy will converge to a stationary distribution. This stationary

wealth distribution will have all mass concentrated on one point (for the high-wage

equilibrium) or two points (for the low-wage equilibrium) which is a consequence of the

model being nonstochastic. Notice that the Lemma 1 and Proposition 1 do not suggest that

given the parameters of the model there is a unique long-run wage rate, and a

corresponding long-run stationary wealth distribution. Indeed, one of our main goals is

to characterize parameter conditions under which multiple long-run equilibria could exist

and to show which equilibrium the economy converges to depends on initial conditions.

What these results do is to rule out cycles or chaotic behavior. Now we proceed to

characterize how the long-run equilibrium of the economy depends on various parameters

and the initial wealth distribution.

Let aJ(w) be the stationary point of the difference equation describing the wealth

transition of a dynasty engaged in occupation J (where J=S,W,E denotes the three

occupations: subsistence, worker, and entrepreneur) when the wage rate is w. Then we have

aSðwÞ ¼ sw

1� sr
for all w:

aWðwÞ ¼ sw

1� sr

aEðwÞ ¼ sðq� rI � wÞ
1� sr

aWðw̄Þ ¼ aEðw̄Þ ¼ sðq� rIÞ
2ð1� srÞ :

By Assumption 1, aE(w)>aE(w̄)=aW(w̄)>aW(w).

Comparing the values of these threshold levels of wealth with I, we can completely

characterize the long-run outcome (in terms of the stationary distribution of wealth, the

equilibrium wage rate and the level of net output) of the economy.

Proposition 2: The initial distribution of wealth matters in determining the stationary

distribution of wealth and the long run equilibrium wage rate if and only if

sðq� wÞzI >
sw

1� sr
:

Otherwise the economy converges to a high-wage equilibrium (if IVsw/(1�sr)) or a

subsistence equilibrium (if I>s(q�w)) irrespective of initial conditions.

Proof: The proof consists of the following two steps

Step 1. The following four cases characterize the steady-state equilibrium of the economy

corresponding to various parameter values:

Case 1. I > sðq� wÞZI > aEðwÞ. This is a situation where the steady-state wealth of

the entrepreneurial class cannot finance the operation of the industrial technology even
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when wages are as low as possible. The only equilibrium in this economy is therefore one

where everyone is engaged in subsistence production irrespective of the initial wealth

distribution G0. As a result the stationary wealth distribution displays no inequality.

Case 2. s( q�w)zI>sq/(2�sr)ZaE(w)zI>aE(w̄)=aW(w̄)>aW(w). The condition that

aE(w)zI implies s[r(a�I)+q�w]zI bazI. It says when the wage rate is low, offspring

of individuals who are able to start an enterprise in the current period will also be able to

do so in the next period, i.e., there is no downward mobility. Similarly, I>aW(w) implies

s(ra+w)<I ba<I, which means there is no upward mobility when the wage is low. If the

economy starts out with the low-wage rate (G0(I)>1/2), there will not be any mobility in

either direction. This implies that the wage rate will always be equal to w; the wealth of

those dynasties that are initially capital-constrained will converge to aW(w); the wealth of

those that are not will converge to aE(w); and there will be 1�G0(I) firms operating in each

period. Now suppose the economy starts out with the high-wage rate (G0(I)V1/2). The

condition, I>aE(w̄)=aW(w̄), implies w̄ is not sustainable. There exists a finite s such that

ws=w̄ and ws+1=w. Thereafter the story is the same as above if we take Gs+1(�) as the initial
wealth distribution in the new low-wage regime. And of course, Gs+1 depends on G0.

Case 3. sq/(2�sr)zI> sw/(1�sr)ZaE(w)>aE(w̄)=aW(w̄)zI>aW(w). Again, since

aE(w)>I>aW(w), there is no upward or downward mobility when wage rate is low.

Therefore, if the economy starts out at low-wage rate (G0(I)>1/2), the story is the same

as in Case 2. However, the condition, aE(w̄)=aW(w̄)zI, implies s(ra+(( q�rI)/2))zI bazI.

Hence, when the wage rate is high, people who are not capital-constrained will remain

unconstrained, i.e., there is no downward mobility. Therefore, if the economy starts out

with G0(I)V1/2, the high wage w̄ will last forever. As a result, every dynasty’s wealth will

converge to aE(w̄).

Case 4. sw/(1�sr)zIZaW(w)zI. The high-wage equilibrium will result irrespective of

G0 because even when wages are low, the steady-state wealth level of the working class

permits them to start a firm. As a result, the unique stationary wealth distribution displays

no inequality.

Step 2. Next we show that the sets of parameter values that correspond to the four cases

analyzed above are mutually exclusive and exhaustive with respect to the set of all

admissible parameter values (i.e., those satisfying Assumptions 1 and 2).

Suppose sw/(1�sr)VI. This inequality implies [(2�sr)/(1�sr)]wV2w+Ir. As a result,

Assumption 1, which guarantees q>2w+Ir, also implies q>[(2�sr)/(1�sr)]w, i.e., q/

(2�sr)>w/(1�sr). The last inequality in turn implies, upon rearranging, s( q�w)>sq/

(2�sr) and sq/(2�sr)>sw/(1�sr). Thus, we have the following inequality which is derived

from Assumptions 1 and 2:

sðq� wÞ > sq

2� sr
>

sw

1� sr

which holds so long as sw/(1�sr)VI. If instead, I<sw/(1�sr), then Case 4 always applies.

That is, the only possible equilibrium is the high-wage equilibrium. 5

Fig. 2 summarizes the four cases. Proposition 2 has several interesting economic

implications which we discuss below.
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If there were no frictions in the credit market, so long as the modern technology is more

productive than the subsistence technology (which is ensured by Assumption 1), it will be

used by the entire economy. The initial distribution of wealth, the productivity of the

subsistence technology or the propensity to save would not be relevant in determining total

output. If credit markets are imperfect, Proposition 2 shows that the long-run equilibrium of

the economy cannot be predicted by a simple comparison of the productivity of the two

technologies. If the size of the wealth threshold needed to start an enterprise (I) is very high,

then the economy will collapse to subsistence sector since the steady-state wealth level of

even a rich dynasty in a low-wage equilibriumwill fall short of it. Conversely, if I is very low,

then the steady-state wealth level of even a poor dynasty in a low-wage equilibrium will

exceed it. In this case, in the long run the economy will converge to a high-wage equilibrium

where the whole population is engaged in the modern sector. For intermediate values of I, the

long-run equilibrium of the economy cannot be predicted from the parameters governing

technology and preferences only. The initial wealth distribution also matters. If the

parameters are such that the low-wage equilibrium is the unique long-run equilibrium

(i.e., this is the case where the steady-state wealth level of a dynasty under the high-wage

equilibrium is less than I), the number of firms using the modern technology in the long-run

equilibrium is the same as those at t=0 and this is how the initial wealth distribution matters.

More interestingly, if the parameters are such that both the low and high-wage equilibrium

are possible, then the initial distribution of wealth also determines which equilibrium will be

chosen. If initially there are many dynasties who have wealth higher than I, then the high-

wage equilibriumwill result, and this will enable others to accumulate enough wealth so that

in the long run everyone can become an entrepreneur. If on the other hand, if initially the

credit-constrained dynasties are in a majority, they will push the wage down in the labor

market which will continue to keep them poor in successive generations.

Proposition 2 also suggests that the effect of changes in parameter values regarding

technology and preferences may depend on the initial wealth distribution, and in particular,

can push the economy from one type of steady-state equilibrium to another. Let us

consider the effects of changes in various parameters of the model.

An increase in the productivity of the modern technology q (as a result of technological

change or economic policies, such as liberalizing the economy) will increase the income

generated by existing enterprises using the modern technology. The effect of this on per

capita income will depend on the initial wealth distribution under the low-wage

equilibrium as that determines the number of firms using the modern technology, but

not in the high-wage equilibrium. Moreover, if as a result of an increase in q the steady-

state wealth level of some individuals are pushed above I, the number of enterprises using

the modern technology in a steady-state equilibrium may increase. This will be the case if

Fig. 2. Long-run wage rates under different parameter configurations (Non-Stochastic Model).
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initially [s/(2�sr)]q< I, and after the change [s/(2�sr)]qz I (i.e., starting with a low-wage

or a subsistence equilibrium, the high-wage equilibrium becomes feasible) or if initially

s( q�w)<I, and after the change s( q�w)zI (i.e., starting with a subsistence equilibrium,

the low-wage equilibrium becomes feasible). This is an instance where technological

change can eliminate a poverty trap without any redistributive measures.

An increase in the productivity of the subsistence technology w (as a result of

technological change, or government policies such as minimum wage laws or subsidy to

small-scale industry) will increase per capita income by raising the incomes of those

engaged in the subsistence sector.9 However, while an increase in w increases the steady-

state wealth level of workers and those engaged in subsistence, it reduces the steady-state

wealth level of entrepreneurs in a low-wage equilibrium. As a result, the effect of it on

steady state income is ambiguous. For example, starting with a situation where s( q�w)zI

(so that the low-wage equilibrium exists), an increase in w can lead to s( q�w)<I and, as a

result, the economy can converge to a subsistence equilibrium. On the other hand, suppose

initially sw/(1�sr)<I (i.e., the steady-state wealth level of workers or those engaged in

subsistence is less than I) and the economy is in a low-wage equilibrium. If after the change

sw/(1�sr)zI, the economy will converge to a high-wage equilibrium instead of a low-wage

equilibrium. This exercise suggests that an increase in the productivity of a technology does

not necessarily raise steady state per capita income. Indeed, an increase in the productivity

of the small-scale or subsistence sector that pushes up wages can act as a drag on the

growth of the modern sector by reducing the steady-state income of entrepreneurs.

The effect of an increase in s is straightforward. It does not raise steady-state income

directly in this model, but raises the steady-state wealth level of every dynasty. If an

increase in s pushes the steady-state wealth level of some individuals above I, the number

of enterprises using the modern technology in a steady-state equilibrium will increase.

Previously, we have assumed that the chance of being caught from default is zero

(p=0). Therefore, there is actually no credit market in this economy—one needs to own the

whole amount of capital required (I) to start up a modern firm. Now suppose p>0, so that

only (I�(pF/r)) is needed to become an entrepreneur. Other things being equal, since it is

easier to reach this threshold, the economy is more likely to end up with a high-wage

equilibrium. For the same reason, an increase in the punishment (F) would have the same

effect. Changes in the interest rate (r), however, have two opposite effects. A decrease in r

would reduce the wealth threshold for borrowing on one hand, but on the other hand, it

becomes harder to accumulate one’s wealth. This suggests that improving the enforcement

technology (i.e., increases in p and F) has an unambiguously positive role in eliminating

poverty traps, whereas the effect of lower capital scarcity in the international credit market

(i.e., a decrease in r) has an ambiguous effect.

Let us define the total income of the economy, the sum of wage and profit income, as:

Y ¼ GðIÞwþ f1� GðIÞgðq� w� IrÞ

The following result compares the equilibria in terms of total income.

9 It will also increase the wages of workers engaged in the modern sector. But this will be matched by a

decrease in the profits of entrepreneurs and there will be no effect on per capita income.
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Proposition 3: For parameter values for which initial conditions matter, the greater is the

fraction of the population who are initially poor, the lower is steady-state income.

Proof: Under a subsistence equilibrium, total income is Y=w. In a low-wage equilibrium,

total income is Y=( q�Ir){1�G(I)}�{1�2G(I)}w. Finally, in a high-wage equilibrium,

total income is Y=( q�Ir)/2. Since q�Ir>w by Assumption 2, and under a low-wage

equilibrium G(I)z1/2

q� Ir

2
zðq� IrÞf1� GðIÞg � f1� 2GðIÞgw > w:

Hence, the total income of the economy under a high-wage equilibrium exceeds that under

a low-wage equilibrium, which in turn exceeds that under a subsistence equilibrium.

Proposition 2 shows that for the parameter values s( q�w)z I zsw/(1�sr) (corresponding

to Cases 2 and 3), if G0(I)>1/2, then the economy converges to a low-wage equilibrium

where only 1�G0(I) firms operate. Hence, the proposition follows. 5

What this result shows is that even if the low-wage equilibrium is the unique

equilibrium, the gain from having one less credit-constrained person is one more firm

that uses the modern technology and generates greater income. When multiple equilibria

exist, the long run gains from having a smaller number of people who are credit-

constrained are much greater than in the previous case, since this might unleash market

forces that push the economy to a high-wage equilibrium where the whole population is

engaged in the modern sector.

The above result also shows that to the extent greater equality of the distribution of

wealth reduces the fraction of the population who are capital-constrained, both greater

equity and greater efficiency (in terms of total income) are achieved. As a result, one-shot

redistributive policies can raise the total income of the economy permanently for

parameter values for which the initial wealth distribution matters for the long-term

performance of the economy, as Banerjee and Newman (1993) point out. To see this

assume that the policy is implemented after the economy has settled down in a steady-state

equilibrium. Suppose the government taxes bequests of rich dynasties and redistributes the

revenue (so that the government budget is balanced) to poorer dynasties whose wealth is

less than I with the goal of making as many individuals to be able to start their own

enterprises as possible. Naturally, this policy will have no effect when the economy is in a

high-wage or subsistence equilibrium because everyone has equal wealth to start with. For

the case of low-wage equilibrium, it can have an effect. Consider Case 3. The policy

moves everyone’s wealth closer to the mean, whereas whether the wealth of the median

person is greater than or less than I determines whether there is a high- or a low-wage

equilibrium. Starting from a low-wage equilibrium, if the mean is greater than I, then such

a redistributive policy will push the economy towards a high-wage equilibrium. Even if

the mean is less than I in which case the high-wage equilibrium cannot be achieved, the

policy will increase the number of enterprises that are operated and hence raise total

income. Similarly, in Case 2 such a policy will increase the number of enterprises that are

operated and hence, raise total income.

However, the implication of this exercise is not to support any egalitarian redistributive

policy to increase total income, rather only those that increase the number of enterprises
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operating in the economy. For example, in Case 3, if the mean wealth level is less than I,

then a complete redistribution will push the economy to subsistence.

3. Extension: stochastic model with mobility

An important feature of the model in Section 2 is that the incomes of all agents, and the

bequests of their progeny are all deterministic. This is unsatisfactory as the long-run

wealth distribution has all probability mass concentrated on two points (for a low-wage

equilibrium) or one point (the high-wage equilibrium or the subsistence equilibrium). As a

result, there is no mobility across classes. In this section, we examine the implications of

allowing upward and downward mobility through random shocks.

In particular, we assume that every individual’s saving rate is subject to an idiosyncratic

i.i.d. shock. In every period, each individual’s saving rate could be high (s̄) with probability p

or low (s) with probability 1�p.10 If s̄ (s) is high (low) enough, we will have upward

(downward) mobility which is absent in the stationary distributions discussed in Section 2.11

We make the following assumptions about the parameters s and s̄:

Assumption 3

s̄ >
I

wþ rI
and s ¼ 0

The first part of the equation of Assumption 3 ensures there is upward mobility in this

economy. Notice that I/(w+rI)<s̄ implies there exists an integer m such that

m ¼ min naN : s̄
Xn�1

i¼0

ðrs̄Þiw
" #

zI

( )
:

That is, it takes at most m consecutive periods of good luck for a dynasty—even if it

started with no initial wealth and even if wage rates remained low—to become rich.

The second part of the assumption, of course, ensures there is downward mobility in

this economy, but more importantly, it greatly simplifies the analysis. By setting s=0, an

individual dynasty’s wealth dynamics depends on the history only up to the last time it

received a bad shock. Together with the first part, Assumption 3 implies the fraction of the

poor, and therefore the current wage rate depends on the wage dynamics only up to the

previous m periods. Together with the fact that the wage rate can only be high or low, this

implies that the resulting wage dynamics must be either one of the following three types:

always high wage, always low wage, or a cycle.

10 These shocks could be taste shocks or shocks related to the technology of saving (e.g., a negative shock

could be interpreted as an individual’s savings being stolen or expropriated).
11 An alternative way to introduce random shocks in the model would be to let production be stochastic (as in

Banerjee and Newman, 1993). However, given our assumptions about the production technology and preferences,

the contractual form of payment to workers will be indeterminate (for example, wage contracts or profit/output

sharing contracts will be equivalent). This is unsatisfactory since the specific contractual form will be crucial in

driving the extent of upward and downward mobility in the model.
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To be more specific, given date t, we can define function at(�): {0, 1,. . .,t}!R+ as

atð0Þ ¼ 0;

atðnÞ ¼ s̄

"Xn�1

i¼0

ðrs̄Þiwt�i�1

#
if naf1; . . . ; tg:

Therefore, at(n) represents the initial wealth level at date t of a dynasty which received

exactly n consecutive periods of good luck and was a wage-earner during these n periods.

The distribution that at(n) describes differs from the real wealth distribution at date t since

wealthy people could be earning entrepreneurial profits instead of wages. However, for

dynasties that were wage earners, at(n) correctly represents their initial wealth levels at

date t. Therefore, at date t(zm), there will be a probability mass pn(1�p) at at(n), bn=0,
1,. . .,l(t), where l(t)=min{n: at(n)zI}. Since there is no poor dynasty whose wealth level is

different from at(n), bn=0, 1,. . ., l(t)�1,

GtðIÞ ¼
XlðtÞ�1

n¼0

pnð1� pÞ:

Because l(t)Vm, bt,Gt(I) depends on at most {wt�i�1}i=0
m�1. Without loss of generality, we

can use a function f: Wm!W, where W={w, w̄}, to describe the relationship between

current wage rate and the wage rates in the previous m periods. Two results follow

immediately:

Lemma 2. The wage dynamics can be either stationary (with high or low wages), or

display cycles.

Proof: See Appendix A.

Lemma 3. f is weakly increasing in each of its elements.

Proof: See Appendix A. We divide our discussion for the rest of this section into two

cases, constant-wage dynamics and cycles.

3.1. Constant-wage dynamics

In the following proposition, we show that if s̄ is not too large, the stationary wage

dynamics can only be of two types: always high wage or always low wage.

Proposition 4: In addition to Assumption 3, if s̄V1/r, then the stationary wage dynamics

can only be either always high wage or always low wage.

Proof: See Appendix A.

Which case will emerge depends on how fast the poor become rich when wages are

high or low, and in some cases, the initial wealth distribution. This characterization is

provided by Proposition 5. If rs̄V1, in the expression for the wealth level of a currently

poor dynasty, wage rates in the recent past receive greater weight than wage rates in the

distant past. From the proof of Proposition 4, if wt=w̄, the wealth distribution of the poor

M. Ghatak, N. Jiang / Journal of Development Economics 69 (2002) 205–226 219



is going to remain the same or shifts to the right (first-order stochastic dominance), and in

either case, wt+1=w̄. If wt=w, the opposite happens. The wealth distribution at date t+1 is

the same as the wealth distribution at date t, or is first-order stochastically dominated by

it and hence, wt+1=w.

Next, we ask under what conditions the economy will converge to the high-wage

equilibrium. Intuitively, if the chance of receiving a high-saving shock is high ( p large)

and if it does not take long for a very poor dynasty to become rich (m small), the

economy should end up with a high-wage equilibrium. On the other hand, the low-wage

equilibrium would emerge if the chance of an individual to be born with no wealth is

high ( p small) and if it takes many periods to become rich. Between these two extremes,

there should be cases where the initial distribution matters. We formally prove this in

Lemma 4 and Proposition 5. Let us first define mV, similar to m, as the number of

periods needed for a zero-wealth dynasty to become rich under high wages. In other

words,

mV¼ min naN : s̄
Xn�1

i¼0

ðrs̄Þiw̄
" #

zI

( )
:

Naturally, mVVm.

Lemma 4. If pmz1/2, then the economy converges to the high-wage equilibrium. If

pmV<1/2, then the economy converge to the low-wage equilibrium.

Proof: See Appendix A.

Given Lemma 4, we can prove the following proposition:

Proposition 5: The initial distribution of wealth matters in determining the stationary

distribution of wealth and the long-run equilibrium wage rate in the stochastic model if

and only if

pmVz
1

2
> pm:

Otherwise the economy converges to a high-wage equilibrium (if pmVzpm>1/2) or a low-

wage equilibrium (if 1/2>pmVzpm) irrespective of initial conditions.

Proof: See Appendix A.

In the case where the initial wealth distribution can matter, it is difficult to give

conditions on initial distributions under which the economy would end up with a high- or

low-wage equilibrium. Intuitively, if the economy starts out with many rich people, the

high-wage rate would be likely to last for many periods. As a result, by the time most of

those who were originally rich would be hit by a low savings shock, some of those who

were originally poor would accumulate enough wealth. Therefore, the stationary

distribution is more likely to be the one associated with the high wage. Conversely, if

the economy starts out with many poor individuals, the low-wage rate would last for a

long time. Then only a few lucky individuals will be able to accumulate enough wealth
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before being hit by a low savings shock. Therefore, the low-wage equilibrium would

result.

Proposition 5 provides conditions on parameters under which multiple stationary

distributions may exist (also see Fig. 3). Other things being the same, the greater is the

difference between the productivity of the modern and the subsistence technology

(namely, w̄ and w), the greater will be the difference between m and mV, and the more

likely this case will occur. Also, this case is more likely with intermediate values of I. The

higher (lower) is I the higher (lower) will be both m and mVand for given p the more likely

the economy will end up in a low (high) wage equilibrium.

Since the number of firms operating in a low-wage equilibrium ( pm) is less than that

under a high-wage equilibrium for parameter values for which initial conditions matter, the

greater is the fraction of the population who are initially poor, the more likely the economy

will end up in a low-wage equilibrium with a lower level of long run per capita income.

This is similar in spirit to Proposition 3 in the nonstochastic model. However, in the low-

wage equilibrium of the nonstochastic model, the long-run number of firms depends on the

parameters of the model as well as the initial fraction of poor individuals, whereas in the

stochastic model it depends only on the parameters.

3.2. Cycles

From Proposition 4 and Lemma 3, if s̄ is large enough (s̄>1/r) and if pmVz1/2>pm, the

economy does not necessarily converge to a constant-wage equilibrium; the wage

dynamics might display cycles.12 It is difficult to provide general results for this case

12 It turns out that we do not need s̄V1/r to prove Lemma 4 and Proposition 5. In other words, they are true

even when s̄>1/r.

Fig. 3. Long-run wage rates under different parameter configurations (Stochastic Model).
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and we restrict our discussion around a simple example of a cycle, the simplest one we can

find, where the high wage and the low wage alternate with each other.

Example: Suppose s̄>1/r, m=3, mV=2, and p2z1/2>p3. If s̄[(rs̄)w+w̄]<IVs̄[(rs̄)w̄+w], then

the wage dynamics might display a two-period cycle where high wage and low wage

alternate with each other.13

Starting with a high-wage period wt=w̄, the wealth distribution must display a

probability mass

(i) (1�p) at a=0 consisting of those who received a bad saving shock last period;

(ii) p(1�p) at a=s̄w consisting of those who received a bad saving shock in the period

before last period, but a good shock in the last period (notice that the wage rate in the

previous period was low);

(iii) p2(1�p) at a=s̄[(rs̄)w̄+w], consisting of those who received a good saving shock in the

last two periods (notice that the wage rate in the period before the previous period was

high);

(iv) p3 consisting of those with a>s̄[(rs̄)w̄+w].

Since s̄[(rs̄)w̄+w]zI, and, by assumption wt=w̄ in the current period, the fraction of the

poor cannot be more than half. This is indeed the case as 1�p2V1/2<1�p3. In the next

period, the wealth distribution has a probability mass (1�p) at 0, p(1�p) at s̄w̄, and

p2(1�p) at s̄[(rs̄)w+w̄], and p3 consisting of those with a>s̄[(rs̄)w+w̄]. Again, since

1�p2V1/2<1�p3 and s̄[(rs̄)w+w̄]<I the wage rate drops back to w. In period t+2, the

wealth distribution changes back to that of period t which results in a high-wage rate and

the same process goes on forever.

Cycles in our model can occur in the special case when the positive savings shock is

very high—so high that a dynasty that receives only positive saving shocks will become

infinitely rich just by saving, however small the initial amount it started off with. Then

current wages will have a large impact on future income. When wages are high the richest

among the poor stay poor because past wages (which are low) play a dominant role. Since

there is only downward mobility but no upward mobility, the wage rate switches from high

to low. But then, even though the wage is low, the richest dynasties among the poor

become rich since the high wage they experienced previously is weighted by (s̄r)2. The

parameter configuration we assume ensures that there is more upward mobility than

downward mobility so that the wage rate becomes high again. This process will go on

forever and the economy will display cycles. Aghion et al. (1999) also show the possibility

of endogenous cycles in a model with imperfect credit markets, but the mechanism there is

very different. In their model, high investment generates high future profits and invest-

ment, but it also pushes up the interest rate, which reduces future profits and investment. If

the second effect is strong enough relative to the first, output will display negative serial

correlation.

13 This is not the only possible outcome. Depending on the initial distribution we could also get a stationary

equilibrium with low or high wages.
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4. Conclusion

In this paper, we analyzed a simple dynamic model of occupational choice in the

presence of credit market imperfections where wealth inequality and returns to various

occupations are endogenous. We examined conditions under which multiple steady-state

equilibria exist and characterized how initial conditions affect which equilibrium the

economy converges to. We conclude with two observations both of which suggest

directions for future research. First, there are many interesting questions regarding the

relationship between credit market imperfections and economic development that the

current model or models similar to it (such as Banerjee and Newman, 1993, on which it is

based, and also Galor and Zeira, 1993; Piketty, 1997) cannot address. As examples, one

can mention recent research studying consequences of dynastic utility maximization in a

similar framework and a richer set of possible occupations (see Mookherjee and Ray,

2000), allowing entrepreneurs to have heterogeneous talent (Bernhardt and Lloyd-Ellis,

2000), and the interaction between credit market imperfections and incentives and

contracting in the labor market (see Ghatak et al., 2001). Second, while there is some

cross-country evidence on the negative effect on inequality and measures of credit market

imperfections on growth (Benabou, 1996) that is consistent with the prediction of this

model, more micro-level evidence on the effect of borrowing constraints on economic

mobility is clearly needed.14
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Appendix A

Proof of Lemma 2: First, for any w=(w1, w2, : : :, wm)aWm, we can define a function

M: Wm!Wm as

MðwÞ ¼ ðw2;w3;: : :;wm; f ðwÞÞ:

Second, we compare w with M(w): if w=M(w), we stop. If wp M(w), then we calculate

M2(w)uM(M(w)) and check if it is equal to either w orM(w). If yes, we stop; if no, then we

compare M3(w) with w, M(w), and M2(w), and so on. Since wage rate w only takes two

14 There has been some work on this area using panel data sets from the US and the UK (see, for example

Evans and Leighton, 1989; Blanchflower and Oswald, 1998). But very little is known about developing countries

where borrowing constraints are presumably much more severe.
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values (w and w̄) and m is finite, this process cannot go on forever. There must exist some

k and kVwith 0Vk<kVV2m�1 such that Mk(w)=MkV(w). Third, since Mk(w)=MkV(w) implies

Mk+t(w)=MkV+t(w) which in turn implies f(Mk+t(w))=f (M(k+t)+(kV�k)(w)) for all t=0,1,2,. . .,
the wage dynamics displays a (kV�k)-period cycle. A special case is when kV�k=1 where

we have constant-wage dynamics. 5

Proof of Lemma 3: Let w, wVaWm and wVwV. Then

s̄
Xn�1

i¼0

ðrs̄Þiwm�i

" #
Vs̄

Xn�1

i¼0

ðrs̄ÞiwVm�i

" #
for n ¼ 1; 2; . . . ;m

ZaðnÞVaVðnÞ for n ¼ 1; 2; . . .m

Z lzlV

Z
Xl�1

n¼0

pnð1� pÞz
XlV�1

n¼0

pnð1� pÞ

ZGðIÞzGVðIÞ

Z f ðwÞVf ðwVÞ

5

Proof of Proposition 4: For any tzm, there is a probability mass pn(1�p) at at(n),

bn=0,1,. . .,l(t). Compare at+1(n) with at(n),

atþ1ðnÞ � atðnÞ ¼ s̄
Xn�1

i¼0

ðrs̄Þiwt�i

" #
� s̄

Xn�1

i¼0

ðrs̄Þiwt�i�1

" #

¼ s̄ wt � ð1� rs̄Þ
Xn�2

i¼0

ðrs̄Þiwt�i�1

" #
� ðrs̄Þn�1

wt�n

( )

a½s̄ðwt � w̄Þ; s̄ðwt � wÞ�:

If wt=w̄, at+1(n)�at(n)z0. This implies l(t+1)Vl(t) and since GtðIÞ ¼PlðtÞ�1
i¼0 pið1� pÞV1=2; Gtþ1ðIÞ ¼

Plðtþ1Þ�1
i¼0 pið1� pÞV1=2. That is, wt+1=wt=w̄. If
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wt=w, at+1(n)�at(n)V0. This implies l(t+1)zl(t) and since GtðIÞ ¼
PlðtÞ�1

i¼0 pið1� pÞ >
1=2; Gtþ1ðIÞ ¼

Plðtþ1Þ�1
i¼0 pið1� pÞ > 1=2. That is, wt+1=wt=w. 5

Proof of Lemma 4: If pmz1/2, then
Pm�1

i¼0 pið1� pÞV1=2, which in turn implies that f(w,

w, . . .,w)=w̄. Therefore, from Lemma 3, f(�)=w̄ for any element in Wm. If pmV<1/2 thenPmV�1
i¼0 pið1� pÞ > 1=2 which in turn implies that f(w̄, w̄, . . .,w̄)=w. Therefore, from

Lemma 3, f(�)=w for any element in Wm. 5

Proof of Proposition 5: The ‘‘only if’’ part is implied by the previous Lemma. To prove

the ‘‘if’’ part, it suffices to find two wealth distributions such that one is consistent with the

high-wage equilibrium, whereas the other is consistent with the low-wage equilibrium.

The obvious choice for such a distribution is one in the steady state. First, for the high-

wage equilibrium, consider a wealth distribution at date t that has a probability mass

ð1� pÞ at 0

pnð1� pÞ at s̄
Xn�1

i¼0

ðrs̄Þw̄
" #

bn ¼ 1; 2; . . .

From the definition of mV, we know

s̄
XmV�1

i¼0

ðrs̄Þw̄
" #

< IVs̄
XmV
i¼0

ðrs̄Þw̄
" #

and therefore

GtðIÞ ¼
XmV�1

n¼0

pnð1� pÞ ¼ 1� pmVV
1

2
:

This implies wt=w̄ which in turn implies the next-period wealth distribution remains

exactly the same. By changing mV, w̄ to m, w, one can show that the low-wage equilibrium

may also emerge in a similar way. The only difference is that the wealth distribution

similarly constructed is not the steady-state distribution since the rich can earn entrepre-

neurial profits instead of wages. But since it is the wealth transition of the poor that matters

in determining the wage rate, the argument is still valid. 5
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THE PERSISTENT EFFECTS OF PERU’S MINING MITA

BY MELISSA DELL1

This study utilizes regression discontinuity to examine the long-run impacts of the
mita, an extensive forced mining labor system in effect in Peru and Bolivia between
1573 and 1812. Results indicate that a mita effect lowers household consumption by
around 25% and increases the prevalence of stunted growth in children by around 6
percentage points in subjected districts today. Using data from the Spanish Empire and
Peruvian Republic to trace channels of institutional persistence, I show that the mita’s
influence has persisted through its impacts on land tenure and public goods provision.
Mita districts historically had fewer large landowners and lower educational attainment.
Today, they are less integrated into road networks and their residents are substantially
more likely to be subsistence farmers.

KEYWORDS: Forced labor, land tenure, public goods.

1. INTRODUCTION

THE ROLE OF HISTORICAL INSTITUTIONS in explaining contemporary underde-
velopment has generated significant debate in recent years.2 Studies find quan-
titative support for an impact of history on current economic outcomes (Nunn
(2008), Glaeser and Shleifer (2002), Acemoglu, Johnson, and Robinson (2001,
2002), Hall and Jones (1999)), but have not focused on channels of persistence.
Existing empirical evidence offers little guidance in distinguishing a variety of
potential mechanisms, such as property rights enforcement, inequality, ethnic
fractionalization, barriers to entry, and public goods. This paper uses variation
in the assignment of an historical institution in Peru to identify land tenure and
public goods as channels through which its effects persist.

Specifically, I examine the long-run impacts of the mining mita, a forced
labor system instituted by the Spanish government in Peru and Bolivia in 1573
and abolished in 1812. The mita required over 200 indigenous communities to
send one-seventh of their adult male population to work in the Potosí silver and
Huancavelica mercury mines (Figure 1). The contribution of mita conscripts
changed discretely at the boundary of the subjected region: on one side, all
communities sent the same percentage of their population, while on the other
side, all communities were exempt.

1I am grateful to Daron Acemoglu, Bob Allen, Josh Angrist, Abhijit Banerjee, John
Coatsworth, David Cook, Knick Harley, Austin Huang, Nils Jacobsen, Alan Manning, Ben Olken,
James Robinson, Peter Temin, Gary Urton, Heidi Williams, Jeff Williamson, and seminar partici-
pants at City University of Hong Kong, Chinese University of Hong Kong, Harvard, MIT, Oxford,
Stanford Institute of Theoretical Economics, and Warwick for helpful comments and suggestions.
I also thank Javier Escobal and Jennifer Jaw for assistance in accessing data. Research funding
was provided by the George Webb Medley Fund (Oxford University).

2See, for example, Coatsworth (2005), Glaeser et al. (2004), Easterly and Levine (2003), Ace-
moglu, Johnson, and Robinson (2001, 2002), Sachs (2001), and Engerman and Sokoloff (1997).
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FIGURE 1.—The mita boundary is in black and the study boundary in light gray. Districts falling
inside the contiguous area formed by the mita boundary contributed to the mita. Elevation is
shown in the background.

This discrete change suggests a regression discontinuity (RD) approach for
evaluating the long-term effects of the mita, with the mita boundary forming
a multidimensional discontinuity in longitude–latitude space. Because valid-
ity of the RD design requires all relevant factors besides treatment to vary
smoothly at the mita boundary, I focus exclusively on the portion that transects
the Andean range in southern Peru. Much of the boundary tightly follows the
steep Andean precipice, and hence has elevation and the ethnic distribution of
the population changing discretely at the boundary. In contrast, elevation, the
ethnic distribution, and other observables are statistically identical across the
segment of the boundary on which this study focuses. Moreover, specification
checks using detailed census data on local tribute (tax) rates, the allocation of
tribute revenue, and demography—collected just prior to the mita’s institution
in 1573—do not find differences across this segment. The multidimensional
nature of the discontinuity raises interesting and important questions about
how to specify the RD polynomial, which will be explored in detail.

Using the RD approach and household survey data, I estimate that a long-
run mita effect lowers equivalent household consumption by around 25% in
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subjected districts today. Although the household survey provides little power
for estimating relatively flexible models, the magnitude of the estimated mita
effect is robust to a number of alternative specifications. Moreover, data from
a national height census of school children provide robust evidence that the
mita’s persistent impact increases childhood stunting by around 6 percent-
age points in subjected districts today. These baseline results support the well
known hypothesis that extractive historical institutions influence long-run eco-
nomic prosperity (Acemoglu, Johnson, and Robinson (2002)). More gener-
ally, they provide microeconomic evidence consistent with studies establishing
a relationship between historical institutions and contemporary economic out-
comes using aggregate data (Nunn (2008), Banerjee and Iyer (2005), Glaeser
and Shleifer (2002)).

After examining contemporary living standards, I use data from the Spanish
Empire and Peruvian Republic, combined with the RD approach, to investi-
gate channels of persistence. Although a number of channels may be relevant,
to provide a parsimonious yet informative picture, I focus on three that the
historical literature and fieldwork highlight as important. First, using district-
level data collected in 1689, I document that haciendas—rural estates with
an attached labor force—developed primarily outside the mita catchment. At
the time of the mita’s enactment, a landed elite had not yet formed. To min-
imize the competition the state faced in accessing scarce mita labor, colonial
policy restricted the formation of haciendas in mita districts, promoting com-
munal land tenure instead (Garrett (2005), Larson (1988)). The mita’s effect
on hacienda concentration remained negative and significant in 1940. Second,
econometric evidence indicates that a mita effect lowered education histori-
cally, and today mita districts remain less integrated into road networks. Fi-
nally, data from the most recent agricultural census provide evidence that a
long-run mita impact increases the prevalence of subsistence farming.

Based on the quantitative and historical evidence, I hypothesize that the
long-term presence of large landowners in non-mita districts provided a sta-
ble land tenure system that encouraged public goods provision. The property
rights of large landowners remained secure from the 17th century onward.
In contrast, the Peruvian government abolished the communal land tenure
that had predominated in mita districts soon after the mita ended, but did
not replace it with a system of enforceable peasant titling (Jacobsen (1993),
Dancuart and Rodriguez (1902, Vol. 2, p. 136)). As a result, extensive confisca-
tion of peasant lands, numerous responding peasant rebellions as well as ban-
ditry and livestock rustling were concentrated in mita districts during the late
19th and 20th centuries (Jacobsen (1993), Bustamante Otero (1987, pp. 126–
130), Flores Galindo (1987, p. 240), Ramos Zambrano (1984, pp. 29–34)). Be-
cause established landowners in non-mita districts enjoyed more secure title to
their property, it is probable that they received higher returns from investing
in public goods. Moreover, historical evidence indicates that well established
landowners possessed the political connections required to secure public goods
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(Stein (1980)). For example, the hacienda elite lobbied successfully for roads,
obtaining government funds for engineering expertise and equipment, and or-
ganizing labor provided by local citizens and hacienda peons (Stein (1980,
p. 59)). These roads remain and allow small-scale agricultural producers to
access markets today, although haciendas were subdivided in the 1970s.

The positive association between historical haciendas and contemporary
economic development contrasts with the well known hypothesis that histor-
ically high land inequality is the fundamental cause of Latin America’s poor
long-run growth performance (Engerman and Sokoloff (1997)). Engerman
and Sokoloff argued that high historical inequality lowered subsequent invest-
ments in public goods, leading to worse outcomes in areas of the Americas
that developed high land inequality during the colonial period. This theory’s
implicit counterfactual to large landowners is secure, enfranchised smallhold-
ers of the sort that predominated in some parts of North America. This is not
an appropriate counterfactual for Peru or many other places in Latin Amer-
ica, because institutional structures largely in place before the formation of the
landed elite did not provide secure property rights, protection from exploita-
tion, or a host of other guarantees to potential smallholders.3 The evidence in
this study indicates that large landowners—while they did not aim to promote
economic prosperity for the masses—did shield individuals from exploitation
by a highly extractive state and ensure public goods. Thus, it is unclear whether
the Peruvian masses would have been better off if initial land inequality had
been lower, and it is doubtful that initial land inequality is the most useful foun-
dation for a theory of long-run growth. Rather, the Peruvian example suggests
that exploring constraints on how the state can be used to shape economic in-
teractions, for example, the extent to which elites can employ state machinery
to coerce labor or citizens can use state guarantees to protect their property,
could provide a particularly useful starting point for modeling Latin America’s
long-run growth trajectory.

In the next section, I provide an overview of the mita. Section 3 discusses
identification and tests whether the mita affects contemporary living standards.
Section 4 examines channels empirically. Finally, Section 5 offers concluding
remarks.

2. THE MINING MITA

2.1. Historical Introduction

The Potosí mines, discovered in 1545, contained the largest deposits of silver
in the Spanish Empire, and the state-owned Huancavelica mines provided the

3This argument is consistent with evidence on long-run inequality from other Latin Ameri-
can countries, notably Acemoglu et al. (2008) on Cundinamarca and Colombia and Coatsworth
(2005) on Mexico.
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mercury required to refine silver ore. Beginning in 1573, indigenous villages lo-
cated within a contiguous region were required to provide one-seventh of their
adult male population as rotating mita laborers to Potosí or Huancavelica, and
the region subjected remained constant from 1578 onward.4 The mita assigned
14,181 conscripts from southern Peru and Bolivia to Potosí and 3280 conscripts
from central and southern Peru to Huancavelica (Bakewell (1984, p. 83)).5 Us-
ing population estimates from the early 17th century (Cook (1981)), I calculate
that around 3% of adult males living within the current boundaries of Peru
were conscripted to the mita at a given point in time. The percentage of males
who at some point participated was considerably higher, as men in subjected
districts were supposed to serve once every 7 years.6

Local native elites were responsible for collecting conscripts, delivering them
to the mines, and ensuring that they reported for mine duties (Cole (1985,
p. 15), Bakewell (1984)). If community leaders were unable to provide their
allotment of conscripts, they were required to pay in silver the sum needed
to hire wage laborers instead. Historical evidence suggests that this rule was
strictly enforced (Garrett (2005, p. 126), Cole (1985, p. 44), Zavala (1980),
Sanchez-Albornoz (1978)). Some communities did commonly meet mita oblig-
ations through payment in silver, particularly those in present-day Bolivia who
had relatively easy access to coinage due to their proximity to Potosí (Cole
(1985)). Detailed records of mita contributions from the 17th, 18th, and early
19th centuries indicate that communities in the region that this paper exam-
ines contributed primarily in people (Tandeter (1993, pp. 56, 66), Zavala (1980,
Vol. II, pp. 67–70)). This is corroborated by population data collected in a 1689
parish census (Villanueva Urteaga (1982)), described in the Supplemental Ma-
terial (Dell (2010)), which shows that the male–female ratio was 22% lower in
mita districts (a difference significant at the 1% level).7

4The term mita was first used by the Incas to describe the system of labor obligations, pri-
marily in local agriculture, that supported the Inca state (D’Altoy (2002, p. 266), Rowe (1946,
pp. 267–269)). While the Spanish coopted this phrase, historical evidence strongly supports in-
dependent assignment. Centrally, the Inca m’ita required every married adult male in the Inca
Empire (besides leaders of large communities), spanning an area far more extensive than the
region I examine, to provide several months of labor services for the state each year (D’Altoy
(2002, p. 266), Cieza de León (1551)).

5Individuals could attempt to escape mita service by fleeing their communities, and a number
pursued this strategy (Wightman (1990)). Yet fleeing had costs: giving up access to land, com-
munity, and family; facing severe punishment if caught; and either paying additional taxes in the
destination location as a “foreigner” (forastero) or attaching oneself to a hacienda.

6Mita districts contain 17% of the Peruvian population today (Instituto Nacional de Estadística
e Información de Perú (INEI) (1993)).

7While colonial observers highlighted the deleterious effects of the mita on demography and
well-being in subjected communities, there are some features that could have promoted relatively
better outcomes. For example, mita conscripts sold locally produced goods in Potosí, generating
trade linkages.
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With silver deposits depleted, the mita was abolished in 1812, after nearly
240 years of operation. Sections 3 and 4 discuss historical and empirical evi-
dence showing divergent histories of mita and non-mita districts.

2.2. The Mita’s Assignment

Why did Spanish authorities require only a portion of districts in Peru to con-
tribute to the mita and how did they determine which districts to subject? The
aim of the Crown was to revive silver production to levels attained using free la-
bor in the 1550s, before epidemic disease had substantially reduced labor sup-
ply and increased wages. Yet coercing labor imposed costs: administrative and
enforcement costs, compensation to conscripts for traveling as much as 1000
kilometers (km) each way to and from the mines, and the risk of decimating
Peru’s indigenous population, as had occurred in earlier Spanish mining ven-
tures in the Caribbean (Tandeter (1993, p. 61), Cole (1985, pp. 3, 31), Cañete
(1794), Levillier (1921, Vol. 4, p. 108)). To establish the minimum number
of conscripts needed to revive production to 1550s levels, Viceroy Francisco
Toledo commissioned a detailed inventory of mines and production processes
in Potosí and elsewhere in 1571 (Bakewell (1984, pp. 76–78), Levillier (1921,
Vol. 4)). These numbers were used, together with census data collected in the
early 1570s, to enumerate the mita assignments. The limit that the mita subject
no more than one-seventh of a community’s adult male population at a given
time was already an established rule that regulated local labor drafts in Peru
(Glave (1989)). Together with estimates of the required number of conscripts,
this rule roughly determined what fraction of Andean Peru’s districts would
need to be subjected to the mita.

Historical documents and scholarship reveal two criteria used to assign the
mita: distance to the mines at Potosí and Huancavelica and elevation. Impor-
tant costs of administering the mita, such as travel wages and enforcement
costs, were increasing in distance to the mines (Tandeter (1993, p. 60), Cole
(1985, p. 31)). Moreover, Spanish officials believed that only highland peo-
ples could survive intensive physical labor in the mines, located at over 4000
meters (13,000 feet) (Golte (1980)). The geographic extent of the mita is con-
sistent with the application of these two criteria, as can be seen in Figure 1.8

This study focuses on the portion of the mita boundary that transects the An-
dean range, which this figure highlights in white, and the districts along this
portion are termed the study region (see Supplemental Material Figure A1
for a detailed view). Here, exempt districts were those located farthest from

8An elevation constraint was binding along the eastern and western mita boundaries, which
tightly follow the steep Andean precipice. The southern Potosí mita boundary was also con-
strained, by the border between Peru and the Viceroyalty of Rio de la Plata (Argentina), and
by the geographic divide between agricultural lands and an uninhabitable salt flat.
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the mining centers given road networks at the time (Hyslop (1984)).9 While
historical documents do not mention additional criteria, concerns remain that
other underlying characteristics may have influenced mita assignment. This will
be examined further in Section 3.2.

3. THE MITA AND LONG-RUN DEVELOPMENT

3.1. Data

I examine the mita’s long-run impact on economic development by testing
whether it affects living standards today. A list of districts subjected to the mita
is obtained from Saignes (1984) and Amat y Junient (1947) and matched to
modern districts as detailed in the Supplemental Material, Table A.I. Peru-
vian districts are in most cases small political units that consist of a population
center (the district capital) and its surrounding countryside. Mita assignment
varies at the district level.

I measure living standards using two independent data sets, both georef-
erenced to the district. Household consumption data are taken from the
2001 Peruvian National Household Survey (Encuesta Nacional de Hogares
(ENAHO)) collected by the National Institute of Statistics (INEI). To con-
struct a measure of household consumption that reflects productive capac-
ity, I subtract the transfers received by the household from total household
consumption and normalize to Lima metropolitan prices using the deflation
factor provided in ENAHO. I also utilize a microcensus data set, obtained
from the Ministry of Education, that records the heights of all 6- to 9-year-
old school children in the region. Following international standards, children
whose heights are more than 2 standard deviations below their age-specific me-
dian are classified as stunted, with the medians and standard deviations calcu-
lated by the World Health Organization from an international reference pop-
ulation. Because stunting is related to malnutrition, to the extent that living
standards are lower in mita districts, we would also expect stunting to be more
common there. The height census has the advantage of providing substantially

9This discussion suggests that exempt districts were those located relatively far from both Po-
tosí and Huancavelica. The correlation between distance to Potosí and distance to Huancavelica
is −0.996, making it impossible to separately identify the effect of distance to each mine on the
probability of receiving treatment. Thus, I divide the sample into two groups—municipalities to
the east and those to the west of the dividing line between the Potosí and Huancavelica mita
catchment areas. When considering districts to the west (Potosí side) of the dividing line, a flexi-
ble specification of mita treatment on a cubic in distance to Potosí, a cubic in elevation, and their
linear interaction shows that being 100 additional kilometers from Potosí lowers the probability
of treatment by 0.873, with a standard error of 0.244. Being 100 meters higher increases the prob-
ability of treatment by 0.061, with a standard error of 0.027. When looking at districts to the east
(Huancavelica side) of the dividing line and using an analogous specification with a polynomial
in distance to Huancavelica, the marginal effect of distance to Huancavelica is negative but not
statistically significant.
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more observations from about four times more districts than the household
consumption sample. While the height census includes only children enrolled
in school, 2005 data on primary school enrollment and completion rates do not
show statistically significant differences across the mita boundary, with primary
school enrollment rates exceeding 95% throughout the region examined (Min-
istro de Educación del Perú (MINEDU) (2005b)). Finally, to obtain controls
for exogenous geographic characteristics, I calculate the mean area weighted
elevation of each district by overlaying a map of Peruvian districts on 30 arc
second (1 km) resolution elevation data produced by NASA’s Shuttle Radar
Topography Mission (SRTM (National Aeronautics and Space Administration
and the National Geospatial-Intelligence Agency) (2000)), and I employ a sim-
ilar procedure to obtain each district’s mean area weighted slope. The Supple-
mental Material contains more detailed information about these data and the
living standards data, as well as the data examined in Section 4.

3.2. Estimation Framework

Mita treatment is a deterministic and discontinuous function of known co-
variates, longitude and latitude, which suggests estimating the mita’s impacts
using a regression discontinuity approach. The mita boundary forms a multi-
dimensional discontinuity in longitude–latitude space, which differs from the
single-dimensional thresholds typically examined in RD applications. While
the identifying assumptions are identical to those in a single-dimensional RD,
the multidimensional discontinuity raises interesting and important method-
ological issues about how to specify the RD polynomial, as discussed below.
Before considering this and other identification issues in detail, let us intro-
duce the basic regression form:

cidb = α+ γmitad +X ′
idβ+ f (geographic locationd)+φb + εidb�(1)

where cidb is the outcome variable of interest for observation i in district d
along segment b of the mita boundary, and mitad is an indicator equal to 1
if district d contributed to the mita and equal to 0 otherwise; Xid is a vec-
tor of covariates that includes the mean area weighted elevation and slope for
district d and (in regressions with equivalent household consumption on the
left-hand side) demographic variables giving the number of infants, children,
and adults in the household; f (geographic locationd) is the RD polynomial,
which controls for smooth functions of geographic location. Various forms will
be explored. Finally, φb is a set of boundary segment fixed effects that denote
which of four equal length segments of the boundary is the closest to the ob-
servation’s district capital.10 To be conservative, all analysis excludes metropol-
itan Cusco. Metropolitan Cusco is composed of seven non-mita and two mita

10Results (available upon request) are robust to allowing the running variable to have hetero-
geneous effects by including a full set of interactions between the boundary segment fixed effects
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districts located along the mita boundary and was the capital of the Inca Em-
pire (Cook (1981, pp. 212–214), Cieza de León (1959, pp. 144–148)). I exclude
Cusco because part of its relative prosperity today likely relates to its pre-mita
heritage as the Inca capital. When Cusco is included, the impacts of the mita
are estimated to be even larger.

The RD approach used in this paper requires two identifying assumptions.
First, all relevant factors besides treatment must vary smoothly at the mita
boundary. That is, letting c1 and c0 denote potential outcomes under treatment
and control, x denote longitude, and y denote latitude, identification requires
that E[c1|x� y] and E[c0|x� y] are continuous at the discontinuity threshold.
This assumption is needed for individuals located just outside the mita catch-
ment to be an appropriate counterfactual for those located just inside it. To
assess the plausibility of this assumption, I examine the following potentially
important characteristics: elevation, terrain ruggedness, soil fertility, rainfall,
ethnicity, preexisting settlement patterns, local 1572 tribute (tax) rates, and
allocation of 1572 tribute revenues.

To examine elevation—the principal determinant of climate and crop choice
in Peru—as well as terrain ruggedness, I divide the study region into 20×20 km
grid cells, approximately equal to the mean size of the districts in my sam-
ple, and calculate the mean elevation and slope within each grid cell using
the SRTM data.11 These geographic data are spatially correlated, and hence
I report standard errors corrected for spatial correlation in square brackets.
Following Conley (1999), I allow for spatial dependence of an unknown form.
For comparison, I report robust standard errors in parentheses. The first set of
columns of Table I restricts the sample to fall within 100 km of the mita bound-
ary; the second, third, and fourth sets of columns restrict it to fall within 75,
50, and 25 km, respectively. The first row shows that elevation is statistically
identical across the mita boundary.12 I next look at terrain ruggedness, using
the SRTM data to calculate the mean uphill slope in each grid cell. In con-
trast to elevation, there are some statistically significant, but relatively small,
differences in slope, with mita districts being less rugged.13

and f (geographic locationd). They are also robust to including soil type indicators, which I do
not include in the main specification because they are highly collinear with the longitude–latitude
polynomial used for one specification of f (geographic locationd).

11All results are similar if the district is used as the unit of observation instead of using grid
cells.

12Elevation remains identical across the mita boundary if I restrict the sample to inhabitable
areas (<4800 m) or weight by population, rural population, or urban population data (Center for
International Earth Science Information (2004, SEDAC)).

13I also examined data on district soil quality and rainfall (results available upon request; see
the data appendix in the Supplemental Materials for more details). Data from the Peruvian Insti-
tuto Nacional de Recursos Naturales (INRENA (1997)) reveal higher soil quality in mita districts.
I do not emphasize soil quality because it is endogenous to land usage. While climate is exoge-
nous, high resolution data are not available and interpolated climate estimates are notoriously
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TABLE I

SUMMARY STATISTICSa

Sample Falls Within

<100 km of Mita Boundary <75 km of Mita Boundary <50 km of Mita Boundary <25 km of Mita Boundary

Inside Outside s.e. Inside Outside s.e. Inside Outside s.e. Inside Outside s.e.

GIS Measures
Elevation 4042 4018 [188�77] 4085 4103 [166�92] 4117 4096 [169�45] 4135 4060 [146�16]

(85�54) (82�75) (89�61) (115�15)

Slope 5�54 7�21 [0�88]* 5�75 7�02 [0�86] 5�87 6�95 [0�95] 5�77 7�21 [0�90]
(0�49)*** (0�52)** (0�58)* (0�79)*

Observations 177 95 144 86 104 73 48 52

% Indigenous 63�59 58�84 [11�19] 71�00 64�55 [8�04] 71�01 64�54 [8�42] 74�47 63�35 [10�87]
(9�76) (8�14) (8�43) (10�52)

Observations 1112 366 831 330 683 330 329 251

Log 1572 tribute rate 1�57 1�60 [0�04] 1�57 1�60 [0�04] 1�58 1�61 [0�05] 1�65 1�61 [0�02]*
(0�03) (0�03) (0�04) (0�03)

(Continues)
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TABLE I—Continued

Sample Falls Within

<100 km of Mita Boundary <75 km of Mita Boundary <50 km of Mita Boundary <25 km of Mita Boundary

Inside Outside s.e. Inside Outside s.e. Inside Outside s.e. Inside Outside s.e.

% 1572 tribute to
Spanish Nobility 59�80 63�82 [1�39]*** 59�98 63�69 [1�56]** 62�01 63�07 [1�12] 61�01 63�17 [1�58]

(1�36)*** (1�53)** (1�34) (2�21)

Spanish Priests 21�05 19�10 [0�90]** 21�90 19�45 [1�02]** 20�59 19�93 [0�76] 21�45 19�98 [1�01]
(0�94)** (1�02)** (0�92) (1�33)

Spanish Justices 13�36 12�58 [0�53] 13�31 12�46 [0�65] 12�81 12�48 [0�43] 13�06 12�37 [0�56]
(0�48)* (0�60) (0�55) (0�79)

Indigenous Mayors 5�67 4�40 [0�78] 4�55 4�29 [0�26] 4�42 4�47 [0�34] 4�48 4�42 [0�29]
(0�85) (0�29) (0�33) (0�39)

Observations 63 41 47 37 35 30 18 24
aThe unit of observation is 20 × 20 km grid cells for the geospatial measures, the household for % indigenous, and the district for the 1572 tribute data. Conley standard errors

for the difference in means between mita and non-mita observations are in brackets. Robust standard errors for the difference in means are in parentheses. For % indigenous,
the robust standard errors are corrected for clustering at the district level. The geospatial measures are calculated using elevation data at 30 arc second (1 km) resolution (SRTM
(2000)). The unit of measure for elevation is 1000 meters and for slope is degrees. A household is indigenous if its members primarily speak an indigenous language in the home
(ENAHO (2001)). The tribute data are taken from Miranda (1583). In the first three columns, the sample includes only observations located less than 100 km from the mita
boundary, and this threshold is reduced to 75, 50, and finally 25 km in the succeeding columns. Coefficients that are significantly different from zero are denoted by the following
system: *10%, **5%, and ***1%.
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The third row examines ethnicity using data from the 2001 Peruvian Na-
tional Household Survey (ENAHO). A household is defined as indigenous if
the primary language spoken in the household is an indigenous language (usu-
ally Quechua). Results show no statistically significant differences in ethnic
identification across the mita boundary.

Spanish authorities could have based mita assignment on settlement pat-
terns, instituting the mita in densely populated areas and claiming land for
themselves in sparsely inhabited regions where it was easier to usurp. A de-
tailed review by Bauer and Covey (2002) of all archaeological surveys in the
region surrounding the Cusco basin, covering much of the study region, indi-
cates no large differences in settlement density at the date of Spanish Con-
quest. Moreover, there is no evidence suggesting differential rates of popula-
tion decline in the 40 years between conquest and enactment of the mita (Cook
(1981, pp. 108–114)).

Spanish officials blamed demographic collapse on excessive, unregulated
rates of tribute extraction by local Hispanic elites (encomenderos), who re-
ceived the right to collect tribute from the indigenous population in return
for their role in Peru’s military conquests. Thus Viceroy Francisco Toledo co-
ordinated an in-depth inspection of Peru, Bolivia, and Ecuador in the early
1570s to evaluate the maximum tribute that could be demanded from local
groups without threatening subsistence. Based on their assessment of ability to
pay, authorities assigned varying tribute obligations at the level of the district
socioeconomic group, with each district containing one or two socioeconomic
groups. (See the Supplemental Material for more details on the tribute assess-
ment.) These per capita contributions, preserved for all districts in the study
region, provide a measure of Spanish authorities’ best estimates of local pros-
perity. The forth row of Table I shows average tribute contributions per adult
male (women, children, and those over age 50 were not taxed). Simple means
comparisons across the mita boundary do not find statistically significant dif-
ferences. The fifth through eight examine district level data on how Spanish
authorities allocated these tribute revenues, divided between rents for Span-
ish nobility (encomenderos, fith row), salaries for Spanish priests (sixth row),
salaries for local Spanish administrators (justicias, seventh row), and salaries
for indigenous mayors (caciques, eigth row). The data on tribute revenue al-
location are informative about the financing of local government, about the

inaccurate for the mountainous region examined in this study (Hijmans et al. (2005)). Tempera-
ture is primarily determined by altitude (Golte (1980), Pulgar-Vidal (1950)), and thus is unlikely
to differ substantially across the mita boundary. To examine precipitation, I use station data from
the Global Historical Climatology Network, Version 2 (Peterson and Vose (1997)). Using all
available data (from stations in 50 districts located within 100 km of the mita boundary), mita
districts appear to receive somewhat higher average annual precipitation, and these differences
disappear when comparing districts closer to the mita boundary. When using only stations with
at least 20 years of data (to ensure a long-run average), which provides observations from 20 dif-
ferent stations (11 outside the mita catchment and 9 inside), the difference declines somewhat in
magnitude and is not statistically significant.
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extent to which Spain extracted local revenues, and about the relative power
of competing local administrators to obtain tribute revenues. Table I reveals
some modest differences: when the sample is limited to fall within 100 km or
75 km from the mita boundary, we see that Spanish nobility received a slightly
lower share of tribute revenue inside the mita catchment than outside (60%
versus 64%), whereas Spanish priests received a slightly higher share (21%
versus 19%). All differences disappear as the sample is limited to fall closer to
the mita boundary.

In the ideal RD setup, the treatment effect is identified using only the varia-
tion at the discontinuity. Nonparametric RD techniques can be applied to ap-
proximate this setup in contexts with a large number of observations very near
the treatment threshold (Imbens and Lemieux (2008)). While nonparametric
techniques have the advantage of not relying on functional form assumptions,
the data requirements that they pose are particularly high in the geographic
RD context, as a convincing nonparametric RD would probably require pre-
cise georeferencing: for example, each observation’s longitude–latitude coor-
dinates or address.14 This information is rarely made available due to confiden-
tiality restrictions, and none of the available Peruvian micro data sets contains
it. Moreover, many of the data sets required to investigate the mita’s potential
long-run effects do not provide sufficiently large sample sizes to employ non-
parametric techniques. Thus, I use a semiparametric RD approach that limits
the sample to districts within 50 km of the mita boundary. This approach iden-
tifies causal effects by using a regression model to distinguish the treatment
indicator, which is a nonlinear and discontinuous function of longitude (x) and
latitude (y), from the smooth effects of geographic location. It is important for
the regression model to approximate these effects well, so that a nonlinearity
in the counterfactual conditional mean function E[c0|x� y] is not mistaken for
a discontinuity, or vice versa (Angrist and Pischke (2009)). To the best of my
knowledge, this is the first study to utilize a multidimensional, semiparametric
RD approach.

Because approaches to specifying a multidimensional RD polynomial have
not been widely explored, I report estimates from three baseline specifications
of f (geographic locationd). The first approach uses a cubic polynomial in lati-
tude and longitude.15 This parametrization is relatively flexible; it is analogous
to the standard single-dimensional RD approach; and the RD plots, drawn
in “x–y outcome” space, allow a transparent visual assessment of the data.

14A notable example of a multidimensional nonparametric RD is Black’s (1999) study of the
value that parents place on school quality. Black compared housing prices on either side of school
attendance district boundaries in Massachusetts. Because she employs a large and precisely geo-
referenced data set, Black was able to include many boundary segment fixed effects and limit
the sample to observations located within 0.15 miles of the boundary, ensuring comparison of
observations in extremely close proximity.

15Letting x denote longitude and y denote latitude, this polynomial is x+ y + x2 + y2 + xy +
x3 + y3 + x2y + xy2.
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For these reasons, this approach appears preferable to projecting the running
variable into a lower-dimensional space—as I do in the other two baseline
specifications—when power permits its precise estimation. One drawback is
that some of the necessary datasets do not provide enough power to precisely
estimate this flexible specification. The multidimensional RD polynomial also
increases concerns about overfitting at the discontinuity, as a given order of
a multidimensional polynomial has more degrees of freedom than the same
order one-dimensional polynomial. This point is discussed using a concrete ex-
ample in Section 4.3. Finally, there is no a priori reason why a polynomial form
will do a good job of modeling the interactions between longitude and latitude.
I partially address this concern by examining robustness to different orders of
RD polynomials.

Given these concerns, I also report two baseline specifications that project
geographic location into a single dimension. These single-dimensional speci-
fications can be precisely estimated across the paper’s data sets and provide
useful checks on the multidimensional RD. One controls for a cubic polyno-
mial in Euclidean distance to Potosí, a dimension which historical evidence
identifies as particularly important. During much of the colonial period, Potosí
was the largest city in the Western Hemisphere and one of the largest in the
world, with a population exceeding 200,000. Historical studies document dis-
tance to Potosí as an important determinant of local production and trading
activities, and access to coinage (Tandeter (1993, p. 56), Glave (1989), Cole
(1985)).16 Thus, a polynomial in distance to Potosí is likely to capture vari-
ation in relevant unobservables. However, this approach does not map well
into the traditional RD setup, although it is similar in controlling for smooth
variation and requiring all factors to change smoothly at the boundary. Thus
I also examine a specification that controls for a cubic polynomial in distance
to the mita boundary. I report this specification because it is similar to tradi-
tional one-dimensional RD designs, but to the best of my knowledge neither
historical nor qualitative evidence suggests that distance to the mita boundary
is economically important. Thus, this specification is most informative when
examined in conjunction with the other two.

In addition to the two identifying assumptions already discussed, an addi-
tional assumption often employed in RD is no selective sorting across the treat-
ment threshold. This would be violated if a direct mita effect provoked sub-
stantial out-migration of relatively productive individuals, leading to a larger
indirect effect. Because this assumption may not be fully reasonable, I do not
emphasize it. Rather I explore the possibility of migration as an interesting
channel of persistence, to the extent that the data permit. During the past
130 years, migration appears to have been low. Data from the 1876, 1940,

16Potosí traded extensively with the surrounding region, given that it was located in a desert
14,000 feet above sea level and that it supported one of the world’s largest urban populations
during the colonial period.
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and 1993 population censuses show a district level population correlation of
0.87 between 1940 and 1993 for both mita and non-mita districts.17 Similarly,
the population correlation between 1876 and 1940 is 0.80 in mita districts and
0.85 in non-mita districts. While a constant aggregate population distribution
does not preclude extensive sorting, this is unlikely given the relatively closed
nature of indigenous communities and the stable linkages between haciendas
and their attached peasantry (Morner (1978)). Moreover, the 1993 Popula-
tion Census (INEI (1993)) does not show statistically significant differences in
rates of out-migration between mita and non-mita districts, although the rate
of in-migration is 4.8% higher outside the mita catchment. In considering why
individuals do not arbitrage income differences between mita and non-mita dis-
tricts, it is useful to note that over half of the population in the region I examine
lives in formally recognized indigenous communities. It tends to be difficult to
gain membership and land in a different indigenous community, making large
cities—which have various disamenities—the primary feasible destination for
most migrants (INEI (1993)).

In contrast, out-migration from mita districts during the period that the mita
was in force may have been substantial. Both Spanish authorities and indige-
nous leaders of mita communities had incentives to prevent migration, which
made it harder for local leaders to meet mita quotas that were fixed in the
medium run and threatened the mita’s feasibility in the longer run. Spanish au-
thorities required individuals to reside in the communities to which the colo-
nial state had assigned their ancestors soon after Peru’s conquest to receive
citizenship and access to agricultural land. Indigenous community leaders at-
tempted to forcibly restrict migration. Despite these efforts, the state’s capacity
to restrict migration was limited, and 17th century population data—available
for 15 mita and 14 non-mita districts—provide evidence consistent with the
hypothesis that individuals migrated disproportionately from mita to non-mita
districts.18 To the extent that flight was selective and certain cognitive skills,
physical strength, or other relevant characteristics are highly heritable, so that
initial differences could persist over several hundred years, historical migra-
tion could contribute to the estimated mita effect. The paucity of data and
complex patterns of heritability that would link historically selective migration
to the present unfortunately place further investigation substantially beyond
the scope of the current paper.

I begin by estimating the mita’s impact on living standards today; see Ta-
ble II. First, I test for a mita effect on household consumption, using the log
of equivalent household consumption, net transfers, in 2001 as the dependent
variable. Following Deaton (1997), I assume that children aged 0 to 4 are equal

17The 2005 Population Census was methodologically flawed and thus I use 1993.
18According to data from the 1689 Cusco parish reports (see the Supplemental Material), in

the 14 non-mita districts, 52.5% of individuals had ancestors who had not been assigned to their
current district of residence, as compared to 35% in the 15 mita districts.
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TABLE II

LIVING STANDARDSa

Dependent Variable

Log Equiv. Hausehold Consumption (2001) Stunted Growth, Children 6–9 (2005)

Sample Within: <100 km <75 km <50 km <100 km <75 km <50 km Border
of Bound. of Bound. of Bound. of Bound. of Bound. of Bound. District

(1) (2) (3) (4) (5) (6) (7)

Panel A. Cubic Polynomial in Latitude and Longitude
Mita −0�284 −0�216 −0�331 0�070 0�084* 0�087* 0�114**

(0�198) (0�207) (0�219) (0�043) (0�046) (0�048) (0�049)

R2 0�060 0�060 0�069 0�051 0�020 0�017 0�050

Panel B. Cubic Polynomial in Distance to Potosí
Mita −0�337*** −0�307*** −0�329*** 0�080*** 0�078*** 0�078*** 0�063*

(0�087) (0�101) (0�096) (0�021) (0�022) (0�024) (0�032)

R2 0�046 0�036 0�047 0�049 0�017 0�013 0�047

Panel C. Cubic Polynomial in Distance to Mita Boundary
Mita −0�277*** −0�230** −0�224** 0�073*** 0�061*** 0�064*** 0�055*

(0�078) (0�089) (0�092) (0�023) (0�022) (0�023) (0�030)

R2 0�044 0�042 0�040 0�040 0�015 0�013 0�043

Geo. controls yes yes yes yes yes yes yes
Boundary F.E.s yes yes yes yes yes yes yes
Clusters 71 60 52 289 239 185 63
Observations 1478 1161 1013 158,848 115,761 100,446 37,421

aThe unit of observation is the household in columns 1–3 and the individual in columns 4–7. Robust standard errors, adjusted for clustering by district, are in parentheses. The dependent variable is log
equivalent household consumption (ENAHO (2001)) in columns 1–3, and a dummy equal to 1 if the child has stunted growth and equal to 0 otherwise in columns 4–7 (Ministro de Educación (2005a)). Mita is
an indicator equal to 1 if the household’s district contributed to the mita and equal to 0 otherwise (Saignes (1984), Amat y Juniet (1947, pp. 249, 284)). Panel A includes a cubic polynomial in the latitude and
longitude of the observation’s district capital, panel B includes a cubic polynomial in Euclidean distance from the observation’s district capital to Potosí, and panel C includes a cubic polynomial in Euclidean
distance to the nearest point on the mita boundary. All regressions include controls for elevation and slope, as well as boundary segment fixed effects (F.E.s). Columns 1–3 include demographic controls for
the number of infants, children, and adults in the household. In columns 1 and 4, the sample includes observations whose district capitals are located within 100 km of the mita boundary, and this threshold is
reduced to 75 and 50 km in the succeeding columns. Column 7 includes only observations whose districts border the mita boundary. 78% of the observations are in mita districts in column 1, 71% in column
2, 68% in column 3, 78% in column 4, 71% in column 5, 68% in column 6, and 58% in column 7. Coefficients that are significantly different from zero are denoted by the following system: *10%, **5%, and
***1%.
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to 0.4 adults and children aged 5 to 14 are equal to 0.5 adults. Panel A reports
the specification that includes a cubic polynomial in latitude and longitude,
panel B reports the specification that uses a cubic polynomial in distance to
Potosí, and panel C reports the specification that includes a cubic polynomial
in distance to the mita boundary. Column 1 of Table II limits the sample to
districts within 100 km of the mita boundary, and columns 2 and 3 restrict it to
fall within 75 and 50 km, respectively.19 Columns 4–7 repeat this exercise, using
as the dependent variable a dummy equal to 1 if the child’s growth is stunted
and equal to 0 otherwise. Column 4 limits the sample to districts within 100 km
of the mita boundary, and columns 5 and 6 restrict it to fall within 75 and
50 km, respectively. Column 7 limits the sample to only those districts border-
ing the mita boundary. In combination with the inclusion of boundary segment
fixed effects, this ensures that I am comparing observations in close geographic
proximity.

3.3. Estimation Results

Columns 1–3 of Table II estimate that a long-run mita effect lowers house-
hold consumption in 2001 by around 25% in subjected districts. The point es-
timates remain fairly stable as the sample is restricted to fall within narrower
bands of the mita boundary. Moreover, the mita coefficients are economically
similar across the three specifications of the RD polynomial, and I am unable
to reject that they are statistically identical. All of the mita coefficients in pan-
els B and C, which report the single-dimensional RD estimates, are statistically
significant at the 1% or 5% level. In contrast, the point estimates using a cubic
polynomial in latitude and longitude (panel A) are not statistically significant.
This imprecision likely results from the relative flexibility of the specification,
the small number of observations and clusters (the household survey samples
only around one-quarter of districts), and measurement error in the dependent
variable (Deaton (1997)).

Columns 4–7 of Table II examine census data on stunting in children, an
alternative measure of living standards which offers a substantially larger sam-
ple. When using only observations in districts that border the mita boundary,
point estimates of the mita effect on stunting range from 0.055 (s.e. = 0.030) to
0.114 (s.e. = 0.049) percentage points. This compares to a mean prevalence of
stunting of 40% throughout the region examined.20 Of the 12 point estimates
reported in Table II, 11 are statistically significant, and I cannot reject at the
10% level that the estimates are the same across specifications.

19The single-dimensional specifications produce similar estimates when the sample is limited
to fall within 25 km of the mita boundary. The multidimensional specification produces a very
large and imprecisely estimated mita coefficient because of the small sample size.

20A similar picture emerges when I use height in centimeters as the dependent variable and
include quarter × year of birth dummies, a gender dummy, and their interactions on the right-
hand side.
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FIGURE 2.—Plots of various outcomes against longitude and latitude. See the text for a de-
tailed description.

The results can be seen graphically in Figure 2. Each subfigure shows a
district-level scatter plot for one of the paper’s main outcome variables. These
plots are the three-dimensional analogues to standard two-dimensional RD
plots, with each district capital’s longitude on the x axis, its latitude on the y
axis, and the data value for that district shown using an evenly spaced mono-
chromatic color scale, as described in the legends. When the underlying data
are at the microlevel, I take district-level averages, and the size of the dot in-
dicates the number of observations in each district. Importantly, the scaling
on these dots, which is specified in the legend, is nonlinear, as otherwise some
would be microscopic and others too large to display. The background in each
plot shows predicted values, for a finely spaced grid of longitude–latitude co-
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FIGURE 2.—Continued.

ordinates, from a regression of the outcome variable under consideration on a
cubic polynomial in longitude–latitude and the mita dummy. In the typical RD
context, the predicted value plot is a two-dimensional curve, whereas here it
is a three-dimensional surface, with the third dimension indicated by the color
gradient.21 The shades of the data points can be compared to the shades of the
predicted values behind them to judge whether the RD has done an adequate
job of averaging the data across space. The majority of the population in the
region is clustered along the upper segment of the mita boundary, giving these

21Three-dimensional surface plots of the predicted values are shown in Figure A2 in the Sup-
plemental Material, and contour plots are available upon request.
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TABLE III

SPECIFICATION TESTSa

Dependent Variable

Log Equiv. Hausehold Consumption (2001) Stunted Growth, Children 6–9 (2005)

Sample Within: <100 km <75 km <50 km <100 km <75 km <50 km Border
of Bound. of Bound. of Bound. of Bound. of Bound. of Bound. District

(1) (2) (3) (4) (5) (6) (7)

Alternative Functional Forms for RD Polynomial: Baseline I
Linear polynomial in latitude and longitude
Mita −0�294*** −0�199 −0�143 0�064*** 0�054** 0�062** 0�068**

(0�092) (0�126) (0�128) (0�021) (0�022) (0�026) (0�031)

Quadratic polynomial in latitude and longitude
Mita −0�151 −0�247 −0�361 0�073* 0�091** 0�106** 0�087**

(0�189) (0�209) (0�216) (0�040) (0�043) (0�047) (0�041)

Quartic polynomial in latitude and longitude
Mita −0�392* −0�324 −0�342 0�073 0�072 0�057 0�104**

(0�225) (0�231) (0�260) (0�056) (0�050) (0�048) (0�042)

Alternative Functional Forms for RD Polynomial: Baseline II
Linear polynomial in distance to Potosí
Mita −0�297*** −0�273*** −0�220** 0�050** 0�048** 0�049** 0�071**

(0�079) (0�093) (0�092) (0�022) (0�022) (0�024) (0�031)

Quadratic polynomial in distance to Potosí
Mita −0�345*** −0�262*** −0�309*** 0�072*** 0�064*** 0�072*** 0�060*

(0�086) (0�095) (0�100) (0�023) (0�022) (0�023) (0�032)

Quartic polynomial in distance to Potosí
Mita −0�331*** −0�310*** −0�330*** 0�078*** 0�075*** 0�071*** 0�053*

(0�086) (0�100) (0�097) (0�021) (0�020) (0�021) (0�031)

Interacted linear polynomial in distance to Potosí
Mita −0�307*** −0�280*** −0�227** 0�051** 0�048** 0�043* 0�076***

(0�092) (0�094) (0�095) (0�022) (0�021) (0�022) (0�029)

Interacted quadratic polynomial in distance to Potosí
Mita −0�264*** −0�177* −0�285** 0�033 0�027 0�039* 0�036

(0�087) (0�096) (0�111) (0�024) (0�023) (0�023) (0�024)

(Continues)

districts substantially more weight in figures showing predicted values from mi-
crolevel regressions.

Table III examines robustness to 14 different specifications of the RD poly-
nomial, documenting mita effects on household consumption and stunting that
are generally similar across specifications. The first three rows report results
from alternative specifications of the RD polynomial in longitude–latitude: lin-
ear, quadratic, and quartic. The next five rows report alternative specifications
using distance to Potosí: linear, quadratic, quartic, and the mita dummy inter-
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TABLE III—Continued

Dependent Variable

Log Equiv. Hausehold Consumption (2001) Stunted Growth, Children 6–9 (2005)

Sample Within: <100 km <75 km <50 km <100 km <75 km <50 km Border
of Bound. of Bound. of Bound. of Bound. of Bound. of Bound. District

(1) (2) (3) (4) (5) (6) (7)

Alternative Functional Forms for RD Polynomial: Baseline III
Linear polynomial in distance to mita boundary
Mita −0�299*** −0�227** −0�223** 0�072*** 0�060*** 0�058** 0�056*

(0�082) (0�089) (0�091) (0�024) (0�022) (0�023) (0�032)

Quadratic polynomial in distance to mita boundary
Mita −0�277*** −0�227** −0�224** 0�072*** 0�060*** 0�061*** 0�056*

(0�078) (0�089) (0�092) (0�023) (0�022) (0�023) (0�030)

Quartic polynomial in distance to mita boundary
Mita −0�251*** −0�229** −0�246*** 0�073*** 0�064*** 0�063*** 0�055*

(0�078) (0�089) (0�088) (0�023) (0�022) (0�023) (0�030)

Interacted linear polynomial in distance to mita boundary
Mita −0�301* −0�277 −0�385* 0�082 0�087 0�095 0�132**

(0�174) (0�190) (0�210) (0�054) (0�055) (0�065) (0�053)

Interacted quadratic polynomial in distance to mita boundary
Mita −0�351 −0�505 −0�295 0�140* 0�132 0�136 0�121*

(0�260) (0�319) (0�366) (0�082) (0�084) (0�086) (0�064)

Ordinary Least Squares
Mita −0�294*** −0�288*** −0�227** 0�057** 0�048* 0�049* 0�055*

(0�083) (0�089) (0�090) (0�025) (0�024) (0�026) (0�031)

Geo. controls yes yes yes yes yes yes yes
Boundary F.E.s yes yes yes yes yes yes yes
Clusters 71 60 52 289 239 185 63
Observations 1478 1161 1013 158,848 115,761 100,446 37,421

aRobust standard errors, adjusted for clustering by district, are in parentheses. All regressions include geographic
controls and boundary segment fixed effects (F.E.s). Columns 1–3 include demographic controls for the number of in-
fants, children, and adults in the household. Coefficients significantly different from zero are denoted by the following
system: *10%, **5%, and ***1%.

acted with a linear or quadratic polynomial in distance to Potosí.22 Next, the
ninth trough thirteenth rows examine robustness to the same set of specifi-
cations, using distance to the mita boundary as the running variable. Finally,
the fourteenth row reports estimates from a specification using ordinary least
squares. The mita effect on consumption is always statistically significant in

22The mita effect is evaluated at the mean distance to Potosí for observations very near
(<10 km from) the mita boundary. Results are broadly robust to evaluating the mita effect at
different average distances to Potosí, that is, for districts <25 km from the boundary, for border-
ing districts, or for all districts.
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the relatively parsimonious specifications: those that use noninteracted, single-
dimensional RD polynomials and ordinary least squares. In the more flexible
specifications—the longitude–latitude regressions and those that interact the
RD polynomial with the mita dummy—the mita coefficients in the consump-
tion regression tend to be imprecisely estimated. As in Table II, the household
survey does not provide enough power to precisely estimate relatively flexible
specifications, but the coefficients are similar in magnitude to those estimated
using a more parsimonious approach. Estimates of the mita’s impact on stunt-
ing are statistically significant across most specifications and samples.23

Given broad robustness to functional form assumptions, Table IV reports
a number of additional robustness checks using the three baseline specifica-
tions of the RD polynomial. To conserve space, I report estimates only from
the sample that contains districts within 50 km of the mita boundary. Columns
1–7 examine the household consumption data and columns 8–12 examine the
stunting data. For comparison purposes, columns 1 and 8 present the base-
line estimates from Table II. Column 2 adds a control for ethnicity, equal to
1 if an indigenous language is spoken in the household and 0 otherwise. Next,
columns 3 and 9 include metropolitan Cusco. In response to the potential en-
dogeneity of the mita to Inca landholding patterns, columns 4 and 10 exclude
districts that contained Inca royal estates, which served sacred as opposed to
productive purposes (Niles (1987, p. 13)). Similarly, columns 5 and 11 exclude
districts falling along portions of the mita boundary formed by rivers to account
for one way in which the boundary could be endogenous to geography. Col-
umn 6 estimates consumption equivalence flexibly, using log household con-
sumption as the dependent variable, and controlling for the ratio of children
to adults and the log of household size. In all cases, point estimates and sig-
nificance levels tend to be similar to those in Table II. As expected, the point
estimates are somewhat larger when metropolitan Cusco is included.

Table IV investigates whether differential rates of migration today may be
responsible for living standards differences between mita and non-mita dis-
tricts. Given that in-migration in non-mita districts is about 4.8% higher than in
mita districts (whereas rates of out-migration are statistically and economically
similar), I omit the 4.8% of the non-mita sample with the highest equivalent
household consumption and least stunting, respectively. Estimates in columns
7 and 12 remain of similar magnitude and statistical significance, document-
ing that migration today is not the primary force responsible for the mita ef-
fect.

If the RD specification is estimating the mita’s long-run effect as opposed to
some other underlying difference, being inside the mita catchment should not
affect economic prosperity, institutions, or demographics prior to the mita’s
enactment. In a series of specification checks, I first regress the log of the

23Results (not shown) are also robust to including higher order polynomials in elevation and
slope.
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TABLE IV

ADDITIONAL SPECIFICATION TESTSa

Log Equivalent Household Consumption (2001) Stunted Growth, Children 6–9 (2005)

Excludes Excludes

Excludes Portions of Flexible Excludes Portions of

Districts Boundary Estimation Districts Boundary

Control for Includes With Inca Formed by of Consump. Includes With Inca Formed by

Baseline Ethnicity Cusco Estates Rivers Equivalence Migration Baseline Cusco Estates Rivers Migration

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Panel A. Cubic Polynomial in Latitude and Longitude
Mita −0�331 −0�202 −0�465** −0�281 −0�322 −0�326 −0�223 0�087* 0�147*** 0�093* 0�090* 0�069

(0�219) (0�157) (0�207) (0�265) (0�215) (0�230) (0�198) (0�048) (0�048) (0�048) (0�048) (0�049)

R2 0�069 0�154 0�104 0�065 0�070 0�292 0�067 0�017 0�046 0�019 0�018 0�016

Panel B. Cubic Polynomial in Distance to Potosí
Mita −0�329*** −0�282*** −0�450*** −0�354*** −0�376*** −0�328*** −0�263*** 0�078*** 0�146*** 0�077*** 0�081*** 0�060**

(0�096) (0�073) (0�096) (0�101) (0�114) (0�099) (0�095) (0�024) (0�030) (0�026) (0�024) (0�025)

R2 0�047 0�140 0�087 0�036 0�049 0�275 0�042 0�013 0�039 0�014 0�013 0�012

Panel C. Cubic Polynomial in Distance to Mita Boundary
Mita −0�224** −0�195*** −0�333*** −0�255** −0�217** −0�224** −0�161* 0�064*** 0�132*** 0�066*** 0�065*** 0�046*

(0�092) (0�070) (0�087) (0�110) (0�098) (0�095) (0�088) (0�023) (0�027) (0�025) (0�023) (0�024)

R2 0�040 0�135 0�088 0�047 0�039 0�270 0�037 0�013 0�042 0�014 0�013 0�012

Geo. controls yes yes yes yes yes yes yes yes yes yes yes yes
Bound. F.E.s yes yes yes yes yes yes yes yes yes yes yes yes
Clusters 52 52 57 47 51 52 52 185 195 180 183 185
Observations 1013 1013 1173 930 992 1013 997 100,446 127,259 96,440 99,940 98,922

aRobust standard errors, adjusted for clustering by district, are in parentheses. All regressions include soil type indicators and boundary segment fixed effects (F.E.s). Columns 1–5 and 7
include demographic controls for the number of infants, children, and adults in the household. Column (6) includes controls for the log of household size and the ratio of children to household
members, using the log of household consumption as the dependent variable. The samples include observations whose district capitals are less than 50 km from the mita boundary. Coefficients
that are significantly different from zero are denoted by the following system: *10%, **5%, and ***1%.
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mean district 1572 tribute contribution per adult male on the variables used in
the stunting regressions in Table II. I then examine the shares of 1572 tribute
revenues allocated to rents for Spanish nobility, salaries for Spanish priests,
salaries for local Spanish administrators, and salaries for indigenous mayors.
Finally, also using data from the 1572 census, I investigate demographics, with
the population shares of tribute paying males (those aged 18–50), boys, and
women as the dependent variables. These regressions, reported in Table V, do
not show statistically significant differences across the mita boundary, and the
estimated mita coefficients are small.

TABLE V

1572 TRIBUTE AND POPULATIONa

Dependent Variable

Share of Tribute Revenues
Percent

Log Mean Spanish Spanish Spanish Indig.
Tribute Nobility Priests Justices Mayors Men Boys Females

(1) (2) (3) (4) (5) (6) (7) (8)

Panel A. Cubic Polynomial in Latitude and Longitude
Mita 0�020 −0�010 0�004 0�004 0�003 −0�006 0�011 −0�009

(0�031) (0�030) (0�019) (0�010) (0�005) (0�009) (0�012) (0�016)

R2 0�762 0�109 0�090 0�228 0�266 0�596 0�377 0�599

Panel B. Cubic Polynomial in Distance to Potosí
Mita 0�019 −0�013 0�008 0�006 −0�001 −0�012 0�005 −0�011

(0�029) (0�025) (0�015) (0�009) (0�004) (0�008) (0�010) (0�012)

R2 0�597 0�058 0�073 0�151 0�132 0�315 0�139 0�401

Panel C. Cubic Polynomial in Distance to Mita Boundary
Mita 0�040 −0�009 0�005 0�003 −0�001 −0�011 0�001 −0�008

(0�030) (0�018) (0�012) (0�006) (0�004) (0�007) (0�008) (0�010)

R2 0�406 0�062 0�096 0�118 0�162 0�267 0�190 0�361

Geo. controls yes yes yes yes yes yes yes yes
Boundary F.E.s yes yes yes yes yes yes yes yes
Mean dep. var. 1.591 0.625 0.203 0.127 0.044 0.193 0.204 0.544
Observations 65 65 65 65 65 65 65 65

aThe dependent variable in column 1 is the log of the district’s mean 1572 tribute rate (Miranda (1583)). In
columns 2–5, it is the share of tribute revenue allocated to Spanish nobility (encomenderos), Spanish priests, Spanish
justices, and indigenous mayors (caciques), respectively. In columns 6–8, it is the share of 1572 district population
composed of males (aged 18–50), boys, and females (of all ages), respectively. Panel A includes a cubic polynomial in
longitude and latitude, panel B includes a cubic polynomial in Euclidean distance from the observation’s district capi-
tal to Potosí, and panel C includes a cubic polynomial in Euclidean distance to the nearest point on the mita boundary.
All regressions include geographic controls and boundary segment fixed effects. The samples include districts whose
capitals are less than 50 km from the mita boundary. Column 1 weights by the square root of the district’s tributary
population and columns 6–8 weight by the square root of the district’s total population. 66% of the observations are
from mita districts. Coefficients that are significantly different from zero are denoted by the following system: *10%,
**5%, and ***1%.
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To achieve credible identification, I exploit variation across observations lo-
cated near the mita boundary. If the boundary is an unusual place, these es-
timates may have little external validity. To examine this issue further, I use
ordinary least squares to estimate the correlation between the mita and the
main outcome variables (including those that will be examined in Section 4),
limiting the sample to districts located between 25 and 100 km from the mita
boundary. The estimates are quite similar to those obtained from the RD spec-
ifications (results available upon request). Moreover, correlations between the
mita and living standards (measured by both consumption and stunting) calcu-
lated along the entire mita boundary within Peru are consistent in magnitude
with the effects documented above.24 In summary, the RD evidence appears
informative about the mita’s overall impacts.

Why would the mita affect economic prosperity nearly 200 years after its
abolition? To open this black box, I turn to an investigation of channels of
persistence.

4. CHANNELS OF PERSISTENCE

This section uses data from the Spanish Empire and Peruvian Republic to
test channels of persistence. There exist many potential channels, but to pro-
vide a picture that is both parsimonious and informative, I focus on three that
the historical literature and fieldwork suggest are important: land tenure, pub-
lic goods, and market participation. The results document that the mita limited
the establishment of large landowners inside the mita catchment and, com-
bined with historical evidence, suggest that land tenure has in turn affected
public goods provision and smallholder participation in agricultural markets.

The tables in the main text report three specifications, which use a cubic
polynomial in latitude and longitude, a cubic polynomial in distance to Potosí,
or a cubic polynomial in distance to the mita boundary. Table A.III in the Sup-
plemental Material reports results from the 14 additional specifications exam-
ined in Table III. In most cases, the point estimates across these specifications
are similar. When not, I note it explicitly.25

4.1. Land Tenure and Labor Systems

This section examines the impact of the mita on the formation of hacien-
das—rural estates with an attached labor force permanently settled on the
estate (Keith (1971, p. 437)). Critically, when authorities instituted the mita

24When considering observations in Peru within 50 km of any point on the mita boundary,
being inside the mita catchment is associated with 28.4 percent lower equivalent household con-
sumption and an increase of 16.4 percentage points in the prevalence of stunting.

25As in Table III, the more flexible specifications in Table A.III are less likely than the parsi-
monious ones to estimate statistically significant effects.
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in 1573 (40 years after the Spanish conquest of Peru), a landed elite had not
yet formed. At the time, Peru was parceled into encomiendas, pieces of ter-
ritory in which appointed Spaniards exercised the right to collect tribute and
labor services from the indigenous population but did not hold title to land
(Keith (1971, p. 433)). Rivalries between encomenderos provoked civil wars in
the years following Peru’s conquest, and thus the Crown began to dismantle
the encomienda system during the 1570s. This opened the possibility for ma-
nipulating land tenure to promote other policy goals, in particular, the mita.26

Specifically, Spanish land tenure policy aimed to minimize the establishment
of landed elites in mita districts, as large landowners—who unsurprisingly op-
posed yielding their attached labor for a year of mita service—formed the
state’s principal labor market competition (Larson (1988), Sanchez-Albornoz
(1978)).27 Centrally, as Bolivian historian Larson (1988, p. 171) concisely artic-
ulated, “Haciendas secluded peasants from the extractive institutions of colo-
nial society.” Moreover, by protecting native access to agricultural lands, the
state promoted the ability of the indigenous community to subsidize mita con-
scripts, who were paid substantially below subsistence wages (Garrett (2005,
p. 120), Tandeter (1993, pp. 58–60), Cole (1985, p. 31)). Similarly, authorities
believed that protecting access to land could be an effective means of staving
off demographic collapse (Larson (1982, p. 11), Cook (1981, pp. 108–114, 250),
Morner (1978)). Finally, in return for ensuring the delivery of conscripts, local
authorities were permitted to extract surplus that would have otherwise been
claimed by large landowners (Garrett (2005, p. 115)).

I now examine the concentration of haciendas in 1689, 1845, and 1940. The
1689 data are contained in parish reports commissioned by Bishop Manuel de
Mollinedo and submitted by all parishes in the bishopric of Cusco, which en-
compassed most of the study region. The reports list the number of haciendas
and the population within each subdivision of the parish, and were compiled
by Horacio Villanueva Urteaga (1982). For haciendas in 1845, I employ data
collected by the Cusco regional government, which had jurisdiction over a sub-
stantial fraction of the study region, on the percentage of the rural tributary
population residing in haciendas (Peralta Ruiz (1991)). Data from 1845, 1846,
and 1850 are combined to form the circa 1845 data set.28 Finally, data from
the 1940 Peruvian Population Census are aggregated to the district level to
calculate the percentage of the rural population residing in haciendas.

26Throughout the colonial period, royal policy aimed to minimize the power of the (potentially
revolutionary) landed class: landowners did not acquired the same political clout as mine owners,
the most powerful colonial interest group (Tandeter (1993), Cole (1985)).

27For example, land sales under Philip VI between 1634 and 1648 and by royal charter in 1654
played a central role in hacienda formation and were almost exclusively concentrated in non-mita
districts (Brisseau (1981, p. 146), Glave and Remy (1978, p. 1)).

28When data are available for more than one year, figures change little, and I use the earliest
observation.
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TABLE VI

LAND TENURE AND LABOR SYSTEMSa

Dependent Variable

Percent of
Haciendas per Rural Tributary Percent of Rural
1000 District Population in Population in

Haciendas per Residents Haciendas Haciendas Land Gini
District in 1689 in 1689 in ca. 1845 in 1940 in 1994

(1) (2) (3) (4) (5)

Panel A. Cubic Polynomial in Latitude and Longitude
Mita −12�683*** −6�453** −0�127* −0�066 0�078

(3�221) (2�490) (0�067) (0�086) (0�053)

R2 0�538 0�582 0�410 0�421 0�245

Panel B. Cubic Polynomial in Distance to Potosí
Mita −10�316*** −7�570*** −0�204** −0�143*** 0�107***

(2�057) (1�478) (0�082) (0�051) (0�036)

R2 0�494 0�514 0�308 0�346 0�194

Panel C. Cubic Polynomial in Distance to Mita Boundary
Mita −11�336*** −8�516*** −0�212*** −0�120*** 0�124***

(2�074) (1�665) (0�060) (0�045) (0�033)

R2 0�494 0�497 0�316 0�336 0�226

Geo. controls yes yes yes yes yes
Boundary F.E.s yes yes yes yes yes
Mean dep. var. 6.500 5.336 0.135 0.263 0.783
Observations 74 74 81 119 181

aThe unit of observation is the district. Robust standard errors are in parentheses. The dependent variable in col-
umn 1 is haciendas per district in 1689 and in column 2 is haciendas per 1000 district residents in 1689 (Villanueva
Urteaga (1982)). In column 3 it is the percentage of the district’s tributary population residing in haciendas ca. 1845
(Peralta Ruiz (1991)), in column 4 it is the percentage of the district’s rural population residing in haciendas in 1940
(Dirección de Estadística del Perú (1944)), and in column 5 it is the district land gini (INEI (1994)). Panel A includes
a cubic polynomial in the latitude and longitude of the observation’s district capital, panel B includes a cubic polyno-
mial in Euclidean distance from the observation’s district capital to Potosí, and panel C includes a cubic polynomial in
Euclidean distance to the nearest point on the mita boundary. All regressions include geographic controls and bound-
ary segment fixed effects. The samples include districts whose capitals are less than 50 km from the mita boundary.
Column 3 is weighted by the square root of the district’s rural tributary population and column 4 is weighted by the
square root of the district’s rural population. 58% of the observations are in mita districts in columns 1 and 2, 59% in
column 3, 62% in column 4, and 66% in column 5. Coefficients that are significantly different from zero are denoted
by the following system: *10%, **5%, and ***1%.

In Table VI, column 1 (number of haciendas per district) and column 2 (num-
ber of haciendas per 1000 district residents) show a very large mita effect on the
concentration of haciendas in the 17th century, of similar magnitude and highly
significant across specifications.29 The median coefficient from column 1, con-

29Given the mita’s role in provoking population collapse (Wightman (1990, p. 72)), the latter
measure is likely endogenous, but nevertheless provides a useful robustness check.
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tained in panel C, estimates that the mita lowered the number of haciendas
in subjected districts by 11.3 (s.e. = 2�1), a sizeable effect given that on av-
erage mita districts contained only one hacienda. Figure 2, panel (c) clearly
demonstrates the discontinuity. Moreover, Table VI provides reasonably ro-
bust support for a persistent impact. Column 3 estimates that the mita lowered
the percentage of the rural tributary population in haciendas in 1845 by around
20 percentage points (with estimates ranging from 0.13 to 0.21), an effect that
is statistically significant across specifications. Column 4 suggests that dispari-
ties persisted into the 20th century, with an estimated effect on the percentage
of the rural labor force in haciendas that is somewhat smaller for 1940 than for
1845—as can be seen by comparing panels (d) and (e) of Figure 2—and not
quite as robust. The median point estimate is −0.12 (s.e. = 0.045) in panel C;
the point estimates are statistically significant at the 1% level in panels B and C,
but the longitude–latitude specification estimates an effect that is smaller, at
−0.07, and imprecise.

Table VI also documents that the percentage of the rural population in ha-
ciendas nearly doubled between 1845 and 1940, paralleling historical evidence
for a rapid expansion of haciendas in the late 19th and early 20th centuries.
This expansion was spurred by a large increase in land values due to globaliza-
tion and seems to have been particularly coercive inside the mita catchment
(Jacobsen (1993, pp. 226–237), Favre (1967, p. 243), Nuñez (1913, p. 11)).
No longer needing to ensure mita conscripts, Peru abolished the communal
land tenure predominant in mita districts in 1821, but did not replace it with
enforceable peasant titling (Jacobsen (1993), Dancuart and Rodriguez (1902,
Vol. 2, p. 136)). This opened the door to tactics such as the interdicto de adquirir,
a judicial procedure which allowed aspiring landowners to legally claim “aban-
doned” lands that in reality belonged to peasants. Hacienda expansion also
occurred through violence, with cattle nustling, grazing estate cattle on peas-
ant lands, looting, and physical abuse used as strategies to intimidate peasants
into signing bills of sale (Avila (1952, p. 22), Roca-Sanchez (1935, pp. 242–
243)). Numerous peasant rebellions engulfed mita districts during the 1910s
and 1920s, and indiscriminate banditry and livestock rustling remained preva-
lent in some mita districts for decades (Jacobsen (1993), Ramos Zambrano
(1984), Tamayo Herrera (1982), Hazen (1974, pp. 170–178)). In contrast, large
landowners had been established since the early 17th century in non-mita dis-
tricts, which remained relatively stable (Flores Galindo (1987, p. 240)).

In 1969, the Peruvian government enacted an agrarian reform bill man-
dating the complete dissolution of haciendas. As a result, the hacienda elite
were deposed and lands formerly belonging to haciendas were divided into
Agricultural Societies of Social Interest (SAIS) during the early 1970s (Flores
Galindo (1987)). In SAIS, neighboring indigenous communities and the pro-
ducers acted as collective owners. By the late 1970s, attempts to impose col-
lective ownership through SAIS had failed, and many SAIS were divided and
allocated to individuals (Mar and Mejia (1980)). The 1994 Agricultural Census
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(INEI (1994)) documents that when considering districts within 50 km of the
mita boundary, 20% of household heads outside the mita catchment received
their land in the 1970s through the agrarian reform, versus only 9% inside the
mita catchment. Column 5, using data from the 1994 Agricultural Census, doc-
uments somewhat lower land inequality in non-mita districts. This finding is
consistent with those in columns 1–4, given that non-mita districts had more
large properties that could be distributed to smallholders during the agrarian
reform.30

4.2. Public Goods

Table VII examines the mita’s impact on education in 1876, 1940, and 2001,
providing two sets of interesting results.31 First, there is some evidence that the
mita lowered access to education historically, although point estimates are im-
precisely estimated by the longitude–latitude RD polynomial. In column 1, the
dependent variable is the district’s mean literacy rate, obtained from the 1876
Population Census (Dirección de Estadística del Perú (1878)). Individuals are
defined as literate if they could read, write, or both. Panels B and C show a
highly significant mita effect of around 2 percentage points, as compared to an
average literacy rate of 3.6% in the region I examine. The estimated effect is
smaller, at around one percentage point, and not statistically significant, when
estimated using the more flexible longitude–latitude specification.32 In column
2, the dependent variable is mean years of schooling by district, from the 1940
Population Census (Dirección de Estadística del Perú 1944). The specifications
reported in panels A–C suggest a long-run negative mita effect of around 0.2
years, as compared to a mean schooling attainment of 0.47 years throughout
the study region, which again is statistically significant in panels B and C. While
this provides support for a mita effect on education historically, the evidence
for an effect today is weak. In column 3, the dependent variable is individ-
ual years of schooling, obtained from ENAHO (2001). The mita coefficient is
negative in all panels, but is of substantial magnitude and marginally significant
only in panel A.33 It is also statistically insignificant in most specifications in Ta-
ble A.III. This evidence is consistent with studies of the Peruvian educational

30The 1994 Agricultural Census also documents that a similar percentage of households across
the mita boundary held formal titles to their land.

31Education, roads, and irrigation are the three public goods traditionally provided in Peru
(Portocarrero, Beltran, and Zimmerman (1988)). Irrigation has been almost exclusively concen-
trated along the coast.

32In some of the specifications in Table A.III in the Supplemental Material that interact the
RD polynomial with the mita dummy, the estimated mita effect is near 0. This discrepancy is
explained by two mita districts with relatively high literacy located near the mita boundary, to
which these specifications are sensitive. When these two observations are dropped, the magnitude
of the effect is similar across specifications.

33Data from the 1981 Population Census (INEI (1981)) likewise do not show a mita effect on
years of schooling. Moreover, data collected by the Ministro de Educación in 2005 reveal no sys-
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TABLE VII

EDUCATIONa

Dependent Variable

Mean Years Mean Years
Literacy of Schooling of Schooling

1876 1940 2001
(1) (2) (3)

Panel A. Cubic Polynomial in Latitude and Longitude
Mita −0�015 −0�265 −1�479*

(0�012) (0�177) (0�872)

R2 0�401 0�280 0�020

Panel B. Cubic Polynomial in Distance to Potosí
Mita −0�020*** −0�181** −0�341

(0�007) (0�078) (0�451)

R2 0�345 0�187 0�007

Panel C. Cubic Polynomial in Distance to Mita Boundary
Mita −0�022*** −0�209*** −0�111

(0�006) (0�076) (0�429)

R2 0�301 0�234 0�004

Geo. controls yes yes yes
Boundary F.E.s yes yes yes
Mean dep. var. 0.036 0.470 4.457
Clusters 95 118 52
Observations 95 118 4038

aThe unit of observation is the district in columns 1 and 2 and the individual in column 3. Robust standard errors,
adjusted for clustering by district, are in parentheses. The dependent variable is mean literacy in 1876 in column 1
(Dirección de Estadística del Perú (1878)), mean years of schooling in 1940 in column 2 (Dirección de Estadística
del Perú (1944)), and individual years of schooling in 2001 in column 3 (ENAHO (2001)). Panel A includes a cubic
polynomial in the latitude and longitude of the observation’s district capital, panel B includes a cubic polynomial
in Euclidean distance from the observation’s district capital to Potosí, and panel C includes a cubic polynomial in
Euclidean distance to the nearest point on the mita boundary. All regressions include geographic controls and bound-
ary segment fixed effects. The samples include districts whose capitals are less than 50 km from the mita boundary.
Columns 1 and 2 are weighted by the square root of the district’s population. 64% of the observations are in mita
districts in column 1, 63% in column 2, and 67% in column 3. Coefficients that are significantly different from zero
are denoted by the following system: *10%, **5%, and ***1%.

sector, which emphasize near-universal access (Saavedra and Suárez (2002),
Portocarrero and Oliart (1989)).

What about roads, the other principal public good in Peru? I estimate the
mita’s impact using a GIS road map of Peru produced by the Ministro de Trans-
porte (2006). The map classifies roads as paved, gravel, nongravel, and trocha

tematic differences in primary or secondary school enrollment or completion rates. Examination
of data from a 2006 census of schools likewise showed little evidence for a causal impact of the
mita on school infrastructure or the student-to-teacher ratio.
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TABLE VIII

ROADSa

Dependent Variable

Density of
Density of Density of Paved/Gravel

Local Road Regional Road Regional
Networks Networks Roads

(1) (2) (3)

Panel A. Cubic Polynomial in Latitude and Longitude
Mita 0�464 −29�276* −22�426*

(18�575) (16�038) (12�178)

R2 0�232 0�293 0�271

Panel B. Cubic Polynomial in Distance to Potosí
Mita −1�522 −32�644*** −30�698***

(12�101) (8�988) (8�155)

R2 0�217 0�271 0�256

Panel C. Cubic Polynomial in Distance to Mita Boundary
Mita 0�535 −35�831*** −32�458***

(12�227) (9�386) (8�638)

R2 0�213 0�226 0�208

Geo. controls yes yes yes
Boundary F.E.s yes yes yes
Mean dep. var. 85.34 33.55 22.51
Observations 185 185 185

aThe unit of observation is the district. Robust standard errors are in parentheses. The road densities are defined
as total length in meters of the respective road type in each district divided by the district’s surface area, in kilome-
ters squared. They are calculated using a GIS map of Peru’s road networks (Ministro de Transporte (2006)). Panel A
includes a cubic polynomial in the latitude and longitude of the observation’s district capital, panel B includes a cu-
bic polynomial in Euclidean distance from the observation’s district capital to Potosí, and panel C includes a cubic
polynomial in Euclidean distance to the nearest point on the mita boundary. All regressions include geographic con-
trols and boundary segment fixed effects. The samples include districts whose capitals are less than 50 km from the
mita boundary. 66% of the observations are in mita districts. Coefficients that are significantly different from zero are
denoted by the following system: *10%, **5%, and ***1%.

carrozable, which translates as “narrow path, often through wild vegetation � � �
that a vehicle can be driven on with great difficulty” (Real Academia Española
(2006)). The total length (in meters) of district roads is divided by the district
surface area (in kilometers squared) to obtain a road network density.

Column 1 of Table VIII suggests that the mita does not impact local road
networks, which consist primarily of nongravel and trocha roads. Care is re-
quired in interpreting this result, as the World Bank’s Rural Roads program,
operating since 1997, has worked to reduce disparities in local road networks
in marginalized areas of Peru. In contrast, there are significant disparities in
regional road networks, which connect population centers to each other. Col-
umn 2 in panel A estimates that a mita effect lowers the density of regional
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roads by a statistically significant −29.3 meters of roadway for every square
kilometer of district surface area (s.e. = 16.0). In panels B and C, the coeffi-
cients are similar, at −32.6 and −35.8, respectively, and are significant at the
1% level. This large effect compares to an average road density in mita districts
of 20. Column 3 breaks down the result by looking only at the two highest qual-
ity road types—paved and gravel—and a similar picture emerges.34

If substantial population and economic activity endogenously clustered
along roads, the relative poverty of mita districts would not be that surpris-
ing. While many of Peru’s roads were built or paved in the interlude between
1940 and 1990, aggregate population responses appear minimal. The corre-
lation between 1940 district population density and the density of paved and
gravel roads, measured in 2006, is 0.58; when looking at this correlation using
1993 population density, it remains at 0.58.

In summary, while I find little evidence that a mita effect persists through ac-
cess to schooling, there are pronounced disparities in road networks across the
mita boundary. Consistent with this evidence, I hypothesize that the long-term
presence of large landowners provided a stable land tenure system that encour-
aged public goods provision.35 Because established landowners in non-mita dis-
tricts controlled a large percentage of the productive factors and because their
property rights were secure, it is probable that they received higher returns
to investing in public goods than those inside the mita catchment. Moreover,
historical evidence indicates that these landowners were better able to secure
roads, through lobbying for government resources and organizing local labor,
and these roads remain today (Stein (1980, p. 59)).36

4.3. Proximate Determinants of Household Consumption

This section examines the mita’s long-run effects on the proximate determi-
nants of consumption. The limited available evidence does not suggest differ-
ences in investment, so I focus on the labor force and market participation.37

Agriculture is an important economic activity, providing primary employment
for around 70% of the population in the region examined. Thus, Table IX be-
gins by looking at the percentage of the district labor force whose primary
occupation is agriculture, taken from the 1993 Population Census. The median

3418% of mita districts can be accessed by paved roads versus 40% of non-mita districts (INEI
(2004)).

35The elasticity of equivalent consumption in 2001 with respect to haciendas per capita in 1689,
in non-mita districts, is 0.036 (s.e. = 0.022).

36The first modern road building campaigns occurred in the 1920s and many of the region’s
roads were constructed in the 1950s (Stein (1980), Capuñay (1951, pp. 197–199)).

37Data from the 1994 Agricultural Census on utilization of 15 types of capital goods and 12
types of infrastructure for agricultural production do not show differences across the mita bound-
ary, nor is the length of fallowing different. I am not aware of data on private investment outside
of agriculture.
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TABLE IX

CONSUMPTION CHANNELSa

Dependent Variable

Agricultural Household Member
Percent of District Household Sells Employed Outside

Labor Force in Part of Produce in the Agricultural
Agriculture—1993 Markets—1994 Unit—1994

(1) (2) (3)

Panel A. Cubic Polynomial in Latitude and Longitude
Mita 0�211 −0�074** −0�013

(0�140) (0�036) (0�032)

R2 0�177 0�176 0�010

Panel B. Cubic Polynomial in Distance to Potosí
Mita 0�101 −0�208*** −0�033

(0�061) (0�030) (0�020)

R2 0�112 0�144 0�008

Panel C. Cubic Polynomial in Distance to Mita Boundary
Mita 0�092* −0�225*** −0�038**

(0�054) (0�032) (0�018)

R2 0�213 0�136 0�006

Geo. controls yes yes yes
Boundary F.E.s yes yes yes
Mean dep. var. 0.697 0.173 0.245
Clusters 179 178 182
Observations 179 160,990 183,596

aRobust standard errors, adjusted for clustering by district in columns 2 and 3, are in parentheses. The dependent
variable in column 1 is the percentage of the district’s labor force engaged in agriculture as a primary occupation (INEI
(1993)), in column 2 it is an indicator equal to 1 if the agricultural unit sells at least part of its produce in markets,
and in column 3 it is an indicator equal to 1 if at least one member of the household pursues secondary employment
outside the agricultural unit (INEI (1994)). Panel A includes a cubic polynomial in the latitude and longitude of the
observation’s district capital, panel B includes a cubic polynomial in Euclidean distance from the observation’s district
capital to Potosí, and panel C includes a cubic polynomial in Euclidean distance to the nearest point on the mita
boundary. All regressions include geographic controls and boundary segment fixed effects. Column 1 is weighted by
the square root of the district’s population. 66% of the observations in column 1 are in mita districts, 68% in column 2,
and 69% in column 3. Coefficients that are significantly different from zero are denoted by the following system:
*10%, **5%, and ***1%.

point estimate on mitad is equal to 0.10 and marginally significant only in panel
C, providing some weak evidence for a mita effect on employment in agricul-
ture. Further results (not shown) do not find an effect on male and female
labor force participation and hours worked.

The dependent variable in column 2, from the 1994 Agricultural Census,
is a dummy equal to 1 if the agricultural household sells at least part of its
produce in market. The corpus of evidence suggests we can be confident that
the mita’s effects persist in part through an economically meaningful impact on
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agricultural market participation, although the precise magnitude of this effect
is difficult to convincingly establish given the properties of the data and the
mechanics of RD. The cubic longitude–latitude regression estimates a long-
run mita effect of −0.074 (s.e. = 0.036), which is significant at the 5% level and
compares to a mean market participation rate in the study region of 0.17. The
magnitude of this estimate differs substantially from estimates that use a cubic
polynomial in distance to Potosí (panel B, −0.208, s.e. = 0.030) and a cubic
polynomial in distance to the mita boundary (panel C, −0.225, s.e. = 0.032). It
also contrasts to the estimate from ordinary least squares limiting the sample
to districts bordering the boundary (−0.178, s.e. = 0.050).

The surface plots in Figure 3 shed some light on why the cubic longitude–
latitude point estimate is smaller. They show predicted values in “longitude–
latitude–market participation rate” space from regressing the market partic-
ipation dummy on the mita dummy (upper left), the mita dummy and a lin-
ear polynomial in longitude–latitude (upper right), the mita dummy and a
quadratic polynomial in longitude–latitude (lower left), or the mita dummy
and a cubic polynomial in longitude–latitude (lower right).38 The mita region
is seen from the side, appearing as a “canyon” with lower market participation
values. In the surface plot with the cubic polynomial, which is analogous to the
regression in panel A, the function increases smoothly and steeply, by orders
of magnitude, near the mita boundary. In contrast, the other plots model less
of the steep variation near the boundary as smooth and thus estimate a larger
discontinuity. The single-dimensional RDs likewise have fewer degrees of free-
dom to model the variation near the boundary as smooth. It is not obvious
which specification produces the most accurate results, as a more flexible spec-
ification will not necessarily yield a more reliable estimate. For example, con-
sider the stylized case of an equation that includes the mita dummy and a poly-
nomial with as many terms as observations. This has a solution that perfectly
fits the data with a discontinuity term of zero, regardless of how large the true
mita effect is. On the other hand, flexibility is important if parsimonious specifi-
cations do not have enough degrees of freedom to accurately model smoothly
changing unobservables. While there is not, for example, a large urban area
at the peak of the cubic polynomial causing market participation to increase
steeply in this region, it is difficult to conclusively argue that the variation is
attributable to the discontinuity and not to unobservables, or vice versa.39 The
estimates in Tables IX and A.III are most useful for determining a range of

38I show three-dimensional surface plots, instead of shaded plots as in Figure 2, because the
predicted values can be seen more clearly and it is not necessary to plot the data points.

39Note, however, that the relatively large (mita) urban area of Ayacucho, while outside the
study region, is near the cluster of mita districts with high market participation in the upper left
corner of the mita area.
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FIGURE 3.—Plots of predicted values from regressing a market participation dummy on the
mita dummy and various degrees of polynomials in longitude and latitude. See the text for a
detailed description.
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possible mita effects consistent with the data, and this range supports an eco-
nomically meaningful mita effect on market participation.40

A mita effect on market participation is consistent with the findings on road
networks, particularly given that recent studies on Andean Peru empirically
connect poor road infrastructure to higher transaction costs, lower market par-
ticipation, and reduced household income (Escobal and Ponce (2002), Escobal
(2001), Agreda and Escobal (1998)).41 An alternative hypothesis is that agricul-
tural producers in mita districts supplement their income by working as wage
laborers rather than by producing for markets. In column 3, the dependent
variable is an indicator equal to 1 if a member of the agricultural household
participates in secondary employment outside the agricultural unit, also taken
from the 1994 Agricultural Census. Estimates suggest that, if anything, the mita
effect on participation in secondary employment is negative.

Could residents in mita districts have less desire to participate in the market
economy, rather than being constrained by poor road infrastructure? While
Shining Path, a Maoist guerilla movement, gained a strong foothold in the re-
gion during the 1980s, this hypothesis seems unlikely.42 Shining Path’s rise to
power occurred against a backdrop of limited support for Maoist ideology, and
the movement’s attempts to reduce participation in markets were unpopular
and unsuccessful where attempted (McClintock (1998), Palmer (1994)).

Recent qualitative evidence also underscores roads and market access. The
citizens I spoke with while visiting eight primarily mita and six primarily non-
mita provinces were acutely aware that some areas are more prosperous than

40The specifications interacting the mita dummy with a linear or quadratic polynomial in dis-
tance to the mita boundary, reported in Table A.III, do not estimate a significant mita effect.
Graphical evidence suggests that these specifications are sensitive to outliers near the boundary.

41In my sample, 33% of agricultural households in districts with paved road density above the
median participate in markets, as compared to 13% in districts with paved road density below
the median. Of course, there may also exist other channels through which a mita effect lowers
market participation. Data from the 1994 Agricultural Census reveal that the median size of
household landholdings is somewhat lower inside the mita catchment (at 1.2 hectares) than out-
side (at 1.4 hectares). If marketing agricultural produce involves fixed costs, a broader group of
small farmers in non-mita districts may find it profitable.

42Many of the factors linked to the mita (poor infrastructure, limited access to markets, poorly
defined property rights, and poverty) are heavily emphasized as the leading factors promoting
Shining Path (Comisión de la Verdad y Reconciliación (2003, Vol. 1, p. 94), McClintock (1998),
Palmer (1994)). Thus, I tested whether there was a mita effect on Shining Path (results available
upon request). To measure the intensity of Shining Path, I exploit a loophole in the Peruvian
constitution that stipulates that when more than two-thirds of votes cast are blank or null, au-
thorities cannot be renewed (Pareja and Gatti (1990)). In an attempt to sabotage the 1989 mu-
nicipal elections, Shining Path operatives encouraged citizens to cast blank or null (secret) ballots
(McClintock (1998, p. 79)). I find that a mita effect increased blank/null votes by 10.7 percentage
points (s.e. = 0.031), suggesting greater support for and intimidation by Shining Path in mita dis-
tricts. Moreover, estimates show that a mita effect increased the probability that authorities were
not renewed by a highly significant 43.5 percentage points. I also look at blank/null votes in 2002,
10 years after Shining Path’s defeat, and there is no longer an effect.
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others. When discussing the factors leading to the observed income differ-
ences, a common theme was that it is difficult to transport crops to mar-
kets. Thus, most residents in mita districts are engaged in subsistence farming.
Agrarian scientist Gonzales Castro (2006) argued, “Some provinces have been
favored, with the government—particularly during the large road building
campaign in the early 1950s—choosing to construct roads in some provinces
and completely ignore others.” At the forefront of the local government’s mis-
sion in the (primarily mita) province of Espinar is “to advocate effectively for a
system of modern roads to regional markets” Espinar Municipal Government
(2008). Popular demands have also centered on roads and markets. In 2004,
(the mita district) Ilave made international headlines when demonstrations in-
volving over 10,000 protestors culminated with the lynching of Ilave’s mayor,
whom protestors accused of failing to deliver on promises to pave the town’s
access road and build a local market (Shifter (2004)).

5. CONCLUDING REMARKS

This paper documents and exploits plausible exogenous variation in the as-
signment of the mita to identify channels through which it influences contem-
porary economic development. I estimate that its long-run effects lower house-
hold consumption by around 25% and increase stunting in children by around
6 percentage points. I then document land tenure, public goods, and market
participation as channels through which its impacts persist.

In existing theories about land inequality and long-run growth, the implicit
counterfactual to large landowners in Latin America is secure, enfranchised
smallholders (Engerman and Sokoloff (1997)). This is not an appropriate
counterfactual for Peru, or many other places in Latin America, because insti-
tutional structures largely in place before the formation of the landed elite did
not provide secure property rights, protection from exploitation, or a host of
other guarantees to potential smallholders. Large landowners—while they did
not aim to promote economic prosperity for the masses—did shield individu-
als from exploitation by a highly extractive state and did ensure public goods.
This evidence suggests that exploring constraints on how the state can be used
to shape economic interactions—for example, the extent to which elites can
employ state machinery to coerce labor or citizens can use state guarantees
to protect their property—is a more useful starting point than land inequality
for modeling Latin America’s long-run growth trajectory. The development of
general models of institutional evolution and empirical investigation of how
these constraints are influenced by forces promoting change are particularly
central areas for future research.
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A THEORY OF MISGOVERNANCE* 

ABHIJIT V. BANERJEE 

This paper tries to explain why government bureaucracies are often associ- 
ated with red tape, corruption, and lack of incentives. The paper identifies two 
specific ingredients that together can provide an explanation: the fact that govern- 
ments often act precisely in situations where markets fail and the presence of 
agency problems within the government. We show that these problems are exacer- 
bated at low levels of development and in bureaucracies dealing with poor people. 
We also argue that we need to posit the existence of a welfare-oriented constitu- 
ency within the government in order to explain red tape and corruption. 

I. INTRODUCTION 

I.A. Goals of a Theory of Misgovernance 

The stereotypical view of government bureaucrats, as articu- 
lated in the press for example, is that they are lacking in incen- 
tives, obsessed with red tape, and probably corrupt. The point of 
departure of this paper is that while such views may well be cor- 
rect, it is worth understanding to what extent these phenomena 
can be explained without departing from the standard paradigm 
where the government is a benevolent social planner. In other 
words, we are looking for an explanation of government failures 
that makes no reference to the rapacity of governments, their 
monopoly of state power, or the unique sociological status of 
governments.' 

To pose the problem in this way is not to deny that some 

*This paper was inspired by many conversations with Andrei Shleifer. Two 
anonymous referees made extremely helpful comments. I have also profited from 
comments by Daron Acemoglu, Andres Almazan, Dipak Banerjee, Tuli Banerjee, 
Gary Becker, Douglas Bernheim, Christopher Clague, Peter Diamond, Avinash 
Dixit, Drew Fudenberg, Oliver Hart, Patrick Legros, Eric Maskin, Andrew New- 
man, Thomas Piketty, Rohini Somanathan, Jean Tirole, Jorgen Weibull, and 
seminar participants at Princeton University, the University of British Columbia, 
the Kennedy School of Government at Harvard University, the University of Chi- 
cago, and Harvard University. Some of these arguments were in the notes that 
were circulated some time ago as "The Costs and Benefits of Corruption." This 
work was carried out when the author was an IPR junior fellow. It was supported 
by financial assistance from IRIS and the National Science Foundation. However, 
the views expressed here are strictly the author's own. The author also acknowl- 
edges the hospitality of DELTA in Paris where this work was started. 

1. Theories of the government failures based on the government's rapacity 
and its monopoly of state power abound. Perhaps the most articulate statement 
is to be found in the works of Mancur Olson and his followers (see, for example, 
Olson [1993]). A very different theory of government failures which emphasizes 
the unique sociological status of modern governments and the consequent limits 
on what the government can and cannot do, is in Wilson [1989]. See also the 
formalization of the Wilson's ideas in Dixit [1996]. 

? 1997 by the President and Fellows of Harvard College and the Massachusetts Institute 
of Technology. 
The Quarterly Journal of Economics, November 1997. 
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governments are extremely rapacious. Nor is it to deny that the 
sociological status of governments is both important and interest- 
ing. But it is to emphasize that a significant part of what we see 
as government failures may exist even when a government has 
the best of intentions and is subject to no special sociological 
constraints. 

To overlook this simple point runs the danger, in our view, of 
limiting our understanding of where and under what circum- 
stances governments perform relatively well and therefore bias- 
ing our policy stances. To take a simple instance, if we observe a 
high degree of corruption in a particular government bureaucracy 
and assume that all other bureaucracies in the same government 
will be equally corrupt, we may recommend against specific forms 
of government activism that may in fact work well. 

The basic claim of this paper is that it is possible to develop 
a theory of misgovernance by a benevolent government based on 
two eminently reasonable premises: one, that a substantial part 
of what governments do is to respond to market failures; and two, 
like all other organizations, the government has agents who are 
more interested in their own welfare than in any collective goals. 
And, perhaps more importantly, the theory set up for the sake of 
this explanation has sensible and useful implications about the 
performance of different government bureaucracies under differ- 
ent circumstances. 

The model we set up is extremely simple. There are three 
types of agents: the government, bureaucrats, and the people out- 
side. The government in our model has a set of publicly provided 
private goods that the people want. It is interested in allocating 
them in a way that maximizes social welfare. These goods may be 
educational opportunities; beds in hospitals; licenses to produce, 
import, or pollute; or even irrigation water. To avoid being un- 
necessarily specific, we will just call them slots. 

These slots are scarce in the sense that the number of people 
who want them exceeds the number of goods. Not all the people 
who want these slots value them equally; we assume that there 
are two types of which one has a higher willingness to pay for the 
slots. Clearly, in an efficient allocation people of this type should 
get the slots ahead of the others, and we would typically expect 
the market to deliver this outcome. However, here this is not nec- 

2. Wade [1982] provides a fascinating description of the process of allocation 
of irrigation water (in Southern India) by a public bureaucracy. 
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essarily the case because we assume that at least for some people, 
the willingness to pay is higher than the ability to pay. The obvi- 
ous reason for such a discrepancy would be a credit market 
imperfection, but it could also arise out of a labor market imper- 
fection that limits the number of hours someone can work (most 
jobs actually do this to a greater or a lesser extent). 

This assumption of a capital market imperfection is rela- 
tively uncontroversial in the context of education or health. It is 
less obvious that those who are bidding for trade or production 
licenses are generally credit-constrained, but it may not be un- 
reasonable to assume that this constraint binds for at least some 
of them. Certainly in the early years of development planning, 
limited and unequal access to credit was often the stated justifi- 
cation for the licensing of industrial production, imports, exports, 
and access to foreign exchange.3 

The fact that the market may fail to allocate the slots effi- 
ciently is going to be key to our model. It explains both why the 
government is involved in the allocation of these goods as well as 
why imitating the market will not be the best way to allocate 
them. 

In our model the actual allocation of the slots is the responsi- 
bility of a bureaucrat. We assume that the bureaucrat cannot ob- 
serve the value put on a slot by each person who demands it. We 
also assume that the bureaucrat cares only about his own welfare 
and that government cannot perfectly monitor the mechanism 
used by the bureaucrat to allocate the slots. Therefore, there are 
really two potential incentive problems: the applicants for the 
slots may lie to the bureaucrat about their willingness to pay, and 
the bureaucrat may lie to the government about the mechanism 
he is using.4 

As we will show, the combination of these quite elementary 
assumptions yields a model that has a rich set of predictions: 

3. While this form of government intervention eventually proved to be a con- 
straint on development and was probably based on an excessive mistrust of the 
price system, there is little reason to believe that the arguments in their favor 
were disingenuous. In other words, the eventual abandonment of these systems 
does not imply that the initial decision to adopt them was not ex ante social wel- 
fare maximizing, given the information and the understanding that the govern- 
ment then had. 

4. The mechanism design problem that the bureaucrat solves is of some inde- 
pendent interest. There is now a growing literature on general mechanism design 
problems with credit-constrained agents. See, for example, Aghion and Burgess 
[1993], Bolton and Roland [1992], Che and Gale [1994], and Lewis and Sappington 
[1996]. Our paper departs from these in emphasizing the role of red tape in de- 
signing such mechanisms. 
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first, it can explain why bureaucrats will want to use red tape, 
interpreted as completely pointless bureaucratic procedures that 
one has to endure in dealing with bureaucracies. Second, the 
model can explain corruption. Here it is worth emphasizing that 
in order to explain corruption one needs to explain more than 
moneymaking by government bureaucrats: one needs to explain 
illegal moneymaking. And to do so, one needs to explain why the 
government makes it illegal to make money.5 Third, the model 
explains why, under certain circumstances, the government will 
give bureaucrats very low powered incentives or no incentives 
at all. 

At a very different level the model also allows us to ask what 
would change if the government were interested in making 
money rather than in social welfare. It turns out that in this case 
there would be no red tape at all, unless there were unobservable 
differences in the ability to pay and even when there are such 
unobservable differences, there will be less red tape in this case 
than in the case where the government is welfare-minded. The 
same is true of corruption: there would be no corruption in the 
world of this model if the government did not care about social 
welfare. In other words, the assumption that the government is 
rapacious makes it harder to explain red tape and corruption. 
This is less paradoxical than it appears: as will be explained in 
the following pages, both corruption and less obviously, red tape, 
arise out of the government's efforts to control the bureaucrat in 
the social interest. If the government did not have society's inter- 
est at heart, there would be no need to have such controls. 

It is also worth asking whether the assumption of agency 
problems within the government is necessary for our specific re- 
sults. To check this, we also consider the case where both the 
government and the bureaucrat are welfare-minded. We show 
that in this case there will be no red tape and (obviously) no cor- 
ruption. In other words, a conflict of interest within the govern- 
ment is key to our story. 

Finally, the model gives a number of predictions about the 
determinants of red tape and corruption. In particular, we show 
that, on the whole, red tape and corruption are more likely to 
arise where ability to pay is low relative to the willingness to pay, 

5. This insistence on explaining why the government makes corruptible rules 
is what distinguishes our framework from much of the existing literature on cor- 
ruption (see, for example, Shleifer and Vishny [1993]). 
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where the goods being allocated are particularly scarce and 
where there is inequality in the ability to pay. We also find that 
it is precisely in these environments that bureaucrats may face 
weak incentives. We interpret these as saying that government 
failures are most likely in bureaucracies dealing with poorer sec- 
tion of society and in poor countries.6 

We postpone providing intuition for these results until we 
have presented the key ingredients of the model. This is the sub- 
ject of the next subsection. Once the model is presented, we will 
present some relatively loose analysis that will explain the basic 
properties of the model and provide intuition for the results 
claimed above. More formal analysis is provided in the later sec- 
tions of the paper. 

LB. The Model 

We assume that the set of slots being allocated is of Lebesgue 
measure 1 and the population of applicants to be of Lebesgue 
measure N > 1. The applicants can be of two types, L and H, or 
alternatively low and high. The low type generates a return L if 
awarded the slot, while the high type generates a return of H. We 
assume that these are both the social and private returns and 
that L < H. We assume that the fraction of type H applicants is 
NH < 1 and that of type L is NL. Finally, we assume that the 
applicants are risk-neutral and have quasi-linear preference over 
slots and money; i.e., if an applicant gets a slot worth H with 
probability ui and pays an amount PH for it his net utility will be 

rH- PHI 
The applicants for the slots are cash-constrained in the sense 

that their valuation of these slots may exceed their ability to pay 
for them. We model the cash constraint as an upper bound, y, on 
each applicant's ability to pay. We do not allow the government 
to relax this constraint by giving people money on the grounds 
that if the government started giving away money a lot of people 
may claim that they want a slot in order to get the money. In this 

6. This is consistent with the evidence presented in Mauro [1995] about the 
correlation between government failures and level of development. We are aware, 
of course, that there are other reasons why bureaucrats in poorer countries are 
corrupt. For example, the salaries paid to responsible government servants in 
many LDCs do not seem to be commensurate with their responsibilities. In other 
words, it is possible that the bureaucrats in these countries are corrupt because 
they get paid less than their efficiency wages. However, this begs the question of 
why the government sets salaries that are so low. Our model has the advantage 
of giving reasons for why the government may choose to let the bureaucrat 
make money. 
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section and the next two we will assume that y is the same for all 
applicants. This assumption will be relaxed in Section IV. 

The slots belong to the government, but the actual allocation 
of the slots is the responsibility of a bureaucrat. This distinction 
between the government and the bureaucrat is central to the ar- 
gument we make here: in our model the bureaucrat chooses the 
mechanism that is used for allocating the slots, while the govern- 
ment is responsible for rewarding and punishing the bureaucrat. 

Regarding the preferences of our two main actors-the bu- 
reaucrat and the government-for most of the paper we make 
the assumption that the bureaucrat cares only about the total 
amount of money he makes, less the costs of implementing red 
tape and any other costs, while the government cares only about 
social welfare.8 These preferences make the most sense if we as- 
sume that both the government and the bureaucrat are risk- 
neutral and face no liquidity constraint. In this case the govern- 
ment can always satisfy the bureaucrat's participation constraint 
by making him a lump sum transfer, and, on the other side, if the 
government feels that the bureaucrat is making too much money 
and wants to recoup some of the revenue from the sale of the 
slots, all it has to do is to set a fixed fee for each slot. We will, 
however, also consider what happens if both the government and 
the bureaucrat are only interested in making money, as well as 
the case where both are welfare-minded. 

The mechanism chosen by the bureaucrat for allocating the 
slots will typically combine prices and what we call red tape. In 
other words, an applicant who wants a slot will have to pay a 
certain amount and also go through a certain amount of red tape 
before he gets the slot. We model red tape as a pure waste of 
time.9 We assume that going through a unit of red tape costs the 

7. The distinction we make here between the government and the bureaucrat 
parallels the distinction made by Laffont and Tirole [1993] between the constitu- 
tion-maker and the regulatory agency. 

8. The two preferences we have specified are clearly both quite extreme. In 
reality, a welfare-oriented government may also care about revenue because of 
budgetary concerns. However, allowing the government to put a small weight on 
revenue does not change our results. Also the way we have modeled the welfare- 
oriented preferences assumes that even a welfare-oriented government does not 
care about how the allocation of the slots affects the distribution of wealth. This 
is deliberate; allowing the government a more complex objective makes it easier 
to explain why it might generate inefficient outcomes: our present formulation 
therefore provides the sharpest test of our theory. 

9. Nothing essential would change if we assumed, instead, that red tape ac- 
tually produces information. Also, despite being a waste of time, screening is an 
important social function, and therefore we do not interpret the use of red tape 
per se to be a sign of inefficiency. It is rather the red tape that is in excess of the 
socially necessary amount that we view as a measure of governmental inefficiency. 
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applicant 8. These costs may be thought of as the losses in produc- 
tivity from delays, time costs of waiting in lines, or simply the 
emotional costs of being harassed. We will assume that this is a 
nonmonetary cost in the sense that having to bear it does not 
reduce the applicant's ability to pay.10 We also assume that the 
cost per unit of time to the bureaucrat of inflicting red tape on an 
applicant is v, where vI8 is small. 

To complete the model, we need to specify the ways in which 
the government can provide incentives for the bureaucrat. For 
the time being, we will assume that the government does not ob- 
serve the mechanism used by the bureaucrat to allocate the slots: 
it observes neither the amount of red tape nor the prices charged 
by the bureaucrat. This assumption is relaxed in Section III, 
where we allow the government to punish the bureaucrat for us- 
ing the wrong mechanism but put a bound on such punishments. 

However, we do allow the government the possibility of pro- 
viding the bureaucrat with some incentives on the basis of how 
the bureaucrat has allocated the slots that were given to him to 
allocate. There are several alternative ways of introducing such 
incentives that give more or less equivalent results. Here we 
choose a formulation that is analytically convenient at the cost of 
being somewhat crude. We assume the following. 

(i) The government samples a small fraction of those who are 
given slots by the bureaucrat and determines their types. Be- 
cause of the assumption that the number of slots forms a contin- 
uum, the sample tells the government the exact number of slots 
that went to type L applicants." 

10. This is more than we really need to assume: our results only require 
that the wasted time does not reduce the applicant's ability to pay one for one. 
Interpreted in this way this assumption seems to be quite consistent with our 
suggested interpretations. 

11. This of course requires that the government can tell who are type L appli- 
cants. It is legitimate to ask why, if we allow the government access to a technol- 
ogy for determining the type of the applicant, we also do not do so for the 
bureaucrats. However, the situation we have in mind is one where it is quite costly 
to directly establish the applicant's type, and therefore a bureaucrat will not want 
to do so (especially since, as will become evident, there are cheaper ways to 
screen). On the other hand, we imagine that each bureaucrat allocates many slots, 
and therefore, if the government can influence the allocation of all these slots by 
sampling a small fraction of those who get the slots and determining their types, 
it may very well be worthwhile. 

It may also be the case that it is much more difficult to discover the appli- 
cant's true type at the time the slots are being allocated than it is in the long run: 
information has a way of leaking out on its own over time. Since the bureaucrat 
typically has a long-term relationship with the government, the government may 
be able to use this information against the bureaucrat much more easily than the 
bureaucrat can use it against the person who got the slot. 

It is also clear that, ideally, all these arguments should be modeled formally, 
but we do not see any way of doing this without making the paper unreadable. 
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(ii) The government imposes a fine F on the bureaucrat for 
each slot in excess of 1 - NH which goes to an L-type applicant, 
where 1 - NH is both the fraction of slots that would go to type L 
applicants in the first-best allocation and the minimum fraction 
of slots that must go to type L applicants in any allocation. In 
other words, the bureaucrat who gives slots to NL type L appli- 
cants, pays a total fine of (NL - 1 + NH)F. 

(iii) We assume that the government gets to choose F, and 
until Section III we do not impose any bound on how large F 
can be. 

This particular formulation is, admittedly, crude. However, 
note that while we could allow the government to use more 
sophisticated incentive schemes, this would not expand the set of 
implementable outcomes or reduce the cost of implementing 
them.12 Intuitively, what matters from the point of view of the 
bureaucrat's incentives is the marginal cost of giving an addi- 
tional slot to a type L applicant. In this formulation this marginal 
cost turns out to be just F, which, by assumption, the government 
can set at any level it wants. 

We also assume that the government can always control the 
number of slots that the bureaucrat allocates in order to avoid 
the possibility of an additional monopoly inefficiency that arises 
because the bureaucrat rations the slots to raise their price. This 
is an additional complication that is unimportant to our basic line 
of argument and therefore, we feel, best avoided. 

To end the description of the model, the sequencing of the 
actions is as follows. The government first chooses F. Then, given 
F, the bureaucrat chooses the mechanism for allocating the slots. 
The applicants make their choices taking the mechanism as 
given. 

L C. Some Rudimentary Analysis 

In order to understand the logic of our model, we start with 
a special case where the analysis is extremely straightforward. 
The bureaucrat in this case is only allowed to charge a price to 
those who receive the slot. We will call such mechanisms winner- 
pay mechanisms and distinguish them from all-pay mechanisms, 
which are mechanisms where all participants have to pay, irre- 
spective of whether or not they get slots. 

12. Strictly, this is only true when all bureaucrats are identical in terms of 
their preferences, which is true in all sections of the paper except Section III. 
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Within this special model, first consider a situation where 
both the bureaucrat and the government are welfare-oriented. In 
this case, so long as y is not too low, the first-best outcome in 
which all the high types get a slot and nobody suffers any red 
tape, can be implemented by using a price mechanism. Essen- 
tially all we have to do is offer the low type a sufficient discount 
on what the high type is paying, and then the low type will be 
willing to accept the lower probability of getting the good. The 
only problem arises when y is very low; then it is impossible to 
give the low type a large enough discount (this is obvious when 
y = 0). We state the precise claim in the following. 

CLAIM 1. Under the assumption that the government and the bu- 
reaucrat are both social welfare maximizers, the first-best al- 
location can be achieved if y 2 L - L(1 - NH)INL, by using 
the following allocative mechanism. 
If y > L, those who declare themselves to be a type H pay a 
price PH = min(y, H - (H - L)(1 - NH)INL) and always get 
the slot. Those who claim to be type L get the slot with proba- 
bility (1 - NH)INL and pay a pricePL = L when they get a slot. 
If y c L, those who declare themselves to be a type H pay a 
price PH = y and always get the slot. Those who claim to be 
type L get the slot with probability (1 - NH)INL and pay a 
price PL = L - (L - y)NLI(1 - NH) when they get a slot. 

We omit a formal proof of this proposition since it is a simple 
extension of the verbal argument given in the text. 

One practical way to implement the mechanism proposed 
here is for the government to sell NH slots at the market price to 
the type His (they are after all paying what would be the market 
price) and to reserve the rest for allocation to the type L's at a 
lower than market price. In fact, the task of allocating slots to 
the high types may even be given over to the private sector in 
order to reduce the bureaucratic burden on the government. One 
observes many examples of such mechanisms in the real world 
(for example, certain medicines may be sold both on the market 
and through the public distribution system). 

Consider next the other extreme case-where both the gov- 
ernment and the bureaucrat are only interested in making 
money. In this case it is in the government's interest to allow the 
bureaucrat to freely maximize profits (i.e., to set F = 0) and then 
collect the revenue from the bureaucrat as a lump sum fee (or 
equivalently, by charging the bureaucrat a high enough price per 
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slot). Now as long as y < L, the maximum profit the bureaucrat 
can get is y per slot.13 This can be achieved by setting a single 
price equal to y and then offering everybody an equal chance of 
buying the slot at that price. No red tape will be used. In other 
words, a purely rapacious government will also avoid red tape (at 
the cost of generating a poor final allocation). 

Finally, let us consider the intermediate case in which there 
is a conflict of objectives. Given our assumptions, the government 
can always induce the bureaucrat to give a slot to each high type 
person-simply by setting F sufficiently high. However, the bu- 
reaucrat will not want to use a mechanism of the type described 
in Claim 1; he makes too little money on the low type. Rather he 
would want to set the price to both types equal to y (at least as 
long as y < L). However, if both types are paying the same and 
those who declare themselves to be the high type are getting the 
slot for sure, everyone will claim to be the high type. To restore 
incentive compatibility, the bureaucrat will have to threaten any- 
body who claims to be a high type with enough red tape; i.e., the 
amount of red tape, TH will have to satisfy 

(1) L - y - TH = (L - y)(1- NH)INL. 

This solution will be optimal for the bureaucrat so long as red 
tape does not cost him too much; i.e., v is small relative to 8. 

This argument assumes that y < L. No red tape would arise 
if y 2 L: the bureaucrat could simply charge the type H appli- 
cants PH > L and the type L's L, and incentive compatibility 
would be automatic (see Section II for a formal statement of this 
claim). 

Finally, observe that, in the case where v = 0, for any positive 
value of F the bureaucrat will use the mechanism described in 
the previous paragraph and give a slot to every type H while 
charging both types a price y. Screening will be achieved entirely 
by the use of red tape. This follows from the fact that by using 
this mechanism the bureaucrat is getting as much money as he 
can ever get; every slot is earning the maximum amount y. There- 
fore, he loses nothing by using red tape to do all the screening 
(especially since v = 0, but a similar result holds when v is close 
to 0). 

13. Since we do not allow him to charge those who do not get the slot. 
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LD. What Do These Results Tell Us? 

The results in the previous section offer a number of useful 
insights. We present them below, numbered, to emphasize the 
various distinct points. 

1. The first implication of these results is that even though 
red tape is always wasteful, it may be used by the bureaucrat. 
This is because red tape relaxes the low type's incentive con- 
straint and thereby allows the bureaucrat to charge the low type 
a higher price. 

Red tape in our model is deliberately created by the bureau- 
crat in order to make money. This contrasts with the view taken 
by Wilson [1989], among others, who sees red tape as resulting 
from a set of highly rigid rules set up by the principal in order to 
limit corruption in the bureaucracy. There is some reason, how- 
ever, to believe that this cannot be the whole picture. First, in 
many situations it at least appears that the bureaucrat is going 
out of his way to generate extra red tape which seems inconsis- 
tent with the view that red tape is just a constraint on the bu- 
reaucrat. Second, if one takes this view, one still needs to explain 
why, given that agency problems are ubiquitous, we should not 
observe the same kind of excessive red tape in private firms as 
well.14 By contrast, our view of red tape explains both why bu- 
reaucrats favor red tape and why government bureaucracies have 
more red tape. 

While the two views of red tape are very different, it can be 
argued that they work to reinforce each other. Thus, a rule set 
up by the principal to limit corruption may be used by a corrupt 
bureaucrat as an excuse for wasting an applicant's time. To take 
a concrete and familiar example, most government offices have 
the rule that anyone who wants anything from the office has to 
fill out a number of forms. The aim of this rule is to reduce favor- 
itism. Yet the same rule is often invoked by bureaucrats who 
want to harass certain applicants. They simply ask the applicant 
to fill out these forms (usually in a large number of copies) and 
then find small errors in the way the forms were filled out in 
order to reject the forms so that the applicant has to go through 
the same procedure again. 

14. There is an explanation for this in Wilson [1989], but it relies on the 
premise that for sociological reasons the government faces certain unique 
constraints. 
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2. The second implication of the model is that there would be 
no red tape if people could pay enough for the slots; i.e., y 2 L. In 
this situation, profit maximization leads to the efficient outcome, 
and therefore there is no conflict of interest between the bureau- 
crat and the government. A market failure, then, is necessary for 
there to be red tape, and of course the same market failure is also 
the reason why the government is involved in the allocative 
process. 

3. The third implication of the results in the previous section 
is that, in the world of this model, red tape does not arise because 
bureaucrats lack incentives. In fact, there is most red tape pre- 
cisely where the incentives are the strongest; i.e., where F is the 
largest. This is less paradoxical than it sounds: it is an example 
of the important observation made in Holmstrom and Milgrom 
[1991] that increasing the incentives along a dimension of perfor- 
mance that is measurable (here, the share of slots going to the 
low type) will distort incentives along a nonmeasurable dimen- 
sion (here, the amount of red tape). In other words, the problem 
is not that the bureaucrat lacks incentives but that there is a lack 
of balance between his incentives along different dimensions. 

4. A related point is that the most red tape does not arise 
where the government is the most cynical. If the government 
were simply interested in making money, it would always set F = 
0 and allow the bureaucrat to choose the mechanism that maxi- 
mizes his own income. The government would then recoup the 
money by charging the bureaucrat a very high price for the slots. 
We already know that in this scenario there will be no red tape. 

This also implies that if the same bureaucracy was a part of 
a profit-maximizing firm, there would be no red tape. 

There will also be no red tape if the bureaucrat shared the 
government's objective of maximizing social welfare (this is what 
Claim 1 tells us). It is in the intermediate case, where a welfare- 
oriented government is trying to control a money-minded bureau- 
crat, that we would expect to see most red tape. In other words, 
while a lot of red tape is evidence for some moneymaking by gov- 
ernment bureaucrats, it is also evidence that there is some con- 
stituency inside the government which is interested in social 
welfare.15 

15. A referee has pointed out that this result relies on the assumption that a 
self-serving government has access to a nondistorting mechanism for extracting 
revenue from the bureaucrat. Absent such a mechanism, even a self-serving gov- 
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5. High-powered incentives for bureaucrats (high F) in our 
model lead to better allocations (more H-types get slots) at the 
cost of higher levels of red tape. In fact, as we remark at the end 
of the previous subsection, when the cost of red tape to the bu- 
reaucrat is small (which seems plausible), even very weak incen- 
tives for the bureaucrats can lead to a lot of red tape. This result 
illustrates a more general point: when goods are being allocated 
among people who cannot necessarily afford to pay their full 
value, people will often get goods that are worth more than they 
have paid for them. As a result, the bureaucrat who is in charge 
of allocating those goods may be able to make the people who 
want the goods do something purely wasteful (like enduring some 
red tape) without reducing what they are willing to pay him. In 
other words, the bureaucrat has the option of imposing a substan- 
tial social cost on his clients at little or no cost to himself. This 
makes it substantially harder to design proper incentives for the 
bureaucrat. 

6. A consequence of the previous observation is that if the 
social cost of red tape is sufficiently large, it may be optimal for 
the government to opt for very low-powered incentives for the bu- 
reaucrat. This observation may shed some light on why we do not 
usually observe explicit high-powered incentives for bureau- 
crats,16 and later in the paper (in subsection II.C) we argue that 
this may be especially true of government bureaucrats in LDCs. 

7. Another result follows from equation (1). It is easily 
checked that TH is decreasing in y. In other words, red tape will 
be high where the average person's ability to pay is low. This is 
because when the ability to pay is low, type H applicants earn 
very large rents, and therefore a type L applicant is more likely 
tempted to claim that he is a type H. Therefore, more red tape is 
needed to discourage him. 

Equation (1) also tells us that an increase in N resulting from 
equiproportional increases in NH and NL leads to a rise in red 
tape. This tells us that red tape will be higher when the slots 

ernment may want to set a high value of F just to extract some extra revenue 
from the bureaucrat. However, while the assumption of a perfectly nondistorting 
transfer is an idealization, it seems reasonable to assume that since the govern- 
ment and the bureaucrat typically have a long-term relation the transfers be- 
tween them should be relatively nondistorting even if the bureaucrat is risk- 
averse and or cash-constrained. As a result, while our results may not hold exactly 
in a more realistic model, the results from that model should be more or less 
similar. 

16. For other explanations see, for example, Tirole [1992]. 
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are relatively scarcer. This is intuitive: as the slots get scarcer, it 
becomes more attractive to claim to be a type H (who, as long as 
F > 0, are guaranteed slots). 

Both these results hold for any fixed nonzero value of F 
(when F = 0, there is no red tape). The problem is that the as- 
sumption of a fixed F is at odds with the structure of the model, 
since F is actually chosen by the government and typically it will 
choose different values of F for different levels of the scarcity of 
the slots and the ability to pay. 

The full analysis of the case where F is endogenous is left 
until subsection II.B. The results we get there are somewhat 
weaker but along the same lines: the relation between red tape 
and the ability to pay is still broadly negative, and the relation 
between red tape and scarcity of the slot is broadly positive. 

How do we interpret these relationships? One interpretation 
is that we are comparing bureaucracies within the same economy 
who allocate different kinds of goods. Under this interpretation 
our result for y says that bureaucracies that deal with a popula- 
tion in which the mismatch between the ability to pay and the 
willingness to pay is the largest17 will have the most red tape. In 
particular, this may argue for a lot of red tape in bureaucracies 
that deal with very poor people. 

An alternative interpretation would be to think of low levels 
of y as representing poorer countries or communities. However, 
this is not necessarily correct since what matters is the value of 
y relative to the values of H and L, and while y tends to be lower 
in poorer countries, H and L may also be lower. 

However, as long as we interpret the slots to be beds in a 
hospital, H and L are naturally interpreted as the value put on 
life or good health and this, a priori, may be just as high in a 
poor country as it is in a rich country. If we think of the slots as 
opportunities for higher education, once again there may not be 
a tight connection between y and H and L since the latter two 
numbers are presumably determined, at least in part, in the 
world market. 

There is another reason why y may be low in poorer countries 
relative to H and L: capital markets work less well in poor coun- 

17. This statement is somewhat loose since we do not say how we measure 
the mismatch. The natural measure is probably the ratio of the two, but this 
would be strictly correct only if there were no level effects, i.e., if it were true that 
if we scale down y, L, and H in the same proportion the amount of red tape will 
be unchanged. However, this is not true for the obvious reason that if the good is 
not worth very much, no one will be willing to go through much red tape to get it. 
The interpretation given in the text is therefore less than completely precise. 
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tries and as a result the ability to pay will tend to be low relative 
to the willingness to pay. 

If we grant the premise that low values ofy go with low levels 
of development, our results suggest a possible explanation of the 
high correlation, mentioned above, between low levels of develop- 
ment and poor governmental performance. 

The interpretation of the results about the effects of an in- 
crease in scarcity is more straightforward: bureaucracies that al- 
locate goods that are particularly scarce will be associated with 
high levels of red tape. In addition, it seems reasonable to think 
that at least a certain class of publicly provided private good will 
be scarcer in poorer countries: richer countries will find it easier 
to expand the supply if there is a perceived scarcity. Thus, in ev- 
ery OECD country every child has access to schooling of a certain 
minimum quality, but this is palpably not true in LDCs. 

8. Finally, the model allows us to give a partial explanation 
of why government bureaucracies are associated with corruption. 
As we say in the Introduction, corruption in the government is 
not inevitable even with self-serving bureaucrats. What causes 
corruption is the combination of the fact that the bureaucrats 
want to make money and the fact that governments make laws 
to prevent them from doing so. It is therefore natural to ask why 
governments make such laws. One simple answer to this ques- 
tion comes from the model we develop here: red tape in our model 
results from the fact that the bureaucrats are trying to make 
money while satisfying the government's imperative of giving ev- 
ery H-type a slot. Therefore, if the government can discourage 
the bureaucrats from making money by making it illegal to do so, 
it would also end up controlling the amount of red tape. 

Our model thus provides us with a reason why the govern- 
ment would like to impose controls on the prices that the bureau- 
crat can charge those who want the slots.18 The model so far does 
not permit the government to impose such controls, but in Section 
III we extend the model to allow for them. However, as is reason- 
able, we do not permit the controls to be perfect, and we put 
limits on how severely those who breach the controls can be pun- 
ished. Consequently, unless the controls are essentially nonbind- 
ing, some fraction of bureaucrats will charge prices that are 
above the permitted prices: this is what we call corruption. 

We can now investigate the determinants of corruption. In- 

18. Holmstrom and Milgrom [1991] make a related argument about why 
firms may discourage moneymaking by their agents. 
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tuitively, it would seem that high levels of red tape reflect ex- 
treme divergence between the bureaucrat's objectives and what 
society wants him to do, and therefore it is precisely where red 
tape is high that we would expect the most corruption. This intu- 
ition turns out to be broadly correct, but because of the endogen- 
eity of the government's choice of what kinds of controls to impose 
on bureaucrats, it is also sometimes possible for red tape and cor- 
ruption to move in opposite directions. 

To the extent that red tape and corruption do move together, 
our discussion of the determinants of red tape suggests that cor- 
ruption is most likely in bureaucracies that deal with poor people, 
in bureaucracies in poor countries, and in bureaucracies that al- 
locate goods that are scarce. 

LE. Plan of the Paper 

The exposition of the workings of the model presented in the 
preceding subsections is misleading in one important respect. We 
have assumed that the bureaucrat uses winner-pay mechanisms, 
but because the winner typically values the slot more than he can 
afford to pay, all-pay rather than winner-pay mechanisms will 
maximize the bureaucrat's income. 

The next section shows that all the results in this section 
generalize to the case where we allow the bureaucrat to use this 
broader class of mechanisms. With that assurance at hand, we 
then return to the case where the bureaucrat only uses winner- 
pay mechanisms, but we extend the model in other directions. A 
reader who is impatient about getting to the results may there- 
fore opt to skip Section II on the first reading. 

In Section III we look at the case where the government can 
(imperfectly) observe the payments made to the bureaucrats. 
This allows us to analyze the determinants of corruption. In Sec- 
tion IV we look at an extension of the basic model where we allow 
for inequality in the abilities to pay. We conclude in Section V 
with some discussion of some deficiencies of our model. 

II. ANALYSIS OF THE GENERAL MODEL 

II.A. Solving the Bureaucrat's Problem 

In this section we will solve the bureaucrat's problem assum- 
ing that he cares only about his own net income and does not care 
about social welfare. The other extreme case where the bureau- 
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crat cares only about social welfare is already addressed in 
Claim 1. 

In solving the bureaucrat's problem, we will take as given 
the value of the punishment for misallocation, F. By doing so, we 
can accommodate a range of preferences for the government. For 
example, in the case where the government itself is money- 
minded and colludes with the bureaucrat to make money, it 
would set F = 0 so as to not place any additional constraints on 
the ability of the bureaucrat to make money. On the other hand, 
by setting F to be very large, the government can essentially force 
the bureaucrat to allocate a slot to every H-type (though it cannot 
still control red tape). 

The mechanism design problem faced by the bureaucrat is 
potentially quite complex; however, in a previous version of the 
paper we show that the optimal mechanism always has a specific 
form.19 It can be described by six numbers (PHIPLI TH' TL' THTL) of 
which the first two represent the price charged to everyone who 
claims to be a high type or a low type, the second two are the 
probabilities that a person would get the slot conditional on the 
person's declared type, and the last pair are the amounts of red 
tape suffered-once again conditional on the person's declared 
type. 

We can use the fact that each and every slot has to be allo- 
cated to eliminate aL, and as result we can replace aH by IT. With 
this notation the bureaucrat's maximization problem [MB] can be 
written as 

Choose PH' PL' a, TH, TL to maximize 
NHPH + NIPL - NHVTH -NLVTL - (1 - I)NHF 
subject to the constraints 

(ICH) Her -PH -TH 2?H (1 iNH)/NL PL 6TL, 
(ICL) L(1 - aNH)INL PL - 8TL?' Lab - PH -6TH, 

(IRH) H7r - PH - 8TH '0 , 
(IRL) L(1 - rNH)/NL PL - 8TL ' 0, 

O ' PL ' Y ? 'O PH ' Y. O 'T < 1, TH, TL - . 

It is evident from comparing ICH and ICL that, as is common 
in such incentive problems, these two constraints cannot bind si- 
multaneously as long as the two types are being offered different 
options. Further, given the fact that the H-type can adopt any 

19. Proof is available from the author. 
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strategy that the L-type has adopted and do strictly better than 
the L-type, IRH cannot bind. We state this as 

LEMMA 1. In any separating equilibrium, ICH and ICL cannot 
bind simultaneously. IRH never binds in any equilibrium. 

The usual analysis of hidden-information models goes on 
from here to identify the incentive constraint that binds. In our 
case, however, depending on the values of F and y, either of the 
incentive constraints may bind. Consider first the case where y is 
high (higher than L, say). In this case we are in the standard 
setting where the optimal mechanism is an auction. It both gives 
the bureaucrat maximal revenue and allocates the slots to the H- 
types. Therefore, irrespective of the value of F, the chosen mecha- 
nism will be an auction, and as is well-known, in the optimal 
auction the H-type's incentive constraint binds. 

The other extreme case is when y is low and F is high. In this 
setting the bureaucrat's objective is to maximize revenue condi- 
tional on every H-type getting a slot. This means that at the opti- 
mum the H-types will have a much higher probability of getting 
the slot than the L-types. If the L-type is to be reconciled to this 
lower probability of getting the slot, the price he pays must also 
be significantly lower than the price the H-type pays. Now if y is 
sufficiently low, the maximal price the L-type can pay is already 
low, and his participation constraint will not be binding. If this is 
the case, the bureaucrat will be tempted to raise the price the L- 
type pays by as much as possible. But there is an obvious tension 
between this and the need, argued above, to set the L-type's price 
significantly lower than the H-type's price. As a result, the L- 
type's incentive constraint will bind in the mechanism chosen by 
the bureaucrat. 

For intermediate values of y and F, either incentive con- 
straint might bind, although from the intuitive discussion in the 
last paragraph it seems plausible that ICL is more likely to bind 
when F is high and y is low. Lemma A3 in the Appendix confirms 
this intuition. 

The main analytical goal of this section is to characterize the 
values of F and y for which there is a high level of red tape. This 
is complicated by the fact that there are two types of red tape: 
there is red tape faced by H-types (TH), and there is red tape faced 
by L-types (TL). In principle, depending on which incentive con- 
straint binds, the bureaucrat may want to use either of these 
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types of red tape (raising TH relaxes ICL, while raising TL relaxes 
ICH). What the next result shows is that the bureaucrat would 
never want to use red tape against the L-type (the proof is in 
the Appendix). 

CLAIM 2. Self-declared L-types are never subject to any red tape, 
i.e., there is always an optimum at which TL = 0; and as long 
as v > 0, this is the only optimum. 

What drives this result is the fact that while more red tape 
on the L-type does relax ICH, the same effect can be achieved at 
a lower cost by raisingPL or wr. The proof of this result makes use 
of the fact that the cost of red tape is the same for the two types. 
Instead, if red tape was much more costly to H-types than it is to 
L-types, there could be a reason to subject L-types to a little bit 
of red tape in order to discourage H-types from claiming that they 
were L-types, and this result would no longer hold. 

An obvious consequence of this result is that if red tape is 
ever used it is used against the H-type. It then follows that if red 
tape is used at all, it is only used when ICL binds (otherwise 
there is no reason to use red tape) which happens when F is high 
and y is low. 

To complete the argument, we need to show that when ICL 
binds the bureaucrat will sometimes choose to subject H-types to 
red tape. This contrasts with the fact that L-types never suffer 
red tape. The difference between the two cases stems from differ- 
ences in alternatives to using red tape. In the case of the L-type, 
the alternative to more red tape was a higher value of ir which 
suits the bureaucrat, since he gets penalized for low values of ar. 
By contrast, in the case of the H-type, the alternative to more red 
tape was a lower value of ir, which hurts the bureaucrat as long 
as F is positive. As a result, the bureaucrat will be more willing 
to use red tape. 

The final step in the argument is to describe the solution to 
the bureaucrat's problem. Unfortunately, describing the full solu- 
tion involves saying what happens in a very large number of dif- 
ferent cases. We therefore take the route of describing the full 
solution in the special case where v = 0 in the text, while repre- 
senting the solution to the more general case diagrammatically. 
The more onerous task of describing the full analytic solution in 
the more general case is relegated to the Appendix. 
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CLAIM 3. The solution to the bureaucrat's problem [MB] for the 
case v = 0 is as follows:20 
(i) If y -H - (H - L)*(1 - NH)/NL: i = 1, PH = H - 

(H - L)'(1 - NH)/NL}, PL = L(1 - NH)/NL, and TH = TL = 0. 
(ii) If H - (H - L)-(1 - NH)/NL > y ? L and F-L: i = 1, 

PH Y.PL L(1 NH)/NL, and TH = TL = 0 
(iii) If H - (H - L)-(1 - NH)/NL > y ' L/(NH + NL) and 0 ? 
F < L: ir = [Ny + (H - L)]/[HNL + (H -L)NH],pH = YPL = 

L(H - NHy)I[HNl + (H - L)NH], and TH = TL = 0 
(iv) If L > Y-L(1 - NH)/NLand L C F:r =- 1,PH =PL =Y. 
and TH set to solve the equation L - y - 8TH = 0 
(v) If L(1 - NH)/NL ' y < LNNH + NLL-1, L > F - 0: ir and 
TH set to solve aL -y - yTH = 0, and L(1 - NHr)/NL= y and 
PH PL =Y 

(vi) If L(1 - NH)/NL > y, for any value of F: the outcome is 
= 1, PH =PL = y, and TH satisfying L - y - TH = 

L(1 - NH)/NL - y 

Proof All the statements except the last one follow from 
Claims A3 and A4 in the Appendix. The last one requires us to 
extend the argument slightly, but the extension is sufficiently ob- 
vious that we feel that it can be excluded. 

The essential features of this solution are as follows: (a) 
Higher values of F are associated with higher values of IT and 
higher levels of TH. (b) Higher values of y are associated with 
lower values of TH for a fixed F. (c) Higher values of y are not 
necessarily associated with lower values of wr-the highest values 
of ir may obtain at very high and very low values of y. (d) An 
increase in the scarcity of slots represented by an increase in NH 

and NL in the same proportion, while keeping the number of slots 
fixed, increases the ratio NL/(1 - NH) and thereby increases red 
tape. 

The association between high levels of F and high levels of wr 
is hardly surprising since the point of raising F is to force the 
bureaucrat to raise wr. Higher values of wr, ceteris paribus, cause 
ICL to bind more tightly which then gives the bureaucrat a rea- 
son to raise TH as well. An increase in y allows the bureaucrat to 
charge higher prices. As a result, he does not need to use as much 

20. In writing down this solution, we have implicitly assumed that whenever 
he is indifferent, the bureaucrat always chooses the socially best outcome. 
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red tape to induce self-selection by the L-type which is why TH 

and y will be negatively associated. 
A standard intuition from price theory explains one reason 

why high values of y result in high values of wr; the high types 
value the good more, and therefore it pays more to give it to them 
as long as they can register their preferences as higher prices. 
When y is low, the reason why the final allocation is very efficient 
is that it is essentially costless for the bureaucrat to sort the ap- 
plicants by using red tape. 

Scarcity increases red tape because if the slots are scarce, 
type-L applicants will be more desperate to get the slots. This 
makes screening harder. 

These broad features of the solution to the bureaucrat's maxi- 
mization problem all turn out to also hold in the more general 
case, where v is positive but small relative to 8 (this seems to be 
the natural case to look at). This solution is depicted in Figures I 
and II, which are based on Claims A3 and A4 in the Appendix. 

What changes when v is large relative to 8? We show in previ- 
ous versions of the paper that in this case the outcome is always 
first-best. This should be intuitive; we have therefore chosen to 
omit the analysis of this case. 

II.B. The Government's Problem 

If the government in our model is interested in making 
money, it will set F = 0 and collect the revenue from the bureau- 
crat as a lump sum fee. When the bureaucrat is welfare-oriented, 
the choice of F does not matter. The interesting case, therefore, 
is when the government is welfare-oriented but the bureaucrat is 
not. The government's maximand in this case will be 

L + (H - L)NHnt(F) - (8 + v)NHTH(F), 

where IT(F) and TH(F) are the values of IT and TH that result from 
the bureaucrat's maximization problem for that particular value 
of F. In principle, since we have solved the bureaucrat's problem, 
we can solve the government's problem by comparing the govern- 
ment's maximand for different values of F. In practice, this will 
involve considering a very large number of cases. We therefore 
only look at the government's problem in the special case where 
v = 0, which makes the problem much more tractable. 

It is evident from Claim 3 that in this case the government 
need only choose between F = 0 and F = L. Furthermore, for 
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4 4 4 2 

1 1 1 , 

Curve 2: L(v/6? vNH/8NL) ? F < L 

Curve 3: L?<F <L (1+ v/8) 

Curve 4: L (1+ v/8)?<F 

FIGURE I 
IT as a Function of y 

extreme values of y, i.e., y ?: H - (H - L)-(l - NH)/NL and y < 
L(l1 - NH)/NL, the value of F does not matter-all values of F 
result in the same outcome. In both these cases the government 
will presumably choose F = 0; i.e., let the bureaucrat do whatever 
he wants. 

For values of y between H - (H - L)-(1 - NH)/NL and L, the 
solution is also straightforward. It is evident from the comparison 
of cases (ii) and (iii) in Claim 3 that in this case a higher value of 
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TH 

2 2 3 
TH=O 

y=L(I -NH)/NL L/(NII + NL) L H-(H-L)(1-NH)/NL 

Curve 1: F < L(v/6 + vNH/6NL) 

Curve 2: L(v/6 + vNH/6NL) ? F < L(1 + v/6) 

Curve 3: L (I + v/8)?5F 

FIGURE II 
TH as a Function of y 

F is always preferable since it generates a higher value of wr with- 
out generating any red tape. 

The less obvious case is when y is between L and L(l1 - NH)! 

NL. In this case a simple calculation based on a direct computa- 
tion of the government's maximand for the two values of F estab- 
lishes that H > 2L is a sufficient condition for always using F = 

L. However, if H < 2L, F = 0 will be used as long as y is between 
L(l - NH)/NL and L-[NH+ NL, but for higher values of y, F = 

L is still optimal. The chosen value of F is always weakly increas- 
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.r= I 

H = 2L 

FIGURE III 
T as a Function of y When F Is Endogenous 

ing in H keeping L fixed: this is because a high H makes it more 
important for each person of type H to get a slot. 

How does the relation between ir, TH, and y look now that F 
is endogenous and depends on y? These are given in Figures III 
and IV for two cases: H > 2L and H = 2L (with the interpretation 
that H = 2L is the limit of the case where H < 2L and represents 
all such cases). It should be evident from the discussion above 
that these are essentially the two canonical cases. In the case 
where H > 2L, the pictures are exactly the same as they were 
when F was exogenously set to be greater than or equal to L. 
However, in the case where H = 2L, endogenizing F does change 
the picture since, at low levels of y, F = 0 is chosen but at higher 
values the chosen value of F goes up to L. As a result, an increase 
in y over a certain range causes TH to go up. 
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TH 

Tli=O 

y 
Y =L(1-NII)INL L/(N1+ NL) L H-(H-L)(1-NH)INL 

--- H>2L 

H=2L 

FIGURE IV 

TH as a Function of y When F Is Endogenous 

We have not explicitly considered the effect of changes in the 
scarcity of the slots, but it can be shown that the effect of an 
increase in the scarcity of the slots is similar to that of a fall in y. 
It typically leads to a rise in the level of red tape, but it may also 
cause F to fall, and as a result, for a specific range of parameter 
values, red tape may be lower even though the slots are scarce. 

I. C. What Do We Learn from the Results of the More General 
Model? 

The results here largely confirm what we found in the sim- 
pler version of the model analyzed in subsection I.C. As before, 
for a fixed value of y, an increase in F leads to a higher level of 
red tape. Combined with Claim 1, this confirms our earlier claim 
that red tape is maximized when there is a conflict of objectives 
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between the government and the bureaucrat (with the govern- 
ment being welfare-oriented and the bureaucrat self-serving). It 
also confirms that there would be no red tape if, instead of the 
government, a private firm were carrying out the allocation (a 
private firm would set F = 0). Of course, the overall outcome 
would be worse. 

However, note that the effect of an increase in F on the level 
of red tape in this model is much less dramatic than it was in the 
model in subsection I.C. There, for v = 0, any positive value of F 
leads the bureaucrat to go immediately to the maximum level of 
red tape that he would ever use for that level of y. Here, as is 
evident from Figure II and Claim 3, the response is more gradual. 
This is because the use of all-pay rather than winner-pay mecha- 
nisms allows the bureaucrat to extract more of the surplus from 
the applicants, which then makes the bureaucrat internalize 
more of the cost of the red tape he imposes on them. This suggests 
that a movement toward creating an environment where bureau- 
crats can use all-pay mechanisms to allocate scarce publicly pro- 
vided private goods may actually help improve bureaucratic 
performance. 

As in subsection I.C for a fixed value of F, there is a negative 
relation between y and red tape. The analysis in this section goes 
beyond the previous analysis in endogenizing F. Endogenizing F 
does not change the relation between y and red tape as long as H 
is sufficiently greater than L. However, when H is close to L, the 
relation between red tape and y may be nonmonotonic, although 
it will still continue to be true that very low values of y will be 
associated with very high levels of red tape and red tape will be 
absent at high levels of y. The relation between red tape and the 
scarcity of slots is similar to that between red tape and y, with 
low levels of y corresponding to high levels of scarcity. 

The behavior of -a as a function of y can be read from Figure 
I and turns out to be subtler than one would have predicted from 
the preliminary analysis: except when F is very high (when -a = 
1 at all values of y in our range) or very low (when -a is constant 
at low levels of y), -a is always U-shaped as a function of y; it is 
high at high values of y as well as at low values of y and is lower 
in between. The relationships are more or less the same with F 
endogenized (see Figure III). 

Since we allow the government to choose F, we also find con- 
ditions under which a welfare-oriented government will deliber- 
ately choose low-powered incentives for the bureaucrat (i.e., set 
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F = 0) in order to avoid generating too much red tape. This will 
happen when the difference between H and L is not too large (i.e., 
the misallocation is not too costly), the slots are scarce, and y is 
relatively small (which imply that the bureaucrat, if pushed, will 
use high levels of red tape). 

Since we have taken the view that lower values of y and 
greater scarcity go with lower levels of development, this result 
suggests that at least in situations where the cost of misalloca- 
tion is small, bureaucrats in less developed countries will tend to 
have weaker incentives than their counterparts in the developed 
world. We can also read the model as saying that within the same 
country, those bureaucracies that deal most with people with low 
abilities to pay (relative to their willingness to pay), will have the 
weakest incentives. 

III. TOWARD A THEORY OF CORRUPTION 

To restore efficiency in the economy modeled here, the gov- 
ernment will need to be able to control the prices charged by the 
bureaucrats. We will now modify our model to allow the govern- 
ment some possibility of observing the payments that are made 
to the bureaucrats. 

We introduce the possibility of monitoring payments to bu- 
reaucrats by assuming that with some probability < < 1, the 
government finds out about the mechanism being used by the bu- 
reaucrat to allocate the slots (here we are using the word mecha- 
nism in its broader sense so that if the bureaucrat uses several 
different rules to allocate to different people, we will consider 
them together to be a part of a single mechanism). Recall that we 
have already assumed and continue to assume that the govern- 
ment knows the fraction of type L applicants who got a slot. What 
knowing the mechanism tells the government is whether the bu- 
reaucrat is charging the recommended prices or whether he is 
asking for additional bribes.21 

In this setting, if the government could also inflict arbitrarily 
large punishments on the bureaucrats, it is easy to see that it 
could always implement the optimal outcome. All it would have 
to do is to recommend that the bureaucrat uses the optimal mech- 

21. It also tells the government how much red tape is being used, but this is 
not extra information, since once it knows the prices and the allocation, it can 
always infer the amount of red tape. 
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anism and to punish any detected deviation from this mechanism 
with such severity that no bureaucrat would ever contemplate 
deviating. 

The more interesting case is the one where there is a bound 
on how much a bureaucrat can be punished. We model this by 
assuming that there is an institutionally given worst punishment 
that the government can inflict on any bureaucrat (this may be 
the loss of his job and a prison stay of several years). Denote the 
utility level of a bureaucrat who is undergoing this punishment 
by B, and assume that there is a distribution function G(B), 
which gives the fraction of the population of bureaucrats whose 
lower bound is no higher than B.22 We will assume that B is pri- 
vate information. 

There are a number of alternative patterns that can emerge 
in this setting and investigating all of them is beyond the scope 
of this paper. Here we confine ourselves to the situation where 
the government wants to allocate the slots efficiently even at the 
cost of some red tape (this is the case where H is large relative 
toL). 

To simplify the analysis further, let us revert to the assump- 
tion made in subsection I.C limiting the bureaucrat to winner- 
pay mechanisms. Also, to limit the number of cases, assume that 
L-y-L - L(1 - NH)INLand v = 0. 

Under these assumptions, all mechanisms that achieve the 
efficient allocation of slots take the form fPHPLTH1, where PH and 
THare the price and red tape assigned to a type H applicant (who 
always gets a slot) andPL, the price paid by a type L, satisfies the 
incentive compatibility constraint; 

L - PH - TH = (L - PL)(1 - NH)INL. 

Of these mechanisms, the one that is least likely to lead to cor- 
ruption is the one that sets the highest prices for both types (the 
higher the official price, the less people will want to pay in excess 
of that price to increase their chances of getting the slot). There- 
fore, PH should be set equal to y. 

Now suppose that the government announces a mechanism 
lyp*,T*I. In other words, it sets both the prices the bureaucrat 
is allowed to charge and the maximum amount of red tape that 
the bureaucrat is permitted to use (an example of a government 
rule about how much red tape is permitted is the rule recently 

22. Those with low levels of B may be thought of as those who especially 
value their reputation for being honest. 
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introduced in India requiring all passport applications to be pro- 
cessed within a certain number of days). We assume that the 
mechanism recommended by the government is incentive com- 
patible from the point of view of the applicants. Once such a 
mechanism is announced, bureaucrats are required by the gov- 
ernment to implement that mechanism, and it is also announced 
that any bureaucrat who is caught deviating from this mecha- 
nism will receive the maximal punishment.23 

The government also needs to choose F. In deciding on F, the 
government can take advantage of the fact that if v = 0 and the 
bureaucrat only uses winner-pay mechanisms, the bureaucrat 
will always give every type H applicant a slot for any strictly posi- 
tive value of F. This was shown in subsection I.C and continues 
to hold in our current model. Moreover, it holds irrespective of 
whether the bureaucrat follows the mechanism the government 
wants him to follow: the only difference is that if he chooses to 
deviate, he will use red tape to screen out L-type applicants in- 
stead of relying on prices. 

Given the assumption, made above, that H is large relative 
to L, the government will always set a nonzero level of F. Given 
that it is indifferent between all nonzero levels of F, assume now 
that it sets the value of F to be so close to 0 that the expected 
value of the fines can be ignored while calculating the bureau- 
crat's utility level (consequently, we do not need to worry how the 
bureaucrat can be fined in the state of the world where he is al- 
ready being punished for taking bribes). 

Given all these assumptions, the bureaucrat who will be on 
the margin of deviating and asking for a bribe, will have a B 
which satisfies 

NHy + (1 - NH)PL = (1 - O)y + OB. 

Clearly, the left-hand side of this equation represents the utility 
of a bureaucrat who follows the rules while the right-hand side 
represents the utility of a bureaucrat who, instead, charges y for 

23. The mechanism used here is an efficiency wage-type mechanism first 
used in the context of corruption by Becker and Stigler [1974]. It is in principle 
possible to allow the government to use more sophisticated mechanisms (such as 
a linear or nonlinear tax on the bureaucrat's income from selling the slots) which 
may actually work better. We justify not using such mechanisms on the grounds 
that we do not observe such mechanisms (we also believe that so long as the 
government has limited ability to observe the bureaucrat's income, the results 
will not change very much even if we change the model in this direction). For a 
more detailed discussion of the kinds of incentive schemes used by governments 
vis-h-vis their bureaucrats, see Banerjee [1995], Kofman and Lawarree [1990], 
and Tirole [1992]. 
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every slot and gets caught with probability +. Solving for the 
value of p* using the incentive-compatibility constraint, gives us 

pL* = L - N[L - y- 8TH] /( 1 -NH). 

Substituting this expression into the above equation gives us 

NHy + (1 - NH)L - NL[L - y - TH*] = (1 - O)y + OB, 

which can be written in the form 

(2) (N - 1)(L - y) - 8NLTH* = 4(y - B). 

Denote the value of B that solves this equation by B*. 
Clearly, those and only those with values of B greater than this 
critical value will choose to break the rules and ask for bribes. 
In other words, 1 - G(B*) measures the extent of corruption in 
this economy. 

Note that the corruption that arises here is in a very direct 
sense created by the government. The government creates cor- 
ruption by imposing a rule on the bureaucrats that some bureau- 
crats will follow and others disregard: if there were no such rule, 
there would be no bribes and no corruption. Nevertheless, the 
reason why the government chooses to impose this rule is that it 
helps it fight wasteful red tape in the bureaucracy. 

This contrasts with the quite common view that corruption 
arises, at least in part, out of a need to get around the red tape 
that is endemic in government bureaucracies.24 In this view, what 
causes red tape is something that is usually exogenous and ex- 
plained, if at all, by reference to the sociology of the government. 
There is therefore little one can do about red tape itself, and any- 
thing that helps get around it is probably a good thing. Fighting 
corruption, in this view, may therefore be a bad thing. 

By contrast, our view is that a lot of red tape is deliberately 
created by the bureaucrats in order to make more money. Fight- 
ing corruption, by limiting the amount of money the bureaucrat 
can make, may therefore also reduce red tape. 

A second implication of this analysis of corruption is that cor- 
ruption only arises when the government has a reason to try to 
limit moneymaking by bureaucrats. In our model, if the govern- 
ment was indifferent to social welfare and only interested in 

24. For a forthright if somewhat dated statement of this view, see Nye [1979] 
or Leff [1979]. See Waterbury [1979] for a critique of this view on empirical 
grounds. 
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making money, there would be no corruption. Like red tape, cor- 
ruption arises from a conflict of interest. 

A number of other conclusions follow from equation (2). First, 
B* is increasing in y for any fixed value of T* and the other pa- 
rameters. In other words, everything else remaining the same, a 
fall in y increases corruption. In other words, somewhat paradox- 
ically, there is more illegal moneymaking precisely when there is 
less money around. This is because an increase in y enables the 
government to raise the legal price paid by a type L applicant by 
more than the original increase in y (see the expression for p*L 
given above). 

Second, a simple calculation establishes that an equipropor- 
tional increase in NHand NL for any fixed value of T* and the 
other parameters, reduces B* and therefore increases corruption. 
In other words, there is more bribery as the good being allocated 
becomes scarcer. 

Third, once again keeping T* fixed, an increase in y or an 
equiproportional fall in NH and NL will lead to a fall in the total 
amount of red tape. To see this, observe that the average amount 
of red tape suffered by an H-type applicant is given by 

(3) G(B*)TH* + (1 - G(B*))TH. 

The first term in this expression is the amount of red tape that is 
associated with bureaucrats who do not deviate from the recom- 
mended mechanism, and the second term comes from those who 
do deviate. Now, both the increase in y and the fall in NH and NL 

have the effect of reducing the fraction of those who take bribes 
and therefore lead to a fall in red tape (because TH ? T*). Also, 
as shown in subsection I.C, both these changes have the effect of 
reducing TH, which goes in the same direction. 

However, the above results about the effect of a fall in y, or 
an increase in NH and NL assume that the permitted amount of 
red tape, T*, is exogenously fixed. This is misleading since in our 
model the government chooses T* and an increase in T* by itself, 
increases B* and therefore reduces bribery.25 We therefore need 
to treat T* as an endogenous variable when we do the compara- 
tive statics. Since, in the situation considered in this section, all 
bureaucrats (whether or not they take bribes) allocate the slots 
in the same way, the government, in choosing T*, needs only to 
look at the effect on the average amount of red tape. Differentiat- 

25. This is because an increase in T* allows p* to be increased. 
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ing the expression given in equation (3) for the average amount 
of red tape, with respect to T*, yields the first-order condition: 

(4) G(B*)IG'(B*) = (TH - TH8)6NL/O. 

Equation (2) embodies a very simple trade-off: an increase in TH 
hurts those already dealing with uncorrupt bureaucrats, but it 
also increases the fraction of bureaucrats who are not corrupt. 
Therefore, as the equation makes evident, what matters for the 
choice of T* is the population of inframarginal (uncorrupt) bu- 
reaucrats relative to the population of those who are at the mar- 
gin of becoming uncorrupt. T* will tend to be high when there 
are lots of marginal bureaucrats relative to the number of those 
who are inframarginal. 

The effect of an increase in y on T turns out to be impossible 
to sign on purely a priori grounds because, while an increase in y 
increases B* and therefore increases the number of inframar- 
ginal bureaucrats, it also affects the number who are at the mar- 
gin and the net effect on G(B*)IG'(B*) is ambiguous. However, for 
a large range of distribution functions, G(Q) (including, for ex- 
ample, the case where the underlying density is uniform), it can 
be shown that T * falls when y goes up. Furthermore, it is possible 
to construct examples where the fall in T* resulting from the in- 
crease in y is so large that it swamps the direct effect of the in- 
crease y on B* and the net effect on B* is negative. In other 
words, an increase in y can lead to an increase in corruption be- 
cause of the endogeneity of T*. For exactly the same reasons, a 
fall in the scarcity of the good can actually lead to an increase 
in corruption. 

These kinds of "perverse" comparative statics results are less 
likely to arise if the density function corresponding to the G(-) 
function has a mass point (or a highly concentrated density) at 
the lowest point in its support but nowhere else. This kind of den- 
sity captures the plausible idea that the population of bureau- 
crats contains a hard core of incorruptible people, but otherwise 
there is a lot of diversity in how people feel about getting caught 
taking a bribe. In this case there will always be a large number 
of inframarginal bureaucrats, and therefore it is costly to raise 
T* in order to combat corruption. As a result, it is unlikely that 
when y falls, T* will be raised by so much that there will actually 
be a fall in corruption. 

It is also worth remarking that even with F endogenous, 
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there will be no corruption in the case where y is higher than L 
since in this case there is no conflict between making money and 
furthering social welfare. Thus, the negative relation between y 
and corruption holds at least when we compare very high and 
very low levels of y. 

As we noted above, the direct effect of an increase in y on 
red tape is always negative. In addition, we just argued that an 
increase in y typically leads to a fall in T* which reinforces this 
effect. However, in the scenario where an increase in y increases 
corruption, this increase in corruption can increase red tape. 
However, note that this effect needs to be strong enough to 
swamp the other two effects if the overall effect of an increase in 
y is to increase red tape. This seems somewhat implausible. 

To summarize, once we endogenize the permitted amount of 
red tape, we no longer get the simple unambiguous comparative 
statics results that we got when the permitted amount of red tape 
was taken as exogenously given. The amount of corruption and 
somewhat less plausibly, the amount of red tape, may actually go 
up when the applicants have a higher ability to pay or the slots 
are less scarce. This is because the government responds to the 
increase in the ability to pay or the fall in scarcity by severely 
limiting the amount of red tape the bureaucrat is allowed to use. 
In a sense, what is going on is that the bureaucrats' effective in- 
centive scheme is becoming much more demanding, and this 
leads to an outcome where more bureaucrats fail to meet the 
standard. 

We also identify one quite reasonable setting where an in- 
crease in the ability to pay or fall in the scarcity of the slots al- 
ways reduces both corruption and red tape. This is the situation 
where the population of bureaucrats contains a core of people who 
are completely incorruptible. 

IV. IMPLICATIONS OF INEQUALITY IN THE ABILITY TO PAY 

We have so far ignored the possibility that different people 
may have different abilities to pay. This is an important defi- 
ciency since a standard justification of red tape-like procedures is 
that they protect the poor.26 The conclusions of this section are as 
follows. (i) The presence of inequality increases the amount of red 

26. See, for example, Weitzman [1977]. 
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tape used by both a profit-minded government and the govern- 
ment in our model, and (ii) it remains true that more red tape is 
used when the government is welfare-oriented. 

There are at least two ways to introduce inequality into this 
model. The simpler case is where both the bureaucrat and the 
government can observe each applicant's ability to pay. In this 
case the government sets an F that depends on the applicant's 
ability to pay, and the bureaucrat chooses a different mechanism 
depending on the applicant's ability to pay. The bureaucrat's 
problem then consists of a number of parallel problems of the 
type we solve in the previous section. It is easy to see that the 
outcome of the bureaucrat's maximization problem will be such 
that those who have less money (smaller y) will face more red 
tape. 

This conclusion gets reinforced if we assume that neither the 
government nor the bureaucrat can observe the applicant's abil- 
ity to pay. Assume that the ability to pay takes two values, y1 and 
Y2 (Y1 > Y2) with probabilities p. and 1 - p., and that a per- 
son's valuation of the slot is statistically independent of his abil- 
ity to pay. Also to make the problem interesting, assume that 
1 > p (NH + NL); i.e., there are not enough rich people to fill up 
the slots (if we do not make this assumption, the poorer people 
may be irrelevant). In all other respects let the model be exactly 
the same as the model we introduce in Section I (in other words, 
we do not allow the government to observe payments to bureau- 
crats so that the question of corruption does not arise). 

This is a two-dimensional screening problem, and these are 
notoriously difficult to solve. To make it tractable, we make the 
simplifying assumption we made in the introduction, namely, 
that the bureaucrat is limited to winner-pay mechanisms. We 
also assume that v 0 0 and that Y1 < L. 

With these simplifying assumptions the problem turns out to 
be quite simple to solve. Given that we assume that Y1 < L and 
that only those who get the slot pay for it, the individual rational- 
ity constraints will not bind for any of the agents. Therefore, the 
bureaucrat can impose some extra red tape on the agents without 
having to cut the price he charges them. Since in addition we 
have assumed that v = 0, extra red tape also costs the bureaucrat 
nothing. Therefore, a self-serving bureaucrat will always charge 
the applicants the highest price they can pay and then use red 
tape to ensure that the mechanism he sets up is incentive 
compatible. 
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The problem faced by a profit-minded government with a 
profit-minded bureaucrat therefore has a simple solution; the bu- 
reaucrat will set two prices, y1 andY2 (i.e., the maximum possible 
prices), and offer a slot to each person who pays the higher price 
and randomly select 1 - pu(NH + NL) persons among those who 
offer to pay the lower price. This will be incentive compatible if27 

(2) L - y1 ? L[(1 - g(N, + NL))/(NH + NL)] -y2 

If not, the bureaucrat will have to threaten those who pay less 
with some red tape; the exact amount of red tape, T, will be 
given by 

(3) L - y, = L[(1 - g(NH + NL))/(NH + NL)] -y2 - T. 

In the conflicting objectives model, if the government sets a 
high enough F, the bureaucrat will want to give a slot to every 
high type. The mechanism that maximizes the bureaucrat's 
profits conditional on giving a slot to every high type, will be de- 
scribed by four triplets (y1,T1,1), (y1,O,min{O,(1 - NH)/1NL)I, 
(y2,T2,1) and (y2,0,min{(1 - NH - pNL)/(1 - p)NLOI) with T1 and 
T2 satisfying 

(4) L - y, - 6T1 = (L - y1)[min{(1 - NH)/gNL, 1}] 

(5) L -y2 - T1 = (L - y2)[min{(l - NH - gNL)/(1 - g)NL, O}]. 

The first number of each of these triplets is the price that a 
person who chooses that option pays. The second number is the 
amount of red tape he has to go through. The last number is the 
probability he gets a slot. The first triplet is what a rich high type 
chooses, the second what a rich low type chooses, the third is 
what a poor high type chooses, etc. Note that each type is paying 
the maximum amount he can pay. 

The outcome generated by this mechanism is that the rich 
high types and the poor high types all get slots. If the number of 
remaining slots is less than the number of rich low types, we as- 
sume that the rich low types get all of these slots. If there are 
slots left over after all the rich low types have chosen, then they 
will be given to some of the poor low types. 

The outcome in the case where both the government and the 
bureaucrat are welfare-oriented is still going to be socially effi- 
cient as long as Y2 satisfies Y2 ? L - L-(1 - NH)INL since in this 

27. It is easily checked that this is the incentive constraint that may bind. 
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case we can use the mechanism used in the argument for Claim 
1, with Y2 substituted for y. 

This quite rudimentary analysis yields a number of useful 
insights. 

1. A comparison of equations (4) and (5) with equation (3) 
establishes that while in the presence of inequality red tape will 
arise in both the self-serving government model and the conflict- 
ing objectives model, there will always be more red tape gener- 
ated under the latter model. This confirms the results in the 
previous sections. 

2. It is evident from equations (4) and (5) that an increase in 
inequality in the distribution of y, keeping the mean unchanged, 
reduces T1 and increases T2, but on balance, the social waste due 
to red tape always goes up. This is shown in the Appendix (See 
Claim A5). The reason is that the probability that a poor low type 
gets a slot is lower than the probability that a rich low type gets 
the slot. As a result, a poor low type has more of an incentive to 
claim that he is a high type than the rich low type. Moreover, and 
for the same reason, a change in y has a bigger impact on the 
poor low type's incentive to misrepresent his type than it has on 
the corresponding incentive for the rich low type. As a result, the 
change in the red tape for the poor low type will also have to 
be larger than the corresponding change for the rich low type. 
Consequently, the rise in red tape caused by the fall in the poor 
low types' ability to pay will dominate the fall in red tape re- 
sulting from the rise in the rich low types' ability to pay. 

3. The poor face more red tape than the rich in the conflicting 
objectives model. The same result may also be true in the pure 
self-serving government model, but only if Y2 is sufficiently low. 
In both cases the bureaucrat uses this extra red tape to threaten 
the rich, so that the rich are forced to buy their way out of it. 

4. The poor of the low type get less access to the slots than 
the rich of the low type both under the conflicting objectives 
model and the pure self-serving government model, although the 
difference in access is greater in the latter case. 

V. CONCLUSIONS 

The model proposed in this paper, while both simple and styl- 
ized, makes a number of predictions that broadly fit the pattern 
of what we know about misgovernance. However, it also has a 
number of important and obvious limitations. 
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An implication of this model is that governments in devel- 
oped countries should use the market more than in LDCs. While 
this is true in some cases,28 there are others like health-care 
where the market is not used. Of course, our model only tells us 
the efficient outcome and ignores distributional considerations 
that may explain why the market is not used. It is still a puzzle 
why, given that the market is not used, there is so little corrup- 
tion in the health-care bureaucracy in most OECD countries. The 
explanation suggested by our model is that there is an adequate 
supply of health-care, i.e., the good is not scarce enough to make 
corruption worthwhile. Whether this is the right story is an open 
empirical question. 

Our model also does not deal with the issue of whether there 
are cultural or institutional determinants of government perfor- 
mance. One stereotype we did not take up (because it concerns 
preferences rather than outcomes) is the characterization of third 
world societies as being much more casual about corruption in 
government than first-world governments. It has been pointed 
out that in this instance what appears to be cultural and exoge- 
nous may be endogenous and rational in the sense that there may 
be multiple equilibria in some of which corruption may be rare 
and heavily punished and others in which corruption is common 
and tolerated.29 

Of course, even if we accept the multiple equilibrium view, it 
remains to explain why the culture of corruption should emerge 
principally in LDCs.30 Two explanations come to mind: one could 
argue that the culture of corruption is what causes LDCs to be 
less developed. This we find somewhat implausible given that 
these LDCs also tended to be poor countries before the recent era 
of large-scale government interventions in the economy. The 
other, more convincing (to us) theory holds that development is a 
process of transforming a large complex of institutions along with 
increasing the GNP. The culture of corruption in poor countries 
is at least partly a result of underdeveloped institutions (like a 
lack of democracy). 

28. Few rich countries have licenses for production and imports; and in the 
United States, for example, oil drilling rights are auctioned off too. 

29. See Cadot [1987], Clague [1993], and Sah [1991] for different arguments 
within this broad category. Tirole [1996] provides a model within which a tempo- 
rary increase in corruption may become irreversible. Also see Acemoglu [1992] 
and Murphy, Shleifer, and Vishny [1993] for the related argument that the pres- 
ence of corruption may actually induce others to become corrupt by reducing the 
return to the honest activity. 

30. Japan and Italy being well-known exceptions. 
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APPENDIX 

Proof of Claim 2 

The only interesting case is the one where there is a separat- 
ing equilibrium. There is no reason to use red tape in a pooling 
equilibrium. 

Now note that if ICH does not bind, then the bureaucrat will 
always want the value of TL to be lower. Therefore, TL> 0 implies 
that ICH binds which in turn implies that ICL does not bind so 
that TH = 0. 

Next observe that if IRL does not bind, we must have Ir = 1 
because, if not, it is always possible to raise -a and relax all the 
binding constraints. It is also easy to see that if IRL does not 
bind, we must have PL = y since otherwise it would be possible to 
raise PL and relax all the binding constraints while making the 
bureaucrat better off. 

Consider first the case where IRL does not bind so that -a = 
1 and PL = y. Then HIT - PH = H - PH > H(1 - NH)INL - Y - 

8TL so that ICH does not bind. 
Next consider the case where IRL binds. For the reason given 

in the previous paragraph, we cannot have IT = 1 and PL = Y. 
First, consider the optionpL < y. Then an increase inpL, combined 
with a reduction in TL keeping pL + 8TL constant, always im- 
proves the outcome. 

Finally, consider the possibility that at the optimum IT < 1. 
In this case increase IT while reducing TL so as to keep the IRL 
binding. Then d-rldTL will satisfy (L NJ1NL)drT/dTL = -8. Substi- 
tuting this into the ICH constraint, we find that the left-hand 
side goes up (because IT goes up) and the right-hand side goes 
down. Therefore, this change relaxes the ICH constraint, and it 
is always optimal to make such a change. This proves the first 
part of our claim. The second part follows from the fact that with 
v > 0 a reduction in TL is strictly in the bureaucrat's interest. 

Proved 

Solving the Bureaucrat's Maximization Problem [MB] 

We solve the bureaucrat's maximization problem [MB] in a 
number of steps. The first step in solving the bureaucrat's maxi- 
mization problem is to consider the more limited maximization 
problem where we drop the constraint ICL. This gives us the 
problem [mb]: 
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Choose PH, PL'Tr, TH, TL to maximize 
NHPH + NLPL - NHVTH -NLVTL - (1 - rr)NHF, 
subject to the constraints 

(ICH) H Tr - PH - 8TH ?H(l - ( UNH)/NL -PL -8TLS 
(IRH) Hr - PH - 8)TH 0, 
(IRL) L(1 - ITNH)/NL - PL - 8TL 2O 

O - PL 
- Y, O - PH 

- Y. O - -a 1, TH, TL - . 

The solution to this problem is given in Claim Al. 

CLAIM Al. The solution to the problem [mb] described above is 
given below. 
If F - L and y -H - (H - L).(l - NH)INL, PH = 

H - (H - L) (l - NH)INL, PL = L(l - NH)INL, and TH = 

TL= . 
If F-L and H - (H - L)-(l - NH)INL> y > L(l - NH)/NL 
ITr = 1PH = Y'PL = L(l - NH)INL, and TH = TL = ? 
If F 2 L and y c L(l - NH)/NL, I L, PH = Y, PL = y, and 
TH =TL = O 
If F < L and y H - (H - L)-(l - NH)/N, T = 1,PH = 
H - (H - L)(1 - NH)INL, PL = L(l - NH)INL, and TH = 

TL= . 
IfF<LandH- (H-L)-(l -NH)NL>y ?L/(NH+NL), 
I = [Ng + (H - L)]/[HNL + (H - L)NH], PH = Y, PL = L 
(H - NHy)/[HNL + (H - L)NH], and TH = TL =? 
If F < L and L/(NH + NL) > y ' L(l - NH)INL, IT = 

(1 - NLYIL)INH, PH = Y PL =y, and TH= TL 0. 
If F < L andy < (1 -NH)/NL, = LPH = YPL =YandTH= 
TL= O. 

Proof of Claim Al 

Observe that at the optimum either the IRL constraint binds 
orPL = y (otherwise the bureaucrat would raise PL). Consider first 
the case where the IRL constraint binds at the optimum. Assume 
to start out that the ICH constraint does not bind. Then PH must 
be equal to y. What remains to be determined is the value of -a. If 
ICH is not binding, a reduction in -a has two effects: it increases 
PLNL by L-NH, and it increases the expected punishment term by 
F.NH. Therefore, if L - F. -T will be set equal to 1. If L > F, -a will 
be reduced until either ICH binds or IRL stops binding so that it 
ceases to be profitable to reduce -T. 
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This leaves us with four distinct cases we need to consider: 
i) F ' L, and IRL binds; 
ii) F ' L, and IRL does not bind; 
iii) F < L, and IRL binds; 
iv) F < L, and IRL does not bind. 
Consider the first two cases together. We know from above 

that if F > L and IRL binds, -a will be set equal to 1; a fortiori 
this will also be true if IRL does not bind. Then if IRL were to 
bind, PL would be L(l - NH)INL. Therefore, IRL binds if and only 
if L(l - NH)INL -Y 

Let IRL bind: then from ICH, H - PH 2 (H - L)(l - NH)INL 
which implies that PH ? H - (H - L)(l - NH)INL. Now either 
this is an equality or PH = y. Which happens depends on how y 
compares with H - (H - L)-(l - 'rNH)/NL; PH will be the smaller 
of the two. 

If IRL does not bind, then PL = y. Then ICH cannot bind ei- 
ther since H(l - NH)INL - y <H - PH. Therefore, PH = Y. 

Turning now to the case where F < L and both ICH and IRL 
bind, we substitute IRL in ICH to get 

(Al) H - PH = (H -L). (1 - nNH)/NL. 

If we increase PH toward y, -a has to go up. The rate at which 
it goes up, d-/ldPH, is l/[H + (H - L)NINL]. The resulting reduc- 
tion in PL will be L (NJNL) 4[H + (H - L)NINLL-1. Therefore, 
there will be a net gain from the increase in PH if NH > NL-L 
(NHINL)I[H + (H - L)NJNLL- which is always true. So, the out- 
come in this case is eitherPH = y or -a = 1. 

Which of these two outcomes obtains at the optimum de- 
pends on which binds first as we increase PH toward y. It can be 
checked by looking at (Al) that if y is greater than H - (H - L) 
(1 - NH)INL then -a will hit 1 before PH hits y. Therefore, this will 
be the outcome. However, if y is below this critical level, then PH 
will hit y with -a less than 1. 

Of course, these predictions assume that the IRL constraint 
binds rather than the alternative outcome PL = y. Now so long as 
y is greater than L, we cannot have PL = Y since this would violate 
IRL. Therefore, the IRL constraint must bind if y is higher than 
L. By continuity it will also continue to bind when y is lower than 
L but not too low. However, as we continue to reduce y, Ir will fall 
toward (1 - ITNH)/NL, and PL will rise to close the gap with PH. 
This cannot go on indefinitely. y must ultimately reach another 
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critical value; at this value of y, Ir must be equal to (1 - 'rNH)INL; 
both PH and PL must be equal to y; and any further reduction in y 
will make PL greater than y. A simple calculation establishes that 
the critical value of y must be L/(NH + NL) and the corresponding 
value of IT must be 1/(NH + NL). 

Once y falls below L/(NH + NL), the constraint PL ' y will 
bind, and therefore there is nothing to be gained by further low- 
ering m. It is easily checked that it is optimal to set PL = PH = Y 
and to raise IT to meet the IRL constraint (since -r > 1/(NH + NL) 

and PL = PH' ICH cannot bind). 
The value of ir as a function of y in this region of the parame- 

ter space will be (from IRL) -r = (L - Nwy)INHL. Now as y goes to 
0, this value of -r goes to a number greater than 1. Therefore, y 
must hit a critical value beyond which reducing y does not in- 
crease ir. This value of y is L(1 - NH)/NL. Below this value of y, 
ITr= 1. 

Compiling all the results proved above, we have the claimed 
result. Proved 

We next observe that at the solution to [mb] the suppressed 
constraint ICL does not always bind. 

CLAIM A2. ICL binds at the values of PH, PL 'rr, TH, and TL which 
solve the [mb] iff (a) if F - L, and y < L, and (b) if F < L and 
y < L[NH + NLiV1. 

Proof Immediate from substitution of the solution of [mb] 
into ICL. 

The next step is to note that since when ICL does not bind 
[MB] is the same as [mb], the solution to [MB] is just the solution 
to [mb] when conditions (a) and (b) do not hold. We state this as 

CLAIMA3. IfF-L, andy ?L,orifF<Landy?-L[NH+NL-1, 
the solution to [MB] is the same as the solution to [mb]. 

Finally, we directly solve the problem for the case where it is 
known that ICL binds, assuming that v/8 is not too large. The 
solution is given below (we only describe the solution for values 
of y higher than L(1 - NH)/NL to prevent the statement from be- 
coming too long-the full statement is given in the previous ver- 
sion of the paper). 

CLMm A4. Let NLJNH> v/8 and v/8 + NHv/NL8 < 1. Then the solu- 
tion to [MB] for the parameter values L(1 - NH)/NL ? y < L 
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if F - L and L(1 - NH)INL ?< y L.[NH + NLL' if F < L, is 
as follows. 
If L > y - L-[NH + NLL-1 and L(1 - v/8) ' F, the outcome is 
Ir = 1, and TH set to solve the equation L - y - 6TH = 0. 
If L > y - L-[NH + NL-1, L c F < L(1 + v/8), the outcome is 
nr = y/L and TH = 0. 
If L-(1 - NH)/NL ' y < L[NH+ NL-1, L(1 + v/8) ' F. the 
outcome is Ir = 1 and TH set to solve L - y - 6TH = 0. 
If L.(1 - NH)INL - y < L [NH + NL]1, L(1 + v/8) > 
F - L (V/6 + NHvINL8), the outcome is ir and TH set to solve 
ITL - y - 6TH= 0 and L(1 - NHrr)/NL = Y 
If L-(1 - NH)INL ' y < L[NH + NL] 1, F < L(v/6 + NHvINL8), 
the outcome is ir = (NH + NL)-1 and TH = 0. 

Proof Note that since ICH does not bind, raising PH is al- 
ways a good thing. Therefore, PH Y. Assume now that TH > 0, 
and consider the effect of a ATH reduction in TH on the bureau- 
crat's objective function. To keep ICL satisfied, we must reduce 
eitherpL or rr. In the case when we reduce PL' the gain is vNHATH 
which is less than the loss that is NL8ATH by our condition v/8 < 
NLINL. Therefore, it will never pay to reduce PL. In fact, PL will be 
raised until either IRL binds or PL = Y. 

Assume next that IRL binds. This combined with ICL im- 
plies that 

(A2) nLL-y-6TH=O. 

From (A2) drI/dTH = A/L. Using this in combination with the 
formula for dpLjdr derived from IRL, we find that an increase in 
TH (weakly) increases the bureaucrat's welfare if F - (1 + vl8)L. 
Therefore, if F - (1 + vl8)L, an increase in wr accompanied by the 
corresponding rise in TH must increase the bureaucrat's welfare. 
Conversely, as long as PL < y, if F < (1 + vl8)L, a reduction in TH 
must raise the bureaucrat's welfare. 

Next let IRL not bind. Then from ICH, dTldc = L(1 + NH! 

NL)/8. Therefore, an increase in wl accompanied by a rise in TH 

(weakly) raises the bureaucrat's welfare iff F - L(v/6 + vNJINL8). 
Since L(v/ + vNJINL8) < L(v/6 + 1), F - L(v/6 + 1) suf- 

fices in both cases. Therefore, under this condition IT will be 
set equal to 1 (since an increase in IT accompanied by an in- 
crease in TH increases the bureaucrat's welfare). Therefore, PL = 

min{(1 - NH)INL, y} which, given our restriction on y, means 
thatPL = (1 - NH)INL. 
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Next consider the case where L(v/6 + vNJNL8) < F < L(v/6 
+ 1). In this case it does not pay to increase rr once IRL binds but 
so long as IRL does not bind, wr will be increased. Therefore, ei- 
ther ir = 1, or ir must be such that IRL just binds. But if IRL does 
not bind, we must have PL = y which along with rr = 1 implies 
that IRL is violated (as long as y - (1 - NH)INl). Therefore, IRL 
must bind; i.e., we must have L(1 - NHr)/NL = PLY 

Now we know from above that when IRL binds and PL < Y. if 
F < (1 + v/8)L the bureaucrat always wants to reduce TH. There- 
fore, at the optimum we will have TH = 0. This implies that 
the optimal values of ir and PL will be, respectively, y/L and L 
(1 - NHY/L)/NL. 

By contrast, when y < L/(NH + NL), solving IRL and ICL with 
TH= 0 yields a solution for PL which is greater than y. Therefore, 
we must choose TH> 0. Specifically, we will choose PL = y and Ir 

and TH to satisfy rrL - y - TH = O and L(1 - NHrr)/NL = y. 
Proved 

Claims A3 and A4 between them describe the full solution to 
the bureaucrat's problem [MB]. 
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We study the allocation of driver’s licenses in India by randomly assigning
applicants to one of three groups: bonus (offered a bonus for obtaining a license
quickly), lesson (offered free driving lessons), or comparison. Both the bonus and
lesson groups are more likely to obtain licenses. However, bonus group members
are more likely to make extralegal payments and to obtain licenses without know-
ing how to drive. All extralegal payments happen through private intermediaries
(“agents”). An audit study of agents reveals that they can circumvent procedures
such as the driving test. Overall, our results support the view that corruption does
not merely reflect transfers from citizens to bureaucrats but distorts allocation.

I. INTRODUCTION

Public service provision in many developing countries is
rife with corruption. A basic question about such corruption is
whether it merely represents redistribution between citizens and
bureaucrats or results in important distortions in how bureau-
crats allocate services. This question underlies the debate on the
efficiency implications of corruption, with some arguing that cor-
ruption merely “greases the wheels” of the bureaucracy and others
arguing that it harms society.1 In this paper, we use detailed sur-
vey data and experimental evidence to study this question in the
context of one particular bureaucratic process: the provision of
driver’s licenses in Delhi, India.
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Berkeley, the University of Chicago GSB, LSE, Yale University, NYU, Ohio State
University, the University of Florida, the University of Toronto, the World Bank,
and the ASSA 2006 meeting for helpful comments.

1. For the “grease-the-wheels” view, see Leff (1964), Huntington (1968), and
Lui (1985). For example, Huntington (1968) remarked that “[I]n terms of economic
growth, the only thing worse than a society with a rigid, overcentralized, dishonest
bureaucracy is one with a rigid, overcentralized, and honest bureaucracy.” For
arguments on how corruption can harm society, see Myrdal (1968), Rose-Ackerman
(1978), Klitgaard (1991), Shleifer and Vishny (1992, 1993), and Djankov et al.
(2002).

C© 2007 by the President and Fellows of Harvard College and the Massachusetts Institute of
Technology.
The Quarterly Journal of Economics, November 2007

1639



1640 QUARTERLY JOURNAL OF ECONOMICS

Specifically, between October 2004 and April 2005, the Inter-
national Finance Corporation (IFC) followed 822 driver’s license
candidates, collecting data on whether they obtained licenses, as
well as detailed micro data on the specific procedures, time, and
expenditures involved.2 At the end of the process, the IFC ad-
ministered an independent surprise driving test (simulating the
test that is supposed to be given by the bureaucrats) to determine
whether individuals who were granted a license could drive.

To understand whether and how corruption affects alloca-
tion, license candidates were randomly assigned to one of three
groups. The “bonus group” were offered a large financial reward
if they were able to obtain a license in 32 days (two days longer
than the statutory minimum time of 30 days). The “lesson group”
were offered free driving lessons, to be taken immediately after
recruitment into the survey.3 The comparison group were sim-
ply tracked through the process. The bonus treatment allows us
to assess whether and how the allocation of licenses responds
to willingness to pay. Are a group that are willing to pay more
for licenses more likely to get them? But also, are there more
unqualified drivers receiving licenses in such a group? The les-
son treatment allows us to assess whether allocation decisions
by the bureaucracy are at all responsive to the socially most
important component of this regulatory process–one’s ability to
drive.

The comparison group’s experiences already provide evidence
of a distorted bureaucratic process. Close to 71% of license getters
in the comparison group did not take the licensing exam, and 62%
were unqualified to drive (according to the independent test) at
the time they obtain a license.4 The average license getter in this
group paid about Rs 1,120, or about 2.5 times the official fee of
Rs 450, to obtain a license.

The experimental results highlight how these distortions re-
spond to private willingness to pay. While individuals in the bonus

2. Other microempirical approaches to documenting and measuring corrup-
tion are Di Tella and Schargrodsky (2003), Fisman and Wei (2004), and Olken
(2005).

3. To ensure that there were no social costs to the study, participants in the
comparison and bonus groups were offered free driving lessons upon completion
of the final survey and driving test.

4. Why acquire a license without knowing how to drive, especially since li-
censes are not used as a primary form of identification in India? License getters
will likely learn how to drive after they get the license, as we discuss later on. The
key point is that their driving skill level is unregulated; they will learn to the level
that they find privately useful rather than the socially optimal level.
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group are 24 percentage points more likely to obtain a license than
those in the comparison group, they are also 13 percentage points
more likely to obtain a license without taking the legally required
driving exam, as well as 18 percentage points more likely to both
obtain a license and fail the independent driving test.5 In other
words, a higher willingness to pay for a license translates into an
increase in the number of license getters who cannot drive. The
experimental results regarding the lesson group, however, suggest
that social considerations are not totally ignored in the allocation
of licenses: the lesson group is 12 percentage points more likely
to obtain a license than the comparison group.6 As a whole, the
bonus group pay Rs 178 more in extralegal fees. Individuals in the
lesson group continue to make extralegal payments despite being
better drivers: the average extralegal payment is about the same
in the lesson and comparison groups (albeit with more licensed
drivers in the lesson group).

Interestingly, we find no evidence of direct bribes to bureau-
crats in any of the groups. The extralegal payments are mainly
fees to “agents,” professionals who “assist” individuals in the pro-
cess of obtaining their driver’s licenses. These agents appear to be
more than just time-saving institutions (akin to accountants em-
bodying knowledge of tax regulations). Instead, multiple pieces of
evidence suggest that agents institutionalize corruption. We find
that 94% of individuals who did not hire agents took the legally
required driving test at least once, while only 12% of those who
used agents took that test. To investigate this further, we de-
signed a second experiment aimed exclusively at understanding
how agents affect the licensing process. Specifically, trained ac-
tors were sent to agents to elicit the feasibility of and prices for
obtaining a license under different pretexts, which corresponded
to bending various official rules. We find that agents can provide
services that circumvent official rules. For example, agents were
able to procure a license despite someone’s lack of driving skills:
agents offered to procure licenses for 100% of actors who said they

5. Moreover, the average license getter in the bonus group is more likely to
fail our driving test than the average license getter in the comparison group. This
suggests that the bonus group’s failure rate is higher than one would estimate
if one simply added more license getters (but with the same failure rate) to the
comparison group.

6. We cannot rule out the possibility that simply being offered lessons also
raised the lesson group’s desire to get a license and, therefore, the effort they were
willing to exert to obtain a license. The lesson group may thus also have a higher
private willingness to pay for the license.



1642 QUARTERLY JOURNAL OF ECONOMICS

did not have the time to learn how to drive. However, they cannot
bend all rules as easily: rules that leave a documentary trail (such
as place-of-residence restrictions) appear harder for agents to
circumvent.

Finally, to understand why good drivers in the lesson group
continue to make extralegal payments, we studied nonexperimen-
tally the experiences of those who try to use the formal (i.e., nona-
gent) channel for getting a license. Examining the subset of par-
ticipants who began the process by taking the driving test once,
we find that a substantial percentage of them (about 35%) failed
and must resort to retaking the test or hiring an agent. Most in-
terestingly, this percentage is unrelated to actual ability to drive:
it is constant across the lesson, bonus, and comparison groups,
and it is also constant across scores on the independent driving
test. One possible interpretation of these suggestive data is that
bureaucrats arbitrarily fail test takers in order to induce them
to use agents. This interpretation is consistent with theories of
“endogenous red tape,” which emphasize that many bureaucratic
hurdles might be the result of rent-seeking activities by bureau-
crats (see for example Myrdal [1968], Shleifer and Vishny [1993],
and Banerjee [1997]).

Hence, there appear to be two paths to obtaining a driver’s
license in New Delhi: the official path and the agent path. While
following the agent path involves substantial extra costs, it en-
sures getting a license even without knowing how to drive, most
likely because agents make payments to bureaucrats to bend the
rules. While it is possible to obtain a license without hiring an
agent, it also appears that bureaucrats may create hurdles (red
tape) to encourage the use of agents. Overall, these results sup-
port the view that corruption in this particular setting goes beyond
simple redistribution from citizens to bureaucrats.

The rest of the paper proceeds as follows. Section II dis-
cusses the process of obtaining a driver’s license in India, while
Section III describes the data collection and lays out the design
of the first experiment (comparative experiences of comparison,
bonus, and lesson groups). These experimental findings are pre-
sented in Section IV. Section V explores the process of getting
a license with an agent, relying both on nonexperimental data
and also on the findings of the second experiment (audit study
of agents); we also investigate the possibility of red tape in the
formal process. Section VI discusses alternative interpretations.
Section VII concludes.
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II. GETTING A DRIVER’S LICENSE IN DELHI, INDIA

The Motor Vehicle Act of 1988 and its subsequent amend-
ments stipulate the official licensing process in India. State gov-
ernments are responsible for administering this act. In Delhi, the
setting for this project, licenses are issued at nine regional trans-
port offices (RTOs). The jurisdiction of each office coincides with
the corresponding police district, and individuals can only obtain
licenses from their particular RTOs. In 2002, the Delhi Motor
Vehicle Department authorized 313,690 licenses.

To be eligible for a license, an individual must be at least
18 years of age. He or she must first obtain a temporary license,
which grants the right to practice driving under the supervision
of a licensed individual. To obtain the temporary license, proof of
residence, proof of age, a passport-sized photo, and a medical cer-
tificate must be submitted to the RTO, along with the application
form. There is an application fee of Rs 360 ($8). Then the appli-
cant must take a color blindness test and a written examination
with 20 multiple choice questions on road signs, traffic rules, and
traffic regulations. Upon the applicant’s passing these, the tem-
porary license is processed on the same day. If the applicant fails
the exam, he or she can reapply after a 7-day waiting period.

After 30 days (and within 180 days) of the issuance of the
temporary license, the individual may apply for a permanent li-
cense. The applicant must submit proof of age, proof of residence,
a recent passport-sized photo, and his or her temporary license.
The applicant must also pass a driving road test at the RTO. A
Rs 90 fee ($2) is charged for the photograph and lamination of the
license. If the applicant fails the road test, he or she can reapply
after a 7-day waiting period.

III. DESIGN OF THE FIRST FIELD EXPERIMENT

In the first experiment, the IFC recruited and observed indi-
viduals through the application process for a four-wheeler license.
The three main project phases—recruitment, randomization, and
follow-up—are described below (see also Figure I).

III.A. Recruitment

Recruitment began in June 2004 and continued through
November 2004. Recruiting occurred in a two-week cycle. During
each cycle, recruiters intercepted individuals who were entering



1644 QUARTERLY JOURNAL OF ECONOMICS

FIGURE I
Project Summary

one of the following four RTOs in Delhi: Southwest, Northwest,
South, or New Delhi. The IFC gave recruiters strict guidelines
regarding the type of person to approach for the project. First, to
reduce attrition, recruiters were instructed to approach only men
(in a pilot study, 60% of men remained in the project, while 100%
of the women dropped out). Second, they were asked to identify
individuals who had not previously had a license, but wanted one.
Finally, to comply with government regulations, only individuals
over age 18 were allowed to participate.

The recruiters provided each potential participant with a
short explanation of the project, offered an information sheet out-
lining the time frame and payment structure for the project, and
invited interested individuals to attend an information session to
learn more about the project.

III.B. Initial Session and Randomization

An initial survey session was held at the end of each two-
week recruiting cycle near the RTO from which the subjects were
recruited. On average, 36 individuals participated in each of the
23 sessions, for a total of 822 project participants (see Figure II).
Participation was restricted to individuals who had been officially
recruited and up to one of their friends.7

To begin, the survey team administered an introduction
survey to each participant. In addition to sociodemographic

7. To further limit attrition, the project team rejected any individual whose
phone number could not be verified prior to the session and required formal iden-
tification (student identification, ration card, etc.).
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FIGURE II
Final Licesing Status of Participants

Note: Percentage of individuals out of original 822 survey participants
reported in parentheses.

information, the survey included questions on previous experi-
ences in obtaining government services and previous driving expe-
rience, as well as beliefs about the necessary procedures to obtain
a driver’s license. The survey concluded with a series of questions
regarding driving laws and practices; these questions were drawn
from a sample of practice test questions published by the Delhi
RTO.8

After the survey, each individual was given one of three pos-
sible letters. The letters randomly allocated him to one of three
groups: a comparison group, a bonus group, and a lesson group.
Individuals in the comparison group were simply asked to return
for a second survey—documenting their experiences—upon ac-
quiring a permanent license. As an inducement to return, each
subject was offered Rs 800 (roughly $17) upon completion of the
final survey.9

The IFC gave individuals in the bonus group the same set
of instructions as those in the comparison group. However, to

8. For example: You are driving in heavy rain. Your steering suddenly becomes
very light. You should (1) steer toward the side of the road, (2) brake firmly to
reduce speed, (3) apply gentle acceleration, (4) ease off the acceleration, (5) do not
know.

9. Since all subjects received a cash payment, their behavior may not be
representative of the population as a whole. This does not compromise the internal
validity of the differences between treatment and comparison groups.
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generate a stronger incentive for obtaining a license, the IFC
also offered a bonus of Rs 2,000 (on top of Rs 800 for complet-
ing the surveys) if the individuals could obtain their permanent
licenses within 32 days of obtaining their temporary licenses (two
days over the official minimum wait time). Rs 2,000 was chosen
to ensure a large enough treatment effect.10

Finally, in addition to being given the same set of instructions
as the comparison group, individuals in the lesson group were of-
fered free driving lessons, to be taken immediately. Accredited
driving schools were hired to provide up to 15 lessons. Individu-
als in this group were also promised a payment of Rs 800 upon
completion of the surveys.

At the end of this initial session, the project team paid all par-
ticipants Rs 200 ($4.25). This was done to help alleviate possible
credit constraints on acquiring a license. This upfront payment
was also made in order to increase the credibility of the final
payment. Behavioral studies of this type are not typical in India
and participants in the pilot (who did not receive this upfront
payment) harbored suspicions about whether the final payment
would be made.

While the project team tried to isolate the three groups from
each other, we cannot rule out the possibility that individuals
in different groups communicated with each other during this
process. To increase transparency, each of them was informed that
several groups existed in the study, and that some participants
were randomly chosen to win additional payments.

III.C. Follow-Up

It may take as few as 30 days or as many as 180 days to ob-
tain a license. During this period, the project team kept in close
contact with all participants to remind them about the project and
maintain the credibility of the final payments. Extensive phone
calls were made (and logged) to ensure that participants under-
stood the instructions and payments schemes, to arrange lessons
for subjects in the lesson group, and to remind subjects in the
bonus group about the bonus scheme and deadlines.

As shown in Figure II (and, in more detail, in Appendix I),
497 individuals (60%) obtained temporary licenses. The project

10. The monthly gross salary for the 380 employed individuals in our sample
is Rs 5,446, and so the bonus is roughly equivalent to one-third of an individual’s
monthly income.
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team administered a phone survey to these individuals regarding
the subject’s experiences in the bureaucratic process so far. The
project team also attempted to administer a phone survey to the
325 individuals who failed to obtain temporary licenses in order
to understand the reasons that they did not. Ninety individuals
could not be contacted. Since we are unsure whether they obtained
any type of license, we exclude them from the rest of the analysis.

Upon earning a permanent license, each subject was invited
to a final session. Half of the original set of participants both ob-
tained a final license and returned for the final survey. At this
session, the survey team questioned each individual on his ex-
periences in the process, tested his driving skills, gave the final
payment, and, for those in the comparison and bonus groups, of-
fered free driving lessons.11

Under the supervision of the project team, an accredited driv-
ing school administered a surprise practical driving test. The ex-
amination was designed to test the skills required to obtain a
license. To preserve the integrity of the test, the test-givers were
not from any of the schools that provided the instruction to the
lesson group and did not know which experimental group a given
test-taker belonged to. The driving exam consisted of two parts.
First, the test-giver administered an oral examination to judge
whether a subject could operate a car.12 If a subject was unable to
answer all of these questions correctly, he was deemed incapable
of taking the practical driving test and automatically failed. If the
subject adequately answered all questions, the test-giver admin-
istered a road test. The test-giver awarded subjects a series of
points for satisfactorily illustrating that they could properly start
a car, change gears, use indicators, complete turns, and park. The
key feature of this test is that it mirrors exactly what the RTO
itself is supposed to be testing.

The project team offered Rs 500 to the 71 individuals who
obtained temporary licenses, but did not obtain a final license,
to also attend a final session. At this session, the project team
administered a survey to understand why they did not obtain a
license and also administered the surprise driving exam. Twenty-
three individuals attended this session (Figure II).

11. Upon earning a permanent license, an individual is required to relinquish
his temporary license to the RTO. As proof of date, subjects in the bonus group
were required to bring photocopies of their temporary licenses.

12. This oral exam was not a test of technical terms. Instead it tested basic
knowledge needed to operate a motor vehicle. For example, individuals were asked,
“which pedal would you use to speed up?” “how would you start the car?” etc.
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For the rest of the paper, an individual is considered an attri-
tor if he could not be tracked during the study (90 individuals) or
if he did not complete the requested final survey (65 individuals);
this leaves 667 individuals. Appendix II studies the differences be-
tween attritors and nonattritors in terms of socioeconomic charac-
teristics, driving experiences, past bribing experience, and beliefs
regarding procedures (as collected in the initial survey). We find
very little difference between attritors and nonattritors, with two
exceptions: attritors are less likely to be married and more likely
to have driven a two-wheeler in the past. If the different treat-
ments caused differential attrition, the comparison of the treat-
ment groups to the comparison group may be less valid. In fact, a
few characteristics (mainly age, marital status, and having driven
a four-wheeler at one time in the past) are not balanced between
attritors and nonattritors across the three groups. Therefore, we
control for these characteristics in our empirical specifications.

III.D. Survey Participants’ Characteristics

Table I describes the main characteristics of the 667 individ-
uals in the study whom we were able to track and who completed
the requested final survey. Column (1) presents means for the
full sample, while columns (2)–(4) present means for each group.
The stars indicate whether a given group’s mean significantly dif-
fers from the two other groups’, after controlling for session fixed
effects. All standard errors are robust.

Panels A and B document the participants’ socioeconomic
backgrounds and their past driving experience. Individuals tend
to be young (24 years of age) and many are high school or col-
lege students (49%). Seventy-seven percent are Hindu, while 20%
are Muslim; 35% have minority status (Other Backward Castes,
Scheduled Castes, or Scheduled Tribes). Many have driven a
two-wheeler at least once (88%), yet only 3% report having
a two-wheeler license. Close to a quarter report having driven
a four-wheeler at least once in the past. As Delhi is India’s capi-
tal, it is unsurprising that 43% have at least one family member
(usually a parent) employed by the government.

The characteristics summarized in Panels A and B appear
balanced across the three groups. There are no significant
differences across groups in age, education levels (as measured by
percentage of people with less than a primary school education),
employment status, wealth (as measured by owning a home or
owning a car), income, or likelihood of having a two-wheeler
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TABLE I
SOCIOECONOMIC CHARACTERISTICS, PAST DRIVING EXPERIENCES,

AND BELIEFS ON PROCESS

Full sample Comparison Bonus Driving lesson
(1) (2) (3) (4)

A. Socioeconomic characteristics
Age 24.28 23.82 24.70 24.11
Married 0.25 0.22 0.27 0.24
Students 0.49 0.50 0.45 0.52
Employed 0.47 0.45 0.50 0.45
Less than primary

education
0.08 0.06 0.07 0.09

Owns home 0.61 0.61 0.59 0.63
Owns car 0.11 0.10 0.13 0.09
Minority 0.35 0.43 0.31 0.35
Hindu religion 0.77 0.84** 0.77 0.73
Muslim religion 0.20 0.15 0.19 0.23
Log (salary) 3.90 3.70 4.18 3.73
Family member in

government
(including self)

0.43 0.38 0.45 0.43

B. Driving experience
Have 2-wheeler

license
0.03 0.03 0.02 0.03

Have driven a
2-wheeler

0.88 0.83** 0.91* 0.86

Have driven a
4-wheeler

0.24 0.24 0.34*** 0.11***

Months known how to
drive a 4-wheeler
(given drive)

3.66 3.38 3.96 3.04

C. You are caught driving without a license. Would you bribe. . . . .
If the fine is 500 and

bribe is 300?
0.61 0.64 0.60 0.60

If the fine is 3,000 and
bribe is 300?

0.81 0.84 0.79 0.79

D. Ever. . . in the past (conditional on having tried to obtain a public service)
Paid bribe 0.20 0.18 0.23 0.17
Used agent 0.21 0.19 0.23 0.20

E. Beliefs regarding procedures
Total trips to obtain

license
6.92 7.50 6.87 6.60

Total time at RTO 1,135.35 1,225.15 1,173.69 1,031.52
N 667 155 268 244

Notes.
1. This table reports summary statistics from the initial baseline survey. The mean demographics, driving

experiences, and beliefs regarding the license process are presented for the 667 individuals who were tracked
during the process and filled out all relevant surveys.

2. Column (1) presents the means for the full sample, while columns (2)–(4) report the means by the three
experimental groups: comparison, bonus, and lesson.

3. Stars indicate a significant difference from other two groups, after controlling for session fixed effects.
Standard errors are robust. Significance at the 10% level is represented by ∗ , at the 5% level by ∗∗ , and at the
1% level by ∗∗∗ .
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license. There are some exceptions. First, individuals in the com-
parison group are more likely to be Hindu. Second, a larger frac-
tion of those in the bonus group and a lower fraction of those in the
comparison group report having driven a two-wheeler at least once
in the past. Third, a larger fraction of those in the bonus group
and a smaller fraction of those in the lesson group report hav-
ing driven a four-wheeler before. However, conditional on having
driven a four-wheeler, there are no systematic differences across
groups in the tenure of driving a four-wheeler.

Survey participants talk openly about bribes and agent us-
age. First, to capture attitudes toward bribing, the project team
posed the following hypothetical scenario to individuals: “You are
driving without a license and are pulled over by a policeman.
The policeman offers you a choice of paying a Rs 500 fine or a
Rs 300 bribe.” Sixty-one percent of the sample indicated that they
would pay the bribe, and there were no significant differences in
the propensity to bribe across the three groups (Panel C). Partic-
ipants have some distaste for paying bribes, as evidenced by the
fact that when the cost of the fine relative to the bribe increases,
more individuals are willing to pay the bribe (for example, 81%
of the sample stated that they would pay the bribe if the fine was
Rs 3,000 and the bribe remained Rs 300). Second, the project team
asked individuals whether they had paid a bribe at least once in
the past (Panel D). Conditional on having obtained a service, 20%
of individuals paid a bribe and 21% report having hired an illegal
agent to help obtain a service (these are not mutually exclusive
groups).13 There are no systematic differences in past bribing be-
havior or agent usage across the three groups.

The final panel reports the participants’ beliefs regarding
the process of obtaining a license. Participants think that the
entire process will take on average 6.9 trips. As we will see, this
is more trips than it will take the average participant in practice.
There are no systematic differences in beliefs across the three
groups.

In summary, while the precharacteristics are fairly well bal-
anced across the three groups, there are some systematic differ-
ences. We directly control for those characteristics in the analysis
that follows.

13. The list of services covered in the initial survey was as follows: ration
card, passport, land title, building permit, electricity, water, voter’s card, personal
account number (which is equivalent to a social security number). The highest
likelihood of bribe payment was with regard to ration cards, followed by land titles
and building permits.
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TABLE II
SUMMARY STATISTICS ON THE BUREAUCRATIC PROCESS FOR THE COMPARISON GROUP

Variable Mean

A. Final license status
Obtained a final license 0.48
Obtained a license in 32 days or less 0.15
Obtained a final license conditional on trying 0.69
Obtained a license without taking licensing exam 0.34
Obtained license & automatically failed ind. exam 0.29

B. The process by which individuals obtained licenses
Number of days between temporary and final license 47.99

(29.14)
Predicted number of trips 6.46

(4.10)
Number of trips 2.50

(0.73)
Minutes spent at RTO (across all trips) 206.07

(111.86)
Number of officials spoken with 4.73

(2.90)
Lines waited in (final license) 2.51

(1.09)
Took RTO licensing exam 0.30

(0.46)

Notes.
1. This table describes the licensing process for the comparison group.
2. Panel A includes all 156 individuals who were both tracked during the course of the study and completed

all surveys, while Panel B includes all 74 individuals who obtained a final license and completed all surveys.
3. “Trying” is defined as making at least one trip to the regional transport office after the initial session.

“Predicted number of trips” is the number of trips an individual predicted it would entail to obtain a license
prior during the initial baseline survey.

4. Standard deviations are in parentheses.

IV. EMPIRICAL RESULTS FROM FIRST EXPERIMENT

How does this bureaucratic system respond to variation in
individuals’ willingness to pay for a driver’s license (“bonus” treat-
ment)? How does it respond to variation in individuals’ deserving-
ness of a driver’s license (“lesson” treatment)? Before examining
the experiment designed to address these questions, we describe
some interesting facts about individuals in the comparison group.
These are reported in Table II.

Panel A includes all individuals in the comparison group who
could be tracked by the survey team and completed the requested
surveys, as described in Section III. Only 48% were able to obtain
their permanent driver’s licenses and only 15% were able to ob-
tain them within 32 days of obtaining their temporary licenses.
This low success rate cannot solely be attributed to the difficulty of
obtaining a license. Some participants reported that they did not
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try to obtain a license (see Appendix I), where trying implies hav-
ing visited the RTO at least once after the initial session (to talk
to either a bureaucrat or an agent). Excluding these individuals,
69% obtained permanent licenses.

Most striking are the statistics in the next two rows of Panel
A. We find that 34% of individuals in the comparison group ob-
tained licenses without taking the legally required driving exam
at the RTO; given that only 48% obtained licenses, this implies
that close to 71% of the license getters did not take the licens-
ing exam. This indicates a large misapplication of the socially
most useful component of this regulation—the screening of driv-
ing skills. It is possible that bureaucrats use other means, perhaps
less time-intensive ones, to assess driving ability. The results of
our independent driving test suggest otherwise. Twenty-nine per-
cent of individuals in the comparison group obtained licenses and
automatically failed our independent driving test, where failing
means that the individual knew so little about the workings of the
car that the test-giver refused to take him on the road. In other
words, 62% of the license getters were unqualified to drive at the
time they obtained licenses.14,15

In Panel B of Table II, we restrict the sample to the selected
set of individuals in the comparison group who obtained perma-
nent licenses. On average, it took them 48 days to obtain the li-
censes. These individuals overestimated what the bureaucratic
process would entail: they thought, for example, that the process
would take over 6.5 trips to the RTO. In practice, they only spent
3.5 hours (206 minutes) over 2.5 trips. They interacted with about
5 bureaucrats, and waited in 2.5 lines. Few of them (30%) took
the required licensing exams at the RTO. Finally, the last row of
Panel B shows that individuals in the comparison group on

14. This failure rate reflects a true inability to drive—as defined by the RTO—
at the time of the test. As noted above, the test mirrors the RTO exam and checks
for basic skills. Of course, these results do not immediately imply that incompe-
tent drivers will be on the road, since we cannot measure investments in driving
beyond the study. They do, however, imply that there is no effective regulation
of who can drive. People will choose whatever level of driving skill is privately,
not socially, optimal. This is especially important since everyone obtains a license
for the purpose of driving. Driver’s licenses are not used as a primary form of
identification in India.

15. One may also ask, though, why individuals who do not know how to drive
would go to the RTO to get a license. One explanation might be that it is easier or
cheaper to learn how to drive with a permanent license in hand than without one.
Learning with a temporary license may be more onerous because of the limited
time validity of this license. For example, an unexpected work commitment may
arise during the learning process that delays it and necessitates a reapplication
for a temporary license. A permanent license (with unlimited validity) provides
far more flexibility in timing the learning.
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average paid 2.5 times the official fees to obtain their license:
the average license getter paid about Rs 1,120, while official fees
are only about Rs 450.

In summary, the experience of the comparison group shows
distortions in the system, with many individuals obtaining li-
censes without being screened for driving ability and many pay-
ing well above official fees. However, this evidence does not tell us
about the forces that generate these outcomes for the comparison
group. Do these distortions result from bureaucrats sacrificing so-
cial benefits in order to cater to individuals’ private willingness to
pay? Do these distortions imply that this system does not respond
to social considerations (e.g., ability to drive)? The experimental
results shed light on these questions.

IV.A. Experimental Results

Our main experimental results are presented in Tables III
and IV. Each column reports, for the dependent variable listed
in that column, the coefficient estimates on dummy variables for
bonus and lesson groups from a regression of the form

(1) Outcomei = β0 + β1Bonusi + β2Lessoni

+ β3Sessioni + β4Xi + ei.

Indicator variables for the initial session the individual attended
(Sessioni) are included to absorb the unobserved heterogeneity in
the procedural outcome across the initial sessions. This is impor-
tant for two reasons. First, the IFC ended the study three months
after the last initial session. Thus, individuals who attended the
first session in July 2004 had more time to obtain licenses than
those who attended the last session in November 2004. Second,
because we recruited geographically for each session, all individu-
als at a given initial session were required to obtain licenses from
the same RTO. Controlling for initial session fixed effects there-
fore also nets out any differences in procedures across RTOs. De-
mographic variables—age, marital status, religion fixed effects, a
dummy variable for having driven a four-wheeler prior to the ex-
periment, and a dummy variable for having driven a two-wheeler
prior to the experiment—are used to control for differences in pre-
experimental characteristics and differential attrition in the main
sample (see Table I and Appendix II).16 Robust standard errors are

16. The results do not differ significantly if we control for the additional so-
cioeconomic variables from the introduction survey.
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reported in parentheses under each estimated coefficient. Below
the coefficient estimates, we list the F-statistic and p-value for
the joint significance of β1 and β2. For ease of interpretation, we
also report the mean of the dependent variable for the comparison
group in the first row of each column.

Table III focuses on experimental outcomes related to
whether or not a given individual obtained a license; Table IV
considers payment and process-related outcomes. For ease of ex-
position, within each table, we first discuss our findings regarding
the bonus group and subsequently move to our findings regarding
the lesson group.

IV.B. Obtaining a License: The Bonus Group

The first outcome we consider in Table III is whether or not
a given individual was able to obtain a license. “Obtained license”
is a dummy variable that equals 1 if a given individual obtained
a permanent driver’s license, and 0 otherwise. In column (1), the
sample consists of the 731 individuals for whom we know whether
or not they obtained a final license.17 In column (2), we addition-
ally drop the 65 individuals who indicated their final licensing
status to the project team over the phone but refused to attend
the final session to take the survey and driving exam. The sample
in column (2) will be used for the analysis of all other experimental
outcomes, as the only information we have about these 65 individ-
uals is whether or not they obtained licenses. We obtain similar
results in these two samples: individuals in the bonus group are
about 25 percentage points more likely to obtain final licenses, a
difference that is significant at the 1% level.18 We also consider
in column (3) a dummy variable that equals 1 if the individual

17. In the bonus group, the individuals we could not track were more likely to
be students and to have known how to drive for a longer period of time (conditional
on knowing how to drive), relative to the comparison group. In the lesson group, the
individuals we could not track were more likely to be older, married, and employed
and to know someone in the government, relative to the comparison group.

18. Since the bonus group has a lower attrition rate (4.4%) than the compar-
ison group (13.4%), one wonders whether selective attrition by the comparison
group could generate an apparent difference in success rates even if none existed.
This would happen if the dropouts from the comparison group were disproportion-
ately license getters. To quantify the magnitude of this concern, assume conserva-
tively that the license-getting rate among those we cannot track in the comparison
group is the same as the license getting rate among those we can track in the bonus
group. Assume further that none of those we cannot track in the bonus group ob-
tained licenses. This would imply a license getting rate of 48% in the comparison
group, compared to a license getting rate of 65% in the bonus group. This suggests
that the attrition is not quantitatively large enough to affect this result.



1656 QUARTERLY JOURNAL OF ECONOMICS

T
A

B
L

E
IV

P
A

Y
M

E
N

T
S

A
N

D
P

R
O

C
E

S
S

P
ay

m
en

t
H

ir
ed

an
ag

en
t

P
ay

m
en

t
to

O
bt

ai
n

ed
li

ce
n

se
ab

ov
e

of
fi

ci
al

T
ri

ed
to

H
ir

ed
an

an
d

ob
ta

in
ed

ag
en

t
ab

ov
e

an
d

to
ok

m
or

e
fe

es
br

ib
e

ag
en

t
li

ce
n

se
of

fi
ci

al
fe

es
th

an
th

re
e

tr
ip

s
(1

)
(2

)
(3

)
(4

)
(5

)
(6

)

C
om

p.
gr

ou
p

m
ea

n
33

8.
21

0.
05

0.
39

0.
37

31
3.

97
0.

05
B

on
u

s
gr

ou
p

17
8.

4
0.

02
0.

19
0.

21
14

2.
4

0.
03

(4
6.

33
)∗

∗∗
(0

.0
2)

(0
.0

5)
∗∗

∗
(0

.0
5)

∗∗
∗

(4
5.

54
)∗

∗∗
(0

.0
2)

L
es

so
n

gr
ou

p
−0

.2
4

−0
.0

2
−0

.0
2

−0
.0

2
−4

2.
22

0.
05

(4
4.

38
)

(0
.0

2)
(0

.0
5)

(0
.0

5)
(4

3.
77

)
(0

.0
2)

∗∗
N

66
6

66
6

66
6

66
6

66
6

66
6

R
2

0.
13

0.
11

0.
12

0.
13

0.
11

0.
09

F
-s

ta
t

12
.0

6
2.

53
14

.0
7

16
.4

5
11

.9
8

2.
11

p-
va

lu
e

.0
0

.0
8

.0
0

.0
0

.0
0

.1
2

N
ot

es
:

1.
T

h
is

ta
bl

e
re

po
rt

s
on

th
e

su
bj

ec
ts

’p
ay

m
en

ts
an

d
pr

oc
es

s
to

ob
ta

in
a

li
ce

n
se

,b
y

ex
pe

ri
m

en
ta

lg
ro

u
p.

2.
E

ac
h

co
lu

m
n

gi
ve

s
th

e
re

su
lt

s
of

an
O

L
S

re
gr

es
si

on
of

th
e

de
pe

n
de

n
t

va
ri

ab
le

li
st

ed
in

th
at

co
lu

m
n

on
in

di
ca

to
r

va
ri

ab
le

s
fo

r
be

lo
n

gi
n

g
to

th
e

bo
n

u
s

an
d

le
ss

on
gr

ou
p.

A
ll

re
gr

es
si

on
s

in
cl

u
de

se
ss

io
n

fi
xe

d
ef

fe
ct

s,
ag

e,
re

li
gi

on
fi

xe
d

ef
fe

ct
s,

an
in

di
ca

to
r

va
ri

ab
le

fo
r

m
ar

it
al

st
at

u
s,

an
in

di
ca

to
r

va
ri

ab
le

fo
r

w
h

et
h

er
th

e
in

di
vi

du
al

h
ad

ev
er

dr
iv

en
a

tw
o-

w
h

ee
le

r
pr

io
r

to
th

e
pr

oj
ec

t,
an

d
an

in
di

ca
to

r
va

ri
ab

le
fo

r
w

h
et

h
er

th
e

in
di

vi
du

al
h

ad
ev

er
dr

iv
en

a
fo

u
r-

w
h

ee
le

r
pr

io
r

to
th

e
pr

oj
ec

t.
F

or
ea

se
of

in
te

rp
re

ta
ti

on
,t

h
e

co
m

pa
ri

so
n

gr
ou

p
m

ea
n

of
th

e
de

pe
n

de
n

t
va

ri
ab

le
is

li
st

ed
in

th
e

fi
rs

t
ro

w
.T

h
e

la
st

tw
o

ro
w

s
re

po
rt

th
e

F
-s

ta
t

an
d

p-
va

lu
e

fo
r

a
te

st
of

th
e

jo
in

t
si

gn
ifi

ca
n

ce
of

th
e

bo
n

u
s

an
d

le
ss

on
gr

ou
p

in
di

ca
to

r
va

ri
ab

le
s.

3.
T

h
e

sa
m

pl
e

in
cl

u
de

s
al

li
n

di
vi

du
al

s
w

h
os

e
fi

n
al

li
ce

n
se

st
at

u
s

w
as

as
ce

rt
ai

n
ed

by
th

e
pr

og
ra

m
st

af
f

an
d

w
h

o
co

m
pl

et
ed

al
lr

el
ev

an
t

su
rv

ey
s.

4.
A

ll
st

an
da

rd
er

ro
rs

ar
e

ro
bu

st
.S

ig
n

ifi
ca

n
ce

at
th

e
10

%
le

ve
li

s
re

pr
es

en
te

d
by

*,
at

th
e

5%
le

ve
lb

y
**

,a
n

d
at

th
e

1%
le

ve
lb

y
**

*.



OBTAINING A DRIVER’S LICENSE IN INDIA 1657

was able to obtain his permanent license within 32 days of obtain-
ing his temporary license, 0 otherwise. Individuals in the bonus
group are 42 percentage points more likely to get their permanent
licenses within 32 days or less. Hence, these first findings suggest
that individuals who have a greater need to get a license quickly
are able to achieve their objective.

Our next findings show that this increased propensity to get
a license comes at a social cost: more bad drivers. The dependent
variable in column (4) is a dummy variable that equals 1 if the
individual obtained a driver’s license without taking the legally
required RTO driving exam, 0 otherwise. Increasing willingness
to pay for a driver’s license increases the number of people who
obtain a license without taking the legally required RTO exam.
Columns (5)–(8) of Table III show that this lack of testing is ac-
companied by an increase in the number of licensed drivers with
poor driving skills. Individuals in the bonus group are 29 percent-
age points more likely to obtain licenses without having anyone
teach them how to drive (column (5)) and are not more likely to
have attended driving schools (column (6)). They are also much
worse drivers than the comparison group: they are 18 percentage
points more likely to be licensed drivers who automatically fail
the independent driving test (column (7)); they are 22 percentage
points more likely to be licensed drivers who score below average
on the independent test (column (8)).19 The interesting finding
here is not that the marginal person trying to get a license is of
low quality: it is that the bureaucracy allows them to get licenses
despite their low quality. In this regard, it is useful to benchmark
how bad the marginal drivers actually are. The failure rate on
the independent exam is .60 (=.29/.48; see Table II) among the
licensed drivers in the comparison group, while it is .75 (=.18/.25)
among the marginally new licensed drivers in the bonus group.

In summary, the evidence reported so far in Table III sug-
gests a bureaucratic system where a higher willingness to pay for
a license translates not only into an increase in the number of
license getters (a socially efficient component of the bureaucratic
response) but also into an increase in the number of license getters
who do not know how to drive (a socially inefficient component of
the bureaucratic response).

19. The score is composed of the individuals’ score on the 5 oral questions and
on 23 aspects of driving. Thus, the highest possible score is 28.
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IV.C. Obtaining a License: The Lesson Group

The motivation for including a “lesson treatment” in our ex-
perimental design is to test whether the bureaucrats are at all
responsive to the main social consideration in the allocation of
licenses: one’s ability to drive. Under an extreme view of a cor-
rupt bureaucracy, one might expect the allocation of licenses to
be driven only by willingness to pay. This is not the case: ran-
domly helping individuals acquire better driving skills increases
the number of license getters among these individuals. Specif-
ically, columns (1) and (2) show that individuals in the lesson
group are between 12 and 15 percentage points more likely than
the comparison group to obtain permanent licenses.20

These findings are, however, difficult to interpret, because we
cannot rule out the possibility that offering free driving lessons
to these individuals altered their willingness to pay for licenses.
Trying harder to get a license could be a justification for the time
spent learning how to drive; it could also be that having learned
how to drive raises the private value of getting a license, since it
can now be used. In support of these points, we found that indi-
viduals in the lesson group were about 12 percentage points more
likely to “try” to obtain licenses than individuals in the comparison
group.21

The remaining columns of Table III show that individuals
in the lesson group are not more likely than individuals in the
comparison group to obtain licenses without taking the exam (col-
umn (4)). Thus, while the lesson group has more license getters,
it does not have more untested license getters. This suggests that
models in which bureaucrats test a fixed fraction of license get-
ters do not fit the data. The lesson group are also more likely to
obtain their licenses while having had someone teach them how
to drive (column (5)) and especially having attended a driving
school (column (6)). These findings are, of course, unsurprising
given the nature of the treatment for this group. More generally,

20. Selective attrition could theoretically explain this result if there were
more license getters among the dropouts in the comparison group than among
the dropouts in the lesson group. Assume that none among those we cannot track
in the lesson group obtained licenses. Assume further that the license-getting
rate among those we cannot track in the comparison group is the same as the
license-getting rate among those we can track in the lesson group. This arguably
conservative set of assumptions would (given respective attrition rates of 15.4%
in the lesson group and 13.4% in the comparison group) only about equalize the
license-getting rate (47%) in these two experimental groups.

21. In comparison, we found that individuals in the bonus group were about
19 percentage points more likely to “try” than individuals in the comparison group.
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60% of the individuals in the lesson group who obtained licenses
took the free driving lessons; also, conditional on take-up, they
attended 12 classes on average. Columns (7) and (8) suggest that
these classes did turn these individuals into better drivers.22 For
example, column (8) shows that individuals in the lesson group
are 22 percentage points less likely to have obtained licenses and
also automatically failed our independent driving test.23

In summary, giving a random subset of individuals access to
driving lessons did raise their driving skills and also increased
the likelihood that they obtained driver’s licenses. While this
is consistent with the view that bureaucrats do not completely
ignore driving ability in the allocation of licenses, this conclu-
sion is somewhat tempered by the fact that giving free access to
driving lessons also raised individuals’ likelihood of trying to get
licenses.

IV.D. Payments and Process: The Bonus Group

Our findings so far show distortions in the application of this
regulation, and that the magnitude of these distortions responds
to the private willingness to pay for a license. This leads us to
question whether bureaucrats receive bribes from misapplying
the rules. In Table IV, we study a set of experimental outcomes
related to licensing payments and to the process of obtaining a
license.

The dependent variable in column (1) of Table IV is the
amount paid by an individual above the official fees in the process
of obtaining a license.24 The mean of this variable in the com-
parison group is Rs 338, indicating that the comparison group al-
ready incurs substantial payments above the official fees. Column
(1) shows that the bonus group makes more of these extralegal
payments.

22. Could this be the result of “teaching to the test”? Could the lesson group
not be better drivers but merely have been better taught how to take the driving
test? The nature of the test, as noted before, makes this an unlikely possibility.
Given that general skills are tested, the test likely provides a good approximation
to what constitutes a good driver.

23. We also tested driving ability among the set of participants who had
only obtained temporary licenses, but agreed to come back for a final survey. As
expected, even in that group, driving ability was higher in the lesson group than in
the control and bonus groups. Only 26% of the lesson group automatically failed the
test, compared to 40% and 50% in the comparison and bonus groups, respectively.

24. Individuals were asked to break down their expenditures for the license.
If an individual did not separate his official and unofficial costs, the formal fees of
Rs 450 were subtracted from his fees. Note that information on informal fees paid
was collected even if the individual did not obtain a license.
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In columns (2)–(5), we study the exact nature of these extra
payments. While our intuition ex ante was that these extra pay-
ments were direct bribes paid to bureaucrats, column (2) suggests
otherwise. The dependent variable in column (2) is a dummy vari-
able that equals 1 if an individual reported offering to bribe any
bureaucrat or being asked for a bribe, 0 otherwise. First, one can
see that the mean of this variable in the comparison group is low,
with only 5% of individuals having tried to bribe or having been
asked for a bribe; this implies that bribes to bureaucrats were only
used by 11% of the license getters in the comparison group. More
importantly, we do not find a significant (neither economically nor
statistically) increase in the use of bribes in the bonus group.

What are these extra payments? Columns (3)–(5) show that
most of these payments are payments to agents. Agents are pro-
fessionals who, for a fee, help individuals through the process of
obtaining various services.25 While illegal, agents are a common
institution in India.26 We find that about 40% of individuals in the
comparison group hired agents at some point in the process of get-
ting licenses (column (3)). Nearly as many hired agents and also
obtained licenses (column (4)), indicating that hiring an agent
pretty much guarantees obtaining a license. The average pay-
ment to agents by individuals in the comparison group (Rs 313,
column (5)) is about the same as the total average payment above
official fees (Rs 338, column (1)); in other words, payments to
agents are the bulk of the nonofficial fees paid in the process of get-
ting a license. Individuals in the bonus group report being about
20 percentage points more likely to use an agent (columns (3) and
(4)) and spend about Rs 142 more on agent fees (column (5)) than
individuals in the comparison group; hence, most of the bonus
group’s additional payments are agent fees.

One conjecture that emerges from the bonus group’s experi-
ences is that agents are the channels of inefficient corruption in
this bureaucratic system, and not simply the providers of stan-
dard “agency” services (such as standing in line for people). This

25. The existence of agents has been documented before. Rosenn (1984) de-
scribes the role of facilitators (“despachantes”) in obtaining various public services
in Brazil. Fisman, Moustakerski, and Wei (2005) find agents in the arena of inter-
national trade in Hong Kong.

26. From the introduction survey, we learned that agent usage is quite preva-
lent in the procurement of many government services in India. For example, of
the 155 participants who obtained ration cards, 54% reported being helped by an
agent. Similarly, 47% of the 47 individuals who obtained a land title, 15% of the
104 who obtained a passport, and 20% of the 58 who obtained a personal account
number reported hiring an agent.
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conjecture is based on the fact that a positive shock to the willing-
ness to pay for a license increases both the number of people that
pay for agents (Table IV) and the number of people that obtain li-
censes despite being unqualified to drive (Table III). However, fur-
ther evidence will clearly be needed to strengthen this conjecture.

IV.E. Payments and Process: The Lesson Group

The findings in Table IV suggest that the lesson group does
not differ much from the comparison group when it comes to aver-
age extralegal payments or reliance on agents. How much would
we have expected the lesson group to pay? In a model where the
extralegal payments are routine payments that have to be made
by all license getters, one would have expected the lesson group,
who get the license at a higher rate, to also pay more. The fact that
the better drivers in the lesson group do not pay more suggests
that informal payments are part of an alternative mechanism for
acquiring a license, a mechanism that might be used more by
those who are attempting to circumvent the driving test.

But the fact that many individuals in the lesson group con-
tinue to make extralegal payments (and hence use agents) is also
intriguing. One possible interpretation is that not everyone in the
lesson group knows how to drive. Another interpretation is that
the agent route might be an attractive one even for able drivers,
possibly because of the many hassles associated with getting a
license without an agent. The last column of Table IV gives some
credence to the second interpretation. We use as a dependent vari-
able a dummy that equals 1 if an individual obtained a license but
also had to make more than three trips in the process of getting
that license. This variable may proxy for the hassle in getting a
license in that needing more than three visits implies that the
individual had to go back either to pick up additional documents
or to take additional examinations. We find that individuals in the
lesson group were more likely to make more than three trips to the
RTO. In other words, it is possible that the formal route involves
extralegal hurdles, so that even some of those who know how to
drive may choose to hire agents. We return to this possibility in
the next section.

V. THE PROCESS OF GETTING A LICENSE: AGENTS AND RED TAPE

Agents are key players in this bureaucratic process. In fact,
more than 70% of the participants who obtained a license hired an
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TABLE V
OUTCOMES FOR THE COMPARISON GROUP, BY AGENT USAGE

p-value of
Did not hire difference in

Hired agent agent means
(1) (2) (3)

A. Procedures
Days 46.21 54.44 0.32
No. of trips 2.33 3.19 0.00
No. officials spoken with 3.91 7.69 0.00
Lines 2.41 2.88 0.13
Total minutes spent 178.48 306.06 0.00
Took RTO licensing exam 0.12 0.94 0.00

B. Expenditures
Total expenditures 1,282.59 563.13 0.00

C. Driving ability
Automatic failure 0.69 0.31 0.01
Driving score 6.60 15.44 0.00

Note: Column (1) presents the mean for the 58 individuals in the comparison group who used an agent
and obtained a license, while column (2) provides the mean for the 16 individuals in the comparison group
who did not use an agent and obtained a license. Column (3) reports the p-value from the test of difference in
means between the two groups.

agent. Our experimental results have shown that the greater us-
age of agents in the bonus group went hand in hand with a greater
number of licenses being issued to individuals who had not taken
the legally required driving exam at the RTO and did not pass the
independent driving test. Based on these results, we conjectured
that agents are not simply providing standard “agency” services
or greasing the wheels of the bureaucracy but also are a chan-
nel for inefficient corruption, facilitating access to licenses among
those who are unqualified to drive. Strengthening this conjecture
requires further understanding of the role of agents and their re-
lationship to the bureaucrats. This is what we do in the first part
of this section, combining nonexperimental descriptive analyses
and new experimental data from an audit study. In the second
part, we investigate further the possibility that even good drivers
may decide to hire agents because of the hurdles, or red tape, bu-
reaucrats are imposing on individuals who attempt to complete
the licensing process without an agent.

V.A. Agents: Nonexperimental Analysis

In Table V, we examine processes and outcomes for agent
users versus nonagent users in the comparison group. Specifically,
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we report the means of a set of variables for individuals in the
comparison group who obtained licenses either with (column (1))
or without (column (2)) hiring agents. P-values from t-tests of the
difference in means are reported in column (3).

Hiring an agent is associated with a much shorter process.
Those who did not use agents spent on average 306 minutes at
the RTO, took more than three trips to the RTO, and spoke with
close to eight bureaucrats. Agent users spent 130 minutes less
time at the RTO, took about one less trip, and spoke on average
to only four bureaucrats.

Hiring an agent is also very strongly related to the level of
testing at the RTO. While 94% of those who did not hire agents
took the legally required RTO practical test at least once, only
12% of those who hired agents took that test. This is consistent
with the hypothesis that hiring an agent is the main channel
through which bad drivers can end up with licenses, but it is also
theoretically possible that only the best drivers, for whom test-
ing would be inessential, hire agents. This hypothesis is rejected
in Panel C of Table V. Individuals who hire agents to get their
licenses are about 38 percentage points more likely to fail the
surprise driving test.

As we had already learned from our experimental results in
Table IV, fees paid to agents are nearly the only source of excess
payments in this bureaucratic process. Specifically, in Panel B, we
compare the average expenditures to obtain a license for those who
hired agents and those who did not. For those without agents, the
total expenditures were Rs 563. In contrast, those hiring agents
paid about Rs 1283, or Rs 720 more, to obtain their licenses.

In summary, this analysis suggests that the role of agents
consists of more than simply “standing in line” for their clients.
Instead, there is a strong correlation between using an agent and
being able to skip the legally required driving exam; there is also
a remarkably strong correlation between using an agent and un-
safe drivers obtaining licenses.27 This reinforces our experimental
results in Tables III and IV. However, the evidence in Table V is
purely correlational. In the next subsection, we move to some new

27. The New Delhi RTO illustrates the correlation between agents and ability
to obtain a license. This RTO is situated near the main Federal Buildings. As such,
the government has made a special attempt to remove agents from this area, and
bureaucrats are more heavily monitored. We find a lower rate of agent usage, a
lower rate of license getting, and a higher quality of driving skills among those
who received their licenses at the New Delhi RTO. All results in this paper are
robust to the exclusion of the New Delhi RTO.



1664 QUARTERLY JOURNAL OF ECONOMICS

experimental evidence that rules out a noncausal interpretation
of these correlations.

V.B. Agents: Experimental Evidence

In January 2006, the IFC performed an audit study of agents
involved in the provision of driver’s licenses in Delhi. Trained ac-
tors were sent to agents under different scripted pretexts. The
actor would record whether the agent said a license could be ob-
tained under this pretext and, if so, at what price. The actors were
college-aged Hindu men. They were of similar height and weight,
and wore similar clothes. In total, six actors had 224 interactions
with agents. Appendix III offers more details on the audit design.

Each day, the actors were randomly given one of six scripted
pretexts. In the main script of interest, actors stated that they
wanted to get a license but did not know how to drive and did not
have the time to learn how to drive (“Cannot Drive” script). The
five other scripts (in addition to the “Cannot Drive” script) were
as follows. First, the actor had to learn what the agent could do for
him if he had all the right paperwork and could drive (comparison
group). We also focused on what would happen if the actors were
missing either residential proof or age proof, two of the documents
required to obtain a license. Another script focused on what would
happen if the agent could not come back to the RTO to obtain a
license. Finally, the last script focused on what would happen if the
actor needed a license in less than 30 days, in other words, less
than the officially required time between the temporary license
and the final license.

After each visit, the actors were asked to fill out surveys de-
scribing their experiences with each agent. A series of questions
on the work practices of the agents and their relationship with
the RTO bureaucrats were also included in the survey. The actors
were trained to bring up as many of these questions as possi-
ble in casual conversation with the agents (see Appendix III for
details).

The results of the audit study are reported in Table VI. The
dependent variable in columns (1) and (2) is a dummy variable
that equals 1 if the agent says he can procure a license for the
actor in a given interaction, and 0 otherwise. Column (1) corre-
sponds to a single regression of this “agent can procure license”
dummy on the various pretext dummies; reported in each cell is
the estimated coefficient on the pretext in that row, with robust
standard errors in parentheses. In column (2), we replicate the
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TABLE VI
AUDIT STUDY

Final price if agent
Agent can procure license can procure license

(Mean = 0.57) (Mean = 1,586)

Group (1) (2) (3) (4)

Constant 1 1.02 1,277.89 1,303.17
(0.00)∗∗∗ (0.04)∗∗∗ (57.36)∗∗∗ (83.21)∗∗∗

Cannot drive 0 −0.01 62.65 110.54
(0.00) (0.02) (81.66) (85.76)

No residential proof −0.5 −0.51 1,285.26 1,295.81
(0.08)∗∗∗ (0.08)∗∗∗ (99.34)∗∗∗ (102.30)∗∗∗

No age proof −0.21 −0.23 329 366.85
(0.07)∗∗∗ (0.07)∗∗∗ (87.18)∗∗∗ (90.96)∗∗∗

Cannot come back −0.95 −0.94 317.11 411.55
(0.04)∗∗∗ (0.04)∗∗∗ (256.50) (263.70)

Need license quick −0.92 −0.91 855.44 850.51
(0.05)∗∗∗ (0.05)∗∗∗ (212.03)∗∗∗ (214.55)∗∗∗

Actor fixed effects X X
N 226 226 128 128

Notes:
1. This table reports the audit study results. Each column presents the results of an OLS regression of

the dependent variable listed in that column on indicator variables for each script in the audit study.
2. Standard errors are robust. Significance at the 10% level is represented by ∗, at the 5% level by ∗∗ , and

at the 1% level by ∗∗∗ .

regression in column (1) but further control for actor fixed effects,
to net out possible differences across actors in their ability to ob-
tain the service. Columns (3) and (4) follow the same structure
as columns (1) and (2), respectively, but focus on the final price
quoted by the agent if the agent was able to procure the service.

Several interesting findings emerge. To start, the prices
quoted by the agents were of magnitude similar to that of those in
the survey data discussed before (see Table V). Second, our find-
ing regarding the “Cannot Drive” script confirms the relationship
between agent usage and ability to get a license despite lacking
driving skills. Agents saw no problem in helping actors who stated
they did not know how to drive and did not have time to learn how
to drive. One hundred percent of actors who approached agents
with a “Cannot Drive” pretext were told that the agents could
help them in getting their licenses. This confirms that the corre-
lation between agent usage and poor driving ability observed in
Table V does not simply reflect an omitted third factor. In addi-
tion, in cases where the actors managed to ask a few additional
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questions of the agents in “casual conversation,” the agents openly
said that they could get the actors out of the formal driving exam
at the RTO. Strikingly, the prices quoted under that script were
not statistically different from those quoted to the comparison
group.

The remaining rows of Table VI indicate that there are other
services that agents can provide, even though these services also
imply a deviation from the formal legal requirements. However,
not all such services are as easy for the agents to provide as get-
ting a license to someone who cannot drive. For example, only
50% of agents reported that they could procure a license if the
actor lacked residential proof (row 3) and 80% if the actor lacked
age proof (row 4). Also, in the cases of missing residential proof
or age proof, the prices quoted by the agents conditional on be-
ing able to help were statistically significantly larger than in the
comparison group. However, only 5% of agents could procure a
license if the actor stated that he could not come back to hand
in forms and take the picture at the RTO (row 5). Finally, only
9% of agents said that they could assist someone who needed a
license in less than the official minimum time, and conditional on
being able to assist, quoted a much higher price for rendering this
service.

How can we explain these findings? Why is assisting some-
one in getting a driver’s license despite his not knowing how to
drive easier than assisting someone with some missing pieces of
paperwork? One conjecture is that verifiability is an important
determinant of which rules can be bent.28 While it might be easy
for the bureaucrat’s superiors to crosscheck whether a valid proof
of age and proof of residence were submitted by a license candi-
date and to monitor the dates on which these documents were
submitted, it may be harder to cross-check whether the candidate
took a road test and how well he did on it. In this view, the audit
study suggests that the social inefficiency results would general-
ize most readily to other contexts where the socially useful part of
the regulation is nonverifiable by the bureaucrats’ principals. At
the same time, the audit findings lead to many more questions.
First, is it possible that even verifiable elements of a regulation
could be overcome through collusion between the principals and

28. Reinikka and Svensson (2005) illustrate this in the context of Uganda,
where a newspaper campaign aimed at reducing corruption in schools by providing
parents with information to monitor local officials was highly successful.
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the bureaucrats? While we do not have a direct measure of the ex-
tent of collusion between the bureaucrats and higher-up officials,
the audit results suggest that there was not complete collusion in
this particular setting. Second, would bureaucrats still ignore the
nonverifiable, but socially useful parts of regulation if the costs to
society of breaking the rules were much higher?

V.C. Red Tape

Even the better drivers in our study rely infrequently on the
formal channel, which is associated with virtually no extralegal
payments. What are the hurdles faced in this channel? The nonex-
perimental data provide some clues. In particular, our data allow
us to examine bureaucrats’ behavior when it comes to deciding
whether someone has passed or failed the official driving test.
Consider an individual entering the RTO and being asked to take
the test. What affects the likelihood that this individual will suc-
ceed and be awarded a license? One clear determinant of success
ought to be that individual’s driving ability. However, bureaucrats
may strategically manipulate the passing rule in order to extract
higher bribe payments, for example, forcing more individuals to
go through agents to obtain their licenses. At the extreme, bu-
reaucrats may fail all test takers independent of how well they
perform on the test. The fact that a fraction of the participants
in our study did manage to obtain their licenses without hiring
agents already indicates that such extreme behavior is not taking
place. However, the bureaucrats may still be able to manipulate
the passing rule in a way that might discourage even some of the
good drivers from attempting to get their licenses without agents.
This is the possibility we consider in Table VII.

In order to test this red tape hypothesis, we would ideally like
to randomly send to the RTO individuals with better and worse
driving ability and see how their driving ability affected their
success in getting a license. Unfortunately, we do not have such
a controlled experiment here and have to rely on descriptive evi-
dence. The evidence in Table VII should, therefore, be interpreted
with much more caution than the previous experimental findings
in this paper.

We focus on individuals who begin the process without agents
and take the driving exam at least once. For this set of individ-
uals, we can define a “success” variable that equals 1 if the indi-
vidual managed to obtain a license without hiring an agent and
without taking the RTO exam twice. This roughly corresponds to
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TABLE VII
RED TAPE

Started without an agent
and took exam at least once Full sample of license getters

Used agent in Used agent Used agent
Success the end at start in the end

(1) (2) (3) (4)

A. By exam score
Passed exam 0.62 0.24 0.29 0.61

[98] [98] [219] [219]
Failed exam 0.74 0.22 0.50 0.84

[35] [35] [186] [186]

B. By group
Comparison 0.65 0.25 0.35 0.78

[20] [20] [76] [76]
Bonus 0.64 0.27 0.52 0.80

[46] [45] [187] [187]
Lesson 0.66 0.22 0.22 0.58

[68] [68] [144] [144]

Notes:
1. This table studies possible red tape in the process of obtaining a driving license. Columns (1) and (2)

include the sample of individuals who started without an agent and took the exam at least once. Columns (3)
and (4) include the full sample of license getters.

2. “Success” in column (1) is defined as obtaining a license by passing the formal licensing exam, without
hiring an agent.

3. Sample sizes are listed below each proportion in square brackets.

individuals who went to the RTO, took the test, and successfully
got their licenses. Of course, our objective is to contrast perfor-
mance on that test based on driving ability. We consider two ap-
proaches to identifying heterogeneity in driving ability. First, we
can rely on the result of our independent driving test and contrast
the mean of this “success” variable for individuals who automati-
cally failed the independent exam and those who passed that exam
(Panel A of Table VII). Alternatively, we can go back to our three
experimental groups and compare mean “success” across groups,
relying on the fact that individuals in the lesson group are better
drivers due to the free lessons they were offered (Panel B).

“Success,” as defined above, does not appear to vary system-
atically with driving ability (column (1)). In fact, we find a (statis-
tically insignificant) higher success rate among those individuals
we found to be unqualified to drive based on the independent test
(74% compared to 62%). The same surprising patterns hold when
we contrast success rates across the three experimental groups
(Panel B).
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With the caveat of a clearly selected sample, this evidence
is consistent with the idea that bureaucrats may introduce addi-
tional randomness into the application process, or additional red
tape, for individuals who plan to use the formal channel, may be
to induce them to switch to agents. Interestingly, about 25% of
those who started the process at the RTO by taking the driving
test eventually resorted to hiring agents to obtain their licenses
(column (2)). Similarly, statistics computed for the full sample
of license getters also suggest that many of the license getters
who used agents did not start the process with agents, but even-
tually switched to hiring them. Column (3) reports the fraction
of license getters who used agents from the start, while column
(4) reports the fraction of license getters who ended up using
agents. Worse drivers (“failed exam” group; row 2) and drivers
in a hurry (bonus group; row 4) are more likely to have used
agents from the start. But interestingly, all drivers (good and
bad) who start without agents are likely to end with them. For
example, we find that while only about 35% of the individuals
in the comparison group who obtained a license started the pro-
cess with agents, 78% of these individuals used agents in the
end.

VI. INTERPRETATION

To summarize, there are two main tracks to procuring a
driver’s license in Delhi. The formal track involves directly apply-
ing through the RTO and no bribery. Some of our results, however,
suggest that this track might be fraught with extralegal hurdles.
The informal channel, on the other hand, is operated by agents,
who account for nearly all the extralegal payments in our sample.
These agents not only help to secure a license—which they do at
nearly a 100% success rate—but also help to circumvent the test-
ing requirement. Applicants with high willingness to pay get their
licenses by paying fees to agents and not taking the driving test,
resulting in unqualified (yet licensed) drivers. Better drivers are
more likely to obtain their licenses through the formal channel,
where they get tested but possibly also face extralegal hurdles.
The result is a system that fails to regulate the quality of drivers
and may force many individuals to make extralegal payments to
acquire licenses.

While they reveal a clearly dysfunctional system, do our
results imply bureaucratic corruption? One possible alternative
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interpretation for these results is that the RTO is unable to test
all drivers due to lack of resources and understaffing. It only tests
sporadically and many people slip through the cracks; hence the
high rates of bad drivers with licenses. At the same time, the
understaffing leads to long lines, confusion, and complexity. This
generates a demand for agents who provide legal time-saving ser-
vices, such as waiting in lines and help navigating a confusing
system.

While such an “overloaded bureaucrat” model with legal
agency services could explain the sporadic testing, it struggles to
explain the sharp difference in testing between agent users and
nonusers. Specifically, if agents are simply offering time-saving
devices, why does the audit study reveal that they can so easily
bypass the RTO exam? And why do the survey data show such
a strong relationship between agent usage and test-taking at the
RTO?

This suggests that the dysfunctional system is not from lack of
resources alone. Instead, some form of bureaucratic misbehavior
is needed. There are two plausible forms of misbehavior. The first
is what we call corruption, where the bureaucrats receive bribes
(from agents) in order to both speed up the process, but also skip
the test (or ignore the test results). The other form of misbehavior
could be lack of effort. Instead of monetary benefits, some “lazy”
bureaucrats could be enjoying nonmonetary private benefits by
simply not making an effort to test individuals. In this world,
agents have knowledge of who to approach at the RTO to both
speed up the process and avoid testing (e.g., knowledge of who the
rubber-stamping bureaucrats are).

These two explanations are clearly hard to disentangle with-
out direct data on bribery. With this in mind, we attempted to
collect more qualitative data from both bureaucrats and agents.
First, and as already indicated above, actors involved in the au-
dit study were instructed to engage whenever possible in casual
conversations with the agents. When this happened, the agents
openly discussed the need for bribing bureaucrats. Of the 208
actor-agent interactions where the actor was able to engage in ca-
sual conversation, the agents stated that they would need to pay
bribes to the RTO in 81% of the cases. Second, IFC research assis-
tants managed to informally interview three officials in Delhi and
one in Chennai. The bureaucrats described weekly to biweekly
meetings with agents. At these meetings, the agents pay a fixed
fee for each of the agents’ clients the bureaucrat granted a license
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to. The bureaucrats also indicated that the fee does not vary much
based on driving ability.

Beyond these qualitative interviews, our main finding in
Table VII also raises doubts about a “lazy bureaucrat” interpreta-
tion. Once a person is being tested, the additional effort required
to administer the test appropriately is minimal. The bureaucrat
is already sitting in the car, and even a small amount of attention
to the test-taker would allow far greater differentiation of good
and bad drivers than we are finding in Table VII. Thus, while
lack of effort could explain the low testing rates, it is harder to
understand in this view why the testing that does take place is so
poor.

Finally, the prices charged by agents can also be informative,
since the agent sector appears quite competitive.29 Their prices
should therefore be somewhat commensurate with their input
costs. Our data suggest that an agent saves about two hours of
time for the applicants. Assuming agents’ opportunity cost of time
is about Rs 40 per hour, this would suggest that the marginal cost
of assisting an individual in getting a license is only about Rs 80.
This is an order of magnitude less than the average agent fee we
observe in our data, which is about Rs 700.

As a whole, these qualitative and quantitative considerations
lead us to favor a view in which at least some of the failures
of this system are generated by corrupt bureaucrats working in
collaboration with agents.

VII. CONCLUSIONS

Corruption in this study appears to undercut the very ratio-
nale for regulation: keeping bad drivers from getting licenses.
Agents play a key role in the informal channel, as interme-
diaries between bureaucrats and applicants. The agent system
allows bureaucrats to avoid direct bribery, and the bureau-
crats may apply arbitrary failures on the driving exam to en-
tice individuals to use agents. One interpretation of the audit
results is that the verifiability of a particular regulatory re-
quirement determines the ease with which corruption can over-
come it. This suggests that the social inefficiency results would
generalize most readily to other contexts where the socially

29. During the audit, we found at least six agents at each RTO to secure a
price from, each vying for business.
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useful part of the regulation is unverifiable by the bureaucrats’
principals.

The study illustrates two main points for future research in
the corruption literature. First, greater efforts to collect micro
data are needed to penetrate the black box of corruption. Had
we run a survey simply asking individuals who had obtained li-
censes whether they paid bribes, we might have concluded that
there was no corruption in this bureaucratic system. Instead, the
detailed questions on payments and the process of obtaining a
license allowed us to isolate the central role agents play in this
system. Second, this industrial organization of corruption (e.g.,
around the agent system) is intriguing and has been largely ig-
nored by the theoretical literature. How do agents manage to
develop their contacts with the bureaucrats? How do bureau-
crats maintain their relationship with agents? Why is the pro-
vision of agents apparently so plentiful, rather than their num-
bers being restricted? Does the agent system limit the ability of
the bureaucrat to more finely price discriminate between time-
rushed and nonrushed individuals, as seems to be the case here?
These are some of the questions we plan to explore in future
work.

APPENDIX I: FINAL PROJECT SUMMARY, BY GROUP

Total Comparison Bonus Lesson
(1) (2) (3) (4)

Individuals in initial session 822 202 295 325
Obtained permanent license,

completed survey
409 74 189 146

Obtained permanent license,
did not complete survey

17 5 3 9

Obtained temp license,
completed final survey

23 4 1 18

Obtained temp license, did not
complete final survey

48 15 11 22

Tried to get temp license, but
failed

105 29 44 32

Did not try to get temp license 130 48 34 48
Unable to track 90 27 13 50

Notes:
1. This table reports the final project status for the 822 individuals present at the initial sessions. Col-

umn (1) presents the data for the full sample, while columns (2)–(4) present the data by experimental group.
2. “Trying” is defined as making at least one trip to the regional transport office after the initial session

to speak with an agent or an RTO bureaucrat.
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APPENDIX III

The goal of the audit study is to understand whether the
agents could obtain licenses under different pretexts, and if so, at
what price. Six scripts based on the common barriers individuals
face in obtaining a license were written:

Script number Script

1. Comparison I have residential proof and proof of age. I know
how to drive.

2. Lack of residential proof I want to get a license but lack residential
proof. I am a college student in Delhi and live
with friends.

3. Lack of age proof I know how to drive, but I have no age proof.
4. Lack of ability to drive I want a driver’s license, but cannot learn

driving now, as I am extremely busy with my
studies.

5. Out of town Today I will give you all the documents and
money. Can you deliver the license to my
home, as I cannot come again? Going out of
town for some weeks.

6. Need a license fast Need to get a license as soon as possible. How
fast can you get it for me? How much would
that cost? [After the agent asks those
questions, ask the following questions] I need
it X (answer they give) minus a few days (so
you can say, “I need it in two weeks, or a
week?). How much would that cost?” [After
the agent asks those questions, ask the
following questions] “What is the fastest you
could get it to me? How much would that
cost?”

Individuals were recruited through advertisements on a col-
lege notice board. Six men from one college were selected. Each
was 18–19 years old and Hindu. All were of similar build and
height and wore similar clothes.

Of the 9 RTOs in Delhi, eight were chosen for the audit
study. The New Delhi RTO was not chosen, as agents were rarely
available there. The audit study was conducted over eight days.
The evening before the audit, the actors were told which RTO they
would have to visit the next day, and which script they needed to
use. The actors only visited each RTO once and were randomly
assigned scripts and RTO visits in a round-robin fashion.
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In total, 224 agents were approached by six different actors.
The actors were trained to talk to the agents about their partic-
ular problems in obtaining a license and were asked to inquire
whether it was possible to obtain a license and how much it cost.
In the main experiment, the subjects reported bargaining with
the agents on the price, and therefore, all the actors were trained
to bargain with the subjects as well.

After visiting the RTO in the morning, all subjects reported
back to the project manager to fill out the debriefing survey. The
actors filled out one survey per agent to report whether the agent
could or could not obtain the service, and, if so, at what price. If the
agent could obtain the license despite the hardship, the actors also
reported how the agent was able to do this. The actors were also
told to ask the name of the agent in order to try to separate out
the different pricing schedules of different agents. In 53% of the
interactions, agents refused to reveal their names. We were able
to identify 52 agents, but we were unable to determine whether
some agents simply gave a different name to each actor.

To obtain additional qualitative data on agents and their in-
teractions with bureaucrats, a series of questions on the work
characteristics of agents and their relationship with the bureau-
crats were included in the surveys. For example:

� How long have the agents worked at the RTO?
� Did they work at more than one RTO?
� Would the agent give a receipt?
� Did they have to bribe a bureaucrat or did the agent do it?
� Can the agent procure other services?

The actors were shown the debriefing survey prior to inter-
acting with the agents, in order to understand what types of infor-
mation were needed. In particular, the actors were trained on how
to bring up these types of questions in casual conversation with
the agent, and not to ask the questions if the agent already offered
the needed information. Actors practiced these conversation skills
with the project managers prior to their visits to the RTO.
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DO LENDERS FAVOR POLITICALLY CONNECTED 
FIRMS? RENT PROVISION IN AN EMERGING 

FINANCIAL MARKET* 

Asim Ijaz Khwaja and Atif Mian 

Corruption by the politically connected is often blamed for economic ills, 

particularly in less developed economies. Using a loan-level data set of more than 

90,000 firms that represents the universe of corporate lending in Pakistan be 

tween 1996 and 2002, we investigate rents to politically connected firms in 

banking. Classifying a firm as "political" if its director participates in an election, 
we examine the extent, nature, and economic costs of political rent provision. We 

find that political firms borrow 45 percent more and have 50 percent higher 
default rates. Such preferential treatment occurs exclusively in government 

banks?private banks provide no political favors. Using firm fixed effects and 

exploiting variation for the same firm across lenders or over time allows for 

cleaner identification of the political preference result. We also find that political 
rents increase with the strength of the firm's politician and whether he or his 

party is in power, and fall with the degree of electoral participation in his 

constituency. We provide direct evidence against alternative explanations such as 

socially motivated lending by government banks to politicians. The economy-wide 
costs of the rents identified are estimated to be 0.3 to 1.9 percent of GDP every 

year. 

I. Introduction 

Rent-seeking and corruption are thought to be pervasive 
around the world, and there is increasing recognition that they 
impose substantial economic costs. Yet, despite a rich theoretical 

literature,1 there is limited empirical work in this area. While 

cross-country studies are useful in relating subjective measures 
of corruption to poor economic outcomes, they do not identify the 

* We are extremely grateful to the State Bank of Pakistan (SBP) for providing 
the data used in this paper and clarifying many questions. The results in this 
paper do not necessarily represent the views of the SBP. Our special thanks to 
Marina Niessner and Nathan Blecharczyk for excellent research assistance. We 
also thank Abid Qamar, Tahir Andrabi, Daron Acemoglu, Alberto Alesina, Mari 
anne Bertrand, Ali Cheema, Jishnu Das, Serdar Din?, Rafael Di Telia, Mara 
Faccio, Raymond Fisman, Ishrat Hussain, Brian Jacob, Michael Kremer, Erzo 
Luttmer, Sendhil Mullainathan, Antoinette Schoar, Andrei Shleifer, Christopher 
Udry, Robert Barro, and Lawrence Katz (the editors), three anonymous referees, 
and participants at BREAD, the University of Colorado, the University of Chi 
cago, Harvard University, the International Monetary Fund, the Massachusetts 
Institute ofTechnology, the National Bureau of Economic Research, and Stanford 

University for helpful comments and suggestions. All errors are our own. 
1. For example, Krueger [1974], Rose-Ackerman [19781, Shleifer and Vishny 

[1993,1994], Banerjee [1997], Bliss and Di Telia [1997], Ades and Di Telia [1999], 
and Acemoglu and Verdier [2000]. 

? 2005 by the President and Fellows of Harvard College and the Massachusetts Institute of 

Technology. 
The Quarterly Journal of Economics, November 2005 

1371 



1372 QUARTERLY JOURNAL OF ECONOMICS 

presence of, or channels through which, corruption and rent pro 
vision occurs. 

This paper uses a unique loan level data set from Pakistan to 
establish the presence of political rents in banking, identify the 
means of rent provision by focusing on the role of the public 
sector, and estimate the economy-wide costs this imposes. The 

scope and depth of the data used in this study provide several 

advantages. First, instead of relying on subjective proxies, we 
have direct measures of a firm's political connections, defined as 
the firm having a politician on its board. We can therefore test at 
the individual firm level if political status obtains preferential 
lending. Second, by using firm fixed-effects and hence only ex 

ploiting variation within the same firm over time or across lend 

ers, we can account for unobserved firm-specific factors that do 
not vary over time or across lender types. This allows cleaner 
identification of the impact of political status on rent provision. 
Third, using measures of political strength and electoral partici 
pation, we can examine the extent to which rents are affected by 
the local political environment. Finally, given that we have the 
universe of corporate lending in the country, we can use our 

micro-level estimates to back out tentative economy-wide costs of 

political corruption. 
Our results show that politically connected firms receive 

substantial preferential treatment. Not only do such firms receive 
45 percent larger loans, but they also have 50 percent higher 
default rates on these loans. Moreover, this preferential treat 
ment is entirely driven by loans from government banks. Private 
banks show no such political bias. 

The preferential treatment to politically connected firms is 
not just a result of government banks selecting firms with worse 

default rates. Using firm fixed-effects and hence exploiting only 
variation within the same firm borrowing from both government 
and private banks, we find that government banks differentially 
favor politically connected firms by providing them greater access 

to credit. This preferential access is even higher for politically 
connected firms that are bigger and have a higher propensity to 

default. 
We also find that the local political environment matters: 

firms with "stronger" politicians on their boards?as measured by 
votes obtained, electoral success of the politician, or political 
party?obtain even greater preferential access to credit from 

government banks. Also firms whose politicians run from con 
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stituencies with greater voter turnout receive lower preferential 
treatment, hinting at checks imposed by electoral participation 
and political accountability. 

The same politically connected firm also receives greater 

preferential treatment from government banks when either its 

politician or his political party wins. Taking advantage of the 
time dimension of our data, we use firm and quarter level fixed 
effects to show that as a politician goes from losing to winning an 

election, the firm he is affiliated with receives (even) greater 
access to credit from government banks. We find a similar effect 
if the politician's political party wins the elections. Both winning 
or being in the winning party increase preferential treatment, 

suggesting that our findings indeed reflect the exercise of political 
power. 

These results offer a particular mechanism of political rent 

seeking consistent with the institutional environment of Paki 
stan's banking and political system. Politically powerful firms 
obtain rents from government banks by exercising their political 
influence on bank employees. The more powerful and successful a 

politician is, the greater is his ability to influence government 
banks. This influence stems from the organizational design of 

government banks that enables politicians to threaten bank of 
ficers with transfers and removals, or reward them with appoint 
ments and promotions. Government banks survive such high 
levels of corruption because of the soft-budget constraints that 
often characterize state institutions [Kornai 1979, 1986], 

We argue that our results provide evidence of political cor 

ruption and present evidence against alternative interpretations. 
One such alternative is "social lending" under which government 
banks lend to socially efficient but high risk projects, and firms 
with politicians on their boards undertake such socially efficient 

projects. While it is unlikely that social lending by the govern 
ment will be carried out through loans to private firms (our 
results exclude loans to government firms), we nevertheless 

present direct evidence against the social lending view: when we 

distinguish between government banks that have an explicit so 
cial objective2 versus those meant to run on pure financial prof 
itability, the political preference results only appear within the 
latter "nonsocial" government banks. Social government banks, 

2. Examples include banks set up for small and medium enterprises, wom 
en's welfare, and agricultural development. 
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while facing high overall defaults, display no political bias what 
soever. Similarly, the preferential treatment by government 
banks remains as strong when we examine firms located in a 

completely different state from their politician's constituency. 
Such distant firms are unlikely to generate legitimate social 
value for the politician's constituents. 

Since our data form the universe of corporate lending in 

Pakistan, we can use our estimates to provide a sense of economy 
wide costs imposed by these political rents. While there could be 
a variety of costs, we will only focus on the two for which we can 

provide estimates. First, as a lower bound, the defaulted amounts 
due to corrupt lending can be thought of as transfer payments 
from taxpayers. The deadweight loss from this is estimated be 
tween 0.15-0.30 percent of GDP each year. Second, there is an 
additional direct cost of such lending if the money is poorly 
invested or not invested at all. The evidence supports this as we 
find politically connected firms borrowing from government 
banks have relatively poor real output and productivity. Given 
the market to book value of investment in Pakistan, we estimate 
that an additional 1.6 percent of GDP is lost each year due to such 
investment distortions from corrupt lending. 

Our paper broadly relates to the empirical literature on cor 

ruption and more specifically, to the role of political actors and 
state-owned institutions in earning and providing such rents in 
financial markets. Cross-country or cross-region studies such as 
Mauro [1995, 1997], Keefer and Knack [1996], Hall and Jones 

[1999], La Porta et al. [1999], and Glaeser and Saks [2004] study 
the impact of corruption on aggregate outcomes such as growth 
and investment rates. Sapienza [2003], Dine [2004], and Cole 

[2004] exploit variation across countries or regions within a coun 

try and, like our paper, identify how political favors arise through 
government banks, either in the form of cheaper lending in po 
litically preferred regions or increased lending in election years. 
Studies such as Fisman [2001], Johnson and Mitton [2003], and 
Faccio [2004] share our focus in identifying connections between 

politicians and individual firms and how these connections in 
crease firm value. 

Our study both complements and adds to these literatures. 
Since we link a firm to a politician and directly observe measures 
of preferential treatment to the firm, we can identify both the 

precise level, and specific manner in which rents are provided. 
Moreover, this level of disaggregation enables us to exploit varia 
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tion for the same firm across lenders and over time, providing 
cleaner estimates of these rents. Our results also highlight the 
role of state institutions in providing political rents but, in addi 

tion, suggest that these rents may be checked by political compe 
tition and electoral participation. Finally, since we have the uni 
verse of corporate loans, we can provide suggestive estimates on 
some of the significant costs these rents impose on the economy. 

The paper is organized as follows. Section II outlines the 
institutional environment with a focus on political rents. Section 
III describes the data and methodology. Sections IV-VI present 
the main results. Section VII provides evidence against alter 
native explanations such as social lending. Section VIII esti 
mates the economy-wide costs of rent provision, and Section IX 
concludes. 

II. Politics and Lending: The Institutional Environment 

ILA. Politicians and Corruption in Pakistan 

Politics in Pakistan has been closely linked to clientelism, 
rent-seeking, and corruption. These factors are often cited as the 
main problems facing the Pakistani economy. Transparency In 

ternational, an international nongovernment organization that 
ranks countries on corruption based on survey data from busi 

nesses, has consistently ranked Pakistan very high on their cor 

ruption index. 
Political events in Pakistan also show a repeated pattern of 

alleged political corruption leading to political instability. During 
the past decade and a half, no elected government has completed 
its five-year tenure, with four prime ministers and their assem 
blies dissolved by presidents or army generals on accusations of 

"maladministration, corruption, and nepotism." Pakistan is 
therefore a good candidate to study the nature and consequences 
of political corruption. 

II.B. A Mechanism for Political Rents 

How is political corruption carried out? The National Ac 

countability Bureau (NAB), set up in 2000 with the purpose of 

prosecuting those involved in large-scale corruption, states that 
"in terms of the amount of corrupt money changing hands, taxa 
tion departments, state-owned banks and development finance 
institutions, power sector utilities, and civil works departments 
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probably account for the lion's share."3 The Guardian, a British 

newspaper, reports on the link between politics, corruption and 

banking in Pakistan: 

Pakistan's state bank . . . moved to freeze the accounts of thousands of 

politicians . . . The move is seen as the start of a crackdown on the endemic 

corruption in Pakistan's political system . . . military officials have asked 

banks to provide lists of anyone who has defaulted on a loan from a state 

bank?a notorious way of amassing funds by politicians of all parties. 
(October 1999) 

The above quote suggests that one of the means to obtain 
rents is through the banking sector, with politically connected 
firms "willfully defaulting on (government bank) loans that are 
accumulated with the intention of not being returned."4 

Why are government banks more likely to be the source of 

political rents? First, they are simply the more dominant domes 
tic player in the banking sector. While financial reforms in 1991 
led to a sharp growth in the private sector, the role of the public 
sector has remained important, constituting 64 percent of domes 
tic lending during our sample period. Second, soft budget con 
straints?a feature prevalent in government organizations all 
over the world [Kornai 1979, 1986]?lower the cost of capital for 

government banks and allow them to remain solvent despite high 
levels of default. Private banks face harder budget constraints 

making rent provision more difficult to sustain. 

Finally, given the organizational structure of government 
banks, their lending decisions are particularly prone to political 
pressures.5 The Banks Act of 1974 explicitly states that the top 
hierarchy of government banks?chairman, president, and board 
members?is to be appointed by the government. The same Act 
states that the board "determin(es) the credit. . . (and) personnel 
policies of the bank, including appointment and removal of offic 
ers and employees . . . (and) guidelines for entering into any com 

promise with borrowers and other customers ofthe bank." In the 

published words ofthe current governor ofthe central bank: "The 

recruitment, postings and transfers in all government ministries, 

departments and corporations are largely made either in ex 

3. Quoted from www.nab.gov.pk, June 17, 2004. Emphasis added. 
4. National Accountability Bureau report on corruption, December 2000. 
5. All banks, government and private alike, face the same regulatory envi 

ronment which is in-line with international banking practices (Basel accord). 
Moreover, all banks have access to the same centralized credit information bureau 
(CIB) database that provides information on each borrower's credit history. 
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change of outright pecuniary favours or on purely political con 

siderations . . . (with) functionaries who are always trying to 

please their bosses or political masters."6 

Thus, the politically appointed top tier bank management 
not only influences the actions of bank officers through a system 
of rewards (promotions, sought-after assignments) and punish 
ments (disciplinary action, transfers), but can also play a direct 
role in how, for example, defaulters are to be dealt with. 

Politically connected firms are therefore likely have an ad 

vantage over others seeking rents, as they can use their political 
influence in lieu of monetary bribes which in turn may have 

larger private costs.7 However, such political influence is not 
unbounded. For example, a loan officer may only be willing to 

expose a certain fraction of his portfolio to political pressures so 
as not to raise suspicion and inquiry. Similarly, prudential regu 
lations prevent banks from overexposure to a single borrower. 

Perhaps more importantly, political favors and pressures may act 
like "gift exchanges," and politicians will be limited in how much 
and often they can call a friend for favors. 

While the mechanism for political rents presented here is 

stylized, its broad patterns are likely to hold in Pakistan and 
other countries where state organizations face soft budget con 
straints and political actors exercise influence on such organiza 
tions. We make use of this mechanism to develop our empirical 
specifications and methodology and generate further testable 

implications. 

III. Data and Methodology 

III.A. Data 

We use two primary data sets. The first has detailed loan 
level information for every corporate loan made in Pakistan from 
1996 to 2002, while the second has electoral outcomes for the two 
elections that overlap the loan data period. 

The loan-level data are unique both in terms of coverage and 
detail. They provide quarterly information on the entire universe 

6. Dr. Ishrat Hussain, "Six Tentacles of Corruption," published in the Dawn, 
a Pakistani newspaper, on November 21, 1998. 

7. Nonmonetary bribes are not the exclusive domain of politicians, and other 
actors such as the army and bureaucrats may also wield similar influence. While 
links to these actors are not the focus of this paper, their presence in the data only 

makes our estimates of political rents a lower bound of the true rents. 
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of corporate loans outstanding in Pakistan during a seven-year 
period from 1996-2002. The data are part ofthe Credit Informa 
tion Bureau (CIB) database at the State Bank of Pakistan (SBP) 

which supervises and regulates all banking activity in the coun 

try. The CIB data provide each borrower's credit position by 
lender and quarter. Included are the amount ofthe loan outstand 

ing by loan type (fixed, working capital, etc.), default amounts, 
and any litigation, write-offs or recoveries against the loans. In 

addition, we have information on the name, location, and direc 

torship of the borrowing firms and lending banks allowing us to 
construct borrower and bank level attributes. 

In terms of data quality, our personal examination of the 
collection and compilation procedures, as well as consistency 
checks on the data suggest that it is of very good quality. CIB was 

part of a large effort by the central bank to set up a reliable 
information sharing resource that all banks could access. Perhaps 
the most credible signal of data quality is the fact that all banks 
refer to information in CIB on a daily basis to verify the credit 

history of prospective borrowers. For example, we checked with 
one of the largest and most profitable private banks in Pakistan 
and found that they use CIB information about prospective bor 
rowers explicitly in their internal credit scoring models. We also 
ran several internal consistency tests on the data such as aggre 
gation checks, and found the data to be of high quality. As a 
random check, we also cross-validated the data with the portfolio 
of a particular branch of a bank. 

Given that the loan data cover 1996?2002, there are two 
relevant national and state elections for this paper?general 
elections held in 1993 and 1997. We have information on the 
names and party affiliations for all candidates in these elections 

including the winner, the number of votes each received, and the 
total number of registered voters in each constituency. There 
were around 200 national and 450 state constituencies in each 

election, with 6-9 candidates per constituency and a total of over 
8500 candidates in both election years. 

III.B. Matching Politicians to Firms 

The CIB data include names and addresses of all directors of 
a borrowing firm. Since almost all firms are private and closely 
held, firm directors are typically one of the main owners of the 
firm. We then use election data to identify firms that have a 

politician on their board of directors?henceforth referred to as 
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"politically connected" firms. A politician is defined as any indi 
vidual who stood in the national or provincial elections. Later on 
we will also distinguish between whether the politician holds 
office or not.8 

A politician is matched to a firm director, if their full (first, 
middle, and last) names match exactly. Given this literal match 

ing of names, we can have both types of errors?(i) incorrect 
exclusion (Type I), and (ii) false inclusion (Type II). Type I errors 

arise when a firm is politically connected but our algorithm is 
unable to match this firm's directors to a name in the election 
database. For example, firms that are politically connected be 
cause their director is related to or has close links with a politi 
cian will not be matched. Type II errors occur when our algorithm 

matches a firm to a politician, but the match is incorrect.9 Given 
that this explanatory variable is binary (i.e., a firm is politically 
connected or not), the classification error is not classical in that it 
is correlated with the true value and may not have 0 mean (i.e., 

we may undermatch more if firms are politically connected 

through indirect means). Nevertheless, one can show that this 
nonclassical measurement error still produces a lower estimate of 
the true effect [Aigner 1973].10 Thus, given the measurement 
error in matching politicians to firms, our estimates of political 
corruption are likely to be underestimates of the true effect. One 

may also be concerned that our measure is correlated with at 
tributes of the firm such as the number of directors a firm has 
since having more directors may increase the chances of match 

ing. However, our results remain robust to including dummy 
variables for the number of directors in a firm and more gener 
ally, to including firm fixed effects. 

8. We define a politician as someone who ran in an election since the insti 
tutional setting in Pakistan suggests that it is entry into the political network, 
and not just whether the individual won the election, that matters. Our subse 
quent empirical results also bear this out when we separately consider the impact 
of winning an election from just being a politician. 

9. Type I match failures could also be due to different spellings of names 
(since the data are in English, there are often nonunique spellings of the names). 

Our algorithm tries to minimize this error by ignoring titles and allowing for 
common spelling variants. Similarly, as different people may share the same 
name, Type II errors are also possible. However, since we match on the politician's 
first, middle (whenever present), and last name before classifying a loan as 

political, such errors are minimized. 
10. Suppose that political connectedness (P) is measured with error u (P = 

P* + u, where P* is the true classification and u = 
-1,0, 1 is the error) which 

is uncorrected with any controls and the error term in the true specification. 
Then one can show that plim $ols 

= 
0(1 

~" 
[cov(P,u\controls)l 

var(P\controls)]) < (S, where |3 is the true coefficient. 
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Since directors in our data almost always reflect one of the 

primary owners ofthe firm, politically connected firms should be 

interpreted as firms that are (partly) owned by a politician with 

ownership retained over time (i.e., we see little director turnover 
for a firm over time). As such, the question of when and which 

types of firms choose to select politicians on their boards is not as 
relevant in our context. Moreover, our empirical results will pri 
marily use comparisons within a given firm (across different 
banks or over time), and we are therefore less concerned that our 

findings are driven by comparing across different types of firms. 

III.C. Summary Statistics 

Table I presents summary statistics for the variables of in 
terest for the CIB loan database and the matched election data. 
Since we are interested in analyzing whether domestic lenders 
show preferential treatment to private politically connected firms, 
we exclude loans by foreign banks and loans to all government 
firms.11 This leaves us with a panel of 68 private domestic and 23 

government banks lending to 93,316 unique firms during the 25 

quarters in our data period.12 The loans are all corporate or 
business-related loans. While there are fewer government banks 
in the data, they constitute about 64 percent of overall lending. 

As most of our tests exploit cross-sectional variation, we 

collapse the time component of our panel by "cross-sectionalizing" 
the data at the firm-bank-level. We do this to avoid issues of 
autocorrelation over time for a given loan and thus get conserva 
tive standard errors. Cross-sectionalizing the data involves con 

verting all values into real 1995 rupees (Rs.) and then taking the 
time average of each loan, where a "loan" is identified by the 

borrowing firm and its corresponding bank. The cross-sectional 
ized data have 112,685 observations or loans. This number is 

greater than the number of unique firms (93,316) as some firms 
borrow from more than one bank. 

11. Including foreign banks does not change our results as they behave 

similarly to private domestic banks, i.e., display no political bias. Including 
lending to government firms, which are backed by government guarantees, may 
confound the analysis since any preferential treatment they receive is unlikely to 
reflect private rents, and moreover, government banks may treat such firms 

differently due to their state ownership. 
12. The data set is not a complete panel. The number of loans in any given 

quarter ranges from 22,361 in the beginning of the sample to 54,554 toward the 

end, reflecting an overall increase in lending. 
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TABLE I 
Summary Statistics 

Panel A: Loan-level variables 
Variable Mean S.D. Obs. 
Loan Size ('000s of 1995 

PakRs.) 6,669 89,298 112,685 
Default Rate (%): 

Unweighted 16.85 30.22 112,685 
Default Rate (%): Loan 

size weighted 17.61 31.06 112,685 
Recovery Rate (%): 

(conditional on default) 8.55 24.50 24,562 
Rate of Return (%) 93.46 35.70 89,223 
Interest Rate (%) 14.05 2.90 89,223 

Working Letter of 
Loan Type Fixed Capital Credit Guarantees Other 

Percent of total lending 32% 49% 7% 7% 5% 

Panel B: Borrower/firm attributes 

Politically Connected No Yes 
Percent of total firms 77% 23% 
Percent of total lending 

(of total loans) 63% (74%) 37% (26%) 
Size (percentile) 0-50 50-75 75-95 95-99 99-100 

Percent of total lending 
(of total loans) 6% (42%) 3% (21%) 13% (23%) 23% (9%) 55% (5%) 

Location (City Size) Small Medium Large Unclassified 
Percent of total lending 

(of total loans) 8% (17%) 12% (15%) 74% (52%) 6% (16%) 

Foreign Firm No Yes 
Percent of total lending 

(of total loans) (99.8%) 4% (0.2%) 
Business Group Size Stand Alone Intermediate Conglomerate Unclassified 

Percent of total lending 
(of total loans) 20% (54%) 19% (17%) 39% (10%) 22% (19%) 

Panel C: Politician level variables for matched politicians (2073 politicians) 
Variable Mean S.D. 

Win(%) 9.0 26.0 

Percentage Votes 9.83 16.33 

Victory Margin 20.53 16.50 
Electoral Participation 

(%) 36.60 10.46 

Rate of Return = (1 - Default Rate) * (1 + Interest Rate) + Default Rate * Recovery Rate. Politically 
Connected = dummy for whether firm has a politician on its board; Other firm level attributes defined in the 
Appendix; While we report summary statistics for firm location in terms of city size as defined in the 
Appendix, in the subsequent regressions firm location controls are introduced as separate dummies for each 
city. Win = politician winning frequency (%); Percentage Votes = percentage votes obtained by politician; 
Victory Margin = Difference in Percentage Votes between the winner and runner up if politician won, 
0 otherwise; Electoral Participation = Registered votes cast (%). 
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Panel A of Table I gives summary statistics for the loan level 
variables. These include amount of loan outstanding, rate of 

default, and the fraction of loan recovered in case of default. Since 
these data show the stock of outstanding loans and defaulted 

amounts, they also reflect lending activity prior to our data period 
and, as such, our results, especially on default, should not be 
construed as driven solely by behavior in the mid-to-late 1990s 
but also in earlier periods. While we do not have interest rate at 
the loan level, we are able to proxy this using another data source 
that contains interest rate information at the bank-branch and 
loan size category level. For each bank branch we know the 

average interest rate charged on loans for 40 loan size categories. 
Using this procedure, a total of 7,518 bank-branch and size 

category observations map into 89,223 loans. We cannot match all 
of the 112,685 loans since some bank branches do not report 
interest rate information. Using the information above, we can 

construct the rate of return on a given loan from the bank's 

perspective. This unit return (ti^), representing earnings ofthe 
bank per rupee lent, is given by the following accounting identity: 

(1) i\v 
= (1 + rtj)(l 

- 
8tf) + Oy * 9ij, 

where rtj is the time-averaged interest rate for a loan borrowed by 
firm i from bank j, 8^ is the time-averaged default rate of the 

loan, and ptj is the recovery rate for loans in case of default. The 

recovery rate is computed by aggregating all recoveries (against 
the defaulted principal and interest due) made by bank / from 
firm i until the end of our sample period. 

Given the skewed loan size distribution, there might be a 

concern that the summary statistics are driven by economically 

insignificant small loans. For this reason, we also report default 
rate weighted by loan size. The mean loan size is Rs. 6.7 million, 
while the mean default rate is 16.9 percent. Notice that the mean 

net return is 93.46, which means that the average loan actually 
loses 6.54 cents on every rupee for the bank. As we shall see later, 
this is driven by the excessively large loan losses of government 
banks. Private banks have a net loan return of 109.8 percent in 
the data. Banks recover on average 8.6 percent of default. Panel 
A also shows the distribution of loans by the type of loan. A loan 
is classified into one of four different types: fixed (long term), 

working capital (short term), letter of credit, and guarantees. 
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Panel B gives various borrowing firm attributes. The main 

attribute is whether a firm is politically connected. The table 
shows that while 23 percent of firms are politically connected they 
receive 37 percent of overall lending. Panel B also presents other 
firm attributes which will be important to condition on when 

analyzing whether politically connected firms are treated differ 

ently. These variables are the size of a borrowing firm, its loca 

tion, whether it is a foreign firm, whether it belongs to a business 

group and how many creditors it has. They are described in more 

detail in the Appendix. 
Panel C uses the matched election data to construct various 

measures of a politician's strength. Win is the percentage of times 
a politician or his political party wins. Percentage Votes is the 

percentage of total votes a politician obtains, Victory Margin is 
the difference in percentage votes between the winner and run 

ner-up in case the politician won (and 0 otherwise), and Electoral 

Participation is the percentage of registered votes cast in the 

politician's constituency. Since we have two elections and politi 
cians can run in multiple constituencies, these measures are the 

average over a politician's individual measures in each election 
and constituency. We report these statistics for politicians that 
were matched to the CIB loan data.13 

While we compare loans to politically connected versus those 
to unconnected firms in detail later, Table II presents some basic 

comparisons. Loans to the politically connected firms tend to be 

given in slightly smaller cities, and to firms that belong to larger 
business groups. While shorter term working capital loans are 
the most common type of loans, politically connected firms get 
greater fixed investment loans. Interestingly, there are sectoral 
differences in politically connected borrowing, with political loans 
more likely in sectors such as Textiles. Since these differences 

may reflect differences in underlying attributes of politically con 
nected firms, we condition on them in our empirical specifica 
tions. These differences also hint at rent provision if longer term 
loans or loans in certain sectors are easier to default on. We will 
return to these issues toward the end. 

13. These summary statistics are similar to those for unmatched politicians 
suggesting that our matching process did not introduce any selection effects. 
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TABLE II 
Political Loan Characteristics 

Political loan Nonpolitical loan Difference 

Average city size 1.28 1.45 -0.17 

(0.11) (0.10) (0.03) 
Average group size 1.68 1.37 0.31 

(0.11) (0.07) (0.04) 
Loan type share 

Fixed 37.72 28.80 8.92 

Working capital 46.43 49.82 -3.39 

Letter of credit 6.45 7.71 -1.26 

Guarantees 6.59 7.27 -0.68 

Other 2.81 6.40 -3.59 

Political loan Nonpolitical loan 

%of %of %of %of 
total Industry total Industry 

lending type lending type 

Industry Share 

Agriculture 1.4 27.2 2.3 76.0 

Chemicals 5.1 53.1 2.6 46.9 

Construction 8.3 49.1 5.0 50.9 

Engineering/machinery 4.1 20.9 9.0 79.1 

Food 11.7 42.8 9.1 57.2 

Finance 3.8 23.4 7.3 76.6 

Leather 0.5 33.0 0.5 67.0 

Paper 2.0 47.4 1.3 52.6 

Transport 0.8 19.9 1.9 80.1 

Textile 36.6 54.1 18.1 45.9 

Energy 1.5 55.8 0.7 44.2 

Other 3.1 35.5 3.2 64.5 

Firm level attributes (city and group size) are denned in the Appendix. Standard errors are reported in 
parentheses and clustered at the bank level. The industry shares are percentage of total classified loans and 
industries classified as follows: Agriculture?Agriculture; Chemical?Ceramics, Foam, Lab, Match, Mineral, 
Plastic, Rubber, Chemicals, Coating; Construction?Building Material, Construction Metal, Sizing, Storage; 
Engineering/Machinery?Appliances, Business Machinery, Electronics, Engineering, Fan, Finishing, Mill, 
IT, Instruments, Power, Telecommunication, Electric, Pump, Capital Goods; Finance?Export/Import, Fi 
nance; Leather?Leather; Paper?Books, Packaging, Paper, Photo, Wood, Packages, Printing; Transport? 
Air transportation, Auto, Aviation, Land transportation, Sea transportation, Tourism, Transportation; Tex 
tile?Textile; Energy?Energy, Gas, Petroleum; Other?Cycle, Education, Government, Jewelers, Light, 
Misc. Service, Medical, Military, Sport, Stationery, Watch, Shopping Mall, Advertising, Entertainment. 

III.D. Methodology 

The mechanism described in Section II suggests that politi 

cally connected firms obtain rents from banks in the form of 

preferential lending. We examine preference along two margins: 
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access to credit and the effective price of a loan. Credit access 

is measured by the amount a firm is able to borrow (logarithm 
of loan size), a substantial benefit in a credit-constrained econ 

omy.14 The effective loan price is measured as the payments per 
rupee borrowed that a firm makes (the loan rate of return nr^), as 

determined by the interest, default, and recovery rates on the loan. 
The basic empirical specification employed to test for political 

preference uses the cross-sectionalized data. For firm i borrowing 
from bank 7, we use OLS to estimate 

(2) Ytj 
= 

*3: + 0! Political + 7i Xf + y2 X0- + etj, 

where Ytj is one of the measures of preferential treatment men 

tioned above, and Political^ is an indicator variable for whether 
a firm is politically connected. X^ are firm level controls such as 
firm location, industry, and size, XtJ is a loan type (working 
capital, fixed investment) control, and olj is a bank fixed effect. 
The controls Xj, and X^ are introduced nonparametrically: we 
include fixed effects for firm size (5 categories), the number of 
creditors the firm has (8 categories from 1 to greater than 7), a 

firm's group size (3 categories), city (134 cities) and industry (21 

categories), and the loan type (5 categories). This results in a total 
of 268 dummy variables (including the 91 bank dummies). px in 

(2) is our coefficient of interest that captures the preferential 
treatment a politically connected firm receives, and henceforth 

will be referred to as the "political preference" effect. 
As our unit of analysis is a loan (i.e., firm-bank pair) there 

may be a concern that the results are driven by the majority of 
loans which are small in size. Since we are interested in econom 

ically significant differences, all regressions (except where loan 
size is the dependent variable) are weighted by loan size. For 

example, when default rate is the dependent variable, we can 

interpret Px as the additional default by politicians per dollar of 
borrowed amount. Standard errors are clustered at the bank 
level. 

While (2) includes an extensive set of firm-attribute fixed 
effects and bank fixed effects, a remaining identification concern 

14. Another measure of credit access is whether a firm that applied for a loan 
received one. Since our data only include firms that receive loans, we can only 

measure access in terms of how much a firm is lent to, conditional on receiving a loan. 
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is that px may still be a biased estimate of political preference due 
to omitted firm level variables correlated with a firm's political 
status that affect the loan amount or price; i.e., Politicali is 
correlated with unobserved firm attributes in the error term (yt, 

where ztj 
= yt 4- v^). For example, more "influential" firms may 

attract politicians as board members and also use their influence 
to obtain preferential lending. To the extent that we cannot 

observe and control for firm influence in (2), px will be an over 

estimate of the political preference effect. 
Given these concerns, a more convincing estimation strategy 

would be to include firm fixed effects in (2) to account for all 
time-invariant firm attributes that have a similar (level) effect on 
a firm's borrowing from all banks; i.e., the firm fixed effect ab 
sorbs firm-specific unobservables (7^) that enter additively in (2). 

While including firm fixed effects is not possible in (2) because the 
fixed effect absorbs our attribute of interest?whether a firm is 

politically connected or not?there are two ways we can proceed. 
The first is to define a time-varying measure of political connect 

edness and use the panel form of our data to exploit variation over 

time for a given firm. While we will use and describe this ap 

proach later, the political rent mechanism outlined earlier sug 

gests that another promising direction, which allows us to retain 
our original measure of political connectedness, is to exploit dif 
ferences across lenders, particularly private versus government 
banks, for a given firm. 

We use the following specification to test whether the same 

firm receives (greater) preferential treatment if it is politically 
connected when it borrows from a government compared with a 

private bank: 

(3) Ytj 
= c- + a, + pi Politicali * 

GOVj 

where in addition to the variables in (2), a{ is a firm fixed effect 

and GOVj is an indicator variable for whether the lender is a 

government bank or not. Our coefficient of interest, p1? is the 

"differences-in-differences" estimate of political preference. px 

captures the extent to which a politically connected firm receives 

preferential lending from a government bank as compared with a 
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private bank.15 In running specification (3), we restrict the data 
to firms that borrow from both types of banks.16 The difference 
in-difference estimate provides cleaner estimates of the political 
preference effect and removes the identification concerns men 
tioned above. The inclusion of both bank and firm fixed effects 
ensures that our results are not driven by level differences that 

may arise when comparing across different banks or different 
firms. For example, bank characteristics such as government 
banks making larger loans than private banks are captured by 
the bank fixed effects. Similarly, firm attributes such as political 
firms having greater loan demand, or different risk classes are 

subsumed in the firm fixed effects. However, firm fixed effects are 
not able to eliminate biases that may arise from firm level unob 
servables that vary over time or across lenders. 

In addition to estimating (3), we also run related specifica 
tions where we examine whether the relative political preference 
displayed by government banks differs across different types of 
firms where firm type is measured by characteristics such as its 

political strength. Such effects will be introduced as triple inter 
action terms in (3); i.e., the Politicalt * 

GOVj term will be 
interacted with these firm-specific attributes. 

Finally, as mentioned above, another strategy to exploit dif 
ferences within the same firm is to use a time-varying measure of 

political connectedness and then introduce firm fixed effects in 
the panel version of the data. We do so by considering changes a 
firm experiences when its politician or politician's political party 
wins or loses an election. We use the following specification in the 
subset of politically connected firms that experience such a 

change:17 

15. When we examine preferential treatment in terms of loan size, we aggre 
gate our observations at_the firm X bank-type level. In particular, we aggregate 
to firm i and bank-type j (government or private) since we want to compare how 

much (more) a politically connected firm is able to borrow from all government 
banks compared with all private banks. Therefore, instead of (3) we run 

Log(Loan Sizeij) 
= at + fa POLi * GOV] + faGOVj + e^, 

where j is the bank type index (either government or private bank). 
16. We restrict to firms that borrow at least 1 percent of their lending from 

each type of bank. Firms that borrow from a single bank-type are not included as 
they do not directly affect our coefficient of interest, fa. 

17. As before, with loan size as the dependent variable for each firm in a 

given quarter, we aggregate the data at bank-type (government or private) level: 

hog(Loan Size^) 
= 

af + fa WINit * GOV- + fa WINit + Etj. 
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(4) Yijt 
= 

atj + a, + ^ WIN* * 
GOVj + 02 W/JW + e0? 

where the variables are as before and the additional subscript t 

specifies the quarter, a^ are bank-lender (i.e., loan-level) fixed 

effects; WINit is an indicator for whether the firm's politician 
holds office during quarter t or not. When we examine changes in 
electoral success for the politician's political party, we use a 
similar indicator for whether the politician's political party wins 
or not, WIN-Partyit. The double-difference estimate Bl9 captures 
any (additional) lending preference a politically connected firm 
receives from a government relative to private bank, when its 

politician or his political party wins. The bank-lender fixed effects 

imply that this change is for the same loan (i.e., firm-bank pair) 
over time. 

IV. Results?Preferential Treatment for Politically 
Connected Firms 

Table III shows the results of estimating (2) for both margins 
of preference: loan access and price. The regressions nonpara 
metrically control for firm and loan characteristics by introducing 
firm attribute, bank and loan type dummies. 

Column (1) presents evidence for political preference in 
terms of credit usage: loans to politically connected firms are 45 

TABLE III 
Are Politically Connected Firms Given Preferential Treatment? 

Log loan Rate of Default Recovery 
size return rate rate Interest rate 

Dependent variable (1) (2) (3) (4) (5) 

Politically connected 0.37 -6.08 6.22 -1.09 0.09 

(0.08) (2.46) (1.98) (1.14) (0.05) 
Controls YES YES YES YES YES 

R2 0.26 0.28 0.29 0.24 0.43 

No. of Obs. 112,685 89,223 112,685 24,562 89,223 

Results are based on cross-sectionalized data. A unit of observation is a loan (bank-firm pair). There are 
89,223 observations instead of 112,685 in columns (2) and (5) as interest rate data are not available for all 
banks. There are 24,562 observations in column (4) because the data are conditional on a firm having 
defaulted. Rate of Return = (1 - Default Rate) * (1 + Interest Rate) + Default Rate * Recovery Rate. 
Standard errors reported in parentheses are clustered at bank level. Regressions in columns (2)-(5) are 
weighted by loan size. Controls in column (1) include dummy for whether borrower is a foreign firm, 91 bank 
dummies, 134 dummies for each ofthe city/town of firm. Columns (2M5) include column (1) controls plus 8 
dummies for the number of creditors the firm has, 5 loan-type dummies and 3 group size dummies, 5 firm size 
dummies. Firm-level control variables are described in the Appendix. 
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percent as large as those to unconnected firms, (difference in logs 
is 0.37). Concerns that this result is biased due to unobserved 
firm heterogeneity are lessened by the inclusion of firm level 
controls. Moreover, this will be addressed further in subsequent 
specifications that allow the inclusion of firm fixed effects. 

Columns (2)-(5) show that in addition to better access, po 
litically connected firms also face significantly lower "prices" on 
their loans: column (2) shows the rate of return on political loans 
is 6 percentage points lower and is robust to the inclusion of bank 
fixed effects and firm attribute fixed effects. The difference is both 

statistically and economically significant. 
A breakdown of loan rates of return into its three components 

specified in (1) in columns (3M5) shows that preferential treat 
ment is driven primarily by the higher default rates that the 

politically connected firms enjoy. Politically connected firms de 
fault 6.2 percentage points more than unconnected ones.18 On a 

base default rate of 14.8 percent, this implies that the politically 
connected default 42 percent more. In contrast to default rates, 
columns (4) and (5) show little difference between politically 
connected and unconnected firms in the recovery rates on de 
faulted loans and the interest rates charged. 

How do rent-seekers avoid recovery on collateralized loans? 
The Pakistani setting suggests a couple of answers. First, litiga 
tion is a long drawn-out process. Recovering default is not an easy 
task even for government banks, especially if courts are also 

subject to political influence. Second, anecdotal evidence suggests 
that collateral is often overvalued. A common way to create over 
valued collateral is through overinvoicing by importing defunct 

machinery at inflated prices. The political borrower's influence 
ensures that such overvalued collateral is accepted. Thus, when 
the firm does default a few years later, preventing recovery or 
seizure of capital is of little concern. 

The results in Table III suggest that politically connected 
firms receive preferential treatment on two accounts: they are 
able to borrow larger amounts, and their default rates are higher. 
For the remainder of the paper we will focus on both these 

margins of preferential treatment, i.e., receiving larger loans and 

defaulting more on each rupee lent. For the latter margin we use 

18. As we will see later on, since larger political loans are even more likely to 
default, the unweighted difference in default between political and nonpolitical 
loans is lower at 3.3 percent (but still significant at the 1 percent level). 
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default rate instead of the loan return measure because the 
differences in loan return are entirely driven by differences in 
default rates and the loan return measure uses interest rate data 
that are not available for the full data. 

We interpret the existence of the political preference effect as 
evidence of corruption in the form of rents provided to the politi 
cally connected. However, the specification presented so far raises 

plausible concerns regarding both the empirical identification of 

political preference and in interpreting it as evidence of corrup 
tion. In the following sections we present evidence that improves 
identification and supports our interpretation. 

V. Results?Political Rents and Government Banks 

Since government banks are more susceptible to political 
coercion due to their organizational design, we expect them to 

provide greater rents to politically connected firms. We examine 
whether this is the case for the two measures of preferential 
treatment, default rate, and access to credit. 

V.A. Default Rate 

Columns (1) through (5) in Table IV show that the higher 
default rates that politically connected firms enjoy arise entirely 
due to loans from government banks. Columns (l)-(2) first run 
the original specification (2) by restricting the data to loans from 

government banks only and show that loans to the politically 
connected firms have 11 percentage points higher default rates. 
This result remains robust to all of the controls mentioned 
earlier. 

Columns (3)-(4) repeat the same exercise for loans from 

private banks only. There is hardly any difference in default rates 
between the politically connected and unconnected firms in pri 
vate bank loans. Including bank and firm attribute fixed effects 

(column (4)), shows that politically connected firms have 0.8 per 
centage points lower default rates on private bank loans. 

Column (5) runs specification (3) but with firm attributes 
controls instead of firm fixed effects and shows the same result. 
The coefficient of interest is the double interaction term (px) that 
shows politically connected firms default 9.9 percentage points 

more than the unconnected in loans from government banks 
relative to loans from private banks. The small negative coeffi 
cient on the dummy for political firm shows that if anything, 



DO LENDERS FAVOR POLITICALLY CONNECTED FIRMS? 1391 

TABLE IV 
Are Politically Connected Firms Favored by Government Banks Only? 

Default Rate 

Default rate (%) 

(1) (2) (3) (4) (5) (6) 
Firms 

borrowing 
from both 

government 
Government Private banks All and private 
banks only only banks banks 

Politically connected 10.92 9.13 -0.02 -0.78 -0.78 ? 

(4.12) (1.92) (0.27) (0.26) (0.26) 
Politically connected 9.91 1.4 

* government (1.90) (1.04) 
bank 

Constant 19.87 ? 6.05 ? ? ? 

(2.60) (2.03) 
Controls NO YES NO YES YESa Firm fixed 

effectsb 

R2 0.02 0.3 0.004 0.15 0.33 0.78 
No. of Obs. 61,897 61,897 50,788 50,788 112,685 18,819 

Results are based on cross-sectionalized data. Standard errors reported in parentheses are clustered at 
the bank level. Politically connected = dummy for whether firm has a politician on its board; Government 
bank = dummy for government banks. Controls include 5 loan-type dummies, 5 firm size dummies, dummy 
for whether the borrower is a foreign firm, 8 dummies for the number of creditors the firm has, 3 group size 
dummies, 134 dummies for each of the city/town of borrower, 21 dummies for the industry ofthe firm, and 
91 bank dummies. Firm-level control variables are described in the Appendix. 

a. Controls also include government bank dummy and all interactions with the government bank 
dummy. 

b. Regression includes a government bank dummy as well. Data are restricted to firms that borrow from 
both government and private banks. 

politically connected firms have slightly lower defaults suggest 
ing either greater monitoring or better selection for politically 
connected firms by private banks. 

An interesting aside is that while the government banks do 
treat politically connected firms more favorably, they also face 

high default rates in general (column (1)). By focusing on political 
connectedness, we are only capturing one source of "influence." 
There may be a variety of other avenues such as alternative forms 
of status (bureaucracy, army, insider networks, familial ties, etc.) 
and direct bribes that may also contribute to why government 
banks face higher default rates. In this paper our focus is only on 

political rents. 
Do government banks face higher default rates because they 
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select worse borrower types?where type is proxied by average 
default rates?or because they lend greater amounts to the worse 

types? We will consider the first selection margin here?of choos 

ing whether to lend to a firm?and examine the second margin 
when we consider credit access. 

Note first that if, as one would expect, loans from government 
and private banks have equal seniority, it is unlikely that a firm 
will be able to default on one but not on the other. This suggests 
that the higher default rate faced by government banks is because 

they exclusively deal with worse borrowers, and not that a given 
firm which borrows from both bank types, defaults more on its 

government bank loan. 
We can check for such selection by including firm fixed effects 

as in specification (3) and restricting the data to firms that borrow 
from both types of banks. The firm fixed effect enables us to ask 
whether the same politically connected firm defaults at a higher 
rate on its government versus private bank loan compared with a 

nonpolitical firm. Column (6) shows that this is not the case, since 
the default differential reduces to a much smaller and not signifi 
cant 1.4 percentage points. This decrease is not due to the data 
restriction since the default differential in this restricted sample 
is 9 percent without firm fixed effects (regression not shown), 
similar to that in column (5). It drops only after we have ac 
counted for all selection effects through firm fixed effects. This is 
not surprising given the cross-default legal stipulations that 
make it unlikely that a firm can default on one bank and not 
another when loans have the same seniority. 

The mechanism outlined in Section II implies that borrowers 
are likely to self-select across banks with (the worst) borrowers 
that have no productive investments but wield (political) influ 
ence only borrowing from government banks. Our results also 

support this. Comparing average default rates for firms that (i) 
borrow only from government banks, (ii) borrow from both bank 

types, and (iii) borrow only from private banks, shows that the 
first have the highest average default rates (25.7 percent), fol 

lowed by the second (16.9 percent), and then the last category has 
the lowest default rates (5.4 percent). 

V.B. Access to Credit 

We next test if the other margin of political preference, access 

to credit, is also only due to government bank lending. An impor 
tant concern when comparing credit access for political versus 
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nonpolitical firms is that the amount borrowed may differ simply 
due to a firm's different credit needs (a demand effect). In other 

words, the "preferential treatment" in access to credit identified 
in Table III earlier, may simply reflect a higher credit demand of 

political firms and not political preference. To argue that there is 

political preference, one needs to perfectly condition on a firm's 
credit demand. The hypothetical comparison would then be be 
tween two firms with the same credit demand and seeing whether 
the politically connected firm receives a larger loan from the 

government bank. Specification (3) allows us to make such a 

comparison. 

Column (1) in Table V shows that while government banks 

provide larger loans than private banks, they lend even larger 
amounts?29 percent more?to politically connected firms. The 

TABLE V 
Are Political Firms Favored by Government Banks Only? 

Access to Credit 

Log loan size 

(1) (2) (3) 
Data restricted to firms that 

borrow from both government 

Dependent variable and private banks 

Government bank 0.07 -1.19 -0.2 

(0.03) (0.14) (0.03) 
Politically connected * government bank 0.29 -0.21 0.13 

(0.05) (0.22) (0.05) 
Government bank * log firm size 0.14 

(0.02) 

Politically connected * government bank 0.041 
* log firm size (0.03) 

Government bank * firm default rate 1.9 

(0.11) 

Politically connected * government bank 0.56 
* firm default rate (0.17) 

Firm fixed effect YES YES YES 
R2 0.81 0.81 0.83 
No. of obs. 10,880 10,880 10,880 

Data are restricted to firms that borrow from both government and private banks. Robust standard 
errors are reported in parentheses. A unit of observation is a firm-bank type (government or private) pair, as 
all loans of a firm given by the same bank type are summed. There are thus 5,440 firm fixed effects and 10,880 
total observations in the regression. Politically Connected = dummy for whether firm has a politician on its 
board; Government bank = dummy for government banks; Log firm size = Logarithm of a firm's total 
borrowing from all banks (private and government); Firm default rate = Firm's average default rate across 
all banks. 
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use of firm fixed effects strengthens our causal interpretation 
that the political preference observed is a result of differential 
treatment and not (level) differences across firms. Moreover, as 
this preferential treatment stems from government banks, it 

supports our contention that it arises through the exercise of 

political power. 
We showed above that government banks exclusively lend to 

the worst type of borrowers in terms of average default rates. Do 

government banks also perform poorly along the second selection 

margin, i.e., conditional on choosing to lend to a firm, do they lend 

greater amounts to the worst firms? 
Columns (2M3) in Table V check for further selection effects 

by asking whether certain types of politically connected firms are 

given greater access to credit. Column (2) (weakly) suggests that 

government banks lend more to the larger of the politically con 

nected firms. A standard deviation increase in firm size as mea 

sured by the logarithm of the total amount it borrows, is associ 
ated with 8 percent greater amount that the politically connected 
borrow from government as compared with private banks. More 

tellingly, column (3) shows that government banks systematically 
lend greater amounts to the worst (highest average default rates) 
of the politically connected firms. The coefficient on the triple 
interaction term shows that government banks (as compared 

with private banks) lend 56 percent larger amounts to those 

politically connected firms that go into default. Finally, one may 
be worried that by time-averaging each loan, we are no longer 
guaranteed that a firm is borrowing from private and government 
banks at the same time. To check for this concern, we also reran 

the cross-sectional tests of Table V separately for each quarter 
and found our results to be stable and significant in each quarter. 

Tables IV and V paint a stark picture of the political rent 

seeking environment and the role of the public sector. It is an 

environment characterized by politically connected firms that 

receive greater access to credit and default more, not (only) be 
cause they face adverse business shocks but because they can 

default. The worst of such politically connected firms?those that 

default a lot?exclusively borrow from government banks. More 

over, even after accounting for this poor initial selection, we find 

that government banks provide greater rents by lending more to 

the larger politically connected firms and to the worst (in terms of 

default) of such firms. 
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VI. Results?Political Strength and Participation 

Do political rents vary by the strength ofthe firm's politician, 
whether he holds office, and the degree of political participation 
in the politician's constituency? The mechanism outlined in Sec 
tion II would suggest so provided that a politician's ability to 
influence government banks varies by political strength. While 

we can examine political preference on both margins, greater 
access to loans, and higher default rates, we found no robust 
differences in default rates and will focus on the margin that does 

matter, preferential access to credit. 

VIA. Political Strength 

Do firms with stronger politicians obtain even greater access 
to credit from government banks? We use different measures of a 

politician's strength. These include (i) the percentage of total 
votes a politician wins; (ii) the fraction of times a politician wins; 
(iii) the politician's victory margin; and (iv) the fraction of times 
the politician's political party wins. We aggregate the data to the 

bank-type and firm level and restrict to firms borrowing from 
both bank types. 

Columns (l)-(3) in Table VI present the results for each of 
these variables with the logarithm of loan received as the depen 
dent variable.19 The coefficient of interest is the triple interaction 
term that reveals whether firms with stronger politicians are able 
to earn even higher rents from government banks. Table VI 
shows that along all measures of a politician's strength, firms 

with stronger politicians borrow even more from government 
banks. 

Column (1) shows that while all politically connected firms 
are able to borrow more from government banks, a 10 percentage 
point increase in the number of votes a politician obtains is 
associated with a further increase of 7 percent in the amount his 
firm is able to borrow from the government. Columns (2)-(3) 
similarly show that a 10 percentage point increase in the fraction 
of times a politician wins and in his victory margin are associated 
with his firm borrowing 6 and 5 percent more from government 

19. Note that since the political strength measures are only defined for 
politically connected firms (Political Strengtht * 

Politicali 
= Political 

Strengtht) all possible interaction terms are included in these regressions; i.e., 
they are either subsumed in the firm-fixed effect or the triple interaction term. 
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TABLE VI 
Testing for Political Strength and Participation 

Log loan size 

(1) (2) (3) (4) (5) 
Data restricted to firms that borrow from 

Dependent variable both government and private banks 

Government bank 0.07 0.07 0.07 0.07 0.07 

(0.03) (0.03) (0.03) (0.03) (0.03) 
Politically connected * government 0.25 0.26 0.25 0.23 0.67 

bank (0.06) (0.05) (0.05) (0.05) (0.20) 
Politically connected * government 0.69 

bank * percentage votes (0.47) 

Politically connected * government 0.63 

bank * win (0.32) 

Politically connected * government 0.53 

bank * victory margin (0.29) 

Politically connected * government 0.29 

bank * winparty (0.13) 

Politically connected * government ?1.04 

bank * electoral participation (0.53) 
Firm fixed effect YES YES YES YES YES 

R2 0.81 0.81 0.81 0.81 0.81 

No. ofObs. 10,880 10,880 10,880 10,880 10,880 

Data are restricted to firms that borrow from both government and private banks. Robust standard 
errors are reported in parentheses. A unit of observation is a firm-bank-type pair, as all loans of a firm given 
by the same bank type are summed. There are thus 5,440 firm fixed effects and 10,880 total observations in 
the regression. Politically Connected = dummy for whether firm has a politician on its board; Government 
bank = dummy for government banks; Win/WinParty = politician/political party's winning frequency (%); 
Percentage Votes = percentage votes obtained by politician; Victory Margin = Difference in percentage votes 
between the winner and runner up if politician won, 0 otherwise; Electoral Participation = Registered votes 
cast (%). 

banks, respectively. Finally, column (4) shows that a 10 percent 
increase in the fraction of the times a politician's party wins is 

associated with 3 percent larger loans.20 

VLB. Political Participation 

Table VI also examines whether there are any constraints to 

these rents by asking whether a more active electorate is able to 

monitor and check its politicians. We run a similar specification 

20. We restrict the sample to firms that borrow from both government and 

private banks in order to use firm fixed effects. We get very similar results when 
we run these regressions (without firm fixed effects) on firms that only borrow 
from government banks suggesting that our sample restriction is not a concern. 
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as above using a measure for electoral participation?voter turn 
out in the politician's constituency?instead of the political 
strength measures. 

Column (5) provides suggestive evidence that electoral 
checks impose constraints on rent provision. Firms whose politi 
cians run in constituencies with 10 percentage points higher 
electoral participation receive 10 percent smaller loans from gov 
ernment banks than they would have otherwise. Recall that 
because we have firm level fixed effects, our result cannot be 
driven by simple spurious correlations such as firms in less active 

political constituencies are more likely to default. While other 
identification concerns remain, this result does suggest that po 
litical corruption is higher in weaker political environments, a 

point that has been highlighted by others at a cross-country level 
[Shleifer and Vishny 1993]. 

VI. C. The Impact of Winning 

What happens to a politically connected firm's borrowing 
when its politician or political party wins or loses an election? To 
what extent does being in power affect the firm's ability to earn 
rents? 

Table VII answers this by exploiting the time series compo 
nent of our data and estimating specification (4). We use quar 
terly data and restrict it to quarters where an elected government 
was in power21 and to only those politically connected firms that 

experienced a change in whether their politician or political party 
was in power during our data period. Since we are comparing 
total firm borrowing from private and government banks, we 

collapse the data to the firm and bank-type level in each quarter. 
Table VII shows a significant impact on access to credit; i.e., 

winning or being a member of a winning party affects the ability 
of a politically connected firm to borrow and hence its amount of 
default. 

Column (1) shows that, controlling for firm-bank level time 
invariant factors and time trends, when the same political firm 

wins an election it increases its borrowing from government 
banks by 20 percent compared with its borrowing from private 
banks which goes down by 11 percent. Thus, when a firm's poli 

21. We exclude quarters where the new government had not been elected as 
yet (but the old one had been dissolved) and those during 1999-2002 when there 
was no elected government due to military rule. 
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TABLE VII 
Time Series Test of Political Strength 

Dependent variable Log loan size 

Data restricted to politically connected firms that experience 

change in political status 

(1) (2) (3) (4) 

In power? -0.120 -0.106 -0.105 

(0.027) (0.028) (0.027) 
In power* 0.186 0.170 0.168 

government bank (0.032) (0.032) (0.033) 
Party in power? -0.132 -0.120 -0.120 

(0.028) (0.028) (0.028) 
Party in power * 0.170 0.153 0.150 

government bank (0.033) (0.033) (0.036) 
In power * party in 0.008 

power * (0.040) 

government bank 

Fixed effects Firm * bank- Firm * bank- Firm * bank- Firm * bank 

type, quarter type, quarter type, quarter type, quarter 
R2 0.79 0.79 0.79 0.79 
No.ofObs. 29,405 29,405 29,405 29,405 

Data are restricted to those politically connected firms that actually experience a change in their "power" 
status due to elections or their party experiences such a change. There are 2,330 such firms. The data are also 
restricted to only those quarters when an elected government was actually in power; i.e., we exclude quarters 
where the old government was disbanded but no new government elected as yet and quarters under military 
rule. The included quarters are 1996 Quarter 2 and Quarter 3; 1997 Quarter 2 to 1999 Quarter 3. In any given 
quarter the loans for a given firm from a given bank type (government or private) are summed up. Robust 
standard errors reported in parentheses. In power = dummy for whether politician is in power (won relevant 
election) during the given quarter; Party in power = dummy for whether politician's political party forms the 
government for the given quarter (winning parties were different in the two elections in our data period); 
Government bank = dummy for government banks. 

tician board member wins an election, the firm partly substitutes 

borrowing from private banks toward government banks. Win 

ning politicians exercise their increased political strength to ob 
tain even greater preferential access to credit from government 
banks. 

Column (2) shows that if a politician's political party wins, 
the firm connected to him also benefits by getting greater access 
to credit from government banks (13.2 percent). Since a politician 

may both win and his party may also be in power, column (3) 
introduces the two effects together and shows that they both have 

independent effects. Column (4) interacts the politician winning 
with his party winning as well, and shows that there is no 

additional benefit of both winning and being in the winning party. 
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Thus, a politician is able to obtain (greater) rents for his firm 
either by being in power himself or through his party. 

The effect of a firm's politician or his party being in power is 

only half of the overall political preferential result (Table V). 
While winning does matter, what matters equally is whether a 
firm director is a politician (regardless of whether he or his party 
is in power). This is not surprising for a couple of reasons. First, 
a significant number of firms appear to be "politically hedged" as 
a third have multiple politicians on their board, while 11 percent 
(37 percent if weighted by loan size) have politicians from differ 
ent parties. Second, political lines in Pakistan are quite fluid as 

politicians frequently switch parties and often have family mem 
bers in opposing parties. Both firms and families hedge them 
selves politically. Third, frequent elections with party reversals 

suggests that a politician may not remain out of power for long. 
Thus, a politician who is out of the government may still wield 
substantial influence both because he has links with those cur 

rently in power and because he is likely to return to power soon. 
In terms of rent-seeking, entry into the "political network" has 

equal importance as the politician's relative position within this 
network. These results lend further support that our findings 
reflect political influence as opposed to other forms of influence.22 

VII. Alternative Explanations 

We have interpreted our findings as rents accruing to politi 
cally connected firms by virtue of their political influence over 

government banks and hence indicative of political corruption. 
Before estimating the economy-wide costs of such corruption, we 
examine whether there are alternative interpretations that can 

plausibly explain these findings.23 

22. One could imagine that an influential individual is both more likely to 
become a politician and (independently of that) obtain preferential treatment. 

While we do not take a strong stance on this since our results are also interpret 
able as rents to such "influence," Table VII does suggest that these results are not 
due to an individual's unobserved (time-invariant) influence but rather the exer 
cise of political power that increases either by his winning an election or being a 

member of a winning party. 
23. We should emphasize that we are not attempting to explain how these 

rents are distributed. They may be mostly appropriated by the politician or other 
firm owners. Even if the politician obtains all the rents, he may have to spend 
resources on his supporters to retain political influence. From our perspective, 
these are all forms of rent provision and we do not have the data to be able to 

distinguish between them. 
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Note first that omitted variables at the firm or bank level 
that have time-invariant level effects on outcomes, such as firm 
"influence" or bank inefficiency, cannot explain our results since 

they remain robust to firm and bank level fixed effects. Moreover, 
as discussed before, measurements errors in identifying politi 
cally connected firms are likely to underestimate the political 
preference results. Similarly, while there may be "evergreening" 
concerns that private banks are better able to hide their poorly 
performing loans, as Section VIII will show, this is unlikely since 
firms borrowing from private banks are also more productive in 
terms of real output. Even if private banks do hide bad loans, this 
would not explain why government banks treat politically con 
nected firms better than unconnected ones, or why they also do 
not hide the higher default rates of the politically powerful. 
Therefore, we only consider alternative explanations that also 

predict a (correctly identified) political preference effect. 

VILA. Social Lending Explanation 

The most likely alternative explanation for our political pref 
erence results is "social lending." This explanation relies on two 

key assumptions: (i) firms with politicians on their boards are 
more likely to engage in projects with high social but low private 
returns, and (ii) government banks value social returns more 
than private banks. Given these two assumptions, one could 

argue that our political preference results do not reflect corrup 
tion but the mutual desires of politicians and government banks 
to undertake "social" projects. 

Such an alternative explanation is unlikely given the insti 
tutional details and history of politics and politicians in Pakistan. 

While certain government banks may have social lending goals, 
our data set consists of private corporate loans and excludes loans 
to government firms. For the social lending story to hold, one 

would have to believe that politicians in Pakistan are borrowing 
money privately for achieving social objectives. This is unlikely 
because social projects are mostly carried out either by directly 
lending to the targeted social class (such as small farmers), or 

intermediated through large government-owned firms. To our 

knowledge, never has a government social scheme been explicitly 
implemented through loans to private firms. Moreover, politi 
cians generally belong to the richest segment of society, and a 

recent survey of parliamentarians in Pakistan [Zaidi 2004] sug 

gests that politics enriches individuals, with longer duration in 
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politics associated with greater wealth. Thus, lending to private 
political firms with high default rates is unlikely to be socially 
motivated. 

Our empirical results also make it harder to believe the social 

explanation. First, the preferential treatment results are robust 

(and in fact hardly change) when conditioning on an extensive set 
of variables which proxy for social attributes of the loan. These 
include the location ofthe loan (lending to small cities), the bank 

(certain banks may have more social objectives), the size, number 
of creditors, and group affiliation of the borrower (lending to 
small borrowers with few creditors), and the type and industry 
classification of the loan (certain industries generate greater so 

cial value). 

Second, the social lending explanation is not easily reconciled 
with further results in Tables VI and VII. For example, to gen 
erate the result that firms with stronger politicians receive 

greater preferential treatment, one would need to assume that 
the likelihood of a politically connected firm undertaking social 

projects increases the stronger its politician is, in terms of the 
votes he obtains, his victory margin, etc. and the lower electoral 

participation is in his constituency. This is unlikely given that 
most of these firms are located in the major cities and not neces 

sarily in the politician's constituency. 
Nevertheless, regardless of these factors that make it harder 

to believe the social lending explanation, there is direct empirical 
evidence against it. Table VIII presents two sets of results that 
check for the presence of social lending and show that there is no 

evidence for it. 
Our first test of the social lending hypothesis is built on the 

observation that if mutual social objectives are driving political 
preference by government banks, then one would expect these 
results to be stronger for those government banks that have 

explicit social objectives. These include government banks set up 
for agricultural development, women's welfare, small and me 
dium enterprises, etc. In total, 25 percent of government bank 
loans belong to such explicitly social government banks. The 

remaining government banks are meant to be run on a purely 
financial basis and have no explicit social goals. Columns (1) and 

(2) show that on both measures of preferential treatment, i.e., 
default rates and loan size, there is no political preference within 
the explicitly social government banks, while it is large and 
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TABLE VIII 
Testing for a Social Lending Explanation 

Default Log loan Default Log loan 
rate size rate size 

Dependent variable (1) (2) (3) (4) 

Politically connected * government 10.47 0.36 11.68 0.32 

bank (1.84) (0.05) (2.88) (0.08) 
Politically connected * government -9.4 ?0.21 

bank * social government bank (2.73) (0.17) 

Politically connected * government -2.54 -0.042 

bank * local firm (2.09) (0.08) 

Controls YES YES 
Firm fixed effects YES YES 

R2 0.33 0.56 0.33 0.81 

No. ofObs. 112,685 11,549 112,685 10,880 

Data are restricted to firms that borrow from both government and private banks in columns (2) and (4). 
Robust standard errors are reported in parentheses. Errors are clustered at the bank level in columns (2) and 
(4). In column (2) a unit of observation is a firm-bank-type pair where bank-type is private, social government, 
or nonsocial government. In column (4) a unit of observation is a firm-bank-type pair where bank-type is 
private or government. All loans of a firm given by the same bank type are summed. Controls include 5 
loan-type dummies, 5 firm size dummies, dummy for whether borrower is a foreign firm, 8 dummies for the 
number of creditors the firm has, 3 group size dummies, 134 dummies for each of the city/town of firm, 21 
dummies for the industry of the firm, and 91 bank dummies. Firm-level control variables are described in the 
Appendix. Controls also include government dummy and all interactions with the government bank dummy. 
Politically connected = dummy for whether firm has a politician on its board; Government bank = dummy 
for lender type; Social government bank = dummy for whether government bank (lender) has explicit social 
objectives; Local firm = dummy for whether firm is located in same province (state) as politician's electoral 
constituency. 

significant for the nonsocial government banks. This is in stark 
contrast to what the social lending explanation would predict.24 

We perform another test of the social explanation based on 

the observation that if politicians use their firms to generate 
social returns one would expect that this effect is greater for firms 

that are located in their own constituency. Columns (3) and (4) 

separate politicians by whether they own a firm in the same 

province (state) as their constituency or in a different one.25 The 

24. We should note that the average default rate on the social government 
banks is indeed higher (41.7 percent) than that on the, nonsocial government 
banks (23.1 percent). This is not surprising if such banks were lending to riskier 
social projects. Thus, while some government banks may indeed lend for social 

objectives, such motivations cannot explain the political preference effects. 
25. Pakistan is divided into four main provinces. These provinces are differ 

ent in terms of their ethnic composition and political preferences. A politician's 
constituency is a strict subset of a province. Given the differences across prov 
inces, it is unlikely that a politician will be interested in increasing the welfare of 
those in another province. 
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results show little evidence in support of the social lending ex 

planation as politically connected firms that are not located in the 

politician's state also receive the same degree of preferential 
treatment as those that are. 

VII. B. Efficient Lending Explanation 

The results on loan rate of return and default rate in Tables 
III and IV are based on comparing averages for these variables 
across bank and firm types. However, one could argue that even 
under efficient lending, it is possible to generate the observed 
differences in average (as opposed to marginal) loan returns. 

To understand this argument, suppose that government 
banks were lending efficiently without any political bias. In this 
case government banks would start with the most profitable firm 
and keep making loans to firms until the marginal firm has 

profitability equal to the marginal cost of deposits for the bank. 

Suppose further that political firms also happen to be less prof 
itable on average than nonpolitical firms. Then, even though the 
bank is lending efficiently and without any political preference, 
we will find differences between political and nonpolitical loans in 
their average return. Moreover, if government banks have lower 
cost of funds than private banks, this can also explain why the 

average loan return for government banks is lower than private 
banks. 

While the above explanation may appear plausible at first, it 
is unlikely for a number of reasons. First, even the average 
political loan is losing money for the government bank (a rate of 
return of -17.5 percent), and so the marginal political loan is 

likely to be even worse. Such low negative returns are impossible 
to reconcile with efficient lending given that we know government 
banks pay positive interest rates on their deposits. Second, if the 
efficient lending hypothesis were the correct explanation, we 
should also observe similar differences within private banks, 
which we do not.26 Third, our results on preferential access to 

credit, where politically connected firms receive disproportion 
ately larger loans from government banks than nonpolitical 

26. One could make further restrictions on the distribution of average re 
turns for political and nonpolitical firms to generate no differences in average 
returns for private banks. However, these distributional assumptions are not very 
plausible since they require the relative density of political firms compared with 
nonpolitical ones be significantly higher at low return projects, yet be the same for 
high return projects. 
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firms, cannot be readily explained by an efficient lending hypothe 
sis. Finally, time series evidence on political firms borrowing 
(even) more from government banks after winning an election is 
also hard to reconcile with efficient lending. 

VIII. The Costs of Rents 

This section estimates the economy-level costs of the rents 
identified. These cost estimates are admittedly speculative both 
because we only present the subset of costs that can be inferred 
from our findings and because, even for this subset, we have to 

make additional assumptions. We consider costs due to the in 
creased taxation necessary to bail out bad government loans, and 
from the forgone value when corrupt loans are poorly invested. 
There are likely to be a variety of other, potentially larger, costs 
that we ignore due to measurement difficulties. For example, we 

ignore general equilibrium effects such as distortions in entry and 

composition of firms, compromised legal institutions, and "waste 
ful" activities that individuals and firms undertake in seeking 
rents and getting access to political networks. 

VIII.A. The Deadweight Loss of Taxation 

Loans that default due to political corruption can be consid 
ered a transfer payment to politicians. The transfer is ultimately 
from taxpayers as the government uses its revenues to bail out 

government banks. To obtain the taxation deadweight loss from 
such transfers, we need to estimate the size of this transfer, i.e., 
the "extra" default due to corrupt lending. Assuming that private 
banks are lending efficiently,27 the defaulted amount in govern 
ment banks over and above the rate of default faced by private 
banks (6 percent) represents this extra default. 

With an average default rate of 30.8 percent on government 
bank loans to politically connected firms, this suggests that 24.8 

percent of such lending is the incremental loss due to corruption. 
Given total government bank lending of Rs. 190 billion ($3.2 
billion) in 2002, 38 percent of which was given to politically 
connected firms, the total additional revenue lost from political 
corruption is Rs. 17.9 billion annually (0.248 * 0.38 * 190). Alter 

27. This is reasonable since we find no evidence of corruption in private 
banks. See Mian [2004] for further evidence that private banks are lending 
efficiently. 
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natively, given the pervasiveness of corruption in government 
banks, it is likely that even nonpolitical loans have substantial 
elements of rents, since such loans also face a high default rate 

(19.9 percent). If we count nonpolitical loan default on govern 
ment banks as corruption motivated as well, then the revenue 
lost from corruption is Rs. 34.3 billion annually (17.9 + 0.139 * 

0.62 * 190). 
We use conservative DWL estimates that put the marginal 

costs of taxation at around 40 cents for every dollar raised [Bal 
lard et al. 1985]. Note that others have estimated costs up to a 
dollar per dollar of revenue raised [Feldstein 1996]. Using the 
more conservative marginal cost numbers, we get DWL estimates 

ranging from Rs. 7.2 to 13.7 billion each year, or 0.16-0.3 percent 
of GDP annually. 

VIII.B. Cost of Investment Distortion 

It would be unrealistic to assume that wealth transfer is the 

only distortion resulting from corrupt lending. If influential peo 
ple like politicians get "cheap" money from government banks, 
they are unlikely to invest their loans efficiently. This would lead 
to rates of return to investment that are lower than would have 
been otherwise. In the extreme, they may not invest at all and 

simply consume the money or deposit it in offshore accounts. To 
estimate the cost of such investment distortion, one needs to 
know the rate of return to corrupt lending.28 

While one could make different assumptions about this re 

turn, it is simpler to present a higher bound where the defaulted 
amount is assumed to generate zero net returns (i.e., the economy 

just gains the book value of investment). In this case the cost of 
investment distortion is losing future streams of income gener 
ated if the defaulted amount had been properly invested. Given 
that the market price of a firm reflects the present value of its 

underlying assets, we can impute this net present value by sub 

tracting book from market value. 

Using this approach and a Market to Book ratio for Pakistan 
estimated at 2.96 (IFC emerging market database?EMDB), we 

28. Note that in well-functioning credit markets, these poor/no investments 
would not affect aggregate investment since financial markets would compensate 
for this leakage by lending more (i.e., credit supply would be very elastic). How 
ever, in a related paper Khwaja and Mian [2004b] exploit an exogenous shift in 
credit supply to show that bank credit supply in Pakistan is quite inelastic. 
Therefore, such perfect market assumptions are unlikely to hold. 
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get annual costs of Rs. 35-67 billion, or 0.8-1.6 percent of GDP 
each year.29 This is estimated as (2.96 

- 
1) * (Inefficient Govern 

ment Lending) where the estimates vary depending on whether 
we only consider the defaulted amount by the politically con 
nected (Rs. 17.9 billion) or all government bank default in excess 
of natural default (Rs. 34.3 billion) as inefficient government 
lending. Note that we are being conservative in only considering 
the defaulted government bank lending as inefficient since, as we 
show below, it is likely that even the nondefaulted government 
bank lending is poorly invested. 

VIII.C. What Is the Real Rate of Return on Political Loans? 

The investment distortion cost only arises if the real return 
on corrupt lending is less than that on noncorrupt lending. The 
loan-level financial data used so far do not reveal the real pro 
ductivity of the loan. For example, it is possible that a politically 
connected firm defaults because it can, but still invests the loan 

efficiently. 
Table IX shows that this is unlikely, by presenting direct 

evidence for the lower real quality of government bank lending in 
the textile industry. We use three measures of firm quality: 

whether a textile firm exported any amount in the three-year 
period during 2000-2003, the value of its exports aggregated over 
the three years, and export "productivity" measured by exports as 
a fraction of total loans to the firm. These are plausible measures 
of firm quality since the textile industry in Pakistan is mostly 
export driven, and it is unlikely that a high quality firm would not 
be exporting. Moreover, unlike balance sheet information, which 
for most of these firms is unaudited and hence of highly suspect 
quality, export information is measured through the banking 
sector (we obtained the information from the central bank) and 
therefore harder to manipulate. These data are matched by the 
name of the textile firm to firm names in our data. 

Before presenting the results on government lending quality, 
columns (l)-(2) first show that our quality measures are indeed 
related to borrowing performance. Firms in the textile industry 
with higher default rates are less likely to be exporting. Columns 

(3)-(8) next present evidence that not only do government banks 
lend to lower quality firms, but firm quality is even lower for 

29. To the extent that private firms have a lower market to book ratio than 

public firms, we may be overestimating the cost of inefficient investment. 
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TABLE DC 
Are Politically Connected Firms Less Productive? 

Data restricted to textile firms 

Log export 
Exporter? Exporter? Log exports productivity 

(1) (2) (3) (4) (5) (6) (7) (8) 

Firm default rate -0.22 -0.17 
(0.051) (0.060) 

Government bank -0.19 -0.79 -0.28 
borrower (0.08) (0.44) (0.18) 

Politically connected 0.05 0.05 -0.02 
(0.06) (0.20) (0.09) 

Politically connected * -0.13 -0.64 -0.24 

government bank (0.07) (0.31) (0.15) 
borrower 

Constant 0.22 

(0.029) 
Controls YES YES YES YES YES YES YES 

R2 0.04 0.27 0.2 0.28 0.1 0.18 0.1 0.21 
No. ofObs. 6,313 6,313 6,313 6,313 6,313 6,313 6,313 6,313 

All Regressions are run at the firm level. Robust standard errors are reported in parentheses. Exporter 
is a dummy for whether the firm exports or not; Log exports is the logarithm of export value; Export 
productivity is export value divided by total firm borrowing (from all bank types). Politically connected = 
dummy for whether firm has a politician on its board; Government bank borrower = dummy for whether firm 
borrows from any government bank; Log firm size = Logarithm of a firm's total borrowing from all banks 
(private, government, foreign); Firm default rate = Firm's average default rate across all banks. Controls 
include 5 loan-type dummies, 5 firm size dummies, dummy for whether the borrower is a foreign firm, 8 
dummies for the number of creditors the firm has, 3 group size dummies, 134 dummies for each of the 
city/town of firm, and 91 bank dummies. Firm-level control variables are described in the Appendix. When 
government dummy is reported in columns (3), (5), and (7), the bank dummies are not included in the 
regression. 

politically connected firms. Columns (3)-(4) show that while gov 
ernment bank loans are 19 percentage points more likely to be 

provided to nonexporting textile firms, within government bank 
loans, those to the politically connected firms are 13 percentage 
points more likely to be given to nonexporting textile firms. Col 
umns (5)-(8) illustrate similar findings using the other two mea 
sures of firm quality: value of exports and export productivity. 

Our cost estimates assumed two investment extremes: nor 
mal returns (to the firm) on the corrupt loans or no returns at all. 

Examining real measures of firm quality suggests that these 
loans earn below normal rates of returns. The cost of such rent 

provision is therefore likely to be closer to the upper estimate, 
giving a total cost (i.e., including DWL) of 1.9 percent of GDP 
every year. Although this estimate is large, it is comparable to 
that in cross-country studies [Mauro 1995]. 
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IX. Conclusion 

This paper has tried to elaborate on the nature and conse 

quences of political corruption in the form of rents in financial 
markets by carrying out a detailed micro-level analysis. The 

techniques used are relatively straightforward and can be repli 
cated in other contexts to examine the role political and other 
avenues of corruption play in the economies of both developed and 

developing nations. For example, the rents identified in this pa 
per are likely to have an impact on the structure of industry. 
Differential access and subsidized credit to the politically con 
nected firm is likely to affect entry and exit of firms and their 

competitive strategies in general. Firms may devote resources to 
seek such rents and build political links. Exploring such effects 
offer promising areas for further research. 

A question that arises given our findings is how these rents 
affect the decision to enter politics and the actions chosen by, and 
success of politicians. If greater wealth has an impact on political 
entry and strength, then our results imply a feedback mechanism 
where influential individuals, particularly the most corrupt, may 

progressively increase their wealth and influence. There is evi 
dence to suggest that this is indeed the case in Pakistan [Zaidi 
2004]. Our results also hint at the importance and robustness of 

political networks as politicians are able to obtain rents even 

when not directly in power. They also raise questions on the 
extent to which political competition imposes checks on rents. Are 
the excessively corrupt penalized and do rents have to be distrib 
uted to retain power? How the nature and extent of rents affect 
the political and institutional environment presents another in 

teresting direction of future enquiry. 
Finally, a positive policy interpretation of our results is that 

private banks do not provide any political rents, and their low 

default rates suggest the lack of such concerns in general. More 

over, they show little evidence of related lending [Mian 2004]. 
This lends credence to the Pakistan government's current push 
for privatization, with three government banks privatized since 

1990. However, we should caution that our results do not suggest 
that full privatization will eliminate rent provision. If govern 

ment lending is reduced significantly, those with influence may 
choose other avenues to seek rents. More generally, our cost 

estimates are relative to the first best of no corruption. To the 
extent that constraining the political rents identified in this pa 
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per leads to alternative sources of rent extraction, the country 
may not recover the full cost of corruption identified in this paper. 
Understanding the importance and costs of alternative sources of 
rent seeking when more common channels are shut down is an 

interesting area for future work, especially given that emerging 
economies are increasingly carrying out such reforms. 

Appendix: Details on the Firm Attributes Used in This Article 

(i) Size. The total borrowing by a firm from all the banks in 
the country (including foreign, domestic, and government banks) 
is used as a proxy for borrower size. We divide firms into five size 

categories using 99, 95-99, 75-99, 50-75, and 0-50 percentiles as 
the cutoff criteria. The cutoff criteria were used given the skewed 
distribution of lending, with 55 percent of total lending going to 
the top 1 percent of firms by size. 

(ii) Location. This variable captures which type of city or 
town the borrower belongs to. Cities are classified by their popu 
lation size into three categories: big, medium, and small. Borrow 
ers located in the three largest cities (city population greater than 
2 million) are coded as big, while those in cities with population 
between 0.5-2 and 0-0.5 million are coded as medium and small, 
respectively.30 The distribution of lending across city size is also 

highly skewed with the large cities getting 74 percent of the 

lending. 
(iii) Foreign. This variable captures whether the borrower is 

a foreign firm or not. There are only 212 loans given out to foreign 
firms in the data, but they represent about 4 percent of the overall 
domestic lending. 

(iv) Group Size. Using information on the names and tax 
identification numbers of all directors of a firm, we can classify 
firms into "groups" based on their ownership information. In 

particular, firms are assigned the same group if they have a 
director in common. Mian and Khwaja [2004a] analyze these 
group linkages in detail, but for this paper what is important is 
that forming groups in this way creates three distinct category of 
firms: (a) Stand-Alone Firms?these are firms whose directors do 
not sit on the board of any other firm (comprising 20 percent of 

30. Karachi, Lahore, and Rawalpindi/Islamabad are coded as "big," Faisala 
bad, Gujranwala, Multan, Sialkot, Sargodha, Peshawar, Quetta, and Hyderabad 
are coded as "medium/' and the remaining cities and towns are coded as "small." 
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domestic lending); (b) Intermediate Group Firms?these are 
firms that belong to intermediate size groups, defined as groups 
consisting of 2 to 50 firms (20 percent of domestic lending), and (c) 

Large Conglomerate Firms?these are firms that belong to the 

large conglomerates, defined as groups consisting of more than 50 
firms each (38 percent of domestic lending). Ownership (and 
hence group) information is missing for 22 percent of domestic 

lending. 
(v) No. of Creditors. This variable captures the number of 

creditors (banks) that a firm borrows from. Loans from foreign 
banks are also taken into account when constructing this variable. 

Kennedy School of Government, Harvard University 

Graduate School of Business, University of Chicago 
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Traditional Institutions Meet the Modern World: Caste, Gender,
and Schooling Choice in a Globalizing Economy

By KAIVAN MUNSHI AND MARK ROSENZWEIG*

This paper addresses the question of how traditional institutions interact with the
forces of globalization to shape the economic mobility and welfare of particular
groups of individuals in the new economy. We explore the role of one such
traditional institution—the caste system—in shaping career choices by gender in
Bombay using new survey data on school enrollment and income over the past 20
years. We find that male working-class—lower-caste—networks continue to channel
boys into local language schools that lead to the traditional occupation, despite the
fact that returns to nontraditional white-collar occupations rose substantially in the
1990s, suggesting the possibility of a dynamic inefficiency. In contrast, lower-caste
girls, who historically had low labor market participation rates and so did not benefit
from the network, are taking full advantage of the opportunities that became available
in the new economy by switching rapidly to English schools. (JEL I21, J16, O15, Z13)

The collapse of the former Soviet Union,
followed by the economic and financial liber-
alization of the 1990s, has restructured and
“globalized” many economies throughout the
world. One consequence of this restructuring,
which has been widely observed, is that some
groups have taken advantage of the new ben-
efits afforded by globalization, while others
appear to have been left behind. This paper
addresses the question of whether and how
old institutions clash with the forces of glob-
alization in shaping the response of particular

groups of individuals to the new economy.
Traditional institutions, such as community
networks, are generally believed to play an
important role in low-income countries by
facilitating economic activity when markets
function imperfectly. Less well understood is
how traditional institutions affect the trans-
formation of economies undergoing change,
affecting in turn the distribution of benefits
from macroeconomic structural reform.

We explore the role of one such traditional
institution—the caste system—in shaping career
choices by gender in a dynamic urban context,
using new data on schooling choices and income
covering the past 20 years in Bombay city, the
industrial and financial center of the Indian econ-
omy. Bombay is a useful and important setting in
which to study the role of institutional rigidities in
a dynamic context, as the Bombay labor market
was historically organized along caste lines, with
individual subcastes or jatis controlling particular
occupational niches over the course of many gen-
erations.1 A particularly important feature of these
caste networks is that they were most active in

* Munshi: Department of Economics, Brown University,
Box B/64, Waterman St., Providence, RI 02912 (e-mail:
munshi@brown.edu); Rosenzweig: Department of Economics,
Yale University, 27 Hillhouse Ave., New Haven, CT 06520
(e-mail: mark.rosenzweig@yale.edu). Leena Abraham and
Padma Velaskar of the Tata Institute of Social Sciences
collaborated in the design of the survey instrument, carried
out the survey, and provided many valuable insights. We are
also very grateful to Suma Chitnis for her support and
advice at every stage of the project. We received helpful
comments from Abhijit Banerjee, David Card, Jan Eeck-
hout, Lakshmi Iyer, Duncan Thomas, three anonymous ref-
erees, and seminar participants at Columbia University,
Harvard University, the Massachusetts Institute of Technol-
ogy, IZA, University of Pennsylvania, Princeton University,
UCLA, the University of Southern California, Washington
University, and the World Bank. Research support from the
Mellon Foundation at the University of Pennsylvania and
the National Science Foundation (grant SES-0431827) is
gratefully acknowledged. We are responsible for any errors
that may remain.

1 Rajnarayan Chandavarkar (1994 pp. 122, 223), for
instance, describes how “[caste] clusters formed within par-
ticular trades and occupations ... [this] occupational distri-
bution reflected neither [traditional rural] caste vocation nor
the inheritance of special skills. It was produced partly by
exclusionary practices by which social groups, once they
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working-class occupations dominated by lower
caste men. Women historically did not participate
in Bombay’s labor market and so did not benefit
from the caste networks, but both men and women
scrupulously adhered to the social rule of endog-
amous marriage within the jati.

Although Bombay was a predominantly in-
dustrial city for a hundred years beginning in
the last quarter of the nineteenth century, in
the early 1990s the liberalization of the Indian
economy saw a shift in the city’s economy
toward the corporate and financial sectors.
We study how members of different jatis, by
gender, responded to these changes in the
returns to different occupations, and we will
show that the historical pattern of networking
within the jati continues to shape gender-
specific, individual responses to these new
opportunities in ways that will importantly
affect the future distributions of incomes, in-
dependent of pre-schooling human capital ef-
fects or liquidity constraints.2

Our strategy in this paper is to assess how
schooling choice, measured by the language
of instruction, varied across jatis, across boys
and girls within jatis, and over time. We focus
on schooling choice because most adults were
already locked into their occupations when
the unexpected economic changes occurred.
Schooling choice is an important determinant of
future occupational outcomes in the Bombay
economy and thus reflects the contemporaneous
perceptions of expected occupational returns.
University education in Bombay is entirely in
English, but children choose between English
and Marathi (the local language) as the lan-
guage of instruction at the time they enter
school. Schooling in Marathi channels the child
into working-class jobs, while more expensive
English education significantly increases the
likelihood of obtaining a coveted white-collar
job. If the economic liberalization of the 1990s
effectively increased white-collar incomes, and

by extension the returns to English education,
then (future) occupational mobility can be iden-
tified from changes in the choice of the lan-
guage of instruction made by parents of school-
age children. Examination of the changing
patterns of schooling choice by jati and gender
thus permits an assessment of the interactions
between traditional institutions and the new re-
alities of globalization.

Our empirical analysis is based on a survey
of 4,900 households belonging to the Maha-
rashtrian community residing in Bombay’s
Dadar area and a survey of the schools in that
locale that we conducted in 2001–2002. Sec-
ondary schools in Bombay run from grade 1
to grade 10. The household survey was based
on a stratified random sample of students who
entered 28 of the 29 schools in Dadar (in the
first grade), over a 20-year period, 1982–
2001.3 English is the language of instruction
in ten schools in Dadar, while Marathi is the
language of instruction in the remaining 18
schools.

The survey data suggest that the returns to
English education, for given years of school-
ing, increased in the 1990s. Based on retro-
spective information on the annual earnings
of the parents of the sampled children, we
estimated the returns to English and the re-
turns to years of schooling at five points in
time from 1980 through 2000 for working
adults between the age of 30 and 55.4 Figures 1
and 2 provide the estimated returns to schooling
attainment and schooling language, for men
and women, respectively, in each time period.
As can be seen, the returns to years of school-
ing increased only mildly over time for both
men and women. In contrast, the English pre-
mium increased sharply from the 1980s to the
1990s for both sexes, rising from 15 percent
in 1980 to 24 percent in 2000 for men and
from approximately 0 percent in 1980 to 27
percent in 2000 for women. The returns to
English for men increase from the mid-1980s,
which is most likely due to the decline around

obtained a foothold in a particular occupation, would not
admit an outsider.”

2 A recent literature has shown that historical institutions
have long-run consequences for growth in low-income
countries (Daron Acemoglu et al., 2001; Abhijit Banerjee
and Lakshmi Iyer, 2005). These empirical findings, how-
ever, do not provide insight into the mechanisms underlying
such persistence.

3 One school refused to provide us with information on its
students and will be ignored in all the discussion that follows.

4 The details of the estimation procedure and the esti-
mates of the returns to English and the returns to schooling
(with standard errors) are provided in Munshi and Rosenz-
weig (2003).
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that time in manufacturing jobs in Bombay
(Darryl D’Monte, 2002), but continue to rise
through the 1990s.

The survey collected information on school-
ing choice for 20 cohorts of students who en-
tered the 28 neighborhood schools (in the first
grade) over the 1982–2001 period. The times-
series data on enrollments in English- and Mar-

athi-medium schools suggest that the changes in
the returns to English significantly affected
schooling choice for both boys and girls in the
sample, across castes and over time. Figure 3
and Figure 4 display the changing proportions
of students enrolled in English schools for the
20 entering cohorts from 1982 (cohort � 1) to
2001 (cohort � 20) for three caste group-

FIGURE 1. RETURNS TO ENGLISH AND SCHOOLING BY YEAR, 1980–2000: MEN AGE 30–55

FIGURE 2. RETURNS TO ENGLISH AND SCHOOLING BY YEAR, 1980–2000: WOMEN AGE 30–55
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ings—low, medium, and high—and by gen-
der.5 The figures were constructed using the
Epanechnikov kernel function to nonparametri-
cally regress schooling choice (1 � English
medium; 0 � Marathi medium) on the cohort
variable for each caste group, taking into ac-
count the strong intergenerational state-depen-
dence with respect to the language of instruction
within the family.6 Although jatis define the rel-

evant boundary for the labor-market networks
and form the relevant social unit in our analy-
sis,7 we aggregate the 59 subcastes in our data
for expositional convenience in these figures.

Figures 3 and 4 show that enrollment rates in
English-medium schools have grown substantially
over time for both boys and girls and for all
castes.8 The trajectory is much steeper, how-
ever, for the ten most recent cohorts, who would
have entered school in the post-reform 1990s.
Thus, the increase in the returns to English
observed in Figure 1 and Figure 2 appears to
have shifted schooling choice toward English
education. The figures also indicate substantial
differences in English schooling between castes
at the beginning of the sample period, reflecting in
part the circumstances of the colonial regime. The
high castes gained access to clerical and adminis-

5 Children enter first grade at the age of 6 and complete
tenth grade at the age of 15, so the current age of the
students in our sample, with only a few exceptions, ranges
from 6 to 25. Students in Bombay typically do not change
the language of instruction midstream or switch schools
after they enter first grade. High castes include all the
Brahmin jatis, as well as a few other elite jatis (CKP and
Pathare Prabhus). Low castes include Scheduled Castes,
Scheduled Tribes, and Other Backward Castes, as defined
by the government of India. Medium castes are drawn
mostly from the cultivator jatis, such as the Marathas and
the Kunbis, as well as other traditional vocations that were
not considered to be ritually impure.

6 If both parents have been schooled in English, it is very
unlikely that the child would be sent to a Marathi school,
and all the regressions that we later report will also account
for such state dependence at the level of the family. Details
of the nonparametric estimation procedure and parametric
estimates of the schooling regression (with standard errors)
are provided in Munshi and Rosenzweig (2003).

7 As Morris David Morris (1965 p. 76) emphasizes in his
historical account of the Bombay labor market, “for any
analysis of labor recruitment [in Bombay] ... it is entirely
inappropriate to lump into larger groups because of simi-
larity of name, function, social status, or region-of-origin
subcastes that are not endogamous.”

8 Details of the nonparametric estimation procedure used
to generate these figures are provided in Munshi and Rosen-
zweig (2003).

FIGURE 3. ENGLISH SCHOOLING: NET PARENTAL EDUCATION EFFECT—BOYS
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trative jobs under the British, while the lower
castes were confined for the most part to working-
class jobs. Consistent with the view that Marathi
education channels students into working-class
jobs, and that English education increases the like-
lihood of obtaining a white-collar job, we see in
Figure 3 and Figure 4 that high-caste boys and
girls currently 25 years old (the oldest cohort)
were much more likely to have been schooled in
English, and that this caste difference in schooling
persists over the next ten cohorts. But although the
caste gap narrows dramatically for the girls in the
1990s, there is no convergence for the boys. Thus,
it appears that caste continues to play a role in
shaping schooling choices in the new economy of
the 1990s, but only for boys. The key question is
why the lower-caste boys seemingly fail to take
advantage of the new economic opportunities.

The gender-specific explanation for the ob-
served pattern in Figure 3 that we pursue in
this paper is based on network externalities.
Numerous studies document higher levels of
networking in blue-collar occupations, possi-
bly because the information and enforcement
problems that give rise to networks are more

acute in those jobs.9 These studies focus on
men, the primary occupants of blue-collar
jobs. And among the household heads in Dadar,
68 percent of the men in working-class jobs
found employment through a relative or a member
of the community, while the corresponding sta-
tistic for white-collar workers was 44 percent.
Once the (working-class) network is in place,
there is a positive externality associated with
participation in the network, and hence with
the traditional occupational choice in the jati.
This externality could give rise to intergenera-
tional occupational persistence at the level of
the jati, with labor market networks channeling
boys into particular (traditionally male) occupa-
tions and hence toward particular schooling
choices.

9 For example, Albert Rees (1966) found that informal
sources accounted for 80 percent of all hires in eight blue-
collar occupations versus 50 percent of all hires in four white-
collar occupations in an early study set in Chicago. Similarly,
68 percent of blue-collar workers and 38 percent of white-
collar workers reported having received help finding a job in
M. S. Gore’s (1970) study of migrants in Bombay.

FIGURE 4. ENGLISH SCHOOLING: NET PARENTAL EDUCATION EFFECT—GIRLS
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Once the returns to the white-collar occupation
grow, however, schooling choice must ultimately
converge across castes. The explanation for the
absence of convergence in Figure 3 that we put
forward in this paper is based on the idea that the
caste networks might place tacit restrictions on the
occupational mobility of their members to pre-
serve the integrity of the network. We will show
that although these restrictions might have been
welfare-enhancing and indeed equalizing when
they were first put in place, such restrictions could
result in dynamic inefficiencies when the structure
of the economy changes.

The results in this paper provide empirical sup-
port for the view that historical occupation pat-
terns kept in place by caste-based networks
continue to shape occupational choice, and hence
schooling choice, for the boys in the new econ-
omy. In contrast, the lower-caste girls who histor-
ically kept away from the labor market, and so
have no network ties to constrain them, take full
advantage of the opportunities that become avail-
able in the new economy. The growing disparities
in school choices between boys and girls within
the traditional jatis not only suggest a new balance
of economic opportunities by gender, but also
could threaten the long-run stability of the caste
system, which is based on endogamous marriages
within the subcaste. Thus, a complete understand-
ing of the development process must not only take
account of the initial conditions and the role of
existing institutions in shaping the response to
modernization and globalization, but must also
consider how these traditional institutions are
shaped in turn by the forces of change.

I. The Institutional Setting

A. Bombay’s Labor Market

Bombay’s industrial economy in the late nine-
teenth century and through the first half of the
twentieth century was characterized by wide fluc-
tuations in the demand for labor (Chandavarkar,
1994). It is well known that such frequent job
turnover can give rise to labor market networks,
particularly when the quality of a freshly hired
worker is difficult to assess and performance-
contingent wage contracts cannot be imple-
mented. The presence of such recruitment
networks has indeed been documented by numer-

ous historians studying Bombay’s economy prior
to independence in 1947 (Chandavarkar, 1994;
Morris, 1965; Alexander R. Burnett-Hurst, 1925).
These networks appear to have been organized
around the jobber, a foreman who was in charge
of a work gang in the mill, factory, dockyard, or
construction site, and more importantly also in
charge of labor recruitment.

Given the information and enforcement prob-
lems associated with the recruitment of short-term
labor, it is not surprising that the “jobber had to
lean on social connections outside his workplace
such as his kinship and neighborhood connec-
tions” (Chandavarkar, 1994, p. 107). Here the
endogamous subcaste or jati served as a natural
social unit from which to recruit labor, because
marriage ties strengthen information flows and
improve enforcement. This widespread use of
caste-based networks thus led to a fragmentation
of the Bombay labor market along social lines.10

Other studies also suggest that these patterns
tended to persist over many generations. For ex-
ample, Hemalata C. Dandekar (1986) traces the
evolution of a network of Jadhavs (a particular
subcaste) belonging to one village in interior Ma-
harashtra. In 1942, 67 percent of the Jadhav mi-
grants from that village were working in the textile
mills and 4 percent in other factories. Thirty-five
years later, in 1977, 58 percent were still em-
ployed in textile mills, while 10 percent were in
other manufacturing industries.

A noticeable feature of historical descriptions
of caste-based networks in Bombay is that they
were restricted to working-class jobs. This is not
surprising, because the information and enforce-
ment problems that give rise to such networks
tend to be more acute in those occupations. Fur-
ther, most studies of caste-based networks in
Bombay focus on male workers. Women were
conspicuously absent from Bombay’s labor

10 The presence of caste clusters has been historically doc-
umented in the mills (R. G. Gokhale, 1957), among dock
workers (R. P. Cholia, 1941), construction workers, and in the
railway workshops (Burnett-Hurst, 1925), in the leather and
dyeing industries, and in the Bombay Municipal Corporation
and the Bombay Electric Supply and Transportation Company
(Chandavarkar, 1994). More recently, Kunj M. Patel (1963)
surveyed 500 mill workers in the Parel area, close to the site of
our study, in 1961–1962 and found that 81 percent of the
workers had relatives or members of their jati in the textile
industry. Sixty-six percent of the workers got jobs in the mills
through the influence of their relatives and friends.
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force, particularly in the working-class jobs
(Morris, 1965). These historical patterns of
labor force participation by gender will later
help explain the schooling choice dynamics,
for boys and girls, that we saw in Figure 3 and
Figure 4.

B. The Schools in Dadar

Our analysis highlights the medium of instruc-
tion as the salient feature of schooling choice. It is
possible that the choice of the language of instruc-
tion merely proxies for school quality. In parallel
with the household survey, we carried out a sur-
vey of schools based on a questionnaire filled out
by school principals. This questionnaire elicited
information on a variety of school characteristics,

as well as recent student performance on the stan-
dardized school leaving examination (common to
both Marathi and English schools), which allows
us to compare the two types of schools as well as
the students across the schools. Table 1, panel A,
describes school infrastructure and faculty quali-
fications in the English and Marathi schools. The
average student-teacher ratio, class size, number
of students per desk, computers per student, and
the proportion of teachers with Bachelor of Edu-
cation degrees and higher (postgraduate) degrees,
are each very similar and statistically indistin-
guishable for the two types of schools.11

11 A regression of the language of instruction on the set
of school characteristics in Table 1, panel A, indicates that

TABLE 1—SCHOOL CHARACTERISTICS AND STUDENT PERFORMANCE

School type

English medium Marathi medium

(1) (2)

Panel A. School characteristics
Student-teacher ratio 36.71 35.76

(2.40) (2.17)
Class size 61.90 62.28

(3.69) (3.15)
Students per desk 2.40 2.36

(0.10) (0.11)
Proportion of teachers with B.Ed. 0.72 0.70

(0.07) (0.05)
Proportion of teachers with higher degree 0.08 0.10

(0.03) (0.03)
Computers per student 0.02 0.02

(0.004) (0.005)
Student enrollment in secondary section 1528.40 1059.00

(360.64) (175.73)
Panel B. School expenses
Fees 0.48* 0.20*

(0.01) (0.01)
Other expenses 1.10* 0.71*

(0.04) (0.01)
Panel C. SSC school-leaving exam results (1997–2001)
Percentage passed 92.59* 51.62*

(2.04) (5.95)
Percentage first class among passed 36.2* 24.23*

(1.69) (3.35)
Percentage distinction among passed 23.94* 6.90*

(3.92) (1.87)
Number of schools 10 18

Notes: Standard errors are in parentheses. Panels A and C use data from the school survey; panel B uses data from the
household survey. School characteristics are based on the secondary section (grades 5 through 10). School expenses are
measured for 2000–2001 in thousands of 1980 Rupees. To convert to 2000 Rupees, multiply by 4.44. Other school expenses
include transportation, coaching classes, textbooks, uniforms, and stationery. Scores above 35 percent are required to pass
SSC; scores above 60 percent are required for first class, and above 75 percent for distinction.

* Denotes rejection of the equality of means for the two types of schools with greater than 95-percent confidence.
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Despite the increase in the demand for En-
glish education in the last ten years, as seen in
Figures 3 and 4, no new schools were added in
this period in Dadar.12 The English-language
schools accommodated this increased demand
by adding divisions in each grade, increasing
the number of desks in each classroom, and
doubling students on each desk. Because the
supply of schools was effectively fixed, we
would expect the English schools to extract
some economic rents from this increased de-
mand through higher fees and schooling costs in
general. In contrast, fees in the Marathi schools
are subsidized by the state government. Our
household survey collected information on
school fees and other expenses (transportation,
coaching classes, textbooks, uniforms, and sta-
tionary) in the last year. Table 1, panel B shows
that school fees (in 1980 Rupees) are currently
significantly higher in the English schools (480
versus 200 Rupees), as are other expenses
(1,100 versus 710 Rupees).

One other difference between the schools is in
the performance of the students on the Secondary
School Certificate (SSC) school-leaving examina-
tion. Table 1, panel C reports student performance
on this exam over a five-year period, 1997–2001.
Students in the English schools perform much
better on this standardized test in terms of the
percentage that pass and receive a first class and a
distinction.13 Although these substantial differ-
ences in test performance can be explained by
differences in school quality, they can also be
explained by differential selection by ability into
English and Marathi schools, as implied by our
network model of school choice, and we will
provide evidence supporting this implication of
the model below.

In addition, our survey provides direct evi-
dence that the medium of instruction and its
implications for children’s future role in soci-

ety, rather than differences in school quality,
dominate the schooling choice of parents. The
survey elicited from parents the reasons for their
choice of school for their child. The percentage
of parents reporting that the “quality of educa-
tion” was a factor in their choice was relatively
low and did not differ substantially across par-
ents choosing English-medium schools and
Marathi schools—43.7 percent versus 35.2 per-
cent, respectively. In contrast, almost 87 percent
of parents who chose English as the medium of
instruction for their child reported that career
opportunities was a factor in choosing that
school. And over 62 percent of parents who
chose a Marathi-language school listed closer
community ties as a reason.

II. A Simple Model of Schooling Choice

Our first objective in this section is to show
how exogenous, historically determined occu-
pational differences across otherwise identical
jatis can persist when network externalities are
present. Because occupational choice translates
into schooling choice, this explains the initial
caste gap that we observe for the boys in
Figure 3 (the model that we lay out in this section
applies to the boys, as we will see later that labor
market networks are most active among the men).
We will show, however, that jatis should start to
converge once the returns to English grow suffi-
ciently large, which is inconsistent with what we
observed in that figure. Our second objective in
this section will consequently be to show how
network externalities could give rise to endoge-
nous social restrictions on occupational mobility,
and by extension schooling choice, preventing
convergence across social groups in a changing
economic environment.

A. Population, Community Structure, and
Market Structure

Consider a population with a continuum of
individuals. Each individual i is endowed with a
level of ability �i � {0, 1⁄2, 1}. Note that ability
in this section, and throughout the paper, refers
to pre-schooling human capital rather than ge-
netic ability. He lives for three periods, studying
in the first period and working in the remaining
periods. Schooling choice is restricted to in-
struction in English or Marathi, the local lan-

the joint set of characteristics is not significantly different
across the school types.

12 The average establishment year for the 18 Marathi
schools is 1947 and the corresponding year for the 10
English schools is 1959. All schools in the area have now
been operating for many decades.

13 Scores above 35 percent are required to pass, scores
above 60 percent are required for a first class, and scores
above 75 percent are required for a distinction. The same
test is administered to all schools, with the questions trans-
lated into English and Marathi.
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guage. Occupational choice is restricted to
white-collar and working-class jobs. Education
in English is required to obtain a white-collar
job, but is more expensive than Marathi educa-
tion, which is assumed for simplicity to be
costless. Occupational choice is based on the
wage that the individual will receive in the
white-collar and the working-class job, net of
the pecuniary cost of schooling. Each individual
then makes his schooling decision based on the
type of job that he (correctly) anticipates he will
occupy in the subsequent period. If he prefers to
hold a white-collar job, then he will study in
English, if not he will study in Marathi, which is
less costly.

Each individual is born into a community or
jati. There is a large number of communities in
this economy, and we normalize so that the
measure of individuals in each cohort or gener-
ation of a jati is equal to one. To simplify and
highlight the role of network externalities in
intergenerational occupational persistence, we
assume that the distribution of pre-schooling
human capital does not vary over generations or
across jatis.14 Within each jati-generation there
is a measure PL of low types (with ability � �
0) and a measure PM of medium types (with
ability � � 1⁄2).

On the demand side of this labor market,
firms operate competitively in both the work-
ing-class and the white-collar sectors. We noted
earlier that working-class jobs generally tend to
be more heavily networked. For the purpose of
this simple model, we assume that the white-
collar worker’s ability, and hence his produc-
tivity, can be observed perfectly and so the
white-collar wage (net of schooling costs) is
specified to be ��i. Here � represents the returns
to ability in the white-collar job, which in our
setup also reflects the returns to English educa-
tion. In contrast, the nature of the production
technology prevents working-class firms from
directly observing their employees’ ability be-
fore they commence work. We take it that the
firm is unable to specify a performance-contingent
wage contract, and so will use referrals from its
incumbent workers to hire new employees, gen-
erating a role for the network in the working-class

jobs alone. Munshi (2003) provides evidence that
experienced workers contribute disproportionately
to labor market networks in the United States, and
we would expect this pattern to hold up in other
economies as well. In our model, the expected
working-class wage over the individual’s working
life is thus specified to be P, the proportion of the
previous generation (three-year-olds) in the jati
that will be employed in the working-class job
when he enters the labor force.

B. The Schooling Equilibrium

We now proceed to derive the different oc-
cupational distributions, and hence schooling
equilibria, that can be sustained across jatis with
the same ability distribution in this setup. Each
individual chooses the occupation, and hence
the language of instruction, that maximizes his
net return. This return depends on his own abil-
ity, as well as the proportion of his jati in the
previous generation employed in the working-
class occupation, as described above.

Under conditions that we specify below, with
three levels of ability, three distinct schooling
equilibria can be sustained within jatis: (a) only
low types choose Marathi education; (b) low and
medium types choose Marathi education; (c) ev-
eryone in the jati chooses Marathi education.15

CONDITION 1: PL � �/2.

CONDITION 2: �/2 � PL � PM � �.

CONDITION 3: � � 1.

It is easy to verify that once a jati is exog-
enously assigned a particular occupational distri-
bution, this distribution will persist unchanged
over many generations when the conditions above
are satisfied.16 This intergenerational state depen-
dence is a consequence of the network externality
associated with the working-class occupation.
It implies, in turn, that the probability that any

14 We will relax this assumption in the empirical work by
allowing for heterogeneity in ability across jatis.

15 Munshi and Rosenzweig (2003) consider the general
case with N types and N equilibria, without altering the
results that we present below.

16 It is merely necessary to show that no individual
wishes to deviate from the occupation, and hence schooling
choice, assigned to his type in his jati in the previous
generation, for each of the schooling equilibria.
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individual i drawn randomly from jati j will be
schooled in English (Eij � 1) is related to the
proportion of men in the previous generation em-
ployed in the working-class job, Pj:

(1) Pr�Eij � 1� � 1 � Pj .

This expression will serve as the starting point
for the empirical analysis described in Section
IV, where we will examine the relationship be-
tween schooling choice in the current genera-
tion and the occupational distribution in the
previous generation, to identify the presence of
an underlying network organized around the
jati.

C. Schooling Choice as the Returns to
English Grow

The state dependence at the level of the jati
derived above is obtained under the assumption
that the parameters of the model, PL, PM, �,
remain stable over time. To explore the effect of
the increase in the returns to English (�) in the
1990s, we now allow for multiple cohorts of
unit measure within each generation.

If � remains constant within a generation, the
results derived above follow through without
modification for all cohorts. If, however, � in-
creases across successive cohorts, holding Pj
constant, then schooling choice within a jati
could change over the course of a single gener-
ation. When � just crosses one, high-ability
boys belonging to jatis that were traditionally in
equilibrium 3 switch to English. When � sub-
sequently reaches 2(PL � PM), medium-ability
boys in jatis that were traditionally in equilib-
rium 2 or equilibrium 3 switch to English, at
which point schooling choice across all jatis
will converge.

Although the network externality described
above can explain the persistence of traditional
occupational patterns within the jati over many
generations, and hence the initial caste gap ob-
served in Figure 3, it cannot by itself explain the
absence of convergence over the 1990s as the
returns to English grew. To explain this absence
of convergence, we consider the possibility that
heavily networked (working-class) jatis might
have put restrictions on occupational mobility,

and hence schooling choice, in place to preserve
the viability of the community network.17

To understand why restrictions on mobility
might emerge, define a social welfare function
that places equal weight on all members of the
jati. Now the welfare in a jati situated in equi-
librium 3, in which everyone studies Marathi, is
simply the unweighted average of all the pay-
offs from the working-class occupation, W � 1.
When � just crosses one, in a given cohort, all
high types in the jati can expect to earn more in
the white-collar sector than in the jati’s “tradi-
tional” working-class occupation and will thus
switch to English schooling. Welfare from that
cohort onward is then W � (PL � PM)2 � (1 �
PL � PM). The new welfare level is a weighted
average of PL � PM � 1 and 1, and so jati-level
welfare must unambiguously decline when
schooling choice, and hence the occupational
distribution, shifts. Historically there was in-
tense competition for scarce working-class jobs
in Bombay, as noted in Section I. Because
larger numbers improve the jati’s competitive-
ness, and increase the working class wage in
general, it is easy to see why social restrictions
on occupational mobility could emerge endog-
enously. Moreover, the fact that the lower-caste
girls in our sample do not display a similar
resistance to change can be attributed to the
gender-specific nature of these job networks.

Social restrictions on occupational mobility
can be welfare-enhancing for small and medium
changes in �, as noted above. But they could
give rise to substantial inefficiencies if they
continue to persist when � grows large. For
example, it is easy to verify that the social
restrictions described above for equilibrium 3
will be inefficient once � reaches 1 � (PL �
PM), although a welfare calculation that identi-
fies the presence of such a dynamic inefficiency
is beyond the scope of this paper.

17 Restrictions on mobility do not have to be associated
with explicit punishment. Preferences for schooling or fu-
ture career choices could be determined endogenously, for
example, by placing symbolic value on the traditional oc-
cupation in the jati. Social interactions within the jati could
also lead individuals to make similar schooling choices and
career choices across generations. We do not attempt to
distinguish between preferences that are complementary to
the network, and the network itself, in this paper.
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While we conjecture that restrictions on oc-
cupational mobility might be in place in the
heavily networked jatis, no direct evidence of
their presence in Bombay is available. We can,
however, test one important implication that is
consistent with the presence of these restric-
tions: the relationship between schooling choice
Eij and the occupational distribution within the
jati in the previous generation Pj must not
weaken over successive cohorts in the current
generation, even as the returns to English grow.
This stability in intergenerational state depen-
dence would then explain the wedge between
high-caste and lower-caste schooling choices
for boys that was observed through the 1990s in
Figure 3.

D. Selection into Schools

The model of schooling choice as laid out in
this section also has implications for selection,
by ability, into English and Marathi schools.
Within any jati, the average pre-schooling hu-
man capital of the English students must be
greater than that of the Marathi students. Taking
the average across all jatis, this implies that
average ability must be greater among the En-
glish students at any point in time. This obser-
vation is consistent with the significantly higher
test scores obtained by students in the English
schools (Table 1), despite the fact that English
and Marathi schools appear to be similar in
terms of the resources available per student and
the qualifications of the teachers. But how does
the ability distribution within the English and
Marathi schools change across successive co-
horts in the current generation as the returns to
English grow? Without social restrictions, devi-
ation to English education is ordered by ability,
so as � grows there is a steadily worsening pool
of Marathi students. Jatis that begin with a
greater proportion of their members in working-
class jobs have higher ability among the Mar-
athi students, but their shift into English, and
hence the decline in ability, must also be more
rapid, because all jatis ultimately converge.
With social restrictions, heavily networked jatis
continue to begin with a superior ability distri-
bution within Marathi schools, but now there
might be no convergence in ability among Mar-
athi students across jatis.

Average ability among the English students
is greater than average ability among the Mar-
athi students at any point in time, but among the
Marathi students it is the group with the highest
ability that deviate as � grows. Thus, while the
quality of the Marathi students unambiguously
declines over time as the returns to English
increase, the change in the quality of the pool of
English students is ambiguous.18

III. The Household Data

A. The Survey

To examine empirically the role of caste net-
works in shaping mobility during a period of
change, we carried out a household survey
based on a random sample of students, stratified
by caste, who entered the 28 secondary schools
in Dadar (in the first grade) over a 20-year
period, 1982–2001. This design provides infor-
mation for the periods before and after the ma-
jor Indian economic reforms. We obtained a
complete list of all students enrolled in grades 1
to 10 in 2001 (the year of the survey), as well as
a list of students who were enrolled in grade 10
from 1991 to 2000. Ignoring dropouts, this
leaves us with 20 cohorts of students who en-
tered school over the 1982–2001 period. A total
of 101,567 students were enrolled in the schools
in 2001 or studied in grade 10 over the previous
ten years. We drew the roll numbers of 20,596
students randomly from these 20 cohorts, and
recovered their names and addresses from the
school records. Restricting attention to Maha-
rashtrians residing in Dadar and the immedi-
ately adjacent neighborhoods, we were left with
8,092 eligible students to serve as the sampling
frame for the survey. The student’s name is

18 For example, in the three-type case with no social
restrictions, some jatis (in equilibrium 2) have only high-
ability children in English schools, while other jatis (in
equilibrium 1) have both medium- and high-ability children
in English schools to begin with. This implies that the
quality of the English pool must improve when � reaches
one, because only the high types from jatis in equilibrium 3
deviate at that point. But average ability drops below its
initial level when � reaches 2(PL � PM), because medium
and high types in all jatis will have switched into English
schools by that point. With social restrictions, the change in
ability within the English schools becomes even more dif-
ficult to characterize.
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typically a good indicator of the caste, and we
wanted close to 1,000 upper castes in the sam-
ple, so all 1,082 students from this population
who appeared to be upper castes were selected
for the survey. We drew randomly from the
remaining students in the sampling frame until
the target sample size was reached. The upper
castes account for 17.5 percent of the final sam-
ple of 4,945 observations, which is slightly
higher than the 13.4 percent that we began with
in the sampling frame.

The research team interviewed the parents of
the selected students at their residences. The
survey instrument elicited detailed subcaste in-
formation from the respondents and included
sections on grandparents’ education and occu-
pation, parents’ education and occupational and
income histories (at five-year intervals from
1980 to 2000), as well as the student’s and
siblings’ subsequent education, occupation, in-
come, and marriage outcomes (where rele-
vant).19 Information on transfers, assistance in
finding jobs, and ties to the community was also
collected.

Of the eligible households, 82.5 percent
provided completed schedules. This is a rel-
atively high response rate, especially given
that some of our addresses were 20 years old.
But we might still have obtained a selective
sample of households, for a number of differ-
ent reasons. First, households residing in Da-
dar who sent their children to study outside
the area would be missing from the sample.
Second, households who moved out of the
area would be among the 17.5 percent of the
respondents who did not complete the survey.
And third, students from the first ten cohorts
who did not reach the tenth grade, and current
students who have dropped out, would be
missing from the sample. In Section V, we
will discuss how our identification strategy is

unlikely to be undermined by these potential
sources of bias.

B. Descriptive Statistics: Caste, Occupational
Networks and Schooling

The data provide empirical support for three
features of the model of schooling choice laid
out in Section II. First, the occupational distri-
bution, a product of historical circumstances,
varies by caste, and persists across generations,
particularly among the men. Second, working-
class jobs are associated with a higher level of
referrals (networking). And third, working-class
jobs are associated with lower levels of English
schooling.

The survey elicited information on parental
occupations at five-year intervals from 1980 to
2000. For the grandparents, we simply asked for
the main occupation over the individual’s work-
ing life. The 90 occupations in the data were
divided by roughly increasing levels of human
capital into seven aggregate categories: un-
skilled manual, skilled manual, organized blue-
collar, petty trade, clerical, business, and
professional. We further classified unskilled
manual, skilled manual, and organized blue-
collar as working-class occupations. Clerical,
business, and professional were classified as
white-collar occupations. Petty trade is treated
as an intermediate unclassified occupation.

Table 2, panel A, describes the occupational
distribution across broad caste categories (low,
medium, high), separately for the employed fa-
thers, based on information in 1995, and the pa-
ternal grandfathers of the students in the sample.
Columns 1 to 3 of the panel indicate that lower-
caste fathers are much more likely to be employed
in working-class occupations (54 percent and 43
percent) as compared with high-caste fathers (18
percent).20 The same cross-caste pattern is ob-
tained for individual occupations within the work-
ing-class and white-collar classifications, with the
exception of clerical jobs. The comparison of the
fathers in columns 1 to 3 with the grandfathers in
columns 4 to 6 also indicates that there has been
little change in the basic occupational distribution,
as well as the percentage of working-class

19 The name is usually a good indicator of the individ-
ual’s community and caste. For example, 98.7 percent of the
respondents, whom we had selected on the basis of their
names from the school records, said that Marathi was their
mother tongue, indicating that they were indeed Maharash-
trian. The caste classification is potentially more problem-
atic, however, because lower castes could in some cases
change their names or misreport their caste affiliation. Note
that such misreporting will not undermine the fixed effects
estimation strategy, described below, as long as it does not
vary by the gender of the child, within the jati.

20 Note that we use only working-class and white-collar
occupations when computing this statistic.
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TABLE 2—OCCUPATION, EDUCATION, AND INCOME BY CASTE ACROSS GENERATIONS

Relationship to student Parent Grandparent

Caste Low Medium High Low Medium High

(1) (2) (3) (4) (5) (6)

Panel A. Fathers and grandfathers
Employment (%) 97.37 97.31 99.06 98.87 98.86 99.28
Occupational distribution (%)

Unskilled manual 11.09 7.84 4.41 9.00 3.63 2.10
Skilled manual 17.35 13.70 10.21 11.67 6.72 8.42
Organized blue-collar 22.87 19.22 2.90 22.89 24.23 7.67
Petty trade 4.00 4.51 2.52 3.11 3.20 3.34
Clerical 28.09 36.64 20.81 22.22 23.79 28.84
Business 7.95 8.79 15.51 6.11 4.72 13.00
Professional 8.30 8.79 43.51 5.56 6.18 33.66
Farming 0.35 0.51 0.13 19.44 27.53 2.97

Percent working class 53.64 42.91 18.01 56.24 49.92 19.42
(1.23) (1.21) (1.38) (1.33) (1.40) (1.44)

Years of schooling 9.63 10.22 13.82 — — —
(0.07) (0.07) (0.10)

Monthly income 1.92 1.99 4.61 — — —
(0.04) (0.04) (0.25)

Total number of observations 1,860 1,774 793 1,866 1,934 839

Panel B. Mothers and grandmothers
Employment (%) 20.56 20.01 51.23 19.31 18.59 15.57
Occupational distribution (%)

Unskilled manual 29.95 16.94 2.36 24.65 7.18 3.13
Skilled manual 8.82 8.47 6.15 1.70 1.44 3.13
Organized blue-collar 4.01 4.92 0.47 8.50 4.31 0.78
Petty trade 3.74 3.83 1.18 1.13 0.57 0.00
Clerical 31.55 40.71 46.34 4.25 2.30 19.53
Business 4.55 2.46 3.78 2.27 1.44 3.91
Professional 17.38 22.68 39.72 5.10 8.62 67.97
Farming 0.00 0.00 0.00 52.41 74.14 1.56

Percent working class 44.44 31.53 9.09 75.00 51.14 7.14
(2.62) (2.48) (1.41) (3.39) (5.36) (2.30)

Years of schooling 8.03 8.73 13.49 — — —
(0.09) (0.09) (0.10)

Monthly income 0.23 0.30 1.37 — — —
(0.02) (0.02) (0.07)

Total number of observations 1,887 1,954 857 1,885 1,953 854

Notes: Occupational distribution within each caste group is computed using employed individuals only. Employment for fathers and
mothers is computed as of 1995. Statistics in columns 4–6 are reported for paternal grandfathers and maternal grandmothers. Working
class � 1 if unskilled manual, skilled manual, organized blue-collar; 0 if clerical, business, professional. Standard errors in parentheses.
Schooling and income statistics are computed using all parents in the sample, regardless of whether they are employed. Monthly income
is measured in thousands of 1980 Rupees in the year closest to the year in which the child entered school.

Occupational categories

Unskilled manual: daily wage labor, deliveryman, servant, hotel worker, helper, cleaner/sweeper, porter, assistant
watchman, fisherman, gardener, barber, cobbler (chambhar), unskilled laborer, seaman.

Skilled manual: machine operator, plumber, welder, technician, electrician, mechanic, carpenter, fitter/turner, tailor,
painter, film developer, goldsmith, artist, priest, lab assistant, skilled worker, traditional healer (vaidhya), computer operator.

Organized blue collar: mill worker, factory worker, peon, Bombay Port Trust (BPT) worker, Bombay Electric Supply and
Transportation (BEST) worker, Bombay Municipal Corporation (BMC) worker.

Petty trade: hawker, storeman (storekeeper), salesman, agent, shopkeeper.
Clerical: supervisor, driver, police, clerk, conductor, stenographer, postmaster, receptionist, foreman/draftsman, secretary.
Business: self business, medical representative, transporter, marketing, consultant, employer, contractor, politician (social

worker/leader), merchant.
Professional: tutor, teacher, programmer, engineer, officer, manager, doctor, lawyer, nurse, lecturer, vice-chancellor,

librarian, superintendant, director, principal, architect, salaried employee (service), chartered accountant, big businessman.
Farming: farmer, agricultural laborer.
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jobs, across the generations within broad caste
categories.21

Although most men are employed, we see that
labor force participation (which includes part-time
work) for the women in Table 2, panel B, is
relatively low but is growing. Only 15 percent of
high-caste grandmothers worked; whereas just
over half of high-caste mothers entered the labor
force (based on their employment status in 1995).
Among the lower castes, the percentage employed
remains stable at 20 percent across the genera-
tions, but notice that farming is listed as the pri-
mary occupation for a large number of working
grandmothers. This suggests that urban employ-
ment must have increased sharply for the lower-
caste women as well.

The occupational distribution across castes for
the mothers in panel B, columns 1 to 3, displays a
pattern similar to that for the fathers. Lower-caste
women are much more likely to be employed in
working-class occupations (44 percent and 32 per-
cent) as compared with high-caste women (9 per-
cent). There is an important difference, however,
between men and women—although the large dif-
ference within the working-class occupations for
the men was in access to blue-collar jobs for the
lower castes, for women the major difference is in
access to unskilled manual jobs; many of the
lower-caste women work as sweepers and domes-
tic servants.

Columns 1 to 3 and columns 4 to 6 in panel
B suggest that there has been, in contrast to the
men, significant intergenerational change in oc-
cupational patterns for women within castes.
The urban occupations that show the greatest
increase are skilled manual, clerical, and pro-
fessional (with the exception of the high
castes).22 The decline in the percentage of
working-class jobs among the lower-caste
women, across a single generation, is particu-
larly dramatic. This contrasts with the stability

of the occupational distribution for the men, for
all castes, that we noted earlier, consistent with
the view that labor networks are weak among
the women.

Together with the occupational distribution,
Table 2 reports the mean years of schooling and
monthly income separately by caste for men and
women.23 As expected, high-caste mothers and
fathers have significantly more years of school-
ing and significantly higher incomes. Although
the model in Section II assumes that the distri-
bution of pre-schooling human capital is the
same across castes (jatis), children in a wealthy,
educated jati that has had access to white-collar
jobs for many generations will be nurtured very
differently from children in a jati that was his-
torically confined to manual jobs. This suggests
that pre-schooling human capital could vary in
practice across broad caste categories, and
across jatis, as well. When estimating the effect
of the historical occupational distribution on the
child’s schooling choice, we will consequently
take account of the possibility that the occupa-
tional distribution could be correlated with the
ability distribution in the jati.

Table 3 indicates that, as assumed in the
model, working-class occupations are associ-
ated with higher levels of networking (refer-
rals).24 Column 1 shows that 68 percent of the
working-class men received help from a relative
or member of the community in finding their
first job (or starting their first business if
self-employed), which is significantly higher

21 The exception is farming, which is listed as the pri-
mary occupation for a large proportion of lower-caste
grandfathers. This implies, in turn, that roughly one-quarter
of the lower-caste fathers are first-generation migrants. Mi-
grants are by definition newcomers in the labor market, and
so will be more susceptible to the information problems that
generate a need for the caste networks.

22 The decline in the proportion of high-caste women in
professional jobs is most likely because only the highest-
ability women of the older generation (grandmothers) en-
tered the labor force.

23 Recall that income information was collected from
each parent at five equal points in time from 1980 to 2000.
We use the income (in 1980 Rupees) that coincides as
closely as possible with the year in which the child entered
school. Thus, the income in 2000 is used for students age 6
to 10, the income in 1995 for students 11 to 15, the income
in 1990 for students 16 to 20, and the income in 1985 for
students 21 to 25. The same income statistic is used later in
the schooling regressions.

24 The parents of the selected students were asked how
they learned about their first job: through a childhood friend,
through a college friend, through a relative, through a mem-
ber of the community (jati), or by some other means (which
was left open-ended in the questionnaire). This open-ended
category included cases in which no help was received, or in
which the job was found through newspaper advertise-
ments, campus interviews, and other impersonal informa-
tion channels. A binary referral variable was then
constructed, taking the value of one if the parent learned
about the first job from a relative or member of the com-
munity, and zero otherwise.
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than the 44 percent of men in the white-collar
jobs who received a referral. The correspond-
ing statistics for the women in column 3 re-
veal essentially the same pattern, although the
level of referrals for the women is generally
lower than that for the men, perhaps because the
networks for female jobs are less developed.

The model also assumes that Marathi school-
ing channels the student into a working-class
job, while English schooling leads to the white-
collar occupation. The survey elicited informa-
tion on the language of instruction (English
versus Marathi) for fathers and mothers, in sec-
ondary school. Columns 2 and 4 of Table 3 show
that there is a clear distinction between working-
class and white-collar jobs with respect to the
language of instruction in secondary school. The
percentage of men in working-class jobs that at-
tended secondary school in English is just over 1
percent, compared with the 6 percent of men in
white-collar jobs. In column 4, a similar pattern is
obtained for the women. We have described the
relationship between the broad occupational cate-
gories (working-class versus white-collar), the
level of referrals, and English schooling. But in-
spection of Table 3 indicates that the level of
referrals and English schooling vary systemati-
cally within these categories as well. Later, we
will take advantage of this finer relationship be-

tween particular occupations, the level of referrals,
and English schooling, to characterize the occu-
pational distribution in the jati.

Table 2 suggests that lower-caste men and
women are much more likely to hold work-
ing-class jobs. Combining these cross-caste
patterns with the results in Table 3, it is not
surprising that a much higher proportion of
lower-caste men received referrals (60 per-
cent versus 37 percent), and that these men
are also much less likely to have been
schooled in English (2 percent versus 12 per-
cent). In contrast, although lower-caste
women are also much less likely to be
schooled in English, the level of referrals is
statistically indistinguishable across castes.25

The level of referrals is low in any case (13
percent for the lower castes and 19 percent
for the high castes), especially when com-
pared with the corresponding level for the
men, and we will later establish that labor

25 Although we noted earlier that lower-caste women
who work are more likely to hold working-class jobs, which
are associated with more referrals, we also saw that lower-
caste women are less likely to enter the labor force. These
two opposing effects appear to cancel each other, leaving
little variation in the level of referrals across castes for the
women.

TABLE 3—REFERRALS AND SCHOOLING BY OCCUPATION

Relationship to student Father Mother

Outcomes and choices
Percentage that

received referrals
Percentage that

studied in English
Percentage that

received referrals
Percentage that

studied in English

(1) (2) (3) (4)

Occupation
Unskilled manual 65.95 0.80 61.29 0.00
Skilled manual 60.13 2.24 45.56 5.56
Organized blue - collar 76.43 0.91 69.44 5.56

All working class 68.44 1.36 57.69 2.24
(standard error) (1.11) (0.28) (2.80) (0.84)

Petty trade 57.89 1.75 61.76 2.94
Clerical 47.41 2.89 30.56 7.26
Business 49.29 8.53 41.86 9.30
Professional 32.77 11.38 29.25 14.47
All white - collar 43.76 6.20 30.64 10.13

(standard error) (1.02) (0.49) (1.60) (1.05)
Number of observations 4,515 4,513 1,215 1,215

Notes: Statistics are computed using employed individuals only. Farmers are excluded. A parent is said to have received a
referral if a relative or member of the community found him/her a job. A parent is said to have studied in English if he/she
studied in that language in secondary school. Occupational categories are defined in Table 2.
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market networks are effectively available for
the men only.

IV. Empirical Analysis

A. Specification and Identification

The first implication of the model is that the
occupational distribution in the jati should
persist across generations when networks are
active. Because schooling choice maps into
occupational choice, equation (1) in Section
II expressed this implication in terms of
schooling choice in the current generation and
the occupational distribution in the previous
generation:

Pr�Eij � 1� � 1 � Pj .

Recall that Eij � 1 if individual i belonging to
jati j is schooled in English; Eij � 0 if he is
schooled in Marathi; and Pj is the proportion of
men in the jati in the previous generation who
are employed in working-class jobs and so in a
position to provide referrals.

The particular relationship between Eij and Pj
in the equation above is, of course, a conse-
quence of the modelling assumption that
schooling choice maps perfectly into future
occupational outcomes. More generally, we
would expect to see a negative coefficient, but
not necessarily with magnitude one, on Pj. The
model laid out in Section II also does not allow
for intergenerational state dependence in
schooling choice at the level of the household.
Moreover, we noted above that pre-schooling
human capital and family incomes appeared to
vary systematically across castes with different
occupational backgrounds. The schooling re-
gression that we estimate is consequently spec-
ified as

(2) Pr�Eij � 1� � �Pj � Xij� � �j ,

where Xij includes the parents’ language of
schooling to reflect household-level state de-
pendence in schooling choice, as well as a
cohort variable to capture the increase in the
returns to English over successive cohorts in
the current generation; �j measures unob-
served or imperfectly observed pre-school hu-
man capital and family income in the jati,

which could independently determine school-
ing choice.

Pj measures the proportion of men in the pre-
vious generation employed in working-class jobs.
Although the model assumes that only two types
of jobs—working-class and white-collar—are
available, as many as 90 occupations are listed
in the data. A relatively strong relationship be-
tween the level of referrals and the type of
occupation was observed earlier in Table 3, and
so one convenient statistic that accurately and
parsimoniously describes the occupational dis-
tribution in the jati would be the proportion of
fathers (the previous generation) who received a
job referral. Working-class jobs were also asso-
ciated with lower levels of English schooling
(Table 3). An alternative measure of the occu-
pational distribution in the previous generation
would compute the proportion of fathers who
attended English secondary schools. Most of the
regressions reported in this paper will use the
referrals statistic to measure Pj; English school-
ing levels were generally low in the previous
generation and so there is substantially more
variation in the referrals statistic across jatis.
We will, however, verify that the results hold up
with the English-schooling statistic as well.

Following the discussion above, we expect to
find � � 0 when networks are active and the
occupational distribution persists across gener-
ations. Recall that � must also remain stable
across cohorts in the current generation to ex-
plain the absence of convergence in Figure 3.
Although much of the analysis treats � as con-
stant, we will later verify that � does indeed re-
main stable across cohorts.

An identification problem arises when Pj and
�j are correlated in equation (2). Although jatis
might have been the same to begin with, we
noted in the previous section that their members
now have very different characteristics (income
and education), depending on the type of occu-
pation that the jati has historically been engaged
in. A traditionally working-class jati could thus
be associated with high Pj and low �j, in which
case a family effect would be erroneously in-
terpreted as a network effect because individu-
als with lower family resources independently
select into Marathi schools.

Our solution to this identification problem
exploits the fact, documented in Table 2, that
networks are concentrated in working-class jobs
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dominated by men. We mentioned earlier that
the levels of referrals for women were relatively
low, consistent with the significant change in
the occupational distribution across generations
for women indicated in Table 2. Thus, although
the networks might affect schooling choice for
the boys, they should have had little or no
impact on the girls. The model in Section II then
applies to boys only. Instead of using variation
in the level of referrals across jatis to identify
the presence of networks, as in equation (2), we
proceed instead to exploit this gender difference
in the access to job networks by pooling both
sexes in the schooling regression to identify the
presence of the network within the jati:

(3) Pr�Eij � 1� � �� � �̃�Pj � Bij � Xij�̃

� Xij � Bij�� � �̃� � �Bij � fj ,

where �̃, �̃ represent the effect of the network
and parents’ language of schooling on the girls.
Bij is a dummy variable that takes a value of one
for boys and zero for girls. The advantage of
pooling the boys and girls is that the schooling
regression can be estimated with jati fixed ef-
fects, fj � �̃Pj � �j. Although we can no longer
identify � directly, we can obtain a consistent
estimate of � � �̃, the coefficient on the Pj � Bij
interaction term. For the special case with ex-
clusively male networks, �̃ � 0 and the coeffi-
cient on the interaction term identifies network-
based occupational persistence for the boys
directly. More generally, the coefficient on the
interaction term provides a conservative esti-
mate of the effect of caste-based networks on
schooling choices for the boys.

The identifying assumption in this estimation
strategy is that no variable 	j � Bij appears in the
residual of equation (3), where 	j is correlated
with Pj. A sufficient condition for this identifying
assumption to be satisfied is that no unobserved
determinant of schooling choice should vary by
gender or have a differential effect on schooling
choice by gender, within the jati. Later in Section
V we will discuss alternative explanations for the
negative and significant � � �̃ coefficient we
obtain in the schooling regression. These explana-
tions either relax the assumptions of the model,
made earlier in Section II, or build on the failure of
the identifying assumption. We will argue that

none of these explanations fits the data quite as
well as the male labor market network explanation
we put forward in this paper.

B. Caste-Based Networks and Schooling
Choice

Table 4, column 1, reports the estimates of
the schooling choice regression, equation (2),
for the boys. As noted, the sample covers 20
cohorts of students age 6 to 25, who entered
school between 1982 (cohort � 1) and 2001
(cohort � 20). The student’s cohort (1 to 20),
the proportion of fathers in his jati who received
a referral, and the father’s and the mother’s
language of instruction in secondary school are
included as regressors.

The cohort term is included in this regression
to account for the increase in the returns to
English over time. While the linear cohort effect
we specify in Table 4 is clearly restrictive, we
verify below that the estimated referral coeffi-
cient is unchanged when we allow for more
flexible cohort effects. The referral coefficient
is also specified to be constant over time in
Table 4, and we will subsequently relax this
restriction as well. For now, we see that the
referral coefficient is negative and significant;
children belonging to (historically) working-
class and more heavily networked jatis are less
likely to be schooled in English, consistent with
the first implication of the model. The cohort
effect is positive and significant, implying a
shift into English over time, which is consistent
with the increase in the returns to English we
saw in Figure 1. Finally, the results imply that a
boy is much more likely to be schooled in
English if his parents were educated in that
language, indicating significant state depen-
dence in schooling choice at the level of the
household.

Table 4, column 2, reports estimates from a
specification that includes variables that deter-
mine the student’s pre-schooling human capital
as well as the household budget constraint,
which could independently determine schooling
choices. The parents’ years of education, condi-
tional on their language of instruction in sec-
ondary school and the level of referrals in the
jati, are likely significant determinants of chil-
dren’s pre-schooling human capital. The fami-
ly’s access to own resources is measured by the
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total income of the father and the mother at the
time when the child entered school.26 Inclusion
of these variables results in a substantial decline
in the referral coefficient, suggesting that the
level of referrals was previously proxying to
some extent for unobserved, family-specific de-
terminants of schooling choice, but it remains
negative and significant. The coefficient on the

cohort variable is quite stable. And the coeffi-
cients on the additional regressors all have sen-
sible signs; the boy is more likely to be schooled
in a more-expensive English-medium school if
his father or mother are more educated, or if the
family is wealthier.

The estimates for girls are reported in col-
umns 3 and 4 in Table 4. Column 3 reports the
estimates based on equation (2); column 4 re-
ports the estimates from the augmented speci-
fication that adds the parents’ years of schooling
and family income as additional regressors. The
estimated cohort effects, and the coefficients on

26 We use the income in 2000 for students currently age 6
to 10, the income in 1995 for students 11 to 15, the income in
1990 for students 16 to 20, and the income in 1985 for students
21 to 25. All incomes are computed in 1980 Rupees.

TABLE 4—CASTE-BASED NETWORKS AND SCHOOLING CHOICE

Dependent variable English schooling

Sample Boys only Girls only Boys and girls

(1) (2) (3) (4) (5) (6)

Referrals �1.060 �0.377 �0.646 0.124 — —
(0.164) (0.148) (0.160) (0.167)

Referral - boy — — — — �0.398 �0.464
(0.091) (0.105)

Cohort 0.013 0.009 0.013 0.009 0.017 0.010
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

Father studied in English 0.320 0.236 0.388 0.309 — 0.301
(0.037) (0.033) (0.037) (0.026) (0.026)

Mother studied in English 0.351 0.220 0.441 0.269 — 0.259
(0.041) (0.028) (0.071) (0.045) (0.043)

Father’s years of education — 0.023 — 0.020 — 0.021
(0.004) (0.003) (0.003)

Mother’s years of education — 0.023 — 0.026 — 0.024
(0.003) (0.003) (0.003)

Family income — 0.005 — 0.009 — 0.007
(0.005) (0.003) (0.003)

Boy — — — — 0.270 0.297
(0.049) (0.077)

Cohort - boy — — — — �0.002 �0.001
(0.002) (0.002)

Father studied in English - boy — — — — — �0.091
(0.044)

Mother studied in English - boy — — — — — �0.044
(0.042)

Father’s years of education - boy — — — — — 0.002
(0.005)

Mother’s years of education - boy — — — — — �0.001
(0.004)

Family income - boy — — — — — �0.003
(0.005)

R2 0.173 0.274 0.146 0.272 0.163 0.299
Number of observations 2,405 2,286 2,228 2,093 4,635 4,379

Notes: Standard errors in parentheses are robust to heteroskedasticity and clustered residuals within each jati. English schooling �
1 if the child is sent to an English school, 0 if the child is sent to a Marathi school. Referrals measures the proportion of fathers in
the jati who received a referral. Boy � 1 if the student is a boy, 0 if girl. Family income is measured in thousands of 1980 Rupees
in the year that is closest to the year in which the child entered school. Columns 1–2: schooling choice for boys. Columns 3–4:
schooling choice for girls. Columns 5–6: schooling choice for both boys and girls, including a full set of jati dummies.
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parents’ language of instruction, parents’ edu-
cation, and family income are similar to those
for boys in columns 1 and 2. The referral coef-
ficient, however, becomes negligible for the
girls in column 4 once the observed determi-
nants of pre-schooling human capital and access
to own family resources are included. One ex-
planation for this result is that girls receive help
from the women, not the men, in their jati. But
we noted that the level of referrals for the
women is very low, across all castes. Although
not reported, we also found no correlation be-
tween referrals and schooling choice, for both
boys and girls, when we replaced the level of
referrals for the fathers with the level of refer-
rals for the mothers.

The results we have just described are con-
sistent with the view that caste-based networks,
net of individual and family characteristics, af-
fect schooling decisions for the boys, but not for
the girls. But up to this point, we have con-
trolled only for unobserved ability with a lim-
ited number of family characteristics. A more
robust identification strategy estimates the
schooling regression with jati fixed effects, as in
equation (3). These estimates are reported in
column 5 of Table 4. As noted, only the referral-
boy interaction coefficient, and not the linear
referral coefficient, can now be identified. The
coefficient on this term is negative and signifi-
cant, and very similar to the referral coefficient
for the boys in column 2. Recall from equation
(3) that the coefficient on the referral-boy inter-
action term provides us with a direct estimate of
the referral coefficient for the boys if the referral
coefficient for the girls is zero. The result we
obtained earlier for the girls, in column 4, sug-
gests that this might well be the case.

The regression specification with jati fixed
effects in Table 4, column 5, did not include
family characteristics. Column 6 includes par-
ents’ language of schooling, parents’ years of
schooling and family income, both interacted
and uninteracted with the boy dummy, as addi-
tional regressors. Including uninteracted family
characteristics in the schooling regression has
no effect on the estimated referral-boy coeffi-
cient by construction, once jati fixed effects are
included. But we see that the inclusion of the
family characteristics, interacted with the boy
dummy, has no effect on the estimated referral-
boy coefficient as well. Indeed, this coefficient

is no smaller than the corresponding coefficient
estimated earlier in column 5 without any
household characteristics. This stability con-
trasts with the decline in the referral coefficient
in Table 4, columns 1 to 4, when family char-
acteristics were included, providing some sup-
port for the view that the jati fixed effects
absorb much of the unobserved heterogeneity in
this environment.27

Notice also that parents’ years of schooling
and family income, which had a strong influ-
ence on schooling choice for both boys and girls
in columns 1 to 4, do not differentially affect
schooling choice by gender (column 6). It is
only the jati-level referral variable that has such
a differential effect on schooling choice, as
measured by the negative and significant refer-
ral-boy coefficient. This observation will be
useful later in Section V when we consider
alternative explanations for the results pre-
sented in this paper.

C. Schooling Choice over Time

The second implication of the model laid out
in Section II is that the relationship between
schooling choice and the occupational distribu-
tion in the previous generation will weaken
across successive cohorts in the current gener-
ation as the returns to English grow, unless
restrictions on occupational mobility are in
place. To assess empirically the stability of the
referral coefficient, we create 4 cohort catego-
ries that evenly divide the 20 cohorts, and then
estimate the referral coefficient separately for
each category.

We begin with a benchmark jati-fixed-effects
regression, which maintains a constant referral
coefficient but relaxes the restriction imposed

27 A previous version of the paper (Munshi and Rosen-
zweig, 2003) reported a number of additional robustness
tests. First, we accounted for occupational persistence at the
level of the family by including a full set of (90) dummies
for the student’s father’s occupation. Second, we allowed
for the possibility that the scope of the network was deter-
mined by caste and the region of origin (within Maharash-
tra) by replacing the jati by the jati-region as the boundary
of the network. Third, we dropped very large jati-regions
(more than 250 observations) and very small jati-regions
(fewer than 10 observations). The estimated referral-boy
coefficient with these alternative specifications was shown
to be very similar to what we report in Table 4.

1243VOL. 96 NO. 4 MUNSHI AND ROSENZWEIG: TRADITIONAL INSTITUTIONS MEET THE MODERN WORLD



thus far that cohort effects are linear, by includ-
ing the cohort categories in Table 5, column 1.
The estimated negative referral-boy coefficient
is unaffected by the inclusion of the flexible
cohort effect and remains very similar to the
results shown in Table 4. Inclusion of the family
background variables, uninteracted and inter-
acted with the boy dummy, as additional regres-
sors again has no effect on the estimated referral
coefficient (column 2).

Table 5, column 3, allows for changes in the
referral coefficient across cohort categories. All
the referral-boy-cohort coefficients are negative
and significant except for the coefficient on the
first cohort category, which is slightly less pre-

cisely estimated. The referral coefficient is ac-
tually increasing for the later cohorts, and we
can easily reject the convergence hypothesis
which implies a decline in the referral effect
over time. Once more, the estimated referral
coefficients are robust to the inclusion of the
family background variables as regressors (col-
umn 4). Although not reported here, the referral
coefficient remained stable when the schooling
regression was estimated with boys only, in-
cluding parents’ years of education and family
income as additional regressors. It is this jati-
level effect that presumably sustains the gap in
schooling choice between broad caste catego-
ries observed for the boys in Figure 3.

TABLE 5—SCHOOLING CHOICE OVER TIME

Dependent variable English schooling

Additional regressors

Without
family

characteristics
With family

characteristics

Without
family

characteristics
With family

characteristics

(1) (2) (3) (4)

Referral - boy �0.426 �0.478 — —
(0.090) (0.106)

Referral - boy - cohort1 — — �0.269 �0.416
(0.168) (0.167)

Referral - boy - cohort2 — — �0.352 �0.333
(0.100) (0.112)

Referral - boy - cohort3 — — �0.523 �0.540
(0.145) (0.143)

Referral - boy - cohort4 — — �0.607 �0.665
(0.256) (0.238)

Cohort 1 �0.261 �0.161 �0.261 �0.161
(0.031) (0.032) (0.030) (0.032)

Cohort 2 �0.231 �0.146 �0.231 �0.146
(0.031) (0.028) (0.031) (0.028)

Cohort 3 �0.161 �0.121 �0.161 �0.121
(0.030) (0.023) (0.030) (0.023)

Boy 0.236 0.261 0.338 0.364
(0.065) (0.091) (0.156) (0.149)

Cohort 1 - boy 0.033 0.031 �0.152 �0.106
(0.038) (0.037) (0.209) (0.169)

Cohort 2 - boy 0.052 0.031 �0.090 �0.153
(0.042) (0.035) (0.174) (0.151)

Cohort 3 - boy 0.041 0.041 �0.007 �0.030
(0.032) (0.024) (0.117) (0.114)

R2 0.164 0.301 0.164 0.301
Number of observations 4,635 4,379 4,635 4,379

Notes: Standard errors in parentheses are robust to heteroskedasticity and clustered residuals within each jati. English
schooling � 1 if the child is sent to an English school, 0 if the child is sent to a Marathi school. Referrals measures the
proportion of fathers in the jati who received a referral. Boy � 1 if the student is a boy, 0 if girl. Cohort 1: age 21–25; Cohort
2: age 16–20; Cohort 3: age 11–15; Cohort 4: age 6–10. Column 2 and column 4 include family characteristics, separately
and interacted with the boy dummy. Family characteristics include parents’ language of schooling and years of education, and
total family income. A full set of jati dummies is included in all regressions. Sample includes boys and girls.
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D. Robustness and Validation: Alternative
Measures of the Occupational Distribution

and Schooling

The regression results reported thus far used
the proportion of fathers who received a referral
for their first job to measure the occupational
distribution. We now proceed to verify the ro-
bustness of the results by repeating the school-
ing regressions for boys, girls, and the pooled
sample with the proportion of fathers schooled
in English as the measure of the occupational
distribution.

The coefficients on the cohort variable and
the household characteristics in Table 6, col-
umns 1 to 2, are very similar to the estimates
reported in Table 4. The coefficient on the En-
glish proportion, which can be interpreted as
state dependence in schooling choice at the jati
level, is positive and significant as expected.

The coefficient on the English-boy interaction
term in Table 6, columns 3 to 4, which include
jati fixed effects, is very similar to the English
coefficient for the boys in column 1, matching
the results reported earlier with the referrals
variable. Although not reported, once again par-
ents’ education and family income do not have
a differential effect on schooling choice by
gender.

The language of instruction measures the
child’s future occupation, and the referral sta-
tistic measures the occupational distribution in
the previous generation, in most of the regres-
sions that we report in this paper. The negative
and significant referral-boy coefficient in the
fixed effects regressions then reflects the persis-
tence in the occupational distribution across
generations, differentially for boys and girls
within the jati. To validate this interpretation of
the results, we proceed to replace the language

TABLE 6—ALTERNATIVE MEASURES OF THE OCCUPATIONAL DISTRIBUTION AND SCHOOLING

Dependent variable English schooling Test scores

Occupational distribution measure Proportion of fathers schooled in English
Proportion of fathers that

received a referral

Sample Boys only Girls only Boys and girls Boys only Girls only Boys and girls

(1) (2) (3) (4) (5) (6) (7)

Occupational distribution 0.847 0.083 — — �23.151 �23.650 —
(0.262) (0.427) (5.045) (4.080)

Occupational distribution - boy — — 0.701 0.869 — — �0.734
(0.224) (0.221) (5.761)

Cohort 0.008 0.010 0.017 0.010 �0.505 �0.180 �0.190
(0.002) (0.002) (0.002) (0.002) (0.134) (0.204) (0.223)

Boy — — 0.026 �0.006 — — 3.794
(0.028) (0.031) (4.357)

Father studied in English 0.217 0.301 — 0.313 4.901 2.323 1.847
(0.032) (0.027) (0.026) (1.397) (3.711) (4.028)

Mother studied in English 0.220 0.266 — 0.259 3.312 �2.596 �2.772
(0.030) (0.046) (0.042) (2.200) (1.905) (1.632)

Father’s years of education 0.024 0.019 — 0.020 0.929 0.765 0.812
(0.004) (0.002) (0.003) (0.195) (0.225) (0.238)

Mother’s years of education 0.023 0.025 — 0.023 0.617 1.074 0.984
(0.003) (0.003) (0.003) (0.221) (0.199) (0.200)

Family income 0.005 0.008 — 0.007 0.260 0.122 0.107
(0.004) (0.003) (0.003) (0.118) (0.076) (0.076)

R2 0.275 0.272 0.162 0.298 0.322 0.334 0.354
Number of observations 2,286 2,093 4,635 4,379 849 775 1,624

Notes: Standard errors in parentheses are robust to heteroskedasticity and clustered residuals within each jati. The sample in
columns 5–7 is restricted to children in cohorts 1–10, past the school-leaving age, who passed the SSC exam. Test scores
range from 35 to 100. Boy � 1 if the student is a boy, 0 if girl. Family income is measured in thousands of 1980 Rupees in
the year closest to the year in which the child entered school. Column 3 also includes cohort interacted with boy. Column 4
and column 7 also include cohort, father/mother studied in English, father’s/mother’s years of education, and family income,
interacted with boy. Regressions pooling boys and girls (columns 3–4 and 7) include a full set of jati dummies.
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of instruction with an alternative schooling out-
come as the dependent variable.

We assume that test scores depend on school
quality and the pre-schooling human capital of
the student. The comparison of English and
Marathi schools in Table 1, and the parents’ per-
ception of these schools, indicates that school
quality does not vary by the language of instruc-
tion. Under the maintained assumption that pre-
schooling human capital does not vary by gender
within the jati, this implies that the referral-boy
coefficient should be close to zero in the fixed
effects regression with test scores as the depen-
dent variable. The fact that referrals have a
differential effect by gender on schooling choice
should be irrelevant for test scores, if school
quality does not vary by the language of
instruction.

Columns 5 to 7 of Table 6 replace the lan-
guage of instruction with performance on the
school-leaving SSC examination as the depen-
dent variable. Referrals are once more used to
measure the occupational distribution in the jati,
to be consistent with the specifications used
elsewhere in the paper. We restrict attention to
the first ten cohorts (age 16–25), which have
already attained school-leaving age, in these
regressions. Only 17 percent of the students age
16–25 in the sample never passed the SSC
examination, so we focus on the test score con-
ditional on having passed the exam in these
regressions.28

Table 6, column 5, restricts attention to boys,
and includes the cohort, family characteristics,
and the level of referrals in the jati as regres-
sors. The cohort effect is negative and signifi-
cant, suggesting a decline in the quality of
students over time. The referral coefficient is
also negative and precisely estimated, which
would be the case if students from high-referral
jatis have lower levels of pre-schooling human
capital. Consistent with this interpretation, fam-
ily characteristics, particularly parents’ years of
education, have a very large positive effect on
test performance. Subsequently we repeat the
exercise just described for the girls (Table 6,

column 6). The cohort effect is now absent, but
the coefficient on referrals remains negative and
statistically significant—both boys and girls
from high-referral jatis do less well on exams.
The fixed-effects estimates, reported in Table 6,
column 7, of the cohort effect, the cohort-boy
interaction, and the boy dummy are not statis-
tically significantly different from zero. More
importantly, the coefficient on the referral-boy
interaction term is small and statistically insig-
nificant, in contrast to the specifications with
language of instruction as the dependent vari-
able. Caste networks affect the language but not
the quality of instruction of their members.

E. Selection into Marathi Schools over Time

The framework laid out in Section II also has
implications for the compositional change in the
students who attend Marathi schools over time
by jati: first, the pre-schooling human capital of
boys entering Marathi schools should decline
on average as the returns to English grow. Sec-
ond, when there are no restrictions on mobility
put in place to exploit network externalities, the
distribution of pre-schooling ability among the
boys entering Marathi schools will converge
across all jatis over time. It is possible that such
convergence across jatis will be absent when
restrictions are in place. Note that the model has
no prediction for selection by ability into En-
glish schools.

We do not have a direct measure of pre-
schooling human capital. The results in Table 6
suggest, however, that, net of income, parental
schooling has a positive and significant effect
on school performance. In particular, father’s
schooling has a significant positive effect on test
scores for boys and girls, and the effects do not
differ significantly by the gender of the child.
We thus use the father’s schooling level as a
proxy for pre-schooling ability.29 The question
we address is whether boys with more educated
fathers increasingly exit Marathi schools and
whether, and how, the rate of decline in the
pre-schooling ability of boys entering Marathi
schools varies by jati.

28 Munshi and Rosenzweig (2003) studied the effect of
referrals on the probability of success in the SSC exam and
obtained results that are qualitatively the same as what we
report below with the test score, conditional on success, as
the dependent variable.

29 The results reported below are essentially the same if
we replace father’s schooling by mother’s schooling.
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To test the implications for school selectivity
described above, we estimate regressions on the
subsample of boys entering Marathi schools of
the form

(4) E�Sij�Eij � 0� � 
 � �Rj � �Cij

� Rj � Cij � ��j ,

where Sij is boy i in jati j’s father’s years of
schooling; Cij is the boy’s cohort; Rj mea-
sures the level of referrals in the jati; and �j
measures pre-schooling ability in the entire
jati. These terms reflect the fact that pre-
schooling ability conditional on selection into
Marathi is, in general, a function of ability in
the jati and the level of referrals. The cohort
terms reflect the change in this selection pro-
cess over time. The model, which ignores the
variation in ability �j across jatis, predicts
that � � 0, � � 0,  � 0 without restrictions,
and (possibly)  � 0 with restrictions.

Because the major shift into English school-
ing occurred in the 1990s, we first estimate
equation (4) for the boys in cohorts 11–20. The

estimates are reported in Table 7, column 1. The
cohort coefficient is negative and significant as
predicted, which implies that the pre-schooling
human capital of the boys who entered Marathi
schools was declining substantially in the 1990s.
The coefficient on the referral-cohort interac-
tion term is positive, consistent with the results
in Table 5 showing that restrictions on mobility
in the high-referral networks were still in place
during this period—the more-able boys in high-
referral jatis were shifting to English-medium
schools at lower rates.

The referral coefficient is negative and sig-
nificant, consistent with the results in Table 6,
which indicate that jatis with higher referrals Rj
have lower ability �j; the negative Rj � �j
correlation appears to dominate the positive se-
lection � � 0 effect in this case. But this tells us
that the positive referral-cohort coefficient that
we reported above might also be spurious. To
assess the robustness of the results in column 1,
we add jati fixed effects, which subsume 
 �
�Rj � ��j (Table 7, column 2). The referral
coefficient � is no longer identified, but the
estimated cohort and referral-cohort coefficients
are very similar to the results in column 1.

TABLE 7—SELECTION INTO MARATHI SCHOOLS OVER TIME

Dependent variable Father’s years of education

Cohort 11–20 1–10

Sample Boys Girls

Boys
and
girls Boys Girls

Boys
and
girls

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Cohort �0.697 �0.577 0.423 0.219 — 0.153 0.240 �0.543 �0.087 —
(0.230) (0.155) (0.230) (0.189) (0.191) (0.146) (0.326) (0.156)

Cohort -boy — — — — �0.792 — — — — 0.117
(0.252) (0.232)

Referral - cohort 1.430 1.204 �0.596 �0.280 — �0.147 �0.258 1.054 0.310 —
(0.400) (0.260) (0.376) (0.311) (0.323) (0.250) (0.554) (0.270)

Referral - cohort -boy — — — — 1.469 — — — — �0.231
(0.414) (0.415)

Referrals �30.991 — �3.651 — — �10.256 — �18.624 — —
(6.894) (6.866) (2.035) (2.793)

R2 0.106 0.205 0.138 0.205 0.215 0.136 0.254 0.184 0.278 0.285
Number of

observations
839 839 815 815 1,654 866 866 851 851 1,717

Notes: Standard errors in parentheses are robust to heteroskedasticity and clustered residuals within each jati. Referrals
measures the proportion of fathers in the jati who received a referral. Column 2, column 4, column 7, and column 9 include
a full set of jati dummies. Column 5 and column 10 include a full set of jati dummies, jati-boy dummies, and jati-cohort
dummies. All regressions are restricted to students in Marathi schools.
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The within-jati estimates allow ability to vary
across jatis but assume that ability is constant
over time (both within and across generations).
The level of parental schooling could, however,
also depend on the access to education, which
might have changed over time. If there was
convergence in the access to education across
jatis in the parent generation, that could explain
the positive referral-cohort coefficient in col-
umns 1 to 2 without requiring networks to be
active. One test to rule out this alternative in-
terpretation of our result would be to estimate
the school selectivity regression for girls rather
than boys; we have already seen that the net-
work has no effect on schooling choice for the
girls, and so both the cohort and the referral-
cohort effect should be absent. In contrast, if the
referral-cohort term is picking up convergence
in (fathers’) schooling levels across jatis, then
this coefficient should be positive and signifi-
cant for the girls as well.

Table 7, column 3, reports the basic selectiv-
ity regression for the girls attending Marathi
schools with cohort, referral-cohort, and refer-
rals included as determinants of father’s school-
ing, while Table 7, column 4, repeats this
regression with jati fixed effects. The referral
coefficient in column 3 is again negative (but
insignificant), consistent with the lower levels
of ability in high-referral jatis. The cohort co-
efficient is positive but insignificant. More im-
portantly, the referral-cohort coefficient is small
in magnitude and statistically insignificant—the
point estimate is actually negative—and consis-
tent with the results obtained earlier that girls in
families belonging to high-referral jatis are not
restricted in their mobility.

An alternative strategy to control for the con-
founding effect of changes in access to school-
ing among the fathers across jatis and over time
pools boys and girls in the selectivity regression,
which can then be estimated with a full set of jati
dummies interacted with the cohort variable

(5) E�Sij�Eij � 0� � �� � �̃�Cij � Bij

� � � ̃�Rj � Cij � Bij

� fj � gj � Bij � hj � Cij ,

where �̃, ̃ are the coefficients on the cohort
variable and the referral-cohort interaction for

the girls, and Bij is a boy dummy as before. The
fixed effects, fj, which subsume 
̃ � �̃Rj � ��j,
allow for the possibility that ability varies
across jatis. The fixed effects interacted with the
boy dummy gj � Bij , which subsume (
 � 
̃)Bij �
(� � �̃)Rj � Bij , also allow ability to vary by
gender across jatis. Finally, the fixed effects
interacted with the cohort variable hj � Cij , sub-
sume �̃Cij � ̃Rj � Cij and control for changes
in access to schooling for the fathers both across
jatis and over time.

For the special case with �̃ � 0, ̃ � 0, as is
consistent with the model, the estimated coeffi-
cients in equation (5) should match the cohort
coefficient and the referral-cohort coefficient
when equation (4) is estimated with jati fixed
effects for boys only. Table 7, column 5, sug-
gests that this is indeed the case: the cohort-boy
coefficient is negative and significant, the refer-
ral-cohort-boy coefficient is positive and signif-
icant, and the point estimates are very similar to
the corresponding coefficients in columns 1 and
2. These results confirm that in the most heavily
networked jatis, high-ability girls were exiting
to English-medium schools at significantly
faster rates than were boys.30 The 0.1 quantile–
0.9 quantile of the referrals distribution ranges
from 0.2 to 0.7. The point estimates in column
5 thus suggest that over the period of the 1990s
the gap in father’s schooling between boys and
girls schooled in Marathi grew by 2.3 years in
the highest-referral jatis (at the 0.9-quantile
level). In contrast, the ability-differential mea-
sured by the difference in the father’s schooling
between boys and girls, declined by as much as
five years in the low-referral jatis (at the 0.1-
quantile level) over the same period. This in-
creasing mismatch in ability levels between the
sexes within jatis and school types could have
important implications for the future stability of
the caste system, which relies on endogamous
marriage, as discussed below.

Columns 6 to 10 of Table 7 report the esti-
mates of the selectivity equations for the first
ten cohorts of students, who entered school in

30 The negative cohort-boy coefficient implies that the
boy-girl pre-schooling human capital differential is declin-
ing over time, independent of the influence of the male job
network. This may be due to differences in labor force
participation or changes in the returns to English by gender
(as in Figures 1 and 2).
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the 1980s. Schooling choices were stable over
this period and thus we do not expect to find
changing selectivity effects for the boys or the
girls. As before, the referral coefficient, in col-
umn 6 and column 8, is negative and significant,
reflecting the persistent differences in ability
across jatis. As expected, however, and in con-
trast to the cohorts making schooling choices in
the post-1990s new economy, the cohort effect
and the referral-cohort effect, both uninteracted
and interacted with the boy dummy, are insig-
nificant in the pre-reform period.

F. Alternative Interpretations of the Empirical
Results

The discussion that follows considers alter-
native explanations for the results we have pre-
sented. The identifying assumption in the fixed
effects schooling choice regression is that un-
observed determinants of schooling choice that
are correlated with the occupational distribution
should not vary by gender, or have a differential
effect by gender on schooling choice, within the
jati. Some of the alternative explanations we
pursue are associated with the failure of this
identifying assumption. Other explanations are
generated by relaxing the assumptions of the
model. We will argue that none of these alter-
native explanations matches all the results as
well as our preferred explanation, based on un-
derlying male labor market networks.

Liquidity Constraints.—The model assumes
that schooling choices are based entirely on the
individual’s ability and the historical occupa-
tional distribution in his jati, which determines
the labor market network that he inherits. When
credit markets function imperfectly, liquidity
constraints could, in addition, prevent individuals
belonging to working class jatis from choosing
more expensive English schooling. Liquidity does
not vary by the gender of the child within the jati,
and so the jati fixed-effects regression would
appear to rule out this alternative explanation.
Boys and girls have different labor market op-
portunities, however, and it is thus conceivable
that liquidity could have a differential effect on
schooling choice by gender. The schooling re-
gression accounts for liquidity constraints by
including family income at the time the child
entered school. Schooling expenses for the chil-

dren in our sample are relatively low (6.3 per-
cent of family income in English schools and
6.0 percent in Marathi schools), and, not sur-
prisingly, family income has a relatively weak
effect on schooling choice for both boys and
girls. Moreover, the effect of family income on
school choice does not differ by gender at con-
ventional levels of significance (Table 4).

Differences in Ability.—The jati-level fixed
effects absorb all variation in the jati that is not
gender specific. But in an economy where men
and women historically performed very differ-
ent roles, the parental and societal inputs that
boys and girls received in childhood might have
been very different. The results reported earlier,
however, provide no evidence of gender distinc-
tions in pre-schooling human capital within
households or jatis. The estimates reported in
Table 4 do not reject the hypothesis that the
effects of parental human capital characteristics
on school choice are equal for boys and girls.
The results reported in Table 6 with test perfor-
mance as the dependent variable are also con-
sistent with the assumption in the fixed effects
schooling regression that pre-schooling human
capital does not vary by gender within the jati.

Discrimination.—Unless there is a gender-
based component to caste discrimination, it will
be subsumed entirely by the jati fixed effects.
But it is possible that firms or schools discrim-
inate against boys from working-class back-
grounds, perhaps because they are difficult to
discipline, while treating girls from different
backgrounds more equally. The referral-boy co-
efficient would proxy for underlying discrimi-
nation in that case.

Recall that household characteristics, such as
parental education and family income, had the
same effect on schooling choice for boys and
girls within the jati. It was only the jati-level
referrals statistic that had a gender-specific ef-
fect on schooling. If these results are attributed
to discrimination, then it implies that firms or
schools do not discriminate by family back-
ground within the jati, but by jati affiliation
alone. It is not obvious why we would expect to
see gender discrimination purely along caste
lines. Family characteristics, such as parental
education and income, were seen to be corre-
lated with pre-schooling human capital and are
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at least as easy to observe as caste identity.
Historically there does not appear to have been
a policy of caste discrimination by employers in
any industry in Bombay in any case (Morris,
1965).

Restrictions on High-Caste Women.—We fo-
cused in Figure 3 and Figure 4 on the absence of
convergence for the boys, which was attributed
to restrictions on occupational mobility among
the lower castes. An alternative interpretation of
these figures is that the ability distribution var-
ies across the population such that it remains
optimal for individuals to sort by caste into
different careers, even as the returns to English
grow. The convergence among the girls with
this alternative interpretation is attributed to re-
strictions on the high-caste girls.

There is no evidence that such restrictions are
in place, or have been in place historically.
High-caste women in Bombay have always had
higher labor-force participation rates and more
English schooling than lower-caste women, as
observed in Table 2. Within the high castes,
boys are substantially more likely to be
schooled in English than girls, and so the girls
could easily switch into English schools without
creating a mismatch on the marriage market.

Moreover, although the pooled schooling
choice regression with fixed effects cannot dis-
tinguish between the alternative explanation,
based on female restrictions, and our view that
male networks shape schooling choice for the
boys alone, recall that we also ran regressions
separately for boys and girls. The jati-level sta-
tistic, measured either by the proportion of re-
ferrals or the proportion of fathers with English
schooling, affects schooling choice for the boys
but not for the girls in these regressions. We
thus appear to be picking up restrictions on
mobility that are specific to the boys.

Sampling Bias.—We noted three potential
sources of sampling bias in Section IIIA. First,
particular households might school their chil-
dren outside the Dadar area. Second, particular
households might have moved from Dadar over
the past 20 years. Third, children from particu-
lar households might have dropped out of
school.

The first two sources of sampling bias are
easily accommodated in the fixed-effects re-

gression framework. Although school locations
and out-migration might vary by jati, there is no
reason to expect these decisions to vary by the
gender of the child within the jati. The third
source of sampling bias is potentially more
problematic, because drop-outs could vary by
gender within the jati. The decision to drop out
would depend on the child’s pre-schooling hu-
man capital and future employment opportuni-
ties, both of which determine schooling choice.
Selective dropouts, by gender across jatis, could
consequently violate the identifying assumption
underlying the fixed-effects estimation procedure.

However, the sex-ratio of students in the
most recent eight cohorts (grades one through
eight) in which there would be relatively few
dropouts is statistically indistinguishable from
the sex-ratio in the older 12 cohorts. Regres-
sions not reported here also reveal that the sex-
ratio is uncorrelated with the level of referrals in
the jati, both in the first 12 cohorts and in the 8
most recent cohorts.31

V. Conclusion

As modernization proceeds around the world,
there is a perception that indigenous existing in-
stitutions may importantly shape the course of the
development process across different countries.
Yet little is known about how such institutions
actually affect the transformation of economies
undergoing change, or their impact on the eco-
nomic mobility of particular groups of individuals.
This paper examines the role of one long-standing
traditional institution—the Indian caste system—
in shaping career choices by gender in a rapidly
globalizing economy.

We have found that male working-class
networks, organized at the level of the sub-
caste or jati, continue to channel boys into
traditional occupations, despite the fact that
returns to nontraditional (white-collar) occu-
pations have risen substantially during the
post-1990s reform period. In contrast, girls,
who have had historically low labor-market
participation rates and few network ties to

31 As an additional test, we also verified that the sex-ratio
in the most recent cohort that entered school in 2001 is
uncorrelated with the level of referrals in the jati. Thus,
there does not appear to be selective enrollment by gender
and jati either.
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constrain them, appear to be taking full ad-
vantage of the opportunities that have become
available in the new economy. It is generally
believed that the benefits of globalization
have accrued disproportionately to the elites
in developing countries. In this setting we
find, instead, that a previously disadvantaged
group (girls) might surpass boys in educational
attainment and employment outcomes in the
future in the most heavily networked jatis.

Although we have focused on how traditional
institutions shape the responses of particular
groups of individuals to the new opportunities
that accompany globalization, our findings sug-
gest that these institutions are likely to be af-
fected in turn by the forces of change. In our
framework, an individual schooled in English
no longer needs the traditional caste network;
indeed, it has been remarked that “the English
educated form a caste by themselves” (M. P.
Desai, quoted in Julian Dakin et al., 1968 p. 24).
Simple statistics on marriage and migration that
we computed for the elder siblings of the stu-
dents in our sample would appear to support
the view that English education will ultimately
undermine the caste network. Among the 825
married siblings in our sample, 11.9 percent
married outside their jati. This contrasts with
the parent generation, in which only 3.7 percent
of the partners were not members of the same
jati. Schooling in English appears to be contrib-
uting to this increase in inter-caste marriage, as
31.6 percent of the English-educated siblings
married outside their jati, versus only 9.7 per-
cent of the Marathi-educated siblings. And
among the 1,073 siblings who are currently
employed, 13.9 percent of the English-educated
work outside Maharashtra, versus only 2.1 per-
cent of the Marathi-educated (these differences
between the Marathi-educated and the English-
educated are statistically significant at the 5-per-
cent level). Both marriage outside the jati and
out-migration weaken caste ties and the caste
network. Increasing exposure to the modern
economy through English education, and the
mismatch in educational choices and future oc-
cupational outcomes between boys and girls in
the same jati that we have documented, suggest
that the forces of modernization could ulti-
mately lead to the disintegration of a system that
has remained firmly in place for thousands of
years.
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ECONOMIC CONSEQUENCES OF SOCIAL IDENTITY†

Discrimination, Social Identity, and Durable Inequalities

By KARLA HOFF AND PRIYANKA PANDEY*

What are the mechanisms by which societal
discrimination affects individual achievement,
and why do the effects of past discrimination
endure once legal barriers are removed? We
report the findings of two experiments in village
India that suggest that the mechanisms of dis-
crimination operate, in part, within the individ-
uals who are members of the groups who have
been discriminated against. We demonstrate
that publicly revealing an individual’s member-
ship in such a group alters his behavior in ways
that make the effects of past discrimination per-
sist over time.

A growing literature in social psychology on
stereotype threat finds that stereotyped-based
expectations affect individual performance in
the domain of the stereotype.1 A study by Jeff
Stone et al. (1999) is illustrative. When college
students were asked to perform a task described
as diagnostic of “natural athletic ability,”
blacks—stereotyped as better athletes, but
worse students than whites—performed better
than whites. When the same test was presented
as diagnostic of “sports intelligence,” the per-
formance of blacks declined, that of whites im-
proved, and the racial gap was reversed.
Evidence suggests that a mediating factor in
stereotype threat is a change in self confidence
(Mara Cadinu et al., 2005)

In our studies, we investigated whether the

public revelation of social identity (caste) af-
fects cognitive task performance and responses
to economic opportunities by young boys in
village India. Subjects were sixth and seventh
graders drawn from the two ends of the caste
hierarchy. We asked subjects to learn and then
perform a task under incentives, and we manip-
ulated whether their peers in the experimental
session knew their caste. Caste is well-suited to
this manipulation because, unlike race, gender,
and ethnicity, there are no unambiguous out-
ward markers of caste among young boys. Six
subjects, generally from six different villages,
participated in each experimental session. In the
control condition, the subjects were anonymous
within the six-person group. In the experimental
conditions, the experimenter publicly revealed
subjects’ names and caste. In the task—solving
mazes—in which performance was studied
here,2 the low-caste subjects in the anonymous
condition did not perform significantly differ-
ently from high-caste subjects; but when caste
identity was publicly revealed in a mixed caste
group, a significant caste gap emerged. The
caste gap was due to a 20 percent decline in the
average number of mazes solved by the low
caste. The study shows that publicly revealing
the social identity of an individual can change
his behavior even when that information is ir-
relevant to payoffs.

Our results are a generalization of the litera-
ture on stereotype threat. Like that literature, we
find that individuals’ performance is more in
accordance with the stereotype of the group
when group membership is made salient in
some way. Unlike that literature, salience in our
experiments depends on the public revelation of
social identity and more importantly, we do not
argue that the domain of the tasks undertaken by

† Discussants: Rachel Croson, University of Pennsylva-
nia; Iris Bohnet, Harvard University; Stefano DellaVigna,
University of California-Berkeley.

* Hoff: World Bank, 1818 H St., N.W., Washington, DC
20433 (e-mail: khoff@worldbank.org); Pandey: World
Bank, 1818 H St., N.W., Washington, DC 20433 (e-mail:
ppandey@worldbank.org). Thanks to Rachel Croson, Erika
Hoff, and Kenneth Sokoloff. And to Mayuresh Kshetra-
made, Anaka Narayanan, Ram Pratap, and Sonal Vats for
research assistance. We gratefully acknowledge support
from the World Bank and the MacArthur Foundation. Data
are available at http://www.povertyactionlab.com/data.

1 A survey is in Claude M. Steele et al. (2002).

2 Uri Gneezy et al. (2003) showed that mazes are an
appropriate task to use to study responses to changes in
incentive schemes.
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our subjects is one to which a specific stereo-
type applies. Ninety-five percent of the low-
caste subjects and 82 percent of the high-caste
subjects had never seen mazes before. If the low
caste is stereotyped as inferior in the domain of
the task, it is not, or not only, because of a
generalization from caste differences in per-
forming other cognitive tasks. The stigma of
their caste marks them as unworthy, generally.
The ideology intertwined with the discrimina-
tory regime assigns to certain social groups
status and social meanings—i.e., social identi-
ties. We suggest a broad link between discrim-
ination, social identity, and behavior that can
make the effects of past discrimination persist
over time for well-identified groups.

I. The Setting in Village India

Indian society is divided into groups called
castes which are linked to one or more tradi-
tional occupations. The participants in our ex-
periments were drawn from the extreme ends of
the caste hierarchy in villages in north India
(Uttar Pradesh): the high-caste participants
from the traditional landlord, warrior, priestly,
and trading castes; and the low-caste partici-
pants from a caste that was historically, but is
no longer, engaged in leather tanning. Leather
tanning is associated with ritual pollution and
this caste was subject to the practice of
untouchability.

Untouchable castes (Dalits) were historically
denied political and civil rights and opportuni-
ties for economic mobility. In 1947, India ended
de jure discrimination against Dalits. Discrimi-
nation remains a visible part of village India,
however, and the caste hierarchy is ritualized in
the way many adults interact.3

II. Two Experiments

A. Experimental Paradigm

The objective of the experiments was to de-
termine whether revealing subjects’ social iden-

tities publicly would impede the performance of
low-caste subjects and their responses to eco-
nomic incentives.

We brought subjects into a classroom six at a
time. Three conditions provided a contrast in
the salience of caste. In the control condition
termed “anonymous” (A), the experimenter (al-
ways a high-caste woman from north India) did
not publicly reveal any information about the
participants. In the condition termed “caste re-
vealed” (C), the experimenter at the start of the
session turned to each participant and stated his
name, village, father’s name, paternal grandfa-
ther’s name, and caste.4 She asked the subject to
nod if the information was correct. The final
condition, “caste revealed—single caste” (CS),
was the same as the preceding condition except,
unlike the other conditions, in which a session
consisted of three low-caste and three high-
caste boys, in CS a session consisted of low-
caste boys only or high-caste boys only.

Whereas the extent of publicly revealed in-
formation varied across conditions, the extent of
information privately revealed to the experi-
menters did not. A staff person privately asked
every subject (when he boarded the car that
brought him from his village) his name, caste,
and the names of his father and paternal grand-
father. Another staff person verified the sub-
ject’s name and caste when the subject arrived
at the experiment site.

B. Experiment 1: Solving Mazes

In our first experiment (Hoff and Pandey,
2005b), 156 subjects participated under condi-
tion A, 120 under C, and 60 under CS. A subject
participated in only one condition. We asked
subjects to solve a packet of 15 mazes in each of
two 15-minute rounds. The incentive was one
rupee per maze, a significant amount compared
to the unskilled adult hourly wage of six rupees.
Our dependent variable was the number of
mazes solved.

Over the two rounds, the high-caste partici-
pants solved 7 percent more mazes than the
low-caste participants in the anonymous condi-
tion, whereas the high-caste participants solved

3 In our household survey near the site of the experiment,
56 percent of Dalit men reported that they sit on the ground
or remain standing when visiting a high-caste household.
Likewise, 58 percent of high-caste men said that when a
Dalit visits their houses, he sits on the ground or remains
standing.

4 We used the names that the children had privately told
staff, which for the low-caste subjects never included last
names—generally a marker of caste.
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34 percent more mazes than the low-caste par-
ticipants in condition C. To save space, Figure
1 shows the results only for Round 2. The caste
differences in performance in both rounds were
not significant in the anonymous condition.
(The p-value of the Mann-Whitney two-sided
U-test—hereafter MW—was 0.24 in Round 1
and 0.45 in Round 2.) In contrast, in condition
C, there was a significant caste difference in
both rounds (MW test: p � 0.04 in Round 1 and
p � 0.006 in Round 2). The low-caste partici-
pants in condition C solved 20 percent fewer
mazes than the low-caste participants in condi-
tion A, and the decline was significant in Round
2 (MW: p � 0.14 in Round 1 and p � 0.05 in
Round 2); whereas there were no significant
A-C treatment effects for the high caste (MW:
p � 0.80 in both rounds).

The experimental finding of caste differences
in performance in the C condition could be
“poor versus rich” effect (in which reminding
children of their poor families discourages
them), rather than a pure caste effect. We find,
however, that our results are robust when we
control for the children’s class—parents’ edu-
cation, occupation, and land.

The experimental finding that publicly re-
vealing caste caused a significant decrease in
the performance of low-caste subjects, com-
pared with that in the anonymous condition,

could possibly reflect intimidation of the low-
caste subjects by the high-caste subjects, rather
than an effect of social identity per se. To check
this, we ran condition CS. Condition C was
converted to condition CS by constituting ex-
perimental groups of low-caste boys only or
high-caste boys only. As shown in Figure
1, there was no significant difference between
the performance of the low-caste participants in
conditions C and CS (MW: p � 0.70 in both
rounds). This supports the conclusion that it is
social identity that drives the caste gap in con-
dition C.

An irony uncovered in this condition is that
segregation lowers high-caste performance.
The high-caste participants in conditions CS
solved 21 percent fewer mazes than those in
condition C; the treatment effect was signifi-
cant in Round 2 (MW: p � 0.73 in Round 1
and p � 0.02 in Round 2). One conjectural
explanation is that high-caste segregation in
condition CS changed the extent to which
subjects anticipated being rewarded because
of their social status rather than their effort,
while the presence of the low-caste subjects
in condition C led high-caste subjects to try to
excel in order to distinguish themselves from
their low-caste peers.5

Figure 2 shows the number of mazes solved
on the x-axes. The y-axes represent the propor-
tion of low-caste and high-caste participants in
Round 2 of condition A (the top graph) and
condition C (the bottom graph), who solved that
many mazes. The modal number of mazes
solved by low-caste participants in condition A,
Round 2, was seven, whereas it was zero for
low-caste participants in condition C. Partici-
pants who solved zero mazes did not turn in
blank packets; every participant attempted nu-
merous mazes. The proportion of individuals
who solved zero mazes in both rounds (call it
the “drop-out rate”) is the proportion who did
not learn how to solve a maze over the 10-
minute explanation by the experimenter, the
5-minute practice period, and the 30-minute test
period. Among the 78 low-caste participants in

5 Anjini Kochar (2004, p. 16) finds evidence that an
increase in schooling by low-caste children increases invest-
ment in schooling by other castes. For other experimental
evidence that the treatment effect of segregation lowers
high-caste performance, see Hoff and Pandey (2004, pp.
24–25).
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the anonymous conditions, the drop-out rate
was 2.5 percent. Among the 60 low-caste par-
ticipants in condition C, the drop-out rate was
15 percent. Among the high-caste participants,
the drop-out rate was 9 percent and 2 percent in
conditions A and C, respectively.

In summary, although the low caste perform
as well as the high caste when caste identity is
not publicly revealed to their peers in the class-
room, publicly revealing caste identity is con-
sistently and robustly associated with a decline
in low-caste performance.

C. Experiment 2: Betting on One’s Own
Success

The purpose of our second experiment (Hoff
and Pandey, 2005a) was to assess the effect of
publicly revealing caste on individuals’ willing-
ness to bet on their own success. We manipu-
lated the scope of judgment in evaluating and
rewarding success. When subjects were asked
to accept or reject a gamble in which there was
no scope for judgment by an experimenter,
making caste salient did not produce a caste
gap. Instead, it was in the case where there was
scope for judgment by others that making caste

salient created a caste gap in the proportion of
subjects who rejected the gamble.

In this experiment, we showed subjects how
to solve a 14-inch square wooden puzzle that we
had constructed along the lines of the game
Rush Hour Traffic Jam. After practicing one
puzzle for eight minutes, a subject chose, in
private, to accept or reject a gamble that he
could solve a similar puzzle within five minutes.
The success payoff was 20 rupees (equal to 2.5
hours’ wages for unskilled adult labor), and the
failure payoff was one rupee. If he rejected the
gamble, he received the safe payoff of 10 rupees.

We manipulated the scope for discretion in
awarding the success payoff in the following
way. In one gamble, the link between perfor-
mance and reward was mechanical; by solving
the puzzle, a player freed his car from the board
and physically extracted his prize money from
the underside of the car. This money was visible
through the dashboard.

In a second gamble, the link between perfor-
mance and reward was not mechanical. The
prize money was not in the player’s car. More-
over, in this condition there was no frame on the
game board to keep vehicles within the road
grid. We told subjects that another person
would give them the puzzle, watch them play,
and award them the success payoff only if they
did not let any vehicle move off the board.
Removing the frame and visible reward
changed the gamble in two ways. It made suc-
cess more difficult because a player could inad-
vertently push a vehicle off the board as he tried
to solve the puzzle, and it created scope for
discretion in awarding payoffs.

A total of 360 subjects participated in this
experiment: 30 low-caste and 30 high-caste
subjects in each treatment (2 gambles � 3 con-
ditions). We predicted that the interaction with
an evaluator would discourage low-caste partic-
ipants more than high-caste participants when
the participants’ caste was publicly revealed.
We conjectured that in that context, each indi-
vidual would be more likely to fall into his caste
role because he would expect others to treat him
according to his caste role. The results bore out
our prediction, but only in the A-CS contrast.

The left panel of Figure 3 shows the propor-
tion of subjects who refused the gamble using
the game board with the frame and the visible
reward. There were no significant differences in
the refusal rate between castes, and making
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caste identity salient had no significant effects
on this rate.

The right panel of Figure 3 shows that when
the gamble used the game board without a
frame, the proportion of both caste groups that
refused the gamble was larger than in the case
of the game board with its frame. There was a
significant caste gap in the rejection rate only in
the CS condition.6 Sixty-seven percent of low-
caste participants refused the gamble compared
to 30 percent of high-caste participants (z-sta-
tistic: p-value � 0.004, MW: p-value � 0.005).
A conjectural explanation of the presence of this
caste gap in the CS condition and the absence of
a caste gap in the C condition, is that caste
segregation implicitly evokes the meaning of
caste, which bears on social exclusion and in-
clusion, which increases the salience of caste
roles and/or subjects’ concern that the experi-
menter would be prejudiced against the low caste.

Low- and high-caste children differ from
each other in many ways (literacy, parents’ in-
come and education, etc.) that might affect their
responses to changes in the difficulty of the
game and in the scope for experimenter discre-
tion. One way to try to disentangle the influence
of these variables from the effect of social iden-
tity, per se, is to do a caste-wise test of differ-
ence in differences in the refusal rate between
the two gambles across two experimental con-

ditions—A versus CS. For the low caste, the
effect of making caste salient was to raise the
difference in the refusal rate in the two gambles;
but for the high caste, making caste salient had
no effect in this difference (one-sided p-values
of 0.09 and 0.50 for low and high castes, re-
spectively). These results suggest that the dif-
ferential caste behavior, and the gamble with
scope for bias, under condition CS, is not driven
by differences across castes in ambiguity aver-
sion, since such differences are differences out
in this test. Our results provide some evidence
that the differential caste behavior is driven by
social identity per se.

III. From Discrimination to Social Identity

Where do social identities come from? Hav-
ing argued that publicly revealing individuals’
membership in a discriminated-against group
influences their behavior, we now want to em-
phasize, following Glenn C. Loury (2002), that
discriminatory regimes not only categorize in-
dividuals and establish category-specific rules;
they also invest those categories with social
meaning. Discriminatory regimes create a nar-
rative to justify the discrimination. The narra-
tive serves to increase the probability that
individuals perceive the regime as legitimate
and internalize its values.7 In the nineteenth

6 This result mirrors our result in another experiment in
which the task was to make a design with colored squares of
paper. A subject won the gamble if his design was judged to
be “beautiful” (Hoff and Pandey, 2005a).

7 The same applies generally to polities, as Max Weber
emphasized, and to other organizations (e.g., the U.S.
Army; see George A. Akerlof and Rachel E. Kranton,
2005).
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century, the U.S. South created the race doctrine
of biological inequality between whites and Ne-
groes—rationalizations similar to those used to
defend discrimination against the low castes.
The narrative and the stigma that it creates may
outlast the discriminatory regime itself, in which
case the legacy of discrimination is “spoiled col-
lective identities” (Loury, 2002, p. 59).

IV. Conclusion

A discriminatory regime affects not only the
structure of opportunities open to different so-
cial groups, but also the status and social mean-
ings assigned to those groups—their social
identities. If these identities influence behavior,
then even after opportunities have been equal-
ized across groups, the discriminatory regime
will have persistent effects.

The findings of our two experiments suggest
that publicly revealing individuals’ membership in
a group that has been or is being discriminated
against impedes the group’s ability to respond to
economic opportunities. If publicly revealing the
social indentity of members of this group in-
creases their negative thoughts about themselves
and their distrust, their lack of confidence affects
their learing and willingness to bet on their own
success, which keeps them from achieving out-
comes comparable to those of high castes, which
validates the discriminatory ideology and repro-
dues the effects of discrimination over time. Our
experiments used the example of caste discrimi-
nation in rural north India, where caste is still “a
marker of difference ... [that] harbor[s] the ideol-
ogies of pollution and exclusion” (Nicholas B.
Dirks, 2001, p. 130). In light of the evidence of
stereotype threat in social psychology, our exper-
imental findings suggest that the impact of social
identities shaped by discrimination on individuals’
responses to economic opportunities may also be
very general.
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Abstract

This paper examines the impact of women’s property inheritance
rights on their education. Using exogenous variation created by state
level reforms to the inheritance law in India, I find that mean educa-
tional attainment of women who were of primary school-going age at
the time of reform increased by 0.5 years in reforming relative to non-
reforming states. The impact is present only for women in landown-
ing and “Hindu” households, with no concomitant impact on men. I
also provide suggestive evidence that a potential underlying mecha-
nism could be that investment in education was used to compensate
daughters for disinheriting them from household property.

JEL Codes: O12, K11, I21
Keywords: Inheritance, education, women, dowry payments

∗Centre for Competitive Advantage in the Global Economy (CAGE) and Department of
Economics, University of Warwick, Coventry CV4 7AL, UK; email: s.roy@warwick.ac.uk.
I am extremely grateful to Maitreesh Ghatak and Oriana Bandiera for their continu-
ous encouragement and support throughout this project. I also thank Ran Abramitzky,
Bina Agarwal, Madhav Aney, Fernando Aragon, Erlend Berg, Sonia Bhalotra, Konrad
Burchardi, Robin Burgess, Sayantan Ghosal, Aparajita Goyal, Victor Lavy, Sabyasachi
Mukherjee, Jin Wang, Fabian Waldinger, Chris Woodruff and especially Tim Besley and
Stefan Dercon for valuable suggestions and feedback. I am also grateful for comments re-
ceived from seminar participants at ISI Delhi, JNU, LSE, Warwick, the BREAD Summer
School (Verona), the Conference on Persistent Poverty (Cornell), the CSAE Conference
(Oxford), PAC-DEV (Berkeley), the RES Conference (Royal Holloway) and the Second
Riccardo Faini Doctoral Conference (Milan).I gratefully acknowledge financial support
from the Bagri Fellowship and the DFID Program on Improving Institutions for Pro-Poor
Growth. All errors are my own.

1



The role of property rights in the process of economic development has

been well-emphasized in the economic literature (North, 1990; De Soto, 2000;

Besley, 1995; Banerjee, Gertler, and Ghatak, 2002; Field, 2007; DiTella,

Galiani, and Schargrodsky, 2007). Property rights, through their impact

on distribution of wealth, patterns of production as well as development of

markets, especially credit markets, have evolved as one of the prerequisites

of economic growth and poverty reduction (Besley and Ghatak, 2009). The

primary focus of this literature has been to study the impact of property

rights on physical investment, but the role of property rights in the context

of human capital investment is relatively under-researched. Moreover, most

of the existing research remains gender-neutral, with little attention to the

salience of property rights for women. This paper attempts to fill these gaps

by studying the impact of property rights, particularly inheritance rights, on

the human capital investment of women.

The principal methodological problem faced in estimating the causal im-

pact of property rights at the household level is that of potential endogeneity.

There could be unobserved heterogeneity at the household level correlated

with both female education and female property rights that may generate

spurious results. For example, gender progressive parents may be more likely

to invest in their daughters’ education as well as give them greater rights to

family inheritance. This could lead to the classic omitted variable problem

that would bias the estimates of the impact of female property rights. A

second complication in this regard may arise due to measurement error as

it is often difficult to obtain appropriate measures of female property rights

due to the fact that women in many societies lack formal titles to property

(Deere and Leon, 2003; Sweetman, 2008). This may introduce further biases

in the estimates of the causal impact of female property rights on female

2



education.

To address these problems, this paper exploits a legislative change to the

central inheritance law in India as a source of exogenous variation in female

inheritance rights. Like most personal laws in India, inheritance laws too vary

by religion. The fundamental law governing present day inheritance rights

of four religious communities i.e. Hindus, Buddhists, Jains and Sikhs, called

the Hindu Succession Act (HSA) of 1956, was designed to lay down a law of

succession whereby sons and daughters would enjoy equal inheritance rights.

In fact, however, significant gender inequalities persisted that disadvantaged

daughters considerably. The main source of bias came from joint family

property, to which sons enjoyed right by birth to an independent share but

daughters did not. Both had equal rights of inheritance to the separate

property that their father accumulated during his lifetime. But, due to the

fact that a considerable amount of property, especially land in rural areas, is

still jointly owned, such biased rights had a crippling effect on the property

ownership of women in India.

The earliest attempts at amending this law were made by five Indian

states, namely Andhra Pradesh, Tamil Nadu, Kerala, Karnataka and Maha-

rashtra, between late 1970s and early 1990s. The amendments stated that

women who were unmarried at the time the reform was passed in their state

would be granted claims equal to that of their brothers in the joint family

property, including the right to a share by survivorship (Agarwal, 1994).1

The basic identification strategy in this paper uses the fact that exposure

to the improved inheritance rights regime following the amendments was

jointly determined by state of birth and year of birth. Not only did a woman

have to be born in a state that passed the reform, she also had to be of

1Details regarding each state amendment is available in “The Hindu Succession Act
1956, with State Amendments (Bare Act)”.
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school-going age when the reform was passed in her state for it to have any

impact on her schooling decisions. Hence, I identify the causal effect of

the reform, which I argue is exogenous2, by using a difference-in-differences

methodology that compares mean educational attainment of women who

were young enough to be exposed to the reform (“treated” group) to those

who were too old (“control” group), between reforming and non-reforming

states. The identifying assumption is that in the absence of the reform,

the change in female educational attainment across cohorts would not have

been systematically different in reforming and non-reforming states. Similar

strategies have been used by Duflo (2001), Card and Krueger (1992), Lemieux

and Card (2001) etc. to estimate the effect of education on earnings.

However, if there exists unobservable factors that affect female education

and are also correlated with the passage of the reform, then the difference-

in-differences estimates would be biased. Therefore, in order to address this

concern, I employ a triple differences strategy by exploiting another source of

variation within each state-cohort, namely land ownership status, religious

affiliation and gender. For example, in case of triple differences using land

ownership, I estimate the difference in mean educational outcomes between

women in the “treated” group relative the “control” group, for land-owning

versus non land-owning households in reforming relative to non-reforming

states. This would control for two kinds of potentially confounding trends:

changes in educational outcomes of women belonging to landed households

across states (that have nothing to do with the reform) and changes in ed-

ucational outcomes of all women in the reforming states (e.g. due to other

state policies that affect everyone’s education). I do the same for “Hindu”

2Concerns regarding the potential endogeneity of the reform process is discussed in
Section 2.2.
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versus “non-Hindu” households3, as well as between women and men.

For my analysis on female education, I use household level data from

multiple waves of the National Family and Health Survey of India (NFHS),

where I focus on the daughters of the head of the household.

The primary finding of this paper is that exposure to the inheritance

rights reform was associated with an increase of approximately 0.5 years of

education (an improvement of around 0.2 standard deviations) for cohorts

of women who were of primary school-going age at the time of the passage

of reform. On the other hand, no effect is observed for cohorts that were 16

years or older at the time of the reform, suggesting that the findings are less

likely to be driven by correlated unobservables.

Moreover, using triple differencing by land ownership, I find that the

entire effect comes from women who belong to land-owning households, and

the estimated coefficient is larger at approximately 0.8. Similarly, using

triple differencing by religion, I find that the impact to be present only for

those women who were either Hindu, Buddhist, Sikh or Jain (to whom the

law applied), and the estimated coefficient is even larger at approximately

1.5. Finally, using triple differencing by gender, I find the impact to be

present only for daughters with the estimated coefficient being 1.3-1.6 and

no concomitant impact on boys, indicating that the reform was successful in

narrowing the gap in education between boys and girls.

Due to lack of appropriate data, I cannot provide conclusive evidence us-

ing the NFHS on the mechanism through which the inheritance rights reform

increased female education. However, suggestive evidence using a separate

dataset, the Rural Economic and Demographic Survey 1999, indicates that

3I use the term “Hindu” to refer to Hindus, Buddhists, Sikhs and Jains i.e. those to
which the HSA 1956 applies, while “non-Hindus” refer to Muslims, Christians, Jews and
Parsis.
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one potential mechanism could be that investment in education was being

used as a form of compensation to daughters for disinheriting them from

ancestral property. In a virilocal society like India, where married daugh-

ters leave their parental household while married sons do not, giving asset

bequests to daughters can have poor incentive effect on sons in relation to

extending family wealth (Botticini and Siow, 2003), resulting in daughters

rarely inheriting property.4 Instead, daughters have traditionally been given

dowries as compensation for relinquishing their rights to property. Post re-

form, I find no improvement in the situation of women with regard to in-

heritance, reflecting a weak enforcement of the law. Instead, it appears that

daughters are now compensated with larger dowries. However, since larger

dowries are costlier to provide, for younger daughters, compensation takes

the form of increased investment in education, and thereby, lower dowries.

However, it is important to emphasize that this evidence far from conclusive

and does not indicate that this is the mechanism driving the impact of the

reform on female education.

A related paper, Goyal, Deininger, and Nagarajan (2010), also exam-

ines the impact of the Hindu Succession Act amendment on women’s edu-

cation and likelihood of inheritance in India. My study differs from Goyal,

Deininger, and Nagarajan (2010) in two key ways. Firstly, the results of

my paper differ from Goyal, Deininger, and Nagarajan (2010). Although,

like Goyal, Deininger, and Nagarajan (2010), I also find a positive impact

of the inheritance rights reform on female education, but unlike them, I find

4Botticini and Siow (2003) argue that since married daughters in virilocal societies
leave their parental home, if they were to share equally in family property, then their
brothers, who stay with their parents and work with family property, will not obtain the
full benefits of their effort in extending family wealth and hence will supply too little
effort. Thus, to mitigate this incentive problem for their sons, parents give dowries to
their daughters at the time of marriage (when they cease to contribute to their parents’
wealth) but no bequest, and bequests to their sons.
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no significant impact on women’s propensity to inherit following the reform.

To reconcile this difference in the findings of the two papers, however, it is

important to note that the reform to the inheritance law applies to ancestral

property and not to father’s separate property (to which the daughter always

had equal inheritance right as the son). Hence the relevant event to consider

while identifying the impact of the reform on the likelihood of a woman’s

inheritance would be the death of her grandfather, since partition of the an-

cestral property is most likely to happen after the head of the household, in

this case the grandfather, dies. Thus, exploiting the variation in the timing

of the grandfather’s death relative to the reform, I find that the reform had

no impact on the likelihood of inheritance of women. Secondly, a unique

contribution of my paper is that I also examine the impact of the inheritance

rights reform on dowry payment made at the time of a woman’s marriage

which, coupled with my aforementioned finding on women’s propensity to

inherit, allows me to shed light on a potential mechanism through which the

inheritance rights reform could have impacted female educational attainment

in India.

This paper relates to two different strands of literature. The literature on

property rights has focused on the role of property rights in enhancing invest-

ment incentives in agricultural land (Banerjee, Gertler, and Ghatak, 2002;

Besley, 1995), residential investment (Field, 2007), entreprenurial investment

of retained earnings (Johnson, McMillan, and Woodruff, 2003) etc. The topic

of property rights and human capital investment is relatively under-studied

and this is where my paper seeks to make a contribution.

This paper also relates to the literature on dowry and marriage markets.

A number of papers focus on the role of dowry as a spot price that clears the

marriage market characterized by assortative wealth matching (Becker, 1981;

7



Anderson, 2003, 2007; Rao, 1993; Edlund, 2001). On the other hand, dowry

has also been studied as a “pre-mortem” bequest (Anderson, 2004; Goody,

1973). In this context, it has been argued that change in the environment

for producing bridal wealth, in the form of labour market expansion, may

lead to reduction in prevalence of dowry (Botticini and Siow, 2003). My

paper fits well with such a line of argument as it shows that a legal reform in

inheritance rights can have similar consequences on dowry payments through

its impact on education, an alternative form of wealth transfer to daughters.

The remainder of the paper is organized as follows: Section 1 describes

the institutional background of Hindu inheritance law in India, while Section

2 outlines the data and identification strategy. Section 3 presents results on

female education, and Section 4 discusses a potential mechanism underlying

the observed effect by looking at the likelihood of inheritance by women and

their dowry payments. Section 5 concludes.

1 The Institutional Background

1.1 The Hindu Personal (Inheritance) Law

As mentioned earlier, the laws for inheritance of property in India differ by

religion. The inheritance rights of Hindus are governed by the Hindu Suc-

cession Act (HSA) of 1956, which also governs the rights of Buddhists, Jains

and Sikhs.5 The Act was built on the foundation of ancient legal doctrines

that have prevailed in India since the 12 century A.D., and purported to lay

down a law of succession that gave equal rights of inheritance to sons and

5These religions are considered to be offshoots of Hinduism and hence are looked upon
as being “Hindu-like” religions. For the rest of the paper, I will use the term “Hindu”
to denote Hindus, Buddhists, Sikhs and Jain, that is all religions to which the HSA 1956
applied.
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daughters. In fact, however, significant gender inequalities remained.

A key feature of the legal structure of “Hindu” inheritance in India is

the distinction between “joint family property” and “separate property”.6

Generally speaking, joint family property “consists principally of ancestral

property (that is, property inherited from the father, paternal grandfather

or paternal great-grandfather), plus any property that was jointly acquired

or was acquired separately but merged into the joint property”. Separate

property, on the other hand, “includes that which was self-acquired (if ac-

quired without detriment to the ancestral estate) and any property inher-

ited from persons other than father, paternal grandfather or paternal great-

grandfather” (Agarwal, 1994, p. 85-86).

According to the Hindu Succession Act of 1956, daughters of a “Hindu”

male dying intestate (i.e. without leaving a will)7 were equal inheritors, along

with sons, of only their father’s separate property and his “notional” portion

of joint family property, but had no direct inheritance rights to joint family

property itself.8 9 Sons, on the other hand, not only inherited their share of

the father’s own property and his “notional” portion of joint family property,

but also had a direct right by birth to an independent share of the joint

family property. In fact, all persons who acquired interest in the joint family

6The joint family here is a legal concept and need not coincide with the joint residence or
or any other aspect of a common household economy that may be implied in a sociological
use of the term (Agarwal, 1994).

7According to Goyal, Deininger, and Nagarajan (2010), the proportion of people who
die without making a will in India is very high (around 65%, and probably even higher
in rural areas), suggesting that the Hindu Succession Act is what ultimately determines
inheritance patterns within the family.

8The “notional” portion of the father’s share in the joint family property would be as-
certained under the assumption of a “notional” or hypothetical partition of that property,
as if the partition had taken place just before his death.

9In case of a “Hindu” woman dying intestate, all her property devolves equally upon
her sons and daughters and husband, if alive. If she has no children or other heirs with
first right to her property, then the property devolution takes place according to the source
of acquisition.
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property by birth were said to belong to the “Hindu coparcenary”, which is

conceptually similar to an exclusive male membership club in relation to the

issue of inheritance to which women had no access.10

In order to elaborate, I explain the scenario using a simple example. Let

us consider a family consisting of a grandfather and his two sons, Son 1 and

Son 2 (see Figure I). Let us assume that the family line begins with the

grandfather, such that he has no predecessors. The first son has a son of

his own (Grandson 1) as well as a daughter (Granddaughter 1), while for

simplicity, I assume the second son is childless. The ancestral/joint fam-

ily property owned by this family is say 1 acre, and nobody acquires any

additional property during his/her lifetime i.e. “separate” property of any

individual is zero (for simplicity). Bold letters indicate membership of the

“Hindu” coparcenary.

Figure I: Ancestry

The process by which inheritance rights to this ancestral/joint family

property will be determined in this family is as follows (see Figure II):

10In addition to inheritance, sons could also demand partition of the joint family prop-
erty while daughters could not. E.g. if the joint family property was a dwelling house,
sons (as part of the coparcenary) could demand a partition of the same but daughters
were only allowed right of residence but no right of ownership or possession.
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Figure II: Inheritance

During the lifetime of the Grandfather, he himself along with his two

sons, Son 1 and Son 2, each have a share of a third in the ancestral property

(panel A of Figure II). Moreover, Son 1 shares his third equally with his own

son, Grandson 1, since the latter is a member of the male coparcenary (along

with his grandfather, his father and his uncle in this example) and hence has

a right by birth to an “independent” share to joint family property (panel

B). Hence Grandson 1 directly gets a sixth of joint family property as a male

coparcener. Granddaughter 1, on the other hand, does not get any share of

the joint family property directly.

Now when Grandfather 1 dies (panel C), his share of a third gets split

equally between his two living sons, Son 1 and Son 2, such that Son 1’s share
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now increases to a sixth (his coparcenary share) plus another sixth (inherited

from his father), which totals to a third.11 Next, when Son 1 dies (panel D),

his total share is split equally between Grandson 1 and Granddaughter 1,

i.e. each get a sixth. So, ultimately, Granddaughter 1 is entitled to a share

of one-sixth (inheritance from her father) while her brother, Grandson 1,

not only gets that one-sixth (inheritance from his father) but an additional

one-sixth which is his coparcenary share. Thus Grandson 1’s final share is

one-third, which is double that of his sister.

Hence, it is apparent that the daughters suffered from discrimination in

terms of inheritance under HSA 1956. Moreover, for the millions living in

rural India, the most common form of property is land that is typically family-

owned, which makes the gender bias in inheritance rights quite a significant

phenomenon. Thus the law, by excluding the daughter from participating

in the coparcenary ownership of ancestral property, not only discriminated

against her on grounds of gender, but also led to a negation of her funda-

mental right of equality as guaranteed to her by the Indian Constitution

(Ramanujam, 2005).

1.2 State Amendments to the Hindu Succession Act

The topic of inheritance in India is a “concurrent” one, i.e. one over which

both the central and the state governments have legislative authority. Thus,

although the HSA 1956 is a central law, some of the states have subsequently

amended the HSA 1956. In particular, Kerala amended in 1976, Andhra

Pradesh in 1986, Tamil Nadu in 1989, Maharashtra and Karnataka in 1994,

11Strictly speaking, the grandfather does not have to actually die for this so-called
“partitioning” to be made: the inheritance shares are decided in a “notional” sense, as
described in the earlier footnote. However, in practice, the most common reason behind a
split or partition has to do with the death of the household head or patriarch (Foster and
Rosenzweig, 2002).
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following which daughters were granted independent inheritance rights and

the right to a share by survivorship in joint family property, equal with their

brothers, but only if they were unmarried at the time of the reform.12,13

Such a reform opened up the entry of women into what had till now been

an exclusively male preserve and sought to, at least partially, redress the

concern of gender bias inherent in the original central law. I exploit these

legislative amendments as a “natural experiment” to study the impact of a

potential improvement in female inheritance rights on female education in

India.

2 Data and Identification Strategy

2.1 Data

To estimate the causal impact of the inheritance rights reform on female

education, I use household-level data from multiple rounds of the National

Family Health Survey of India (NFHS) conducted in 1992, 1998 and 2005.14

The NFHS is designed along the lines of the Demographic and Health Surveys

(DHS) that have been conducted in many developing countries around the

world, and are repeated cross-sections.

The NFHS surveys, which are representative at the state level and have an

overall response rate of 98 percent, contain detailed information, including

12Kerala passed a slightly different amendment in the form of the Kerala Joint Hindu
Family System (Abolition) Act that recognized all family members with an interest in the
undivided family estate as being independent full owners of their shares from then onwards,
i.e. abolished joint family property altogether. But since the spirit of this amendment was
similar to those passed by the other reforming states, and could be expected to favourably
affect the inheritance of the daughter, I club them together. However, most of the findings
of this paper are robust to the exclusion of Kerala.

13The inheritance rights of widows were unaffected in these amendments.
14The NFHS is carried out by the Ministry of Health and Family Welfare, Government

of India.
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educational attainment, on all individual members of the household. 29

states of India are covered in the sample.15 However, the Hindu Succession

Act (1956) did not apply to Jammu and Kashmir (Agarwal, 1994). Hence I

drop that state from my analysis and are left with 28 states.

I first focus on women who are daughters of the head of the household

and who are at least 22 years of age at the time of survey (this ensures

that women in the sample have completed their education).16,17 There are

18,691 such women in my sample, with year of birth spanning 1943 to 1984.18

Summary statistics are presented for this sample in Table 1. Mean age for

this sample of women is 27 years, while average level of education is 8.14

years of completed education (6 years of education correspond to completion

of primary school). Almost half of the sample women belong to households

15The 3 newest states of India, i.e. Chattisgarh, Uttarakhand and Jharkhand, were
created in 2000, out of Madhya Pradesh, Uttar Pradesh and Bihar respectively. They are
part of the NFHS wave of 2005, but not of the waves of 1992 and 1998. Additionally, Sikkim
is not a part of the 1992 wave. Smaller Union Territories like Lakshadweep, Andaman and
Nicobar Islands, Pondicherry etc. are also excluded.

16The findings of this paper are robust to different cut-offs regarding age at time of
survey.

17Some of the mothers of these women may have been young enough to be exposed
to the reform themselves, especially those born after 1965 in 1998 wave and those born
after 1972 in 2005 wave. To avoid any confounding impact on outcomes of daughters
through their mothers, I calculate the minimum age that mothers need to be in order
to be unexposed to the reform: this is 44 years at the time of survey, which means that
for example, in the 2005 wave, these women had to be born on or before 1961 such that
they would be 15 or older at the time of the earliest reform (Kerala in 1976). Hence I
restrict my sample to those daughters who were not only themselves at least 22 years old
at survey but whose mothers were also at least 44 years old at survey. However, some of
the mothers could also be exposed to the reform if they were unmarried and hence had not
inherited by the time of the reform was passed. The potential of increased inheritance for
them may have independent effects on their daughter’s education, if women’s inheritance
rights are positively correlated with their bargaining power in their husband’s family post
marriage, that in turn has a positive effect on allocation of resources towards education
of the girl children. Since nearly 80 percent of the women in my sample are married by
20, the oldest a mother needs to be to be completely “unexposed” would be to be at least
49 years old at time of survey. The results presented later are robust to restricting my
sample to daughters whose mothers are at least 49 at survey.

18Of the total 18,691 women, 5,613 obtain from the 1992 round, 6,128 from the 1998
round and 6,950 from the 2005 round.
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that own some land while 83 percent are “Hindu”.

2.2 Identification Strategy

The basic identification strategy used in this paper exploits the fact that ex-

posure to the inheritance rights reform was jointly determined by a woman’s

state of birth and year of birth. Not only did a woman have to be born in

a state that passed the reform, she also had to be of school-going age when

the reform was passed in her state for it to have any impact on her schooling

decision. Given that the NFHS is a repeated cross-section, this approach

amounts to a difference-in-difference (DD) strategy over cohorts and states.

The NFHS dataset does not contain information on an individual’s state

of birth but it does collect data on state of residence. Hence my empirical

analysis uses state of residence instead of state of birth. If this gives rise

to measurement error then my estimates of the reform’s impact of female

would suffer from attenuation bias. A bigger concern, however is that of

systematic variation in migration behaviour in response to the reform. If

gender progressive parents marry their daughters to grooms in the reforming

states to take advantage of the favourable laws, then too the estimates would

be biased. However, using the Rural Economic and Demographic Survey of

1999, I do not find any evidence of significant differences in inter-state female

migration between the reforming and non-reforming states in the pre-reform

period. In fact, nearly 80 percent of women reside after marriage in the same

district or other district of the same state as their parental household. This

is also supported by the findings of Rosenzweig and Stark (1989) that in the

ICRISAT villages, the mean distance between a woman’s original residence

place and marital place of residence is around 30 kilometers. Hence, the

possibility of systematic migration across states seems relatively remote in
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this particular context.

The empirical analysis, as mentioned above, tests for the effect of the

reform on “treated” age cohorts. I define the “treated” group as cohorts of

women who were of primary school-going age when the reform was passed

in their state. In India, children normally attend primary school between

the ages of 5 and 10, middle school between the ages of 11 and 13 and

high or secondary school between ages of 14 and 15. Hence, my “treated”

group consists of cohorts of women who were 10 years or younger at the

time of the reform since they were “young” enough for the reform to have

affected their education choices. The control group, on the other hand, would

consist of women who were already well past school-going age by the time

the reform was enacted in their state, i.e. were 21 years or older. The reform

ought to have no effect on their educational achievement. Thus, the basic

identification strategy is a difference-in-differences between the “treated” or

“younger” cohorts and the “control” or “older” cohorts, for reforming relative

to non-reforming states. Such a difference-in-differences estimate may be

interpreted as the causal impact of the reform, under the assumption that in

the absence of the reform, the change in educational attainment of women

across cohorts would not have differed systematically between the reforming

and non-reforming states.

However, the identification assumption should not be taken for granted.

What if the pattern of change in female education across cohorts did vary

systematically between the reform and non-reforming states? To address

this concern, I test for an implication of the identifying assumption where I

compare mean educational attainment of women who were between 16 to 20

years old at the time of reform to that of women who were 21 or older at that

time (control group), between reforming and non-reforming states. Since the
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former group would also have been out of school by the time the reform

was passed in the reforming states, the change in educational attainment for

women in this age-group relative to the control group should not, therefore,

vary systematically across states.

Within a regression framework, I therefore estimate the following equa-

tion:

eisk = αs + βk + γsk + δ1Dis,(k≥k′−5) + δ2Dis,(k′−10≤k≤k′−6)

+δ3Dis,(k′−15≤k≤k′−11) + δ4Dis,(k′−20≤k≤k′−16) +Xiskη + εisk (1)

The dependent variable eisk denotes the educational attainment of woman

i in state s belonging to cohort k (i.e. born in year k). Let the reform be

passed in year k′ in state s. Then Dis,(k≥k′−5) is a dummy indicating whether

woman i belonging to cohort k was 5 years old or younger when the reform

was passed in her state. Similarly, Dis,(k′−10≤k≤k′−6) is a dummy indicating

whether she was between 6 and 10 years old, Dis,(k′−15≤k≤k′−11) indicating

whether she was between 11 and 15 years old andDis,(k′−20≤k≤k′−16) indicating

whether she was between 16 and 20 years old respectively. As mentioned

earlier, the group consisting of women who were 21 years or older at the

time of the reform constitute the omitted category. αs represents state fixed

effect which accounts for state-specific characteristics that do not vary across

cohorts, βk represents cohort of birth fixed effect that accounts for the fact

that women born in different years may be exposed to different macro shocks,

while γsk captures state-specific linear trends over cohorts. Xisk is a vector of

household-level control variables that would affect education: parental age,

parental education, land ownership, religion, number of household members

and place of residence (urban/rural). εisk is the error term. To address serial
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correlation concerns and to allow for heteroscedasticity, the standard errors

are clustered at the state level (Bertrand, Duflo, and Mullainathan, 2004).

The coefficients of interest are δ1 and δ2, which capture the mean effect on

education of being exposed to the inheritance rights reform for the “treated”

or “young” cohorts. δ3 and δ4, on the other hand, capture the effect of

the reform on older cohorts. The oldest cohort category (16 to 20 years)

is specifically included as a falsification test - the members of this cohort

would have left school by the time the reform was passed in their state and

hence would not be expected to experience any impact on their educational

attainment.

However, if there existed other unobservable factors affecting female ed-

ucation that were correlated with the passage of the reform itself, then the

identification assumption underlying the difference-in-differences approach

would be violated. For example, Clots-Figueras (2011) find that election of

lower caste women leaders is positively correlated with the probability of pas-

sage of female-friendly laws in India, of which the amendments to the HSA

1956 would be an example. If lower caste women leaders also invest more in

female education, then the difference-in-difference estimate discussed above

could just be picking up the effect of an increase in the presence of such

women leaders in state legislatures, who were responsible for both the pas-

sage of the reform as well as investment in female education in these states.

State policies affecting female education but varying systematically between

reforming and non-reforming states would be another example.

To address this concern, I conduct a difference-in-difference-in-difference

(DDD) or triple difference analysis by introducing a separate within-state-

cohort control group. Three variants of such a control group are explored:

women belonging to non-landed (versus landed) households, “non-Hindu”
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(versus “Hindu”) women, and men (versus women).

Thus, the expanded version of equation 1 that I estimate is:

eisk = αs + βk + γsk + +δ1Dis,(k≥k′−5) + δ2Dis,(k′−10≤k≤k′−6)

+δ3Dis,(k′−15≤k≤k′−11) + δ4Dis,(k′−20≤k≤k′−16) + δ′1Dis,(k≥k′−5) ∗ Ci

+δ′2Dis,(k′−10≤k≤k′−6) ∗ Ci + δ′3Dis,(k′−15≤k≤k′−11) ∗ Ci

+δ′4D
′
is,(k′−20≤k≤k′−16) ∗ Ci + µCi +Xiskη + εisk (2)

where Ci is a dummy variable denoteing either land ownership status, “Hindu”

or gender of the individual. The coefficients of interest are δ′1 and δ′2, which

capture, e.g. in case of triple differences by land ownership, the differen-

tial impact on education for “treated” compared to “control” women that

belong to landed relative to non-landed households in reforming versus non-

reforming states.

The rationale behind using these groups for triple differencing is as fol-

lows. Firstly, the amendment to the Hindu Succession Act 1956 would have a

bite in the reforming states only if the parental household of the woman owns

any joint family property to begin with. Land is the most commonly held

form of joint family/ancestral property in India, hence it makes sense to ex-

ploit variation along the dimension of land ownership status of the woman’s

household to improve identification. Now, since a household’s land owner-

ship status obtained at the time of survey, the underlying assumption is that

this status has remained unchanged over time. If this assumption does not

hold in reality, then measurement error would lead to attenuation bias in the

triple differences estimates.19 A bigger concern, however, is that land own-

19To elaborate on this, two possibilities could arise: one, it could be that the woman’s
family did not own land when she was young but does own land now (at the time of
survey) and second, the family owned land when she was young but does not now. In the
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ership status maybe correlated with the reform. The identifying assumption

of the triple differences strategy is that the difference in educational out-

comes between “treated” and “control” women belonging to landed relative

to non-landed households in reforming states is on account of the reform.

If, however, gender progressive parents had acquired additional land in an-

ticipation of the reform, then this assumption would be violated. But it is

important to note here that the reform related to ancestral property, and not

to separate property acquired by the father in his lifetime, which allays fears

of strategic land procurement by parents that could bias the results.

Secondly, owing to the fact that the HSA 1956 applied differentially across

religion in India, only women who were either Hindu, Buddhist, Sikh or Jain

should benefit from the reform.

Finally, since the reform to HSA 1956 relates to the issue of inheritance of

women, men of similar age group categories may be used as a counterfactual

to examine the impact of exposure to the reform on the gender gap in edu-

cation. However, there may arise concerns that since change in inheritance

rights constitute a zero-sum game within the family (more rights for daugh-

ters implies less for sons, given a fixed amount of ancestral property), there

may occur some compensating impact of the reform on men. This issue is

discussed in further detail in section 3.2.3.

Before proceeding to the results, I would like to point out the contribution

of each reforming state to the cohort categories constructed above, provided

in Table A.1. Since I focus on women who were 22 or older at the time

first case, reform would not have had any impact on the woman’s education and including
her as being landed introduces downward bias in my estimates. Moreover, the fact that
the family did not own land earlier implies that the land was in most probability newly
acquired and hence cannot represent ancestral property. In the second case, the reform
would have had an impact on the woman’s education and excluding her also leads to
downward bias.
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of survey, the youngest cohort of women were born in 1984 (coming from

the 2005 wave).20 Hence, the variation in Ds,(k≥k′−5) primarily comes from

Andhra Pradesh, Kerala and Tamil Nadu, while all five reforming states

contribute to the variation in the remaining cohort categories.

3 Impact on Female Education

3.1 Difference-in-Differences Results

Results obtained from estimating equation 1 are presented in Table 2. Fo-

cussing on column (2), which includes state and cohort of birth fixed effects,

state-specific linear cohort trends and household controls, I find that the sug-

gested impact of exposure to the reform is an increase in mean educational

attainment of the 5 or younger group by 0.57 years, and that of the 6-10

group by 0.5 years. This represents an improvement of approximately 0.02

standard deviations for both these “treated” groups relative to the control

group. I cannot reject the equality of these two coefficients (δ1 and δ2), but

can reject (at 1 percent level) the equality of each of them to the coefficient

for the 16-20 group (δ4), which is statistically insignificant as well as small

in magnitude. Since women in the 16-20 group in the reforming states were

already past school-going age by the time the reform took place, they would

not be expected to benefit differentially in terms of education relative to the

non-reforming states. This falsification exercise thus increases our confidence

that the results are less likely to be driven by correlated unobservables, as

well as allows us to rule out the concern that improvements in female edu-

cation could have led to the passage of the reform in the first place (reverse

20A small proportion of interviews in the 2005 wave were carried out in 2006, hence the
youngest cohort is that of 1984 rather than 1983.
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causality). The coefficient for the 11-15 group (δ3) is also small in magnitude

and statistically insignificant.

3.2 Triple Differences Results

But as outlined earlier, these difference-in-difference estimates do not control

for unobservable factors correlated with the passage of the reform that could

also affect female education. Hence, I turn to the triple differences approach,

using a third source of variation within state-cohorts.

3.2.1 Land Ownership

Table 3 presents the results from estimating the triple differences using equa-

tion 2, where the third dimension of variation is in terms of land ownership

status of the household the woman belongs to. Column (1) replicates the

difference-in-differences result from column (2) of Table 2 for ease of refer-

ence, while column (2) provides the triple differences result. In the latter

column, the coefficients for the uninteracted cohort groups capture the im-

pact of the reform on women belonging to non-landed households in the

reforming states (the δs in equation 2), while those for the cohort groups in-

teracted with the variable “owns land” capture the differential impact of the

reform on women who belong to landed households in the reforming states

(the δ′s in equation 2). Both specifications control for state fixed effects,

cohort of birth fixed effects, state-specific linear cohort trends and household

controls.

No impact is observed in column (2) of Table 3 on the education levels of

non-landed women in any of the age groups in the reforming states, but there

exists a positive and significant impact for those who were 5 years or younger

and between 6-10 years old at the time of the reform and belonged to landed
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households in these states. The suggested effect is that being exposed to the

reform increased mean educational attainment of women who were of primary

school-going age at the time of reform by 0.7-0.8 years in landed relative to

non-landed households in the reforming states, an increase of approximately

0.02 standard deviations. No such differential impact is observed for women

who were 16-20 years old (δ′4) at the time of reform, thereby increasing our

confidence in the validity of the results. Moreover, the F -test also rejects the

equality of the coefficients for 5 or younger and 16-20 groups for the landed

(δ′1 and δ′4) at 5 percent and that for the 6-10 and 16-20 groups (δ′2 and δ′4)

at 10 percent level.

3.2.2 Hindu

Table 4 presents the results from estimating the triple differences using equa-

tion 2, where the third dimension of variation is whether or not the woman be-

longed to a “Hindu” family. Column (1) replicates the difference-in-difference

result from column (2) of Table 2 for ease of reference, while column (2) pro-

vides the triple differences result. The coefficients for the uninteracted co-

hort groups in column (2) capture the impact of the reform on “non-Hindu”

women in the reforming states (the δs), while those for the cohort groups

interacted with the variable “Hindu” capture the differential impact of the

reform on “Hindu” women in the reforming states (the δ′s). As in Table 3,

I control for state and cohort fixed effects and household controls, but now

also add state-religion-specific linear cohort trends to allow for the fact that

“Hindus” and “non-Hindus” may have evolved differently across cohorts in

different states.

Once again, no impact is observed on the education levels of “non-Hindu”

women of any age group in the reforming states, and the coefficients are ac-
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tually all negative in sign. For the Hindu women in these states, on the other

hand, we find a positive impact on the education level of those who were 5

years or younger and between 6-10 years old at the time of the reform. Note

that although the coefficient for the 5 or younger group is significant only

at the 10 percent level, its magnitude is quite large. The suggested effect

is that being exposed to the reform increased mean educational attainment

of “Hindu” women who were of primary school-going age by 1.4-1.5 years

compared to “non-Hindu” women in reforming states, an increase of approx-

imately 0.05 standard deviations. No such differential impact is observed for

women who were 16-20 years old at the time of reform. The F -test only

barely fails to reject the equality of the coefficients for the 5 or younger and

16-20 groups of “Hindus” (δ′1 and δ′4) (p=0.11) but can reject the equality of

the coefficients for the 6-10 and 16-20 groups of “Hindus” (δ′2 and δ′4) at 5

percent level.

3.2.3 Gender

Along with the sample of women used for the above analyses, I also observe

their brothers in the NFHS dataset, i.e. the sons of the head of the household.

Just like in case of the women, I restrict the sample to include only those men

who were at least 22 years of age at the time of survey. There are 70,466 such

men in my sample, with year of birth spanning 1943 to 1984.21 For triple

differences using gender, I compare “treated” and “control” cohorts between

women and men for reforming versus non-reforming states, and the results are

presented in Table 5. In each column, the coefficients for the uninteracted

cohort groups capture the impact of the reform on men in the reforming

states (the δs), while those for the cohort groups interacted with the variable

21Of the total 70,466 men, 22,831 obtain from the 1992 round, 23,946 from the 1998
round and 23,689 from the 2005 round.
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“daughter” capture the differential impact of the reform on women in the

reforming states (the δ′s).

Column (1) of Table 5 includes state fixed effects, gender-specific cohort

of birth fixed effects (to allow for the fact that education of girls and boys

evolved differentially across cohorts) as well as state-specific linear cohort

trends and household controls. Focusing on column (1), I find that the

impact of the reform on the 5 or younger group of women is positive and

highly significant, while that on the corresponding group of men is actually

negative and significant. I can reject the equality of these two coefficients (δ1

and δ′1) at the 1 percent level. The coefficient for the 6-10 group of women is

also large but only marginally significant. Nonetheless, I can still reject the

equality of this coefficient with the corresponding one for men (δ2 and δ′2) at

the 5 percent level. In addition, both δ′1 and δ′2 are significantly different from

δ′4, which passes the falsification test. The suggested impact is women who

were exposed to the reform gained approximately 1.1-1.3 additional years

of education in the reforming states relative to men, which represents an

improvement of approximately 0.03 standard deviations.

The specification in column (1) of Table 5 uses variation in gender across

households. Since the sample contains a lot more men than women, it is

possible that girls and boys live in different types of households, and the

estimates are picking up some of these unobserved differentials that are cor-

related with education. To address this concern, I introduce household fixed

effects in column (2). I restrict the sample to only those households that

have at least two children, which reduces the sample size somewhat. The

coefficient for the 5 or younger group of women continues to remain highly

significant and is indeed slightly larger in magnitude compared to column

(1), and I am also able to reject the equality of this coefficient with the
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corresponding one for men at the 5 percent level. The coefficient for the

6-10 group of women is also similar in magnitude and level of significance

to that in column (1). It is also interesting to note that after controlling

for household fixed effects, the coefficients for all age groups of men is posi-

tive, although statistically insignificant, which is different compared to what

was obtained in column (1). This indicates that there is little evidence of

any compensating behaviour on part of the parents towards their sons in

response to the inheritance rights reform, which also justifies the use of men

as a relevant control group for women.

4 Mechanism

So far, I provide evidence that being exposed to the inheritance rights reform

in India was associated with an increase in mean educational attainment

for women. But what explains this effect? A key to understanding the

mechanism behind this effect would be to first study the impact the reform

had on actual likelihood of inheritance by women.

Unfortunately, the NFHS does not contain information on inheritance of

women. However, the Rural Economic and Demographic Survey (REDS),

which is a representative survey of households from 16 major states of India,

contains retrospective information on topics like inheritance and marriage

for all members of the household, including for daughters who have married

and left the household. In the next section, I use the 1999 wave of REDS to

examine the impact of the inheritance reform on likelihood of inheritance by

women.22

22The states that are excluded here but are included in NFHS are Arunachal Pradesh,
Chattisgarh, Goa, Jharkhand, Manipur, Meghalaya, Mizoram, Nagaland, New Delhi,
Sikkim and Tripura.
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4.1 Inheritance

For the inheritance analysis using REDS 99 dataset, I again focus on women

who are daughters of the head of the household and at least 22 years of age

at the time of survey, such that year of birth ranges from 1946 to 1977. In

addition, I restrict the sample to “Hindu” women (since almost 92 percent

of the women in this sample belong to these religions) and women belonging

to landed households.23 This leaves me with a dataset of 3,515 women. I

also merge the two “treated” groups used in the education analysis above to

create a single “treated” group - women who were 10 or younger at the time

of reform.

I analyze the impact of exposure to the inheritance rights reform on the

probability of inheritance by women by using a triple differences methodology

with respect to timing of the death of the paternal grandfather. Inheritance

typically occurs when the head of the family dies and the property is parti-

tioned. Since the inheritance rights reform relates to ancestral property, the

relevant event in this case is the death of the paternal grandfather in the

family. The REDS 99 dataset contains information on the year of death of

the paternal grandfather of the women, which allows me to use the variation

in the timing of the grandfather’s death relative to that of the passage of the

reform to identify the impact of the reform on women’s likelihood of inheri-

tance. Only if the paternal grandfather died after the reform is passed would

there be any impact of the reform on the inheritance of the granddaughters,

as in such families bequest is yet to be realized, and ought to follow the new

rules.

23Restricting the sample to women in landed “Hindu” households is sensible in this
context because as results in the previous section showed, this is the group that is most
likley to benefit from the reform.
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The regression equation takes the following form:

pisk = αs + βk + γsk + +δ1Dis,(k≥k′−10) + δ2Dis,(k′−15≤k≤k′−11)

+δ3Dis,(k′−20≤k≤k′−16) + δ′1Dis,(k≥k′−10) ∗GFAi

+δ′2Dis,(k′−15≤k≤k′−11) ∗GFAi + δ′3D
′
is,(k′−20≤k≤k′−16) ∗GFAi

+µGFAi +Xiskη + εisk (3)

where the dependent variable pisk is a binary variable that takes the value

1 if the daughter inherits any land and 0 otherwise, while GFAi is a dummy

that captures whether or not the grandfather in the household died after the

reform was passed. The remaining variables are same as before. According

to the amendment of the Hindu Succession Act (1956), unmarried women (at

the time of the reform) were eligible to inherit ancestral property. Since the

mean age at marriage in this sample is approximately 18 years, one would

expect that women in the groups 10 or younger and 11-15 would display

increased likelihood of inheritance, while those in the group 16-20 would not.

The results from estimating equation 3 are presented in Table 6. Focusing

on column (2) that controls for state and cohort fixed effects as well as state-

specific trends, I find no differential impact on the likelihood of inheriting

land for women who were 10 or younger at the time of reform whose grand-

father died after the reform relative to before (equality of the two coefficients

cannot be rejected at conventional levels). Similarly for women in the 11-

15 group. For 16-20 group, women whose grandfather died after the reform

were somewhat less likely to inherit, but I cannot reject the equality of this

coefficient with that for 16-20 women whose grandfather died before the re-

form, which is statistically insignificant and small in magnitude. Hence, the

evidence in Table 6 appears to suggest that daughters have continued to be
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disinherited from ancestral property even after the reform was passed. This

could potentially reflect a weak enforcement of the inheritance rights reform

and is consistent with anecdotal evidence obtained in an ethnographic study

conducted by Brown, Ananthpur, and Giovarelli (2002) in rural Karnataka,

where they find that the amendment to the inheritance law had no impact

on the likelihood of inheritance by daughters.24

Traditionally, women in India rarely inherited property in their parental

family. A potential reason behind such an occurence may be traced to the vir-

ilocal nature of Indian society, where married daughters leave their parental

household while married sons stay and work with family property, e.g. land.

In such a societal set-up, giving property bequests to daughters can have

poor incentive effect on sons in relation to extending family wealth (Bot-

ticini and Siow, 2003). Since married daughters in virilocal societies leave

their parental home, if they were to share equally in family property, then

their brothers, who stay with their parents and work with family property,

will not obtain the full benefits of their effort in extending family wealth and

hence will supply too little effort.25 Thus, to mitigate this incentive problem,

parents leave bequests only for their sons, while daughters are traditionally

given dowries at the time of their marriage as a form of “pre-mortem” be-

quest or, if viewed in a different light, as compensation for giving up their

rights to household property.26

The evidence presented in Table 6 suggests that the situation of women

with regard to inheritance did not improve significantly even after the inher-

24This would, however, not be the first example of a gender progressive law biting the
dust when it comes to practical implementation - the Dowry Prohibition Act (1961) is
another law that is regularly flouted in practice.

25This is especially true for the rural parts of India where sons typically follow parental
occupation.

26This was despite the original Hindu Succession Act 1956 granting women equal share,
with their brothers, to their father’s separate property.
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itance rights reform entitled them to a share in ancestral property. But what

was the implication of this for dowries? Did the fact that post reform daugh-

ters were now being disinherited from a larger share in household property

result in greater compensation in the form of larger dowries or were parents

substituting away from dowries to other forms of compensation or neither?

I turn to examining the impact of the reform on dowry payments in the next

section in order to provide a suggestive explanation to these questions.

4.2 Dowry Payments

REDS 99 contains information on nominal dowry payments made by parents

at the time of the daughter’s marriage. I convert these nominal dowry pay-

ments in the dataset to real values using the Indian Consumer Price Index

(base: 1966 = 100).27

For the dowry analysis, I revert back to using a triple-differencing method-

ology using variation in land ownership of the daughter’s household (as used

for the education results in Table 3), but continue to restrict the sample to

only “Hindu” households.

Table 7 presents results for the impact of exposure to the inheritance

rights reform on dowry payments. The dependent variable is log of real

dowry payments made at the time of marriage of the daughter. The two

main groups of interest here are 10 or younger and 11-15. For the 16-20

group, a lot of the women are likely to have been married by the time of the

reform (mean age at marriage in my sample is 18 years), and hence would

be unaffected by the reform, such that one would not expect to see any

27I use Consumer Price Index for Agricultural Workers as the deflator since the REDS
dataset focuses on a rural sample. I thank Robin Burgess for generously granting me
access to his Indian states data for this purpose. Also, over 90 percent of the families in
my sample pay dowry and receive nothing, hence I only focus on dowry payments.
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differential impact on the average dowry payments of this group relative to

the comparison group.

Focusing on column (2) in Table 7, we find that mean dowry payments for

women in the 11-15 group increases by 0.45 percentage points in the landown-

ing households relative to the non-landowing ones in reforming states, while

that of the 10 or younger group declines by 0.47 percentage points. This

latter group is also the same one that enjoys a higher level of educational

attainment post reform, while the former did not experience any significant

change in their attainment. This could have two potential explanations: par-

ents choose to compensate daughters only along one dimension - the 11-15

group, that were not yet of marriageable age at the time of the reform and

hence affected by it, were compensated for giving up right to a larger share

of household property following the reform by being given larger dowries at

marriage. On the other hand, for the 10 or younger group, the compensation

took the form of increased investment in their education, while at the same

time, being paid lower dowries. The 11-15 group did not benefit in terms of

education since they were already past primary school-going age at the time

of reform. This explanation views education and dowry payments as com-

peting channels of compensating daughters for disinheriting them from their

rightful share in household property. Alternatively, if dowry is interpreted as

a price that clears marriage markets, then higher education could substitute

for dowry payments for the 10 or younger group as more educated brides

enjoy higher valuation in the marriage market and hence have to pay lower

dowries to secure the groom of their choice.

An important question to ask here would be why, in the face of weak

enforcement of the reform as captured by unchanged likelihood of female

inheritance, would parents increase dowry payments to their daughters at
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all? In answering this question, we first need to consider an alternative

interpretation of the term “dowry”. As Botticini and Siow (2003) point out,

“dowry” in contemporary India refers to the goods (including cash) that the

groom and his family demand from the bride’s family at the time of marriage,

over which the bride retains no ownership. Now, even if the inheritance

rights reform is weakly enforced such that parents can continue to bypass

giving their daughters their rightful share of household property, under the

assumption that knowledge of the reform is perfectly diffused among the

rest of the population, the potential groom of the daughter and his family

would know that the bride is entitled to a share, and in the absence of being

granted that share, would demand a higher dowry from the bride’s family as

compensation for the loss of income that would have accrued to the bride,

and thereby to the groom and his family, through that share.

A further question would be why do parents switch from dowry to ed-

ucation as a means of compensating younger daughters after the reform?

One potential explanation could be that since post reform dowries are larger

and thereby costlier to provide, parents switch to education as an alterna-

tive form of compensation for those daughters who are still of school-going

age, and also pay them lower dowries. An alternative explanation could be

that since the daughter retains hardly any control over her dowry after her

marriage, it does not necessarily improve her welfare in reality. Education,

on the contrary, is inalienable as an investment in the daughter and hence

may be preferred by parents as a means of compensation, especially within

a scenario of changing returns to female education in a growing Indian econ-

omy. However, the available data does not allow me to provide any evidence

on any of these channels or disentangle them.

To sum up, in this section I provide suggestive evidence that a potential
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mechanism explaining the positive impact of the inheritance rights reform on

female education could be that investment in education constituted a form

of compensation to young daughters for disinheriting them from ancestral

property. For those daughters who were past school-going age by the time

the reform was enacted, compensation consisted of larger dowries. However,

it is important to emphasize here that this evidence far from conclusive, and

does not prove that this is the mechanism driving the education results.

5 Conclusion

Human capital investment is widely considered to be one of the most impor-

tant drivers of economic growth. This is especially relevant in the case of

women as it is well-acknowledged that greater schooling of women enhances

the human capital of the next generation and thus makes a unique contri-

bution to economic growth (Behrman, Foster, Rosenzweig, and Vashishtha,

1999). This paper studies the impact of women’s property inheritance rights

on their human capital attainment by exploiting exogenous variation gener-

ated by state level amendments to the central inheritance law in India. I

use a difference-in-differences approach that takes advantage of the fact that

different states reformed the law at different points in time for identification.

In particular, I compare educational outcomes of women who were of pri-

mary school-going age at the time of reform (exposed or “treated” group) to

those who were too old to go to school (“control” group), between reforming

and non-reforming states. I find that being exposed to the reform was as-

sociated with a significant improvement in the mean educational attainment

of women. In order to improve identification, I also use a triple differences

strategy to compare the difference-in-differences estimate by land ownership
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status of households, religious affiliation and gender. I find that the positive

impact on education exists only for women (compared to men) and that too,

only for those women belonging to landed (compared to non-landed) and

“Hindu” (compared to “non-Hindu”) households.

This paper also attempts to provide suggestive evidence on a potential un-

derlying mechanism explaining this observed effect of the inheritance rights

reform on female education. I find that even though the reform entitled

daughters to inherit equal shares in joint family property as sons, in reality,

this did not happen. In other words, I find no impact of the reform on likeli-

hood of inheritance by women. Instead, parents appear to be compensating

their daughters for disinheriting them such by investing in their education

as a form of alternative transfer of wealth. For those daughters who were

already past school-going age at the time of the reform, the compensation

takes the form of higher dowry at the time of their marriage.

Thus, the findings obtained in this paper have policy implications beyond

the Indian context with regard to how socio-personal laws can affect economic

outcomes. To the extent that inequality in opportunity for women can be

traced to legal provisions, changes in inheritance legislation have the potential

of addressing gender imbalances and influencing a wide range of outcomes

for women, with economy-wide implications.

However, a relevant question to ask in this regard concerns the scalability

of such amendments in order to ensure that the benefits can be reaped by

a bigger share of the population. Indeed, the amendment to the Hindu

Succession Act 1956 as described in this paper was extended to the whole of

India in 2005, and it will be interesting to explore if the benefits enjoyed by

the women in the first set of reforming states are subsequently shared by the

rest of the country’s female population.
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Table 1: Descriptive Statistics

Reforming Non-Reforming All
≥ 21 ≤ 5 All

Female 0.31 0.20 0.24 0.19 0.21
[0.46] [0.40] [0.43] [0.39] [0.40]

For Females:

Age 31.05 24.67 27.33 26.82 26.96
[7.00] [2.87] [5.55] [5.30] [5.39]

Years of education 6.55 10.78 8.65 7.94 8.14
[5.58] [5.58] [5.40] [5.85] [5.74]

Father’s age 63.61 58.88 61.19 60.48 60.68
[9.38] [7.00] [8.56] [8.56] [8.56]

Mother’s age 55.40 50.99 53.12 53.76 53.58
[7.70] [5.49] [6.76] [7.03] [6.96]

Father’s education 5.35 6.26 5.99 5.96 5.97
[4.88] [4.60] [4.80] [5.33] [5.20]

Mother’s education 2.92 5.31 4.05 3.25 3.48
[3.95] [4.48] [4.36] [4.48] [4.46]

Land ownership 0.44 0.28 0.36 0.52 0.48
[0.49] [0.45] [0.48] [0.49] [0.49]

Hindu 0.76 0.76 0.78 0.64 0.83
[0.42] [0.43] [0.41] [0.47] [0.36]

HH members 7.76 6.55 7.09 7.63 7.48
[3.71] [3.08] [3.29] [3.44] [3.41]

Urban 0.48 0.44 0.50 0.42 0.45
[0.49] [0.49] [0.50] [0.49] [0.49]

Notes: * denotes significant at 10 percent, ** denotes significant at 5 percent, ***
denotes significant at 1 percent. Numbers in square brackets denote standard devia-
tions.“Reforming” denotes states that passed the amendment to the HSA 1956 (i.e.
Kerala, Andhra Pradesh, Tamil Nadu, Maharashtra and Karnataka), under which
summary statistics are presented separately for groups of women who were 21 or
older at reform (denoted by ≥ 21) and those who were 5 or younger at reform (de-
noted by ≤ 5). “Non-reforming” denotes all the states that did not reform, but a
similar split by age at reform is not possible for this category as year of reform varies
by state.
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Table 2: Impact of Inheritance Reform on Women’s
Education: Difference-in-Differences

Years of education
(1) (2)

Aged 5 or less at time of reform 1.10*** 0.57**
(0.36) (0.26)

Aged 6-10 at time of reform 0.99*** 0.50**
(0.28) (0.20)

Aged 11-15 at time of reform 0.60** 0.15
(0.23) (0.26)

Aged 16-20 at time of reform 0.28 -0.01
(0.25) (0.25)

Household controls Yes Yes
State fixed effects Yes Yes
Cohort of birth fixed effects Yes Yes
State-specific linear cohort trends No Yes
Adj. R-sq 0.58 0.58
No. of observations 15466 15466

Notes: Standard errors are clustered at the state level and presented in paren-
theses. * denotes significant at 10 percent, ** denotes significant at 5 percent,
*** denotes significant at 1 percent. Household controls include a dummy
for “Hindu”, which is 1 for Hindus, Buddhists, Sikhs and Jains (to whom
the Hindu Succession Act 1956 applied) and 0 otherwise, father’s education,
father’s age, mother’s education, mother’s age (all in years), a dummy for
whether or not the parental household of the woman owns land, a dummy for
whether or not the parental household of the woman resides in an urban area
and number of household members.
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Table 3: Impact of Inheritance Reform on Women’s
Education: Triple Differences by Land Ownership

Years of education
(1) (2)

Aged 5 or less at time of reform 0.57** 0.23
(0.26) (0.40)

Aged 6-10 at time of reform 0.50** 0.18
(0.20) (0.28)

Aged 11-15 at time of reform 0.15 0.00
(0.26) (0.31)

Aged 16-20 at time of reform -0.01 -0.04
(0.25) (0.39)

Aged 5 or less at time of reform*owns land 0.83**
(0.32)

Aged 6-10 at time of reform*owns land 0.74*
(0.40)

Aged 11-15 at time of reform*owns land 0.28
(0.39)

Aged 16-20 at time of reform*owns land -0.01
(0.44)

Owns land 0.27** 0.18
(0.12) (0.16)

Household controls Yes Yes
State fixed effects Yes Yes
Cohort of birth fixed effects Yes Yes
State-specific linear cohort trends Yes Yes
Adj. R-sq 0.58 0.58
No. of observations 15466 15466

Notes: Standard errors are clustered at the state level and presented in paren-
theses. * denotes significant at 10 percent, ** denotes significant at 5 percent,
*** denotes significant at 1 percent. Household controls include a dummy
for “Hindu”, which is 1 for Hindus, Buddhists, Sikhs and Jains (to whom
the Hindu Succession Act 1956 applied) and 0 otherwise, father’s education,
father’s age, mother’s education, mother’s age (all in years), a dummy for
whether or not the parental household of the woman resides in an urban area
and number of household members.
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Table 4: Impact of Inheritance Reform on Women’s
Education: Triple Differences by Hindu

Years of education
(1) (2)

Aged 5 or less at time of reform 0.57** -0.65
(0.27) (0.67)

Aged 6-10 at time of reform 0.50** -0.61
(0.19) (0.64)

Aged 11-15 at time of reform 0.15 -0.09
(0.26) (0.49)

Aged 16-20 at time of reform -0.02 -0.45
(0.25) (0.62)

Aged 5 or less at time of reform*hindu 1.57*
(0.83)

Aged 6-10 at time of reform*hindu 1.41**
(0.64)

Aged 11-15 at time of reform*hindu 0.28
(0.43)

Aged 16-20 at time of reform*hindu 0.52
(0.52)

Household controls Yes Yes
State fixed effects Yes Yes
Cohort of birth fixed effects Yes Yes
State*religion linear cohort trends Yes Yes
Adj. R-sq 0.58 0.58
No. of observations 15466 15466

Notes: Standard errors are clustered at the state level and presented
in parentheses. * denotes significant at 10 percent, ** denotes signif-
icant at 5 percent, *** denotes significant at 1 percent. Household
controls include a dummy for “Hindu”, which is 1 for Hindus, Bud-
dhists, Sikhs and Jains (to whom the Hindu Succession Act 1956
applied) and 0 otherwise, father’s education, father’s age, mother’s
education, mother’s age (all in years), a dummy for whether or not
the parental household of the woman owns land, a dummy for whether
or not the parental household of the woman resides in an urban area
and number of household members.
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Table 5: Impact of Inheritance Reform on Education: Triple
Differences by Gender

Years of education
(1) (2)

Aged 5 or less at time of reform -0.46** 0.49
(0.22) (0.43)

Aged 6-10 at time of reform -0.26 0.30
(0.18) (0.37)

Aged 11-15 at time of reform -0.25 0.21
(0.15) (0.30)

Aged 16-20 at time of reform -0.07 0.14
(0.14) (0.32)

Aged 5 or less at time of reform*daughter 1.33*** 1.65***
(0.42) (0.47)

Aged 6-10 at time of reform*daughter 1.08* 1.15*
(0.54) (0.57)

Aged 11-15 at time of reform*daughter 0.63 0.55
(0.39) (0.57)

Aged 16-20 at time of reform*daughter 0.31 0.08
(0.29) (0.49)

Daughter -6.51*** -6.11*
(1.02) (3.47)

Household controls Yes No
State fixed effects Yes No
Gender-cohort of birth fixed effects Yes Yes
State-specific linear cohort trends Yes No
Household fixed effects No Yes
Adj. R-sq 0.43 0.65
No. of observations 73276 56915

Notes: Standard errors are clustered at the state level and presented in paren-
theses. * denotes significant at 10 percent, ** denotes significant at 5 percent,
*** denotes significant at 1 percent. Household controls include a dummy
for “Hindu”, which is 1 for Hindus, Buddhists, Sikhs and Jains (to whom
the Hindu Succession Act 1956 applied) and 0 otherwise, father’s education,
father’s age, mother’s education, mother’s age (all in years), a dummy for
whether or not the parental household of the woman owns land, a dummy for
whether or not the parental household of the woman resides in an urban area
and number of household members.
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Table 6: Impact of Inheritance Reform on Likelihood of
Inheritance by Hindu Women

Only landed households
Inheritance

(1) (2)
Aged 10 or less at time of reform -0.12*** -0.05

(0.03) (0.03)
Aged 11-15 at time of reform -0.03 -0.03*

(0.03) (0.02)
Aged 16-20 at time of reform 0.02 0.01

(0.01) (0.02)
Aged 10 or less at time of reform*grandfather died after reform 0.01 0.01

(0.02) (0.02)
Aged 11-15 at time of reform*grandfather died after reform -0.05 -0.05

(0.03) (0.03)
Aged 16-20 at time of reform*grandfather died after reform -0.04** -0.04**

(0.02) (0.02)
Grandfather died after reform -0.01 -0.00

(0.02) (0.02)
State fixed effects Yes Yes
Cohort of birth fixed effects Yes Yes
State-specific linear cohort trends No Yes
Adj R-sq 0.08 0.09
No. of observations 3514 3514

Notes: Standard errors are clustered at the state level and presented in parentheses. * denotes significant at
10 percent, ** denotes significant at 5 percent, *** denotes significant at 1 percent. The dependent variable
is a dummy which equals 1 if the woman has inherited any land in her parental household and 0 otherwise.
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Table 7: Impact of Inheritance Reform on Dowry Payments
of Hindu Women

Log(dowry payments)
(1) (2)

Aged 10 or less at time of reform 0.05 -0.13
(0.15) (0.24)

Aged 11-15 at time of reform -0.51** -0.53*
(0.22) (0.26)

Aged 16-20 at time of reform -0.27 -0.20
(0.16) (0.18)

Aged 10 or less at time of reform*owns land -0.15 -0.47**
(0.13) (0.17)

Aged 11-15 at time of reform*owns land 0.48** 0.45**
(0.20) (0.18)

Aged 16-20 at time of reform*owns land -0.01 0.05
(0.20) (0.20)

Owns land 0.44*** 0.45***
(0.09) (0.09)

State fixed effects Yes Yes
Cohort of birth fixed effects Yes Yes
State-specific linear cohort trends No Yes
Adj R-sq 0.26 0.27
No. of observations 3245 3245

Notes: Standard errors are clustered at the state level and presented in paren-
theses. * denotes significant at 10 percent, ** denotes significant at 5 percent,
*** denotes significant at 1 percent. The dependent variable is log of real
dowry payments (in 1966 rupees) made at the time of the woman’s marriage.
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Table A.1: Distribution of Women by Age at Reform in
Reforming States (for education results)

Age at reform Andhra Pradesh Karnataka Kerala Maharashtra Tamil Nadu Total
-8 0 0 82 0 0 82
-7 0 0 79 0 0 79
-6 0 0 97 0 0 97
-5 0 0 92 0 0 92
-4 0 0 89 0 0 89
-3 0 0 84 0 0 84
-2 0 0 73 0 0 73
-1 0 0 169 0 0 169
0 0 0 204 0 0 204
1 0 0 153 0 0 153
2 164 0 172 0 0 336
3 132 0 139 0 0 271
4 131 0 116 0 0 247
5 175 0 236 0 128 539
6 123 0 294 0 120 537
7 99 0 301 0 110 510
8 100 0 235 0 128 463
9 103 0 241 0 92 436
10 209 151 217 286 73 936
11 108 115 176 243 78 720
12 129 127 185 227 190 858
13 119 188 130 312 194 943
14 87 117 135 202 150 691
15 122 88 86 194 152 642
16 161 124 89 188 142 704
17 140 179 71 329 115 834
18 143 269 61 425 115 1,013
19 226 134 76 244 222 902
20 107 248 29 336 208 928
21 70 140 25 213 165 613
22 115 115 35 178 193 636
23 54 328 22 377 137 918
24 166 198 15 244 120 743
25 34 285 18 280 112 729
26 53 193 15 228 66 555
27 25 223 12 219 95 574
28 19 160 8 167 56 410
29 88 115 7 124 58 392
30 23 200 5 154 34 416
31 9 109 3 120 27 268
32 21 97 4 78 66 266
33 7 94 3 93 13 210
34 41 49 0 60 28 178
35 5 81 0 56 22 164
36 8 57 0 50 8 123
37 6 61 0 63 18 148
38 4 32 0 36 9 81
39 12 14 0 23 7 56
40 2 50 0 29 4 85
41 0 18 0 30 4 52
42 0 23 0 27 8 58
43 0 12 0 18 0 30
44 0 6 0 18 2 26
45 0 12 0 9 0 21
46 0 12 0 11 1 24
47 0 17 0 11 0 28
48 0 5 0 4 0 9
49 0 2 0 5 0 7
50 0 10 0 3 0 13
51 0 1 0 2 0 3
Total 3,340 4,459 4,283 5,916 3,470 21,468
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The collateral value of landholdings is generally assumed to increase with ownership rights, 
thereby improving credit access among landholders. In situations of poverty, however, this 
outcome is uncertain because of other significant barriers to lending.  

To test whether proof of property ownership promotes the use of low-income housing as 
collateral, we evaluate the impact on credit supply of obtaining a property title through a land-
titling program in Peru. By directly observing whether loan applicants are requested to provide 
collateral, we can isolate the effect of property titles on credit supply from their effect on demand 
by comparing loan approval rates when titles are requested to rates when they are not. Our results 
indicate that property titles are associated with approval rates on public sector loans as much as 
12% higher when titles are requested by lenders and no relationship between titles and approval 
decisions otherwise. In contrast, there is no evidence that titles increase the likelihood of receiving 
credit from private sector banks, although interest rates are significantly lower for titled applicants 
regardless of whether collateral was requested.  

The failure of commercial banks to increase their rate of lending to households that obtain 
property titles through government programs has important implications for the potential effects of 
property reform on economic growth and poverty reduction. One explanation for this failure is that 
titling programs reduce banks’ perceptions of their ability to foreclose. This is supported by data 
from Peru indicating that individuals with title have less fear of losing property in cases of default.  

1.  INTRODUCTION 

A large body of work has documented extensive credit rationing in developing countries, 
whereby low-income households are excluded from the formal banking sector.1 The 
widespread inability of small and informal borrowers to provide secure collateral for 
loans – generally a necessity in formal credit markets – is a critical barrier to access,2 and 

                                                 
† The authors thank Daniel Andaluz of the Committee for the Formalization of Private Property 

(COFOPRI) office for providing the survey data, and Attila Ambrus, Anne Case, Hank Farber, Jeff Kling, 
Princeton labor lunch, LACEA and ASSA conference participants for useful comments and suggestions.  

1  In this context, credit rationing refers to non-price rationing, such that asymmetric information and 
enforcement costs prevent price from serving as the market-clearing mechanism, in turn creating a 
disequilibirum of excess demand in the credit market (Stiglitz and Weitz (1981). For an overview of this 
literature, see Hillier and Ibrahimo (1993) and Jaffee and Stiglitz (1990). 

2 According to Berger and Udell (1990), around 70% of all commercial and industrial loans in the US 
are secured with collateral. Meanwhile, “Lack of collateral satisfactory to banks has almost always been a 
constraint on disbursement of World Bank SME lines of credit” (Balkenhol et al. (1995)). 
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the large percentage of untitled property in much of the developing world is a frequently 
cited contributing factor (Holden (1997)). While land is advantageous as collateral 
because it cannot be removed and does not easily devalue, it is widely believed that many 
borrowers face credit barriers for lack of formally documented ownership rights.3  

Consistent with this notion, government land-titling programs are thought to be 
critical in improving access to credit among the poor, and wide scale land-titling has 
become a popular policy prescription for reducing credit constraints in developing 
countries (Binswanger et al. (1999)). Nevertheless, property titles are not necessarily 
sufficient to transform modest landholdings into viable collateral for commercial loans. 
Use of titles to securitize loans may fail in impoverished settings because transaction 
costs involved – such as those associated with collateral processing, foreclosure and 
resale – are sizable compared with the average loan sought. Such costs are even higher 
when political or legal factors impede repossession of property (Deninger et al. 1993). 
Even when foreclosure is feasible, a high degree of mistrust often exists among lenders as 
to the validity of ownership documents, and the cost of verification may be prohibitively 
high even in the context of a formal property system. If poor households are 
“transactions-cost rationed” in formal credit markets, the lower default risk brought about 
by collateral provision may be insufficient to facilitate access to loans. Indeed, past 
research has found the impact of rural titling programs on credit supply and investment 
demand to be strongly size-differentiated, rationing small producers out of the credit 
market even when they have titled collateral (See Carter and Olinto (1997)).  

Hence, in an era of land-titling reform motivated by credit market improvements, 
a key question is whether the distribution of property titles in fact enables lenders to 
profitably use low-income housing as collateral. This paper examines this question by 
analyzing lender responses to changes in formal ownership rights brought about by a 
nationwide titling program in Peru, under which more than 1.2 million property titles 
were distributed to urban households. The staggered timing of the program combined 
with the collection of cross-section micro-data after partial implementation enables a 
comparison of households in neighbourhoods already served by the program with 
households in neighbourhoods yet to be served. In this way, we assess the effect of 
obtaining a property title on the likelihood of a household receiving a bank loan.  

One contribution of the paper is to examine credit market effects of land titling in 
an urban setting, whereas the existing empirical work on property titles and credit has 
focused on rural markets (See Feder et al. (1988); Alston et al. (1996); Lopez and 
Romano (2000); Carter and Olinto (1997); Atwood (1990); Carter and Wiebe (1990); 
Migot-Adholla et al. (1991); Christensen et al. (1993)). Titling programs arguably have 
larger potential impact on credit supply in urban settings where geographic barriers play a 
minimal role in transactions costs, an increasingly relevant distinction as the number of 
urban titling programs rises. 

A second contribution of the paper is to make use of the natural experiment 
provided by the Peruvian program to address concerns over the endogeneity of tenure 

                                                 
3 Furthermore, in many countries, including Peru, legal barriers restrict the use of movable property as 

collateral, such that real estate is the only viable form of security interest (Fleisig and de la Pena (1996)). 
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status that arises in measuring the collateral value of property titles by comparing titled to 
untitled households. In particular, any relationship between legal ownership and credit 
access may reflect spurious correlation between strong property institutions and well-
functioning credit markets. Similarly, the decision to title property may be a function of 
property values or the perceived collateral value of titled land (direct evidence of this is 
provided by Miceli et al. (2001)). For instance, households may have a tendency to seek 
property titles in communities where loan transactions are less costly based on external 
factors such as an adequate local property registry that facilitates title verification or a 
local court known to uphold loan contracts. If tenure status is endogenous to land values 
or financial markets, the collateral value of titled properties will overstate the gains to 
titling untitled properties. The Peruvian program, in which all households were 
“assigned” property titles irrespective of demand, helps isolate the causal effect of 
property titling on credit market outcomes by reducing these endogeneity concerns.  

A second issue complicating empirical work on property rights and credit supply 
is the fact that land titling efforts have the potential to affect not only the supply but also 
the demand for credit, which is also a function of ownership rights since tenure security 
influences incentives to undertake land-related investments (see Besley (1995)). Because 
of this complexity, the majority of past work has focused on changes in the demand for 
credit or changes in the total amount of borrowing associated with improved ownership 
rights. Hence, a final contribution of this paper is to isolate the role of property titles in 
increasing credit supply from their effect on demand by using extensive micro-data on 
the loan approval criteria used by banks, including all documentation and information 
households were asked to provide in loan applications. This allows relatively precise 
reconstruction of the information set on which banks based approval decisions, 
legitimizing a selection on observables model to account for potential changes in the 
composition of titled and untitled loan applicants arising from changes in demand.  

More importantly, within the set of reported screening criteria, we can observe 
whether property titles were used in each loan approval decision. Clearly, improved 
access to credit resulting from changes in the collateral value of land can only occur 
among the 60% of applications in which potential borrowers are asked for proof of 
property ownership. Meanwhile, any difference in approval rates of titled relative to 
untitled households that is independent of banks’ use of property titles to screen 
prospective borrowers can be attributed to unobservable changes in the applicant pool 
arising from changes in demand.   

Our estimates indicate that titling programs lead to a limited reduction in overall 
credit rationing and financial market inequalities for the urban poor. In particular, 
households with no legal claim to property are 9–10 percentage points less likely to 
secure a loan from a public-sector bank for housing construction materials. Importantly, 
the effect is concentrated entirely among applicants asked to provide a title as collateral, 
providing evidence that the observed program effect arises from the increased collateral 
value of property. Meanwhile, we find no effect of formal property ownership on 
approval rates of private sector lenders. However, conditional on receiving a loan, titled 
households face private sector interest rates an average of 9 percentage points lower. 
Since the measured effect is independent of banks’ reported use of titles in loan 
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transactions, the program effect of titling on private sector interest rates appears to 
operate through the signalling value of property ownership rather than by increasing the 
fraction of debt securitized with collateral.  

The failure of commercial banks to expand credit to new property owners has 
important implications for the potential influence of property reform on economic growth 
and poverty reduction. One explanation for this finding is that titling programs may 
actually reduce banks’ ability to repossess property, which is supported by data from Peru 
indicating that individuals with title have less fear of losing property in cases of default. 
This suggests that one reason that titling programs may fail to reduce credit constraints is 
because they unavoidably signal to lenders that a government prioritizes housing for the 
poor, and hence is more likely to side with borrowers in enforcing credit contracts. 

   

2.  THEORETICAL ISSUES 

Loans contracts are characterized not only by interest rates but also by non-price 
elements including collateral (as emphasized by Baltensperger (1976)).4 Poor borrowers 
are frequently denied access to loans because they lack adequate collateral to offer the 
lender as a warranty for their loan and also because of high costs of monitoring and 
processing relative to the magnitude of loans requested (Hoff and Stiglitz, 1990). Formal 
treatment of the link between property rights and credit supply is provided by Besley 
(1995) and Feder (1985). The principal argument is that formal property titles encourage 
the use of land as collateral by lowering the risk of loss, the costs involved in verifying 
ownership and the costs of foreclosure in the case of default, thereby reducing the 
effective leverage ratio and increasing the net collateral value of land. In competitive 
markets with full information, improved access to collateral reduces the risk premium, 
and hence the interest rate, on lending. Meanwhile, in the presence of information 
asymmetries, the use of collateral can eliminate credit rationing by reducing agency 
problems. 

To motivate the empirical question, we consider the model of Bester (1985), in 
which collateral is used in conjunction with the interest rate to achieve separation of risk 
types and eliminate credit rationing. Here, a banker faces a heterogeneous distribution of 
potential borrowers represented by an unobservable risk parameter, θ, such that 

},,{ ba θθθ ∈  where θb is a higher risk type than θa  The fact that the banker is unable to 
identify types will lead him to screen borrowers by offering a menu of contracts 

Iiiii CR ∈= ),(γ  specified with interest rate Ri, and collateral requirement Ci, and 
constructed such that each type of borrower will choose a specific type of contract.5 A 
priori two types of Nash equilibria can be obtained: a separating equilibrium in which 
different types of borrowers choose different types of contracts, and a pooling 
equilibrium in which both types choose the same contract. In this paper, we test whether 
                                                 

4 The theoretical function of collateral in lending is discussed extensively by Binswanger et al. (1985), 
Barro (1976), Benjamin (1978), and Plaut (1985). 

5 As discussed by Bester, the result depends on the correlation of borrowers’ preferences and risk type. 
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a land titling program, under which borrowers shift from not having to having collateral, 
induces a separating equilibrium (see Bester (1985) for the formal proof of this 
equilibrium).  

In the absence of collateral, quantity rationing will occur if adverse selection 
inhibits lenders from raising the equilibrium interest rate. However, as shown in Bester’s 
model, if the equilibrium exists, no credit rationing will occur post-reform because 
property titles enable banks to use contracts with different collateral requirements as a 
screening mechanism to separate low-risk from high-risk borrowers.6 Hence, for 
beneficiaries of the titling program, the shift from an equilibrium with only one set of 
price characteristics to another in which contracts include non-price components may 
prevent or reduce rationing. Clearly, this result depends fundamentally on the degree to 
which land titling promotes the use of property as collateral. Perfect sorting without 
rationing may be unattainable if titled borrowers still face a binding constraint on the 
amount of collateral they can provide (e.g. if the value of property does not exceed the 
transaction costs involved in processing loans).  

In addition, land titles may have value in loan transactions other than their use as 
collateral. First, titled property owners may be offered more credit because of the 
household’s higher expected wealth from reduced risk of expropriation. If lenders use 
wealth as a signal of default risk, titling may give rise to an alternative separating 
equilibrium in which all titled borrowers are considered less risky irrespective of type, 
lowering the collateral and interest rate requirements on all equilibrium contracts even 
when loans are not collateralised with property.7 Secondly, land titles may influence other 
borrower characteristics that determine credit-worthiness, most notably employment. In 
particular, if ownership rights increase household labour hours as found in Field (2004), 
the corresponding increase in wage income could improve applicants’ access to credit. In 
this paper we ignore the indirect influence of ownership rights on credit-worthiness via 
changes in employment in order to concentrate on the direct effect of titling on banks’ 
use of property as collateral. Hence, the results provide a lower bound estimate of the 
total effect of the land-titling program on credit access. 

3.  EMPIRICAL METHODS 

This research examines the Peruvian government’s recent series of legal, administrative 
and regulatory reforms aimed at promoting a formal property market in urban squatter 
settlements. In 1996, under the auspices of the public agency, COFOPRI (Committee for 
the Formalization of Private Property), and Decree 424: Law for the Formalization of 
Informal Properties, the Peruvian government embarked on an innovative nationwide 
program whose goal was “rapid conversion of informal property into securely delineated 

                                                 
6 We are for simplicity ignoring the possibility of equilibrium credit rationing, in which a borrower’s 

demand for credit can be turned down even if the borrower is willing to pay the entire price and non-price 
elements of the loan contract.  For a discussion, see Baltensperger (1978). 

7 Barham et al. (1996) note that lenders may use wealth to assess borrowers’ risk, because “repayment 
capacity under a negative income shock is likely to be lower for [poor] borrowers because of their inability 
to suppress consumption to meet loan repayments and … inability to establish a diversified asset portfolio.” 
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land holdings by the issuing and registering of property titles” (World Bank, 1992). 
Implementation involved area-wide titling, in which project teams entered one 
neighbourhood at a time, moving contiguously within cities until all informal settlements 
had been reached (World Bank, 1998). While the old process of acquiring a property title 
was prohibitively slow and expensive, the new process was virtually free and extremely 
rapid (see Field (2004) for an overview). Eligibility for program participation required 
title claimants to verify pre-1995 residency on eligible public properties, generally using 
informal title documents from local registries, post-dated mail, utilities bills or signed 
sales documents. As a result of the reforms, roughly 80% of the country’s eligible 
residents became nationally registered property owners, affecting approximately 6.3 
million individuals.8  As target households were living in the range from just above to 
below the poverty line, the value of residences titled through the program was relatively 
low: In Lima, a comparison of titled and untitled households showed that, on average, 
untitled lots were roughly 40% smaller than lots titled prior to the intervention. 

3.1 Data 

To study the effect of titling on credit access we use survey data from March 2000 
containing 2,750 randomly sampled households from the program’s target population. 
The survey was modelled after the World Bank’s Living Standards Measurement Surveys 
(LSMS). In addition to capturing detailed information on household and individual 
characteristics, the survey collected an extensive array of self-reported data on all loan 
applications submitted by the sample households between 1997 and 1999, including bank 
requirements and terms of loans provided.  

To tackle the question of whether improvements in land rights reduce credit 
rationing, our empirical analysis employs a quasi-experimental set-up that ideally mimics 
an experimental design with treatment and control groups. Because the survey was 
conducted approximately one-third of the way into the program’s implementation, 
roughly 60% of surveyed households belonged to neighbourhoods not yet served by the 
program. Hence, the treatment group is composed of 536 households that have already 
participated in the program, and the control group comprises households that have not.9 
The control group is further refined to include only the 1,180 households that eventually 
received a registered property title through the program (the other 1,034 discarded 
households already had a title prior to the program).  

Table 1 provides descriptive statistics on the sample population, which allow an 
informal check for random assignment of program timing. As the sample means indicate, 
there is very little variation in demographic characteristics across program and non-
program neighbourhoods. In contrast, households with titles exhibit substantially 

                                                 
8 By December 2002, 1.64 million lots had been formalized and 1.21 million titles granted, the vast 

majority of which took place between 1998 and 2000.  
9 In the results presented in the paper, as opposed to an intent-to-treat (ITT) analysis, households in 

titled neighbourhoods that have not yet received a title are excluded, presenting a potential bias in the 
comparison of experimental groups if ability to secure a title is related to credit-worthiness. Estimates not 
presented here reveal that the magnitude and significance of results are robust to an ITT model.  
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Table 1: Summary statistics

Untitled Titled |t Δ | Untitled Titled |t Δ |
N: 1,180 536 470 253

Characteristics of household
Number of working-age members 4.22 4.15 0.64 4.25 4.25 0.00

Number of members 5.30 5.28 0.23 5.45 5.50 0.32
Number of children aged 5 to 11 years 0.87 0.88 0.08 0.99 0.98 0.12

Number of children aged 12 to 16 years 0.64 0.59 1.25 0.67 0.65 0.27
HH head is female 0.23 0.23 0.15 0.18 0.20 0.75

Age of HH head 48.13 48.68 0.83 46.27 46.58 0.34
HH head is literate 0.93 0.93 0.19 0.95 0.95 0.14

HH head had no schooling 0.06 0.05 0.68 0.04 0.04 0.06
HH head attended high school 0.45 0.43 0.71 0.48 0.49 0.35

HH head's attended post-secondary school 0.07 0.06 0.71 0.09 0.08 0.75
HH head's monthly wage 635.21 575.06 0.94 689.52 573.85 0.96

HH employment days per year 460.72 490.56 1.65 458.42 485.66 1.00
Total monthly HH consumption 546.58 548.20 0.10 573.76 574.31 0.03

Bi-monthly HH food expenditures 189.21 190.44 0.23 194.88 195.08 0.03
HH education expenditures, per year 417.38 403.67 0.48 469.03 439.64 0.75

Whether HH has savings 0.08 0.08 0.21 0.10 0.09 0.48
Whether HH is extremely poor 0.27 0.25 1.00 0.20 0.19 0.60

Characteristics of residence
Whether HH rents part of residence 0.03 0.03 0.02 0.03 0.04 0.49

Years of residence 1982.70 1981.40 1.31 1984.20 1982.70 1.40
Whether HH has a telephone 0.20 0.18 0.78 0.23 0.20 1.10

Whether HH has a home business 0.24 0.26 0.65 0.29 0.32 0.83
Income from home business 332.79 279.00 1.59 335.50 256.40 1.51

Average distance to formal lender 3.82 4.11 1.24 4.65 4.85 0.64
Closest bank two years ago 0.95 0.96 0.50 0.94 0.95 0.52

District number of bank branches per capita 0.03 0.03 0.08 0.03 0.03 0.65
District amount of deposits per capita, soles 1059.97 926.75 0.91 943.27 863.94 0.75

District number of ATMs per capita 0.04 0.04 0.49 0.04 0.04 0.59
HH lending behavior

Would accept a formal sector loan 0.60 0.73 5.11 -------  ------- -------
Asked for a formal sector for loan 0.40 0.47 2.87 -------  ------- -------

Requested an informal loan 0.12 0.11 0.64 0.17 0.14 1.12
HH housing improvements

Housing improvements made, 1997–99 0.46 0.56 2.83 0.63 0.76 2.95
HH improvements financed with formal credit 0.18 0.30 4.09 0.42 0.60 3.70

Housing improvements made, ever 0.75 0.83 2.62 0.87 0.95 3.06
Asked for a construction loan, ever 0.37 0.51 4.94 0.60 0.74 3.46

All households
Households requesting a formal 

loan

Note: Observations are households. HH indicates household head. Cells contain sample means as reported in the 2000 
COFOPRI Baseline Survey .  

 
different patterns of borrowing and housing investment behaviour than those without 
titles – presumably a reflection of greater demand for investment associated with higher 
tenure security. In particular, titled households are 10% more likely to have undertaken 
housing improvements in the two years prior to the survey and 8% more likely to have 
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made improvements to the house at some point in the past.10 Of households that engaged 
in housing improvements between 1997 and 1999, titled households are 15% more likely 
to finance improvements through formal loans, and this difference is statistically 
significant (See Field (2004) for a detailed description of investment responses to the 
program). 

 Correspondingly, formal credit demand also increases significantly, measured as 
the share of households applying for formal loans (18 percentage points higher for 
households with titles) and the share reporting willingness to accept a loan from a formal 
lender (14 percentage points higher for households with titles). Regression estimates of 
the effect of property titles on formal credit applications that control for observable 
household characteristics are reported in Appendix 1. These estimates indicate that 
household traits account for more than half the difference in loan application rates 
between titled and untitled households. Columns 3 and 4 of Table 1 compare observable 
characteristics of loan applicants with and without titles, the sub-population used in our 
analysis. While differences exist in the demand for credit associated with property 
ownership, observable differences between untitled and titled households are even 
smaller with respect to almost every demographic characteristic. This indicates that 
marginal applicants (those encouraged to apply for a loan in response to receiving a title) 
are similar in observable characteristics to unconditional applicants (those who would 
have applied for a loan in the absence of the program). 

3.2 Aggregate level of credit rationing 

Before attempting to differentiate supply- and demand-side effects, we first explore 
whether changes in the demand for loans are accompanied by changes in the aggregate 
level of credit rationing. If the net change in the level of borrowing exceeds the increase 
in demand for loans associated with the titling program, we can conclude that credit 
access has also improved post-reform. Following the definitions of Feder et al. (1991), 
we classify sample households as fully constrained, partially constrained or 
unconstrained (price rationed) in formal credit markets. Households with a 100% 
rejection rate on loan applications between 1997 and 1999 are classified as fully 
constrained, households who received a lower amount than requested are classified as 
partially constrained and households with a 100% approval rate on loans at the amount 
requested are classified as unconstrained. 

Rather than inferring demand from loan requests, we follow Barham et al. (1996) 
and construct a measure of latent demand among non-borrowing households. Survey 
households that do not request loans were asked whether they would have accepted credit 
from several different sources. Households that do not apply for formal loans but report 
they would accept credit from at least one of these sources are assumed to have self-
sorted out of the credit market, and are classified as ‘fully quantity rationed.’ Households 
reporting that they would not accept credit from any formal source are further subdivided 

                                                 
10 This difference persists in regression-controlled means accounting for years of residential tenure, 

indicating that the difference is not simply a result of treatment group members living in newer 
neighbourhoods and thus being more likely to have engaged in housing improvements in recent years. 
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on the basis of their reasons for refusing loans from formal sources. Those whose reason 
is fear of losing collateral are classified as ‘fully risk-rationed,’ while those whose reason 
is anything other than fear of losing collateral are classified as price rationed on the 
presumption that they have zero demand at the available interest rate.  

Interestingly, the pattern of credit rationing indicates that identical shares (34%) 
of households both with and without titles are fully rationed out of the credit market, 
meaning they either apply for credit and are rejected or do not apply but would accept a 
loan if it were offered (Table 2). Meanwhile, the data suggest clear differences in the 
pattern of credit demand between titled and untitled households. In particular, the share 
of households that either applies for or would accept a loan rises from 60 to 73 percent, 
while the share that actually applies rises from 40 to 47 percent. All of the increase in 
loan applicants is absorbed under the category of partially rationed households (received 
less than they requested). Since the increase in the share of households that receive loans 
approximates the increase in the share that apply for loans, we cannot automatically infer 
that the rise in demand for credit was accompanied by a change in supply. Instead, it is 
possible that the increased share of loan applicants comes entirely from the population 
who were previously credit-worthy but unwilling to borrow. In other words, there is 
either perfect self-sorting among new credit market entrants or corresponding 
improvements in the availability of credit to households with property titles.  

 
Table 2: Degree of credit rationing

Would accept

price      
rationed

fully          
quantity       
rationed:

fully          
quantity       
rationed:

fully        
quantity    
rationed:

partially 
quantity 
rationed

price        
rationed

too expensive risk-rationed self-sorting rejected received some received all

Untitled 0.290 0.110 0.202 0.026 0.142 0.231
N: 342 129 239 31 167 272

COFOPRI title 0.203 0.069 0.256 0.015 0.218 0.239
N: 109 37 137 8 117 128
t Δ 3.79 2.62 –2.47 1.46 –3.98 0.38

Pearson χ 2  = 36.72

Did not apply for a loan
Would not accept

Notes: Universe is all hoseholds in sample, and outcomes pertain to formal sector loan applications over the past three 
years. Among households that applied for at least one loan from a formal source, those that receive no credit are 
classified as 'fully quantity rationed', those that some but less than all of what they requested are classified as 'partially 
quantity rationed', and those that received all the credit they requested are classified as price rationed. Households that 
do not apply for formal loans over the reference period but report they would have accepted credit from at least one 
source are classified as ‘fully quantity rationed.’ Among households reporting that they would not accept credit from 
any formal source, those whose reason is fear of losing collateral are classified as ‘fully risk-rationed,’ while those 
whose reason is anything other than fear of losing collateral are classified as price rationed.

Applied for a loan
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One notable observation is that, whereas tenure security is generally thought to 
give rise to an increased fear of losing property, in these data a significantly smaller share 
of titled households is risk-rationed in the credit market (Table 2). This pattern suggests 
that perceived risk associated with collateral use is negatively related to ownership rights 
among urban households, which would be the case, for instance, if banks had greater 
repossession rights over property documents that were not fully registered. This result 
suggests an important reason the program may have failed to improve credit market 
functioning: In contrast to standard predictions about gains from property formalization, 
changes in property institutions accompanied by increased protection of homeowners 
from collateral loss would reduce rather than increase banks’ willingness to securitize 
loans with property. Titling programs will only improve credit markets if rights are 
strengthened for any formal claim on property – including banks’ right to foreclose when 
a client defaults on a loan. Because of the political climate surrounding land titling, it is 
very possible that repossession is actually more costly for banks post-reform.  

3.3 Household borrowing behavior 

Table 3 presents categories of formal credit available to households in the sample and the 
share of loan applications to each source. The columns on the right-hand side compare 
the credit sources of households with and households without titles. Here we observe 
three main categories of banks participating in formal credit markets in urban Peru. 
According to the survey, the most important source of credit – constituting 35% of all 
loan applications and 45% of all formal loan applications – is the public-sector Materials 
Bank (MB), which has historically been one of the largest lending institutions in Peru. 
Since 1980, MB has targeted in-kind loans of housing construction materials to urban 
populations living in settlements, housing cooperatives and popular housing associations 
– the urban titling program’s exact target population.11 The maximum loan amount is 
roughly $5,000, loans are relatively long-term (up to 15 years) and the bank’s official 
guidelines maintain effective annual interest rates of between 7% and 9% on all loans.12 
Households in this sector are highly dependent on MB for construction materials. Among 
all households that financed improvements with credit obtained between 1997 and 1999, 
73.3% were from MB.  

                                                 
11 These two government programs, however, operate independently, such that there is no explicit 

relationship between neighbourhoods targeted for program intervention and MB operations (personal 
interview with Daniel Andaluz, 14 August 2002, COFOPRI office, Lima, Peru). 

12 While MB functions somewhat as a government relief plan, loan approval is not automatic. To 
qualify for a loan, the bank’s guidelines stipulate that the borrower have a minimum monthly family 
income equivalent to five times the estimated monthly payment, and borrowers may be asked to provide a 
co-signer. The bank guidelines also state that all loans involve a lien on the house as collateral for the loan, 
although a registered mortgage on land is not required. In this sense, all MB loans in theory involve ‘inside’ 
collateral, such that, in case of default, control of the construction project and ownership of depreciated 
assets go to the lender. In cases in which land mortgages backed by a registered property title are used in 
place of lien mortgages, the loan is additionally securitized with ‘outside’ collateral. See Chan and Kanatas 
(1985) for a discussion of these concepts. Official guidelines are reported online at www.banmat.org.pe. As 
Banerjee and Duflo (2002) point out, it is unclear how closely banks follow guidelines. 
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All Untitled COFOPRI |t Δ |
N: 1066 712 354

Materials Bank 0.351 0.310 0.435 2.83
Other formal lender 0.233 0.254 0.189 2.07

Commercial supplier 0.209 0.221 0.187 1.09
Informal lender 0.207 0.215 0.189 0.88

Total: 1.000 1.000 1.000
Composition of other formal lenders

Commercial bank (fully regulated) 0.544 0.525 0.597 1.01
Savings and loan organization (fully regulated) 0.327 0.343 0.284 0.88

Credit cooperative (fully regulated) 0.057 0.061 0.045 0.48
EDPYME (semi-regulated) 0.012 0.011 0.015 0.25

Nongovernmental organisation/village bank (unregulated) 0.060 0.060 0.059 0.03
Total: 1.000 1.000 1.000

Composition of informal lenders
ROSCA 0.329 0.358 0.253 1.54

Local moneylender 0.092 0.079 0.121 0.97
Family 0.222 0.237 0.195 0.67
Friend 0.130 0.135 0.121 0.36

Street vendor 0.227 0.191 0.311 1.98
Total: 1.000 1.000 1.000

Note: Observations are loan applications, not applicants. Individuals have up to 6 loan applications each, with a sample 
average of 1.33 loans per applicant. COFOPRI indicates the Committee for the Formalization of Private Property; 
EDPYMES, ‘Entities for the Development of Small and Micro Enterprises’; and ROSCA, 'Rotating Savings and Credit 
Association'. 

Table 3: Allocation of applications across sources of credit

 
 
Among other creditors, loan applications are fairly evenly divided between 

supplier or store (hire purchase) credit, credit from other private-sector lenders and 
informal credit.13 In-kind loans from retailers or wholesale suppliers (henceforth, supplier 
credit), which take the form of inputs or merchandise advanced as credit, constitute 21% 
of loan applications from sample households. Supplier credit is available through stores 
specializing in selling consumer electronics and home appliances directly to clients on a 
credit basis, and is generally offered interest free or at very low interest rates, but for 
short periods of time (Dunn (1999)). In addition, the prices of goods supplied on credit 
are often considerably higher than the prices for cash purchases in wholesale or retail 
markets. Thus, the implicit real interest rates are likely to be high.14 However, because 
interest costs are built into lease payments, reported interest rates on supplier credit are 
extremely low and often zero. Furthermore, supplier loans have close to a 100% approval 
rate, likely due to the fact that the good being supplied can easily be repossessed (i.e. full 
inside collateralization) As a result, property titles are rarely used as collateral to obtain 
supplier credit, so land titling should have little impact on the supply of inputs or 
merchandise advanced as credit.15  

                                                 
13 Because of the importance of utilizing data on bank loan requirements, our formal analysis excludes 

the informal credit market, where unobservable factors are much more likely to determine credit access. 
14 For instance, Barham et al. (1996) found store credit in Guatemala provided at a 7% premium. 
15 In the survey data, property titles were used in only six loan applications. 
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Other private-sector financial institutions include commercial banks and savings 
and loan organizations, including commercial micro-finance lenders such as MiBanco, 
credit cooperatives, ‘Entities for the Development of Small and Micro Enterprises’ 
(EDPYMEs), village banks, and nongovernmental organisations (NGOs). With the 
exception of village banks and NGOs, these institutions are regulated by the national 
bank superintendency.16 Since our data contain very few applications to semi-regulated or 
unregulated lenders, all private-sector lenders are grouped together in our empirical 
analysis and estimates run on the pooled sample along with a dummy indicator for type 
of institution. While sample size prevents us from studying separately the impact of a title 
on non-regulated lenders, the results are robust to excluding village banks and NGOs.  

Meanwhile, since MB and supplier credit lending practices are much different 
from those of private-sector financial institutions, we separate formal loan transactions 
into these three categories throughout the analysis. Most importantly, the nature of credit 
rationing is likely to be distinct in the market for MB loans for two reasons. First, because 
MB is designed to reach low- to middle-income households, local branches are 
positioned and bank administrators accustomed to operating in these neighbourhoods. 
Therefore, low-income households are less likely to be transaction-cost rationed for MB 
loans. Secondly, because MB loans are for housing construction, loan amounts are larger 
on average and have a lower variance than loans from other institutions. The lending 
practices of MB are also distinct in that they potentially entail substantial project 
monitoring. Not only are construction materials purchased by the bank, but prospective 
borrowers must present a certified building plan when applying, and construction projects 
are at least minimally overseen by bank field representatives.  

Significant differences in loan application behaviour exist between titled and 
untitled households (Table 3). In particular, households with titles are much more likely 
to request both public- and private-sector loans, while the share of loans sought from 
stores and informal sources does not vary by ownership status. In terms of differences in 
credit applicants to each type of lender, on average, MB loan applicants have lower 
socio-economic status, evidenced by their lower education levels, higher share of female 
household heads, lower wage incomes, higher education expenditures per year, higher 
share of extremely poor households and lower income from entrepreneurial activities 
(Table 4). It is worth noting that, despite having virtually equivalent monthly wage 
income, applicants to commercial banks have higher monthly spending in all categories 
of consumption, likely because they spend less of their earned income on housing 
investment. In addition, the last three rows in Table 4 reveal that mean loan approval and 
interest rates are distinct across types of lenders. 

                                                 
16 In Peru, the interest rate on regulated private-sector loans is unconstrained by the government. 

EDPYMEs represent an intermediate stage between unregulated credit organizations and regulated banks. 
See Nexus (1998) for a description of the rules for EDPYMEs. 
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Table 4: Applicant summary statistics, by type of lender

Untitled Titled |t Δ | Untitled Titled |t Δ | Untitled Titled |t Δ |
N: 158 60 220 154 148 62

Characteristics of household
Number working-age members 4.32 4.63 1.09 4.20 4.18 0.11 4.19 4.08 0.39

Number of members 5.35 5.77 1.31 5.49 5.40 0.41 5.43 5.61 0.61
Number children aged 5 to 11 years 0.84 0.95 0.84 1.08 0.95 1.18 1.01 1.19 1.35

Number children aged 12 to 16 years 0.62 0.78 1.27 0.74 0.62 1.32 0.59 0.63 0.25
HH head is female 0.13 0.13 0.01 0.17 0.19 0.43 0.26 0.27 0.17

Age of HH head 47.32 46.58 0.47 45.19 45.85 0.42 46.55 48.52 0.76
Household head is literate 0.97 0.98 0.70 0.95 0.95 0.20 0.93 0.90 0.57

HH head attended primary school only 0.23 0.18 0.86 0.32 0.40 1.49 0.35 0.39 0.44
HH head attended high school only 0.47 0.68 2.92 0.50 0.44 1.19 0.43 0.47 0.55

HH head's attended post-secondary school 0.12 0.13 0.26 0.07 0.07 0.05 0.11 0.06 1.04
HH head's monthly wage 762.96 631.19 1.00 784.79 650.35 0.78 603.10 584.41 0.36

Total monthly HH consumption 630.36 691.14 0.75 519.00 523.64 0.15 604.75 590.03 0.35
Monthly HH food expenditures 212.24 214.75 0.20 179.51 186.95 0.75 207.50 207.17 0.02

HH education expenditures, per year 683.92 573.60 0.66 371.67 400.38 0.62 432.06 455.74 0.36
Whether HH has savings 0.09 0.15 0.87 0.07 0.09 0.53 0.16 0.07 1.78

Whether HH is extremely poor 0.08 0.07 0.23 0.28 0.23 0.89 0.19 0.15 0.15
Characteristics of residence

Whether HH rents part of residence 0.03 0.02 0.70 0.05 0.02 1.47 0.01 0.10 2.26
Whether HH has a telephone 0.32 0.30 0.26 0.16 0.19 0.56 0.19 0.10 1.57

Whether HH has a home business 0.32 0.38 0.85 0.28 0.29 0.15 0.24 0.34 1.05
Income from home business 434.47 391.33 0.37 280.83 260.80 0.37 293.69 111.03 3.80

Average distance to formal lender 5.23 6.03 1.33 4.19 4.35 0.43 5.33 5.44 0.17
Closest bank two years ago 0.94 1.00 2.62 0.95 0.95 0.16 0.93 0.95 0.36

HH lending behavior
Number of loans requested 1.34 1.38 0.41 1.21 1.13 1.56 1.37 1.32 0.49
Requested an informal loan 0.11 0.15 0.74 0.10 0.08 0.70 0.32 0.31 0.23
Loan offered, whether any 0.90 0.87 0.66 0.91 0.99 3.40 0.99 1.00 1.00

Average difference in credit amount –117.7 –242.8 0.72 –184.5 –543 1.02 –0.16 –0.07 1.01
Size of loan, Soles 2,773.30 2,414.30 0.65 3,702.60 3,768.46 0.24 456.60 266.60 1.34

Interest rate, percent 0.32 0.20 3.76 0.09 0.07 1.35 0.03 0.02 1.23

Note: HH indicates household head. Cells contain sample means as reported in the 2000 COFOPRI Baseline Survey. 

Commercial bank Materials Bank requests Supplier/store credit 

 
 
Because the sample sizes are small, very few significant differences are observed 

between titled and untitled households within each category of loan. One notable 
difference is that, among applicants for private-sector loans, households without titles are 
relatively more educated, while in the pool of MB applications, applicants without 
property titles are less educated. For all education categories, these differences in 
differences are statistically significant. With respect to loan application outcomes, the 
mean differences in approval and interest rates indicate that a higher share of titled 
applicants receive MB loans and that applicants with titles are offered lower average 
interest rates on private-sector loans. 

3.4 Econometric model 

We attempt to measure the collateral value of land titles by modelling the outcomes of 
individual credit applications. Inference about the impact of a property title on a loan 
applicant’s probability of approval involves speculation about what the applicant would 
have experienced in the absence of a title. The simplest of such models is: 
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 ijiij dy εγα ++= ,              

where y is application outcome, j is the index for the control group (j=0) and the 
treatment group (j=1), dj is 1 if the household has a title and zero otherwise, and γ is the 
treatment effect of having a title. The no-treatment counterfactual is assumed to obey an 
additive model, while the treatment effect is constant: 

 iiiy εα +=0 , where γ=− 01 ii yy and iiyE α=][ 0 . (1) 

Equation (1), which states that the only reason access to credit changes in the treatment 
group is titling, is required for identification. 

As discussed in Section 1, in non-experimental data, having a land title will 
generally not be independent of potential outcomes since both the decision to obtain a 
title and the decision to apply for a loan are likely to be correlated with the local lending 
environment or with property values. The fact that property titles were assigned in our 
data in a quasi-experimental fashion independent of household demand for tenure 
security or credit reduces concern over the endogeneity of tenure status. Nonetheless, the 
large apparent changes in investment demand raise concern over heterogeneity in the 
pool of loan applicants even if program participation is as good as random. If receiving a 
title encourages an individual to apply for a loan, titled and untitled applicants will not be 
comparable in every respect other than the title even if titled and untitled individuals are, 
so Equation (1) is violated. The direction of bias will depend on whether marginal 
applicants are more or less credit-worthy than unconditional applicants. A comparison of 
observables (Table 1) suggests that the two groups are equivalent, lending confidence to 
our ability to identify treatment effects using untitled applicants as a control group.  

To further isolate the effect of changes in the collateral value of land from 
changes in the pool of applicants, we make use of detailed survey data on the information 
and documentation used by banks in the screening process of each loan application.17 
This allows us to identify the full set of household characteristics relevant to each 
particular approval decision. Since loan approval decisions are made by formal lenders 
on the basis of some finite set of observable characteristics of the applicant, Xi, in theory 
loan approval outcomes depend only on Xi and treatment (having a land title). In this 
case, the additive model applies conditional on X, and identification requires: 

 )(]|[ 01 XXyyE ii γ=− and )(]|[ 0 XXyE ii α= . (2) 

This supports estimating the effect of a title in the approval of loan application i 
with the following Probit model:18  

 Pr(approval)i = β0 + β1(title) + (Πi′Xi )α + ei.                  (3) 
                                                 

17 All households that applied for a loan – regardless of whether the loan was approved – were asked to 
report the complete set of documents and information, including property titles, requested by the bank. 

18 For households with multiple applications to one type of bank, we use only the most recent 
application and control for the whether the household applied previously for other formal loans from that 
category of bank. Robust standard errors are used throughout to account for survey clusters and strata. 
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where Xi is a k-dimensional vector of applicant characteristics and Πi is a kXk 
diagonal matrix containing along the diagonal indicators of whether the bank used each 
characteristic (x1, …, xk) in its approval decision for application i. As long as the set of 
criteria reported by households reasonably captures the information set on which lenders 
base their approval decisions, the average treatment effect of a property title will be 
identified by β1. In other words, even if differences in the demand for credit generate 
differences between treatment and control applicants, given sufficient information on 
household characteristics observed by banks at the application stage and the bank’s 
approval algorithm, unconfoundedness is likely to hold conditional on Xi.  

Furthermore, even if there are remaining differences in credit-worthiness 
observable to banks but not captured by the reported criteria, these should be absorbed by 
the difference in approval rates between titled and untitled households among the 
approximate 50% of lenders that do not request a title. Hence, we also estimate: 

 Pr(approval)i = β0 + β1(title) + β2(title*title used in screening) + (Πi′Xi )α + ei. (4)                               

 The coefficient estimates on the indicator of whether the applicant acquired a 
property title through the program, 1β̂ , and the indicator of whether he was asked to 
provide a title in the loan transaction, 2β̂ , provide inference on the treatment effect of 
titling. If loan approval rates are higher among the treatment group because property titles 
are used as collateral, the treatment effect will be fully concentrated among applications 
in which a title was used, so 1β̂ will be zero. Conversely, if differences in loan approval 
rates across experimental groups reflect unobservable differences between treatment and 
control applicants, approval will be independent of collateral requests, so 2β̂ will be zero.  

Personal identity documents, property titles, wage receipts, co-signer information, 
reported self-worth and utilities receipts are the most common loan application 
requirements (Table 5).19 In total, 51% of loan applicants, comprising roughly equal 
proportions of applicants with and without titles, are asked to provide a property title 
prior to the loan approval decision. In less than 10% of applications, banks require other 
documentation of repayment capacity, including lending group membership, rental 
contracts, tax receipts, and business registration or professional license documents. Only 
a handful of banks ask for bonds or collateral in the form of household goods.  

To account for these requirements, our empirical estimates control for a number 
of relevant household characteristics available from the survey. It is important to note 
that, while several of these variables are potentially endogenous to program participation, 
in order to isolate the partial derivative of titling on banks’ use of collateral it is necessary 
to account for simultaneous changes in other household characteristics relevant to loan 
approval decisions. In this sense, we do not measure the net effect of land titling – or total 
derivative of ownership status on credit access –, which includes indirect channels such 

                                                 
19 A potentially important source of missing data is the category of loan requirements labelled ‘other,’ 

in which the exact requirement was not specified by the household. To correct for this missing information, 
we include a larger set of potentially relevant household characteristics that might fall under this category.  
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as employment, and would presumably be larger than the partial derivative. However, 
(β2–β1) sheds light on the size of the difference between total and partial derivatives.  

 
Table 5: Loan requirements

Credit source: Materials bank Commercial bank Supplier credit
N: 614 548 266

Nothing, just reputation 0.003 0.106 0.652
Personal identity document 0.982 0.821 0.303

Property title 0.599 0.429 0.113
Utilities bill 0.503 0.454 0.175

Reported self-worth 0.375 0.299 0.075
Co-signer 0.345 0.285 0.132

Wage receipt 0.269 0.347 0.145
Other 0.246 0.179 0.087

Solidarity group membership 0.083 0.020 0.019
Promisory note 0.072 0.089 0.071

Business registration documents 0.031 0.078 0.011
Household items (collateral) 0.016 0.040 0.009

Bond 0.016 0.038 0.004
Tax receipt 0.015 0.051 0.004

Operating license 0.015 0.041 0.000
Rental contract 0.003 0.003 0.000

Notes: Data come from survey question asked of all loan applicantions reported in the 2000 COFOPRI 
Baseline Survey  (1428) regarding each piece of documentation required by the bank for a given loan 
application, whether or not loan was approved.  

 
To capture wage income, we control for total monthly household wage income, 

monthly earnings of the highest wage earner, whether the highest wage earner is self-
employed, whether the worker with highest number of working hours is self-employed, 
monthly earnings of the highest contracted employee and the share of household wages 
from the contracted employment. We separate self- and contract-employment from non-
contract employment because commercial banks may only accept formal wage receipts, 
although households are likely to report all wage income. To capture the reported self-
worth of the loan applicant, we control for the value and age of the property, whether the 
household is engaged in entrepreneurial activity, monthly income from household 
entrepreneurial activity, whether the business has a registered tax number, whether the 
household rents part of their residence and the total amount of other outstanding formal 
debt incurred between 1997 and 1999.  

To account for household utilities bill requirements, we include information on 
whether or not the household paid an electricity, water, or telephone bill the month before 
the survey, along with amounts paid for each. To address the remaining loan 
requirements, we incorporate information on whether the household rents part of its 
residence, and whether any household member belongs to a community financial group. 
Capacity to provide a co-signer is proxied by the number of adults in the household and 
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sex of the household head. Finally, capacity to provide a property document is indicated 
by whether the household is a member of the treatment group (and therefore has a 
property title), along with whether the household has an unregistered property document.  

We also include in the empirical model basic pieces of household information that 
are possibly relevant to loan application decisions but not recorded as official screening 
criteria. These include: sex, age, literacy and education levels of household head; whether 
the household reports experiencing an economic shock in the past year; and whether the 
household previously applied for a loan from the same category of institution, the year of 
the loan application, the intended use of loan funds and the distance from the lender to 
the household. The last characteristic is relevant for transaction costs of the bank, while 
loan history could be important if use of collateral decreases with length of relationship 
with the bank (Berger and Udell (1995) provide evidence of this).  

The intended use of loan funds is relevant only for applications to private-sector 
lenders because loans to MB are uniformly intended for housing construction, while 
supplier credit is used solely for the purchase of consumer goods. Among applications to 
private-sector banks, the purpose of the loan is important primarily for identifying risk 
associated with entrepreneurial credit. Among these loan applications, 34.3% are 
intended for housing construction, 38.7% for entrepreneurial activity, 8.1% for 
emergency needs, 2.0% for household goods, 1% for land purchases and 16.1% for other 
consumption. In the market for private-sector loans, there is little difference between 
households with and without titles in the composition of loan uses (Table 6).  

 
Table 6: Distribution of loan uses and approval rates by loan use

Untitled COFOPRI title Untitled COFOPRI title Untitled COFOPRI title
N: 526 276 158 60 526 276

Household items 0.073 0.076 0.017 0.030 1.00 1.00
Housing construction 0.445 0.545 0.359 0.328 0.89 0.95

Entrepreneurial activity 0.153 0.083 0.381 0.403 0.90 0.89
Emergency 0.071 0.043 0.088 0.060 1.00 1.00

Other 0.260 0.253 0.155 0.179 0.98 0.98

Approval rates

Notes: Observations are loan applications, not applicants. Distribution of credit use across loan applications to all lenders and 
private sector lenders only (excludes Materials Bank applications only). 

All loan applications Private sector loan applications All loan applications

 
 
By including only application-specific lending criteria (viaΠ ), Equations (3) and 

(4) assume that the only household information relevant to the approval decision is that 
which was reported by the household as required documentation. This model is 
appropriate only under the strong assumption that households report all information used 
by banks and that banks do not make use of information that was not requested. Another 
possible specification is to include all potentially relevant information regardless of a 
particular bank’s reported screening criteria by adding a term φ′Xi to the regression 
equation. In light of the small sample sizes for each type of loan, the regression estimates 
follow the parsimonious specification.  
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 Given that additional information might be used but not reported and the fact that 
a non-trivial number of loans involved unspecified ‘other’ information (Table 5), we also 
estimate program effects using non-parametric matching techniques, which impose fewer 
constraints on the total number of covariates included in the model. In particular, titled 
households are matched to untitled households on the basis of the propensity score, 
defined as the conditional probability of having a title, ),1Pr(),( iiiii XDXP Π==Π . 

),( iiXP Π  is calculated by performing a logistic regression of Xi and Πi′Xi on program 
participation.21 Propensity scores balances the distributions of covariates in X between 
program participants and non-participants based on the similarity of their predicted 
probabilities of participation (Rosenbaum and Rubin 1983).22 The main advantage to 
propensity score matching is to capture possible non-linearities in treatment effects and 
control variables without increasing the dimensionality of the problem. Since lending 
decisions involve potentially complex interactions among observable borrower 
characteristics, it is arguably erroneous to impose a parametric functional form linking 
program participation to outcomes (see Jalan and Ravallion (2003)). 

There are several ways to construct estimators based on the propensity score. 
Kernel matching compares each treated individual with a kernel-weighted average of all 
comparison observations, with the weights assigned according to the propensity score. In 
our estimates, the kernel matching estimator is given by a Gaussian kernel function, and 
standard errors are obtained by bootstrapping. We also present results from random-draw, 
nearest-neighbour and stratified matching procedures for robustness (see Ichino (2002) 
for a description of these methods). 

Among the pool of approved loans, we also examine differences across treatment 
and control groups in the interest rate, size of loan obtained, and difference between 
amount requested and amount received. The corresponding ordinary least squares (OLS) 
and matching estimates are presented alongside the loan approval estimates. Clearly, loan 
terms and approval are determined simultaneously; however, data limitations prevent us 
from estimating a joint model of application outcomes that would give precise estimates 
of lenders’ interest rate and quantity responses to property titles. Instead, we examine 
differences in average loan terms in order to help distinguish between competing 
explanations for differences in approval decisions across titled and untitled households. 

                                                 
21 There are several procedures for matching on the propensity score; see Heckman et al. (1998) for a 

good review. Here we estimate the propensity score with predicted values from a Probit model. We did not 
find significant differences in the distribution of covariates within strata. 

22 Rosenbaum and Rubin (1983) show that if the Di’s are independent over all i, and outcomes are 
independent of participation given xi, then outcomes are also independent of participation given P(xi), just 
as they would be if participation was random. In other words, the strong ignorability assumption holds and 
differences in the outcomes between the control group and the participants can be attributed to the program. 
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4.  RESULTS 

4.1 Materials Bank loans 

A strong, positive relationship exists between the likelihood that a loan request to MB is 
approved and the household having received a property title from the program (Table 7). 
The Probit estimate in column 1 of Table 7 indicates a 4.6 percentage point increase in 
the likelihood that a loan application to MB is approved, implying a reduction in the 
rejection rate of nearly 50%. Further, when the treatment effect is combined with whether 
the document was requested by the bank, in column 2 of Table 7, we observe that the 
entire treatment effect is concentrated among households that were asked to provide a 
title. Among the 40% of MB loan applicants that were not asked to provide property titles 
with loan applications, the treatment effect is close to zero and insignificant – a strong 
indication that the availability of property titles is indeed responsible for the increase in 
the loan approval rate associated with having a title.  
 
Table 7: Ordinary least squares (OLS) regressions, outcome of formal credit applications

(1) (2) (3) (4) (5) (6) (7) (8)

Dependent variable:

Materials Bank loans
COFOPRI title 0.046 ** 0.012 –0.010 –0.015 –216.26 –113.14 399.59 –215.51

(0.010) (0.030) (0.015) (0.019) (219.05) (307.40) (480.49) (470.70)
0.057 ** 0.011 –325.03 1,342.86

(0.024) (0.022) (403.03) (992.63)
Other formal loans

COFOPRI title 0.002 0.000 –0.085 * –0.102 * –25.83 614.71 54.02 247.82
(0.061) (0.017) (0.041) (0.048) (684.69) (715.37) (119.31) (192.12)

–0.062 0.038 –1435.43 –434.31
(0.082) (0.063) (1,107.56) (260.27)

Supplier loans
COFOPRI title 0.000 0.000 –0.008 –0.006 110.35 106.50 0.128 0.084

(0.000) (0.000) (0.014) (0.013) (100.57) (102.35) (0.304) (0.309)
0.000 –0.014 192.87 2.210

(0.000) (0.147) (858.88) (2.59)

financial group; number of adults; dummy indicating HH has an  additional type of unregistered property document; whether 
an economic shock occurred in the past year; whether HH previously applied for a loan from the same category of institution 
and year of the loan application; intended use of loan funds; distance from the lender.

Amount received, 
given received

Difference between 
amount asked and 
amount received

Notes: HH indicates household; *, significance of less than 1%; and **, significance of less then 5%. Data in the first two 
columns are Probit estimates; data in all remaining colunms are OLS regressions. Standard errors are shown in parentheses. 
Robust standard errors account for sample clustering and stratification. Demographic controls include the following: age, 
literacy, and education of HH head; whether residence is used as a source of economic activity; total monthly household 
wage income; monthly earnings of highest wage earner; whether highest wage earner is self-employed; whether the worker 
with the highest working hours is self-employed; monthly earnings of highest contracted employee; share of household 
wages from contracted employment; self-reported sale value and age of property; whether household is engaged in 
entrepreneurial activity and monthly income from HH entrepreneurial activity; whether business has a registered tax number; 
whether HH rents part of residence; total amount of other outstanding formal debt during 1997–99; whether HH paid for 
electricity, water or telephone in the previous month and amounts paid for each; whether HH member belongs to local

Offered given applied
Interest rate offered, 

given received

Property documents 
required COFOPRI title

Property documents 
required COFOPRI title

Property documents 
required COFOPRI title
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The estimated treatment effect of property ownership on MB loan approval rates 
from propensity score matching suggests an even larger improvement in approval rates of 
between 9 and 10 percentage points (Table 8). The difference between the estimated 
treatment effects from Probit and propensity score models is likely related in part to the 
exclusion of treatment group members who have no well-defined match among the 
control group (approximately 10% of households fall outside the region of common 
support). These unmatched households with property titles represent those that would not 
have applied for a loan in the absence of the program, which suggests that marginal 
applicants are characterized by below average approval rates based on some non-linear 
combination of observables.  

 
Table 8: Propensity score estimates

(1) (2) (3)
Matching method:

Materials bank loans
Loan application approved 0.094 ** 0.104 ** 0.093

(0.028) (0.036) (0.029)
Loan amount offered, Peruvian soles –328.66 –121.67 119.63

(364.00) (392.05) (287.17)
ifference in amount requested and received, Peruvian soles –656.09 36.75 –127.52

(1,072.25) (692.64) (596.32)
Interest rate, % –0.017 –0.021 –0.017

(0.012) (0.016) (0.014)
Other formal loans

Loan application approved 0.047 0.036 0.051
(0.036) (0.123) (0.036)

Loan amount offered, Peruvian soles 1,494.3 789.0 1,654.0
(1,708.0) (1,200.5) (1,744.2)

ifference in amount requested and received, Peruvian soles 108.34 126.53 79.37
(65.08) (61.29) (105.20)

Interest rate, % –0.087 * –0.101 * –0.097
(0.043) (0.047) (0.041)

Supplier loans
Loan amount offered, Peruvian soles –258.8 36.29 * –166.5

(190.43) (18.55) (98.6)
ifference in amount requested and received, Peruvian soles –0.268 –0.196 –0.092

(0.22) (0.50) (1.02)
Interest rate, % –0.029 * –0.005 –0.020

(0.009) (0.004) (0.022)

draw. The kernel matching estimator is given by a Gaussian kernel function, and standard errors are obtained by 
bootstrapping. Bootstrapped standard errors are shown in parentheses.

the same as those listed in the notes to Table 7. Nearest neighbor matching in column 2 is based on a random 
Notes: ** indicates significance of less than 1%; *, significance of less than 5%. Demographic controls are  

kernel 
matching

nearest 
neighbor

stratified 
matching

 
 
In contrast to the loan approval outcome, the provision of a property title appears 

to have little effect on MB interest rates and loan amounts in both the Probit and 
propensity score estimates. Although the mean interest rate is nearly two percentage 
points lower for titled borrowers, the difference is not significant.  
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4.2 Private-sector loans 

Based on the regression estimates in Table 7, the effect of property titles on the market 
for loans from private-sector lenders is distinct from the market for MB loans. In column 
3, the estimated treatment effect from the Probit estimate indicates that the likelihood of 
loan approval does not change with ownership status. The propensity score results are 
larger than the regression estimates but insignificant (Table 8). In addition, the average 
size of private loans to households with titles is around 50% larger, although the point 
estimate of the difference is not statistically significant. There are no significant or 
consistent differences between households with and without titles in the difference 
between amounts requested and received. 

Meanwhile, all estimates from Tables 7 and 8 indicate that, conditional on 
approval, property owners face interest rates that are on average 8–10 percentage points 
lower than the interest rates offered households without titles. This implies a reduction in 
the mean private-sector interest rate from 27% to 18%. However, the treatment effect on 
interest rates does not appear to operate through collateral provision, as indicated by the 
small and statistically insignificant estimate of 2β , the coefficient on the interaction 
between treatment and the indicator of title requirement in column 4 of Table 7. 

4.3 Supplier credit 

As expected, given that the supply of store credit is relatively unconstrained and prices 
are poorly captured by reported interest rates, we observe little evidence of a treatment 
effect of property titling on supplier credit. The regression estimates reported in the last 
two rows of Table 7 find close to zero and insignificant effects of titling on all outcomes. 
In the propensity score estimates, we observe measurable effects on the interest rate and 
average loan size with certain matching methods, but neither the sign nor significance of 
either result is robust to alternative matching techniques.  

5.  DISCUSSION 

In the case of MB credit, the absence of a large effect of property titling on interest rates, 
conditional on receiving a loan, is not surprising because interest rates on MB loans are 
regulated by the government to fall within a range of two percentage points. The situation 
of MB is analogous to a credit market model in which the bank is constrained by moral 
hazard issues from raising the interest rate above a certain level (which may well be the 
rationale behind the regulation), inducing quantity rationing of MB loans to exclude 
applicants that cannot provide sufficient collateral or surpass a certain level of default 
risk. In this market, collateral serves to reduce credit rationing by increasing the share of 
loans that are free of risk to the lender.  

The absence of a strong relationship between loan size and ownership status is 
also not surprising given that loan amounts are also imprecisely restricted by MB lending 
rules, which state that amount is limited by the “particular construction needs of the 
household.” Alternatively, differences in risk level inferred by the bank but not captured 
by the covariates could be responsible for the change in approval probability but not loan 
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amount. As described by Wette (1983), in the presence of interest rate regulation, 
increased use of collateral could generate adverse selection effects, depicted in Figure 1.  
 
Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Here, the supply curve originates in the negative orthant to reflect the fact that the 
collateral value of titled property, net of transaction costs, may be negative when land 
values are low. In this scenario, prior to the titling program, low-risk applicants face the 
supply curve SS′′, while high-risk applicants face SS′, so only low-risk types are awarded 
loans of L* at interest rate r′. When both types can provide collateral, the aggregate 
supply curve becomes SOS′′. Here, more loans are awarded (since both types enter the 
market), but the average loan amount remains at L* and the interest rate stays fixed at r′. 
Hence, if MB applicants are considered riskier, on average, post-reform because the 
availability of collateral induces high-risk types to enter the market, a higher share of 
titled applicants will receive loans, but the average interest rate and loan amount could 
remain unchanged. 

The results for private-sector lenders are more ambiguous because private-sector 
interest rates do not appear to depend on whether banks use property as collateral. As 
mentioned in Section 2, one possibility is that private-sector banks do not find it 
profitable to use land as collateral (i.e. the expected effective leverage ratio of capital is 
non-positive), but that they do infer lower default risk from ownership rights and 
possession of a property title. This situation is illustrated in Figure 2. 

In this figure, no portion of the supply curve is flat, indicating that banks are not 
using property titles to securitize loans.23 However, because banks infer lower default risk 
from the existence of a property title, the supply curve for program participants shifts 
from SS′ to SS′′, lowering the interest rate available to titled borrowers from r to r′. In this 
scenario, the average loan size also shifts outward from L* to L**, which is inconsistent 
with our findings. However, if the demand curve is steeply sloped, the change in quantity 
demanded will be small relative to the change in the interest rate. Another possibility is 
                                                 

23 The downward-sloping portion of the supply curve reflects the fact that effective interest rates are 
higher for small loans due to costs involved in processing and monitoring loans. 
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that, given the increased availability of low-interest MB loans for titled households post-
reform, the demand curve for more expensive commercial loans shifts inward for 
program households (D to D′). In this case, the interest rate would fall even further to r′′ 
while the change in quantity demanded at the new interest rate is ambiguous. 

 
Figure 2. 
  
 
 
 
 
 
 
 
  
   

 
 
Unfortunately, with available data can cannot distinguish between these two 

stories, nor can we fully rule out the possibility that results are driven by unobserved 
heterogeneity in local financial markets. While the result on the private-sector interest 
rate is robust to controlling for observed heterogeneity among private-sector lender types, 
clearly the pattern could still be driven by unobservable differences in the lending 
practices or the level of competition among financial institutions available to households 
with and without titles. However, measures of aggregate banking activity from 1994 and 
nation-wide censuses of financial activity from 1996, including the number of automated 
teller machines (ATMs) and the number of bank employees by district show no 
differences in local financial sector development (Table 2). 

An important issue that emerges from our findings is the discrepancy in lending 
strategies across public- and private-sector banks. Given the strict lending practices of 
MB, it is not surprising that MB’s interest rate response differs from private-sector banks. 
Unable to separate the market according to risk, MB must limit the amount of credit it 
provides to the households without titles, evidenced by the lower approval rates to this 
population. In particular, since the pool of applicants for MB loans is on average more 
vulnerable to income shocks, it is likely that MB faces greater moral hazard and 
enforcement constraints that make it unprofitable to adjust the interest rate, whereas 
commercial banks that screen out a greater portion of applicants and therefore service a 
less risky pool of borrowers have more interest rate flexibility. Furthermore, it is unlikely 
that possessing a property title offers additional information on the default risk of MB 
borrowers given that they are all borrowing for housing construction, and the bank could 
reasonably infer the same tenure security and low likelihood of eviction from the 
household’s decision to invest in immobile assets.  

It is less clear why private-sector lenders would not make use of property titles as 
collateral if MB finds it profitable to do so. One explanation is that quantity rationing will 
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generally be size-biased because the net profit on small loans is lower, making collateral 
cost-effective only for relatively large loans. Since MB loans are all for housing 
construction and tend to be fairly large – the mean amount is roughly $1,421 – and the 
variance in loan size is small, a larger number of loans from non-MB sources will be 
rejected because of the transaction costs involved. Collateral provision, which only 
increases loan transaction costs, cannot eliminate this type of quantity rationing.  

Another explanation is that commercial banks perceive the transaction costs 
involved in using land titles as collateral to be higher post-reform. As mentioned in 
Section 3.2, data on households’ fear of losing property suggests that titled applicants 
perceive foreclosure to be less likely, and commercial lenders may have the same 
perception in a political climate that prioritizes housing for the poor. Ironically, property 
titling programs might actually reduce banks’ ability to foreclose because they 
unavoidably send the message that governments will side with poor borrowers in 
enforcing credit contracts. This could be different for a public-sector bank such as MB if 
it has inside information regarding the extent to which the government is willing to 
enforce property collection in the case of default.  

A final possibility is that, as a public-sector institution, MB subsidizes its clients 
and is not, in fact, making profit-maximizing lending decisions. Furthermore, MB may be 
characterized by higher corruption or misuse of funds for political gain. Indeed, early 
reports of high default rates among MB borrowers suggest that loans may be distributed 
according to other criteria.24 Long-run information on the profitability of MB loans and 
private-sector lending strategies is needed to disentangle these competing stories. 

6.  CONCLUSION 

Despite the distribution of over 1.2 million property titles to urban squatters, our results 
indicate that credit rationing is still a key feature of the micro-lending environment in 
urban Peru. In particular, post-reform, a full 34% of households with titles remain fully 
rationed out of the formal credit market. These results shed light on the potential impact 
of titling efforts on financial market integration and development in poor urban 
communities worldwide. Although property titles are associated with a small reduction in 
formal-sector credit rationing, it appears that titling efforts will not automatically make 
collateral-based lending viable for the majority of formal-sector credit applicants.  

Most notably, our estimates suggest that the bulk of the reduction in credit 
rationing associated with the Peruvian titling program can be attributed to one particular 
lending institution, the publicly funded Materials Bank, which supplies in-kind loans of 
housing materials. Meanwhile, access to credit from private-sector lenders appears 
unaltered by titling. While there are a number of possible explanations, one compelling 
piece of evidence indicates that titling may have reduced banks’ ability to foreclose.  

The fact that credit access for construction materials improves with ownership 
rights is important insofar as it helps meet the increased demand for housing investment 

                                                 
24 In conjunction with the increase in default, the bank’s own financial assessment, (Banco de 

Materiales, “Evaluacion a Junio 2003”) suggests operating losses and declining profitability for 2002. 
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that accompanies improvements in tenure security. In this manner, greater access to MB 
loans should reduce the dampening effect on other types of investment that will result if 
demand for construction materials rises while households remain credit constrained in 
financing home improvements (See Carter and Olinto (2003) for a formal presentation of 
this relationship). However, given that access to loans for purposes other than housing 
does not appear to have changed with ownership status, households with titles, post-
program, will still be unable to rely on credit as a source of consumption insurance. This 
is exaggerated by the fact that MB loans are in-kind transfers and hence not fungible in 
case of unexpected changes in consumption needs. 

Perhaps more importantly, property titling does not appear to assist poor 
households finance micro-enterprise activities. This pattern is clearly illustrated in Table 
6, which presents the loan approval rates for households with and without titles according 
to the designation of credit. Consistent with the regression and matching estimates, we 
see that the entire improvement in loan approval rates is concentrated among construction 
loans, while all other categories of credit use have nearly identical approval rates for 
titled and untitled households. The means in the table indicate that liquidity constraints 
are still binding on entrepreneurial loans for titled households. Given that collateral-based 
wealth is an important determinant of small business formation in other settings (Black et 
al. 1996), land titling will have no effect on socially inefficient allocations of 
entrepreneurial activity across socio-economic groups if post-reform titled property 
cannot serve as collateral. As a result, the growth implications of titling programs may be 
greatly overstated. 
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(1) (2) (3) (4) (5)
Universe: All formal loans Construction Materials Supplier loans Other formal loans

0.067 * 0.099 ** 0.104 ** 0.060 * 0.034
(0.032) (0.027) (0.028) (0.028) (0.027)

Appendix 1: Ordinary least squares (OLS) regressions, whether applied for credit from particular 
source

COFOPRI title

Notes: Linear probability estimates, dependent variable in all columns in binary indicator of whether applicant applied for credit 
from each formal lender type. Similar results are obtained from Probit estimation. COFOPRI indicates whether individual 
received a property title through the government program, the Committee for the Formalization of Private Property; *, 
significance of less than 1%; and **, significance of less than 5%.  
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I. Introduction

While there is widespread support for reforming agricultural property
rights (see, e.g., World Bank 1993; Binswanger, Deininger, and Feder
1995), there have been few attempts to evaluate the productivity con-
sequences.1 Part of the reason is that there are few examples of large-
scale changes in property rights that were not accompanied by major
social unrest. Moreover, analyzing the impact on efficiency is difficult
because of data limitations and the fact that the structure of property
rights is itself endogenous.

In this paper we study the effect of a major change in property rights
on agricultural productivity in the Indian state of West Bengal. Within
a year of being elected in 1977, a left-wing administration launched
Operation Barga, a program designed to implement and enforce the
long-dormant agricultural tenancy laws that regulated rents and security
of tenure of sharecroppers.2 Under these laws, if tenants registered with
the Department of Land Revenue, they would be entitled to permanent
and inheritable tenure on the land they sharecropped as long as they
paid the landlord at least 25 percent of output as rent. In the decade
following the launching of Operation Barga, there was a significant
improvement in the terms of tenants’ contracts and more secure tenure.
Moreover, agricultural productivity grew faster in West Bengal compared
to other states in India, earning the administration praise from many,
sometimes unexpected, quarters.3

An evaluation of the contribution of Operation Barga to the agri-
cultural growth in West Bengal provides a rare opportunity to examine
the relationship between property rights and efficiency. It also allows
us to reexamine the question of whether there is a necessary trade-off
between efficiency and equity in programs that transfer property rights
from the rich to the poor. Operation Barga is especially interesting
because it involved a limited transfer as opposed to a full transfer of
property rights (e.g., redistributing landownership). It gave the incum-
bent tenant only the right to claim a higher share of the output and
permanent tenure. While a full transfer of landownership that would
completely eliminate agency costs is likely to have positive effects on
productivity, the effect of a more limited transfer such as Operation
Barga is less obvious.

Our theoretical analysis shows that the impact on productivity can be
decomposed into two effects: a bargaining power effect and a security
of tenure effect. The bargaining power effect comes from the fact that

1 Exceptions include Lin (1992), Besley (1995), and Jeon and Kim (2000).
2 Barga is the local word for sharecropper.
3 See “Left Gets It Right” (1993), an article in the Economist on the Left Front’s successful

rural reforms in West Bengal.
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after the reform the legal contract becomes the tenant’s “outside op-
tion,” which increases his bargaining power vis-à-vis the landlord and
forces the landlord to offer him a higher crop share, which translates
into stronger incentives.

Security of tenure has two different opposing effects. On one hand,
the landlord may use the threat of eviction when output is low to induce
the tenant to work harder.4 Disallowing eviction restricts the use of such
incentives and therefore reduces efficiency. On the other hand, greater
security of tenure encourages the tenant to invest more since it gives
him the confidence that he will stay on the land long enough to enjoy
the fruits of his investment. Moreover, his increased bargaining power
means that the tenant now expects to get a higher share of the additional
output resulting from investment.

We also find empirical support for the hypothesis that the transfer of
property rights under Operation Barga positively affected agricultural
productivity. We take two approaches to measuring the impact on pro-
ductivity. The first is a quasi-experimental approach using the neigh-
boring country of Bangladesh, which is similar in many respects to West
Bengal but did not implement tenancy reform. The second approach
uses sharecropper registration as a measure of program intensity and
tests whether productivity is higher in areas in which the program was
implemented more intensively. Our results suggest that limited inter-
ventions in property rights like Operation Barga, which empower ten-
ants without giving them full landownership, can have a positive effect
on productivity.5 Hence there is no necessary trade-off between effi-
ciency and equity in such programs. Moreover, these strategies of em-
powerment tend to be politically easier to implement than conventional
land reforms. They may therefore offer a real way out of the status quo
in the right context.

We have organized the presentation as follows. In Section II, we briefly
describe Operation Barga. In Section III, we present our theoretical
arguments about how Operation Barga is likely to have affected con-
tracts and incentives, and we discuss results from a survey of share-
croppers that we carried out on how contracts actually changed in re-
sponse to the reform. In Section IV, we present the analysis of the impact
of Operation Barga on productivity using district-level data. Section V
presents conclusions.

4 This observation goes back to Johnson (1950). For a formal analysis, see Dutta, Ray,
and Sengupta (1989).

5 Other examples of strategies that could empower tenants are usury laws, minimum-
wage laws, job creation programs, and supply of subsidized credit.
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II. Operation Barga

After independence, India sought to improve the living standards of
sharecroppers through tenancy reform. The Land Reforms Act of 1955
and its successive amendments have two main clauses: (1) Sharecroppers
will have permanent and inheritable incumbency rights to land that is
registered in their name provided that they pay the legally stipulated
share to the landlords, do not leave the land fallow, and do not sublease
the land. Except in such cases, the sharecropper will lose his right to
the land only if the landlord wants to use the land for personal culti-
vation. These rights are inheritable but not transferable. (2) The share
that the landlord can demand from a registered tenant will be no greater
than 25 percent.6

This phase of tenancy reform is widely recognized as a failure (Appu
1975). Loopholes in the law allowed landlords to abuse the personal
cultivation exemption and to threaten to evict the tenant whenever he
tried to register. Moreover, the tenant was responsible for registering
himself, and the government provided little institutional support for
him to do so. By virtue of their wealth and superior caste, landlords
wielded a lot of power within the village and were therefore able to
intimidate tenants. This was compounded by the fact that the govern-
ment usually took the landlord’s side in disputes. As a result, before
Operation Barga, very few sharecroppers were registered, crop shares
were significantly below the legal minimum, and tenure was widely per-
ceived as being insecure (Bardhan and Rudra 1984).

In 1977, the newly elected government passed the West Bengal Land
Reforms Act, which closed most of the loopholes in the 1955 act. Most
important, it set very stringent and well-defined conditions under which
the landlord could utilize the personal cultivation clause to evict a
tenant.

At the same time, the new government launched Operation Barga, a
massive and well-publicized village-to-village campaign to register ten-
ants and ensure their rights. Under this program the process used to
register tenants was altered to make it easier for the sharecropper to
register. Operation Barga officials sought out hesitant sharecroppers,
explained the law, and offered them the opportunity to register. More-
over, the new government used its own village political organizations to
make sure that landlords did not intimidate tenants, that tenants who
registered did not face reprisal from the landlords, and that disputes
were handled fairly in the courts. Operation Barga is widely regarded
as a success. By 1993, more than 65 percent of an estimated 2.3 million
share tenants had been registered.

6 In cases in which the landlord pays the cost of all nonlabor inputs, the law caps his
share at 50 percent. However, this clause rarely applies.
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III. Theory: Tenancy Reform, Contractual Change, and
Productivity

In this section we develop a simple theoretical model of a landlord-
tenant relationship based on moral hazard and limited wealth of tenants.
We shall use this model to analyze the potential effects of the reform
on the contractual relationship between a given landlord and an in-
cumbent tenant.

There are two ways in which the reform could have altered the set
of potential contracts between the landlord and the tenant. First, it
changed an incumbent tenant’s outside option. The fact that the land-
lord could no longer evict the tenant meant that the tenant could always
hold out for his legal share of the output. The landlord could no longer
threaten to replace him with another tenant if he refused to accept a
lower share. This does not mean that the contract between them nec-
essarily has to be the legally stipulated contract. Under some conditions
there may be a different contract that suits them both better, but the
tenant should not be worse off than he would be if he stuck to the letter
of the law.

A second potential effect of the reform is directly related to the re-
strictions on eviction. Under the new law, the tenant could plan to crop
the same piece of land for as long as he would like to without fearing
eviction. On the other hand, the landlord could no longer expect to
use the threat of eviction as a credible incentive device. One would
expect the optimal contract to change for both these reasons.7

A. The Model

Suppose that there is an infinitely lived landlord who owns a plot of
land that he cannot crop himself. In each period he employs exactly
one tenant to crop the land. There is a large population of identical
infinitely lived tenants who are all willing to work for the landlord as
long as the landlord pays them their outside option (or reservation
payoff), m, in that period, which is given exogenously. The landlord and
the tenants share the same discount factor In each period, outputd ! 1.
can take on two values, (“high” or “success”) and (“low”Y p 1 Y p 0H L

7 This is less obvious than it seems because the tenant and the landlord are not bound
to honor the letter of the law in their mutual contracting. Thus, in principle, the two
parties could continue using threats of eviction as an incentive device even after evictions
are made illegal: the tenant can voluntarily agree to let the landlord evict him if he fails
to produce enough. This possibility is likely to be limited by commitment problems on
both sides. A tenant who is actually facing eviction may want to renege on his promise to
leave quietly and may seek the protection of the law. Similarly, a landlord who has been
given the right to evict by his tenant may be tempted to abuse his power to his bargaining
advantage.
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or “failure”), with probability e and respectively. The realizations1 � e,
of output are independent over time. The tenant chooses e (“effort”),
which costs him For simplicity, we assume that the cost function isc(e).
quadratic: For reasons that will become apparent later, we1 2c(e) p ce .

2
assume c 1 1.

The key assumptions of this model are as follows: (1) Only the tenant’s
effort matters for output.8 (2) The tenant’s effort choice e is nonob-
servable and hence noncontractible. (3) Past and present realizations
of output are contractible. Specifically, we assume that at the beginning
of each period the landlord can commit himself to a one-period contract
that maps current and past realizations of output into (a) current pay-
ments to each potential tenant and (b) a decision about which tenant
will work for him in the next period. (4) The landlord faces a limited
liability constraint.9 In particular, in a given period, each tenant has a
limited amount of wealth so that the least he can get paid is �w.10w 1 0,
(5) Both the tenant and the landlord are risk-neutral.11

The fact that both the landlord and the tenants are infinitely lived
defines an infinite extensive-form game between the landlord and the
tenant that, in principle, can have many equilibria. Here we restrict
ourselves to studying equilibria of this game in which the strategies in
each period are history-independent except for the choice of who is going
to be the landlord’s current tenant.12 Furthermore, consistent with the
assumption that there are many potential tenants and one landlord, we
shall focus on the equilibrium that maximizes the landlord’s profits per
period.

In this game there is no reason to pay those tenants who are not
working for the landlord in the current period, so the contract needs
to specify only payments to the tenant who is currently working for the
landlord. Likewise, the landlord has no reason to discriminate among
those who are not working for him in the current period. Therefore,

8 Eswaran and Kotwal (1985) have argued that the landlord sometimes contributes to
agricultural production by providing managerial inputs. In a previous version of the paper,
we argue that our results continue to hold in this case.

9 There are models of sharecropping based on moral hazard that do not use the hy-
pothesis of limited liability (see Stiglitz 1974).We use it because it provides an analytically
simple way of generating rents for the tenant (which is necessary for threats of eviction
to be meaningful) as well as the static inefficiency associated with tenancy. See Dutta et
al. (1989) and Mookherjee (1997) for similar models of sharecropping based on limited
liability.

10 We are assuming that tenants do not save and nonmonetary punishments are not
allowed. Ghatak, Morelli, and Sjöström (2001) and Mookherjee and Ray (2000) study the
implications of allowing saving by agents in similar environments.

11 In a previous version of the paper, we showed that the same results hold when the
tenant is risk-averse, as long as the limited liability constraint binds in equilibrium.

12 Formally we are looking at Markov equilibria in which the state variable is the identity
of the current tenant (Fudenberg and Tirole 1991). Dutta et al. (1989) study history-
dependent Markov equilibria in a similar environment.
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if and when he decides to get a new tenant, he can simply choose
randomly from among those who are not working for him currently
(here we make use of the assumption that there are many potential
tenants; otherwise the landlord would randomize only among those who
have never worked for him). Furthermore, by the assumption of history
independence, the contract for each tenant will just depend on the
current realization of output. Therefore, the contract in any given pe-
riod will just need to specify four numbers: the payment to the tenant
and the probability of his continuing in the job when the output is high
(denoted, respectively, by h and J) and the same two numbers when
output is low (l and w). We shall find it convenient to refer to h and l
as success and failure wages. Note that we could have, instead, conducted
our analysis in terms of a linear contract, with s denoting the cropsY � r,
share of the tenant and r a fixed-rent component, with ands p h � l r p

The reason is that since output takes only two values in this model,�l.
all contracts can be expressed as linear contracts.

B. Optimal Tenancy Contracts without Eviction

We first solve the landlord’s problem under the assumption that incum-
bent tenants cannot be evicted and will therefore continue to be the
tenant in all future periods. In this case the problem reduces to solving
the one-period contracting problem. Given the tenant’s outside option
m and wealth level w, the optimal contract is a solution of maximizing
the landlord’s expected payoff,

max p p e � [eh � (1 � e)l],
{e,h,l }

subject to the following constraints: (i) The limited liability constraint
(LLC) requires that the amount of money that could be taken away
from the tenant in any state of the world is bounded above by his wealth
w and realized output:

h ≥ �(1 � w), l ≥ �w.

(ii) The participation constraint of the tenant requires that the contract
guarantees an expected payoff to the tenant equal to m:

1 2v p eh � (1 � e)l � ce ≥ m.
2

(iii) The incentive-compatibility constraint (ICC) requires that the ten-
ant chooses the effort level e to maximize his private payoff:

1 2e p arg max {eh � (1 � e)l � ce }.
2

e�[0,1]
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Notice that the optimal incentive contract (h, l) must have be-h 1 l
cause if then from the incentive-compatibility constraint,h ≤ l, e p 0
and the landlord gets �l; for the same l, if he sets he gets1 ≥ h 1 l,

This also implies that one of the two LLCs,e[1 � (h � l)] � l ≥ �l. h ≥
cannot bind. The total expected surplus generated by a proj-�(1 � w),

ect is The first-best level of e, namely the one that max-2S p e � (ce /2).
imizes S, is (by our assumption that ). Since the constraint1/c ! 1 c 1 1
that does not bind at the first-best, we can safely ignore it. Thise ≤ 1
also implies that there is no reason to choose since the firsth � l 1 1
level of effort and output is achieved when Hence the ICCh � l p 1.
can be rewritten as

h � l
e p � (0, 1).

c

Let us substitute for e using the ICC and rewrite the optimal con-
tracting problem of the landlord as

2h � l (h � l)
max p(h, l) p � � l

c c{h,l }

subject to

2(h � l)
� l ≥ m

2c

and l ≥ �w.
Consider first the case in which the participation constraint does not

bind. Observe that in this case it is always optimal to reduce l down to
�w while keeping unchanged. With l set at �w, the value ofh � l h �

that maximizes profits is easily determined by differentiating the ex-l
pression for p with respect to This yields implying1h � l. h � l p ,

2
Substituting these values into the participation constraint, wee p 1/2c.

can write it as As long as m and w are low enough that1/8c ≥ m � w.
this constraint does not bind, we are justified in ignoring the partici-
pation constraint. For this case the optimal value of e is therefore

∗e p 1/2c.
Next consider the case in which In this case the par-1/8c ! m � w.

ticipation constraint will bind. Substituting the value of l from the par-
ticipation constraint into the expression for p gives us

2h � l (h � l)
p(h, l) p � � m.

c 2c

This expression is maximized when which represents a pureh � l p 1,
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rent contract.13 Consequently, e will be at its first-best level, Com-1/c.
bining with the fact that the participation constraint binds,h � l p 1
we get the condition Since the LLC requires thatl p m � (1/2c). l ≥

we conclude that the first-best level of e will be chosen only if�w,
(otherwise the LLC will bind), which is equivalent tom � (1/2c) ≥ �w

m � w ≥ 1/2c.
Finally, for intermediate values of that is,m � w, 1/8c ≤ m � w !

both the participation constraint and the LLC will bind. Solving1/2c,
these together, we get and and using the�l p �w h � l p 2c(m � w),
ICC, we get the optimal value of e,

2(m � w)∗ �e p .
c

There are two results from this analysis that are relevant in studying
the effect of the reform.

Result 1. The value of e implied by the optimal contract between
the landlord and the tenant is

1 1
if m � w !

2c 8c

2(m � w) 1 1∗ �e p if ≤ m � w !
c 8c 2c

1 1{
if ≤ m � w.

c 2c

Hence an improvement in the incumbent tenant’s outside option always
(weakly) increases effort.

Result 2. The tenant’s participation constraint does not bind as long
as and hence he earns rents.m � w ! 1/8c

These results have simple intuitions. The main trade-off the landlord
faces in this model is either to provide incentives or to extract surplus
from the tenant. A fixed-rent contract, where the tenant pays the same
amount whether or not his output is high, maximizes the tenant’s in-
centives and would always be chosen if the tenant were wealthy enough.
However, since the tenant cannot pay more than he has, the fixed rent
is bounded above by his wealth, w (this is all he has when his crop fails).
Therefore, if w is small, fixed-rent contracts are not in the landlord’s
interest. The landlord can do better with a contract that makes the
tenant pay more when he has more (i.e., when his output is high).
However, this clearly taxes success and therefore weakens incentives.
This explains why the expected output is less than first-best. However,

13 It is easy to verify that this contract pays the landlord w in both states of the world,
making the tenant a full residual claimant.
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as the tenant becomes wealthier, it becomes easier to extract rents from
him without sacrificing incentives and expected output approaches the
first-best.14

An increase in the outside option of the tenant, m, forces the landlord
to pay the tenant more. Since the tenant typically has too little incentives,
the landlord will want to pay him this extra amount in the form of an
extra bonus for success, which will give the tenant stronger incentives
to work hard. This result forms the basis of what we call the bargaining
power effect of the reform: an increase in the tenant’s bargaining power,
with everything else held constant, leads to an increase in his share and
his productivity.

Finally, the tenant may earn rents in this model because if he has
very little wealth and his outside options are very low, then the only way
the landlord can extract the entire surplus from the tenant (net of m)
is to take away almost all of the output when output is high. Since this
obviously has adverse incentive effects, the landlord will typically not try
to extract the entire surplus when m is very low. Hence the landlord
will not reduce the share of the tenant below some minimum level
irrespective of m.15

The curve ABCD in figure 1 shows equilibrium effort as a function
of the tenant’s outside option and wealth level when eviction threats
are absent.

C. Optimal Tenancy Contracts with Eviction

We now turn to the situation in which the landlord can evict the tenant
at will. In this case the landlord can typically do better than offering
the one-shot contract described above. One feature of the one-shot
contract is the fact that the tenant earns rents unless his outside option
is sufficiently good: this means that the tenant will strictly prefer to
continue being a tenant; therefore, the threat of eviction if output is
low can be used as an incentive device.16

Let denote the expected equilibrium lifetime utility of an incumbentV̄
tenant in the next period. Let M denote the equilibrium lifetime ex-
pected utility of someone who is currently not a tenant: M { m/(1 �

14 Laffont and Matoussi (1995), Bandiera (1999), and Ackerberg and Botticini (2002),
among others, find evidence for a positive wealth effect on the tenant’s share of output.

15 This problem is similar to that of raising income tax revenue by the government: low
taxes will lead to high levels of labor supply and income but will yield low revenue. Result
2 is similar to the idea behind the Laffer curve: higher tax rates may reduce labor supply
so much that the government may earn less tax revenue.

16 The threat of evicting the incumbent tenant is credible from the landlord’s point of
view because, by assumption, tenants of all types (in terms of wealth and outside options)
are available in unlimited numbers. As a result the landlord is indifferent between retaining
and firing a given tenant.
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Fig. 1

where, as before, m is the value of the outside option per period.d),
The hypothesis of history independence implies that the landlord can-
not precommit anything beyond the current-period incentive contract,
(h, l), and the corresponding probabilities of eviction, (1 � J, 1 � w).
It also implies that the tenant’s lifetime utility from next period onward,

is taken as exogenous in this period by both players.V̄,
Given these assumptions, the tenant’s expected lifetime utility in the

current period from choosing a level of effort e today, must satisfyV̄ ,0

the Bellman equation:17

¯ ¯V p max {eh � d[Je � (1 � e)w](V � M) � dM0
{e�[0,1]}

1 2� (1 � e)w � ce }. (1)
2

Differentiating this expression with respect to e yields the new ICC:

¯h � w � d(V � M)(J � w) p ce. (2)

Comparing this with the ICC in the one-shot game, we see that the

17 Here we assume that the LLC binds, i.e., If it does not bind, there will bel p �w.
no rents and the threat of eviction would have no effect.
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existence of rents and the tenant’s foresight reduce the marginal cost
of implementing e by the amount ¯d(V � M)(J � w).

Next we observe that and in the optimal dynamic con-J p 1 w p 0
tract. As long as the tenant is still getting more than his outside option,
raising the probability of eviction is preferred by the landlord rather
than raising h for giving more incentives because it is costless from his
point of view. Neither J nor w affects the landlord’s payoff directly (as
long as the participation constraint is not binding), and the only thing
they affect is the ICC. Hence from (2) we see that w should be set at
its minimum possible value, zero, to give the maximum punishment to
the tenant for failure. On the other hand, J should be set at its maximum
possible value, one, to maximally reward the tenant for success.

Thus (2) becomes

¯h � w � d(V � M) p ce. (3)

The new participation constraint of the tenant is 18 In a stationaryV̄ ≥ M.0

equilibrium, and hence from (1) we get¯ ¯V p V,0

1 2eh � (1 � e)w � ce � m
2

V̄ � M p . (4)
1 � de

Substituting (3) into (4), we get

1 2V̄ � M p ce � w � m. (5)
2

In any equilibrium in which eviction threats are used, must beV̄ � M
positive. If it is positive, the landlord has to maximize

max e(1 � h) � (1 � e)l
{e,h,l }

subject to the ICC, (3), and the LLC. Using these two constraints, we
can rewrite the landlord’s objective function as

¯max {1 � ce � d(V � M)}e � w. (6)
{e}

Maximizing this leads to the first-order condition

¯1 � 2ce � d(V � M) p 0, (7)

18 This reflects the fact that in this case, in contrast to the case in which evictions are
not allowed, the tenant faces a trade-off between current and future rewards. For that
reason, the right comparison is made between his lifetime expected utility and his lifetime
outside option.



empowerment and efficiency 251

Fig. 2

which can be rewritten in the form

¯1 � d(V � M)
e p . (8)

2c

We can find the equilibrium values of e and by solving equations (5)V̄
and (8) simultaneously. In figure 2, AB and CD represent equations (5)
and (8). These curves intersect at two points, E1 and E2. The curve AB
is strictly increasing and convex, whereas CD is a positively sloped straight
line. For CD intersects the horizontal axis. As long ase p 1/2c,

the curve AB lies above CD at Also, for(1/8c) � m � w 1 0, e p 1/2c.
CD lies above AB.19 Hence only the point E1, which correspondse p 1,

to a value of is an admissible solution since E2 corre-e � (1/2c, 1/c),
sponds to a value of As increases (but withe 1 1. m � w [1/8c] � m �

19 The relevant condition is Since and1(2c � 1)/d 1 c � w � m. c 1 1 d ! 1, [2 �
2

which can be rearranged as(d/2)]c 1 1, (2c � 1)/d 1 c/2.
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continuing to hold), the curve AB moves down, and therefore thew 1 0
equilibrium value of e will also go down. This is intuitive since the rents
and hence the force of the threat of eviction should be smaller when
either m or w is higher.

Let us now turn to the optimal share of the tenant, Substi-∗ ∗h � l .
tuting (3) into (7) and using the LLC, we see that

1 1∗ ∗ ¯h � l p � d (V � M).
2 2

Since goes down when goes up, must go up.∗ ∗V̄ � M m � w h � l
For the case in which the curve represents(1/8c) � m � w ! 0, A B1 1

equation (5) and is obtained by a vertical downward shift of AB. In this
case it is clear that the two points at which and CD intersect involveA B1 1

and (the second intersection is not shown in the figure),e ! 1/2c e 1 1
and none of them are admissible. In this case there is no solution to the
optimal contracting problem with eviction where the participation con-
straint does not bind (i.e., the equilibrium value of is positive).V̄ � M
Solving the participation equation (5), we get which is∗e p �2(m � w)/c,
of course exactly the value of we found when eviction was not an option,∗e
under the assumption that The optimal choice of1/2c ≥ m � w ≥ 1/8c.
the tenant’s share, is also exactly the same as in the no-eviction∗ ∗h � l ,
case. This is as we would expect: when the participation constraint binds,
the fact that eviction is an option should be irrelevant.

The rule that applies only as long as that∗ ∗e p �2(m � w)/c e ≤ 1/c,
is, as long as For effort will be set at its first-m � w ≤ 1/2c. m � w 1 1/2c,
best level, that is, and the LLC will no longer bind.∗ ∗ ∗e p 1/c, h � l p 1,
This, once again, is exactly as in the case without eviction.

The curve in figure 1 shows equilibrium effort as a function1A BCD
of the tenant’s outside option when evictions are permitted. It differs
from the corresponding curve ABCD for the one-period model only for
the range of values of m such that the tenant earns rents (m � w !

). However, for is a declining function of m when∗1/8c m � w ! 1/8c, e
eviction is an option, whereas it is constant when eviction is forbidden.
Moreover, since the two curves meet at it follows thatm � w p 1/8c,
the supply of effort is strictly higher when eviction threats are possible,
for The discussion above is summarized in the followingm � w ! 1/8c.
result.

Result 3. When evicting the tenant is an option, the optimal choice
of e and coincides with that for the no-eviction case as long ash � l

For the value of e chosen with evictions ism � w ≥ 1/8c. m � w ! 1/8c,
strictly higher than the corresponding value without evictions. Moreover,
over this range, a higher m is associated with a lower choice of e but a
higher value of h � l.

This result shows why the effect of Operation Barga on efficiency
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could be negative in spite of the bargaining power effect described in
Section IIIB. Eviction threats will tend to raise the effort level of very
poor tenants, and unless the increase in m is large enough, their effort
will fall as a result of the reform, though these tenants will still be better
off.20 However, this analysis applies only to tenants who have a large
number of close substitutes so that threats of eviction are credible. This
excludes wealthier and more able tenants.

D. Operation Barga and Investment Incentives

The way we have modeled the production technology so far ignores any
role of investment. It is often argued that tenurial insecurity discourages
investment by the tenant, and this usually forms the strongest efficiency
(as opposed to redistributive) argument in favor of tenancy or land
reform. This argument typically fails to tell us why the landlord himself
cannot undertake such investments directly (given that he is less likely
to be credit-constrained than the tenant) or indirectly, by giving incen-
tives to the tenant through suitable contractual means. It is clear that
when the investment is contractible (e.g., flattening the land, building
soil partitions, planting trees, and digging ponds), the problem cannot
be the tenant’s unwillingness to invest since the landlord can pay the
tenant to invest. The problem is rather that the landlord may not want
to invest at the first-best level: given that the tenant’s effort is below the
first-best level for agency reasons, the value of any investment that is
complementary to the tenant’s effort will also be below the first-best
level, and as a result, the landlord will be reluctant to invest. In this
case, Operation Barga can increase investment, but only because it in-
creases the tenant’s willingness to put in effort.

Noncontractible investments—such as experimentation with new
techniques, the care and maintenance of the land, or the use of manure
(the effect of which lasts more than one period)—differ from contract-
ible investments because they create the possibility of a holdup problem
unless the landlord can make long-term commitments.21

We use a simple two-period extension of our benchmark model of
Section IIIB to illustrate the point. Assume that in the first period the
model is as before, but now the tenant can make a land-specific in-
vestment of amount x, which increases the productivity of the land in

20 In an eviction equilibrium, h is lower and e is higher than in the no-eviction equilib-
rium; the tenant’s utility per period has to be lower. And since the discount factor of the
tenant is lower in an eviction equilibrium than in the no-eviction equilibrium (i.e., de !

), the tenant’s expected lifetime utility is lower as well.d
21 Similar conclusions emerge if the source of noncontractibility of investment is moral

hazard (as it is for effort) instead of the landlord’s inability or unwillingness to commit
to long-term contracts. The analysis is, however, much more complicated (see Banerjee
and Ghatak 1996).
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the second period in the following way: output is with prob-Y p 1 � xH

ability e and with probability This investment costs 1 2Y p x 1 � e. gxL 2
to the tenant. We assume for simplicity that the second period’s payoff
is not discounted, andw p 0, m ! 1/8c.

If x was contractible, then the landlord could simply “buy” it from
the tenant at the efficient level, Even if x is not contractible, the1/g.
efficient level of investment can still be achieved as long as the landlord
can commit to a two-period contract with the incumbent tenant. Let

and denote the landlord’s payoff when output isr { Y � h r { Y � lh H l L

high and low, respectively. If in the current period the optimal contract
is then by committing to retaining the current tenant next period(r , r ),h l

and increasing the rent by a fixed amount Dr in the next period irre-
spective of output, the landlord can make the tenant a full residual
claimant of the fruits of his investment.

The interesting case of this model is the case in which x is not con-
tractible and it is also not possible for the landlord to commit to re-
warding the tenant if he makes the investment. In this case the tenant
anticipates that the landlord is going to expropriate the results of his
first-period investment by threatening to fire him at the beginning of
the second period. As a result the tenant will not invest at all, and so
in both periods the outcome will be the same as in the one-period model,
that is, and Hence if the landlord cannot pre-1e p 1/2c, r p , r p 0.h l2
commit to future contracts, his total (two-period) expected payoff is

and that of the tenant is1/2c 1/4c.
A possible benefit of Operation Barga in this context is that it rules

out all evictions and therefore makes it possible for the landlord to
convince the tenant that he will not be evicted. In this respect, both
the landlord and the tenant will be better off.

It is also possible for Operation Barga to have beneficial effects on
productivity without making the landlord better off. This will be the
case if eviction threats were very effective in eliciting extra effort from
the tenant before the reform. Let R denote the rents to the tenant from
staying in the relationship in the second period. Under our assumptions,

From the analysis of Section IIIC, we know that if evictionR p 1/8c.
threats are used in the first period, then in that period e p (1 �

and Since the second period is the last period,R)/2c r p (1 � R)/2.h

and as in the static model. The landlord’s total expected1e p 1/2c r ph 2
profit is Suppose instead that the landlord guar-2[(1 � R) /4c] � (1/4c).
antees tenure to the tenant and precommits to the second-period con-
tract. In this case, the maximum amount by which the landlord can
increase the second-period rent ex ante is equal to the net social surplus
from investment, Hence, his total expected profit is1/2g. (1/2c) �

It is readily checked that if c is low and g is high (which means(1/2g).
that it is relatively cheaper to elicit effort from the tenant than invest-
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ment), the landlord will prefer to use eviction as a threat. In this case,
even though the legal contract raises investment, efficiency, and the
tenant’s payoff, the landlord will be worse off.

We can summarize our analysis as follows.
Result 4. An improvement in the tenant’s outside option increases

the marginal return on contractible investments that are complementary
with effort. Security of tenure and a higher crop share induce the tenant
to increase the supply of noncontractible land-specific investments.

E. Operation Barga, Security of Tenure, and Crop Shares

Theoretically we expect Operation Barga to have increased the outside
option of tenants and to have made eviction impossible. We know from
the aggregate data that the tenants responded positively to the reform:
according to official estimates, by 1993, about 65 percent of all share-
croppers were registered, compared to 15 percent before Operation
Barga. However, the aggregate data do not indicate whether the reform
actually affected contractual terms. In order to fill this gap, we surveyed
a stratified random sample of 480 sharecroppers from 48 villages in
West Bengal. The survey asked each farmer detailed questions about
various aspects of the landlord-tenant contractual relationship before
and after the reform.22

These data show that the reform greatly improved security of tenure.
In the prereform period, tenure was not secure: 74 percent of tenants
surveyed said that in the prereform period their leases did not have a
specified duration and were subject to arbitrary termination by the land-
lord, 80 percent reported that landlords in their village had used eviction
threats, and 30 percent reported that they or their fathers were actually
threatened.23 The reasons cited for the use of threats of eviction include
both low production (in 40 percent of the cases) and disputes with the
landlord (in 55 percent of the cases). In other words, eviction was used
both as an incentive device and as an instrument for bargaining. After
the reform, eviction threats have almost disappeared: 96 percent of all
respondents reported that evicting registered tenants is difficult or im-
possible, and 67 percent also reported that it is difficult or impossible
to evict even unregistered tenants—largely because they can register
themselves whenever they want. Finally, actual evictions in the postre-
form period are rare: only 30 percent of respondents said that they
know of a tenant who was evicted in the last 10 years.

Since eviction threats were used by the landlord in bargaining in the

22 See Banerjee and Ghatak (1996) for a more detailed discussion of the survey.
23 These numbers presumably understate the importance of these threats since in equi-

librium the tenants presumably adjust their behavior to avoid the threats.
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Fig. 3.—Crop share of tenants before and after the reform

prereform period, making eviction difficult or impossible must have
strengthened the tenant’s bargaining position: in other words, m should
have gone up. Our model says that the tenant’s share of the crop should
go up, or at least not go down, when m goes up. Our survey (as well as
smaller surveys by Kohli [1987] and Chadha and Bhaumik [1992]) con-
firms that crop shares increased after the reform (see fig. 3). For ex-
ample, the proportion of tenants in our sample getting more than 50
percent of output increased from 17 percent to 39 percent. Evidence
from our survey suggests that while shares rose for both registered and
unregistered tenants, the increase was greater for registered tenants. To
the extent that unregistered tenants faced some insecurity of tenure,
their bargaining power presumably increased less, resulting in a smaller
increase in the share.24

24 This begs the question of why these tenants did not register. Unregistered tenants in
our sample cited two main reasons for not registering: either they had good relations with
the landlord or they were dependent on the landlord for credit or other inputs. We might
surmise that for both these groups, though for different reasons, the change in m was
more limited than it was for those who registered.
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This evidence, however, underestimates the extent of change in
shares. We were able to survey only those who were still tenants in 1995.
This leaves out all those who switched from being sharecroppers to being
owner-farmers as a result of the program. This happened for two reasons.
First, many landlords, especially those who were absentee, faced with
having to deal with a registered sharecropper, preferred to sell out and
leave. As a result, land prices fell, allowing erstwhile sharecroppers to
buy land. Second, even in cases in which the landlord did not sell out
and leave, he often preferred to arrive at an arrangement with his tenant
whereby the tenant received ownership of a part of the land in return
for giving up his claim on the rest.25 In a detailed study of the land
market in two villages in West Bengal, Rawal (2001) found that between
1977 and 1995, an amount of land constituting over 30 percent of total
cultivated area was sold. The major sellers were large or absentee land-
owners, and the major purchasers were small owner-cultivators and
sharecroppers. This is in sharp contrast with other Indian states, where
land markets are very thin. To the extent that any land transfer takes
place, it occurs from smaller to larger landowners.

F. Discussion

Eliminating the possibility of eviction reduces effort and other noncon-
tractible current inputs as long as m is held fixed in our model. However,
once the possibility of eviction is eliminated, a higher m tends to increase
the supply of these inputs. Since Operation Barga both eliminated evic-
tions and increased m, its net effect could be positive or negative. There
are several other reasons why we might expect the net effect of the
reform to be positive. First, investment incentives improve with better
security of tenure. Second, our survey indicates that before the reform,
eviction threats were not commonly used to punish tenants for pro-
ducing too little.26 Third, if the negative incentive effect was indeed
significant for some tenant, the landlord could make him a side payment
and sell off the land to an owner-farmer (or cultivate it himself). Indeed,
such sales were part of the post–Operation Barga scene. Finally, the
reform could have had indirect effects that go beyond the contractual
relationship between landlords and tenants, something that we have not
formally analyzed here. Some commentators (e.g., Gazdar and Sengupta

25 This is in fact what our model would have predicted if we had allowed the landlord
to own several plots of land and self-cultivation by the landlord was an option. Our survey
and other studies (Rawal 2001) have found several instances of such land transfers.

26 Recall that only 40 percent of the 30 percent (i.e., 12 percent of the entire sample)
of tenants who indicated that they or their father was threatened with eviction singled
out this particular reason. Of course, as pointed out above, these numbers probably un-
derestimate the importance of threats of eviction.
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1999) have put particular emphasis on this indirect effect of agrarian
reform in West Bengal. It is often argued (see Boyce 1987) that collective
action within rural societies (e.g., with respect to management of irri-
gation water) is severely handicapped by the extreme inequality in the
distribution of political and economic power within the society. To the
extent that Operation Barga affected this distribution of power, it is
likely to have contributed to the alleviation of such collective action
problems.27

IV. Evidence: The Effect of Operation Barga on Productivity

Our objective in this section is to estimate the effect of the change in
property rights brought about by Operation Barga on agricultural pro-
ductivity in West Bengal. We take two approaches. The first is a quasi-
experimental approach that uses Bangladesh as a control. The second
uses the number of registered sharecroppers in a district as a measure
of program intensity and compares the growth in productivity in districts
in which Operation Barga was implemented intensely to districts in
which the program was implemented less intensely.

A. Comparison to Bangladesh

Bangladesh, which did not introduce tenancy reform, provides a good
comparison to West Bengal. Prior to independence, Bangladesh and
West Bengal were parts of the same state in undivided India. Except for
religion and political boundaries, the two regions are very similar in
most respects. This includes agroclimatic conditions, prevalence of ten-
ancy, and agricultural technology (Boyce 1987). Hence we can expect
technological shocks to agricultural yields to be similar between these
two regions.

The fact that Operation Barga was implemented in West Bengal but
not in Bangladesh can be largely attributed to an exogenous shock.
Operation Barga could be implemented only because a left-wing gov-
ernment unexpectedly came into power in West Bengal in 1977. This
was a result of a nationwide wave against the Congress Party, which had
ruled in most states since independence. In the mid 1970s, a severe
political crisis led the Congress-dominated central government to sus-
pend civil liberties. In the subsequent elections in 1977, the voters pun-
ished the Congress Party for this: the Left in West Bengal was the ben-
eficiary of this anti-Congress wave. Thus the timing of Operation Barga

27 See Bardhan, Ghatak, and Karaivanov (2002) for a theoretical analysis of how lower
land inequality can improve overall efficiency in the presence of collective action problems
ranging from the provision of public goods to the use of common property resources.
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Fig. 4.—Rice yield in West Bengal and Bangladesh, 1969–93

did not reflect what was then happening in West Bengal but rather what
was happening in the rest of India.

In the period before Operation Barga, agricultural productivity was
growing at almost identical rates in the two states. Rice is the main
component of agricultural production in West Bengal and Bangladesh
and is planted in over 70 percent of cropped area. Between 1969 and
1978, a period covering the decade before Operation Barga, rice yields
increased by 9.3 percent in West Bengal and by 11 percent in Bangla-
desh. In the period after Operation Barga was introduced (1979–93),
rice yields in West Bengal increased by 69 percent compared to 44
percent in Bangladesh.28 This can be seen more clearly in figure 4, which
presents rice yields per hectare over time for West Bengal and Bang-
ladesh. Until 1979, the first real year of Operation Barga, rice yields are
approximately the same for the two countries. In the post–Operation
Barga period, rice yields in West Bengal are substantially higher in all
years except for 1981 and 1982, when West Bengal experienced two

28 The average exponential rate of growth per year was 4.1 percent in West Bengal and
2.7 percent in Bangladesh during 1979–93. See Saha and Swaminathan (1994) for a
detailed analysis of the growth performance of agriculture in West Bengal during this
period.
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successive years of severe droughts, among the worst experienced in the
century (Government of West Bengal Economic Review, 1983, pp. 13–
14).29

During the period of study, agricultural productivity in both regions
(and much of eastern India) grew in part as a result of three common
factors: the belated arrival of the Green Revolution permitted by the
spread of a locally suited high yield variety (HYV) of rice, a fall in the
price of fertilizers, and an increase in small-scale private irrigation (Har-
riss 1993). However, even though the rate of adoption of HYV rice was
faster in Bangladesh than in West Bengal, the rate of growth in rice
productivity was higher in West Bengal. This difference is what we shall
attribute to the implementation of Operation Barga.

1. Methods

We measure the impact of Operation Barga on agricultural rice yields
using a difference-in-difference estimator with district-level panel data.
The difference-in-difference specification compares the change (before
and after Operation Barga) in yields in treatment districts (West Bengal)
with the corresponding change in control districts (Bangladesh).

The difference-in-difference model can be specified in regression
form as

ln y p a � w � b # treatment # post � fX � e .�dt d t d t j jdt dt

The dependent variable is the log of the rice yield per hectare in district
d and year t. The right-hand-side variables include a fixed effect for
each district, a fixed effect for each year, the interaction of a variable
indicating whether the district is a treatment (i.e., in West Bengal), and
an indicator of whether it is the postreform period. There are also a
series of control variables (the Xj’s) that vary over time and across dis-
tricts. The district fixed effects control for district-specific factors that
are fixed over time, and the year fixed effects control for factors that
vary over time but are common across all districts—both treatment and
control. The coefficient b is the difference-in-difference estimate of the
impact of Operation Barga on rice yields.

The difference-in-difference model makes the counterfactual as-
sumption that the treatment districts would grow at the same rate as

29 Agriculture in South Asia is heavily dependent on the summer monsoon rains, whose
distribution over time and across regions tends to be highly variable (see Das 1995, pp.
228–34). While crop yields depend on the total amount and timing of rainfall, we are
able to control for only the former. These two years had lower than average total rainfall
for both West Bengal and Bangladesh, but crop production in West Bengal (especially
the main variety of rice, aman) additionally suffered from the erratic timing of the
monsoons.
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the control districts if there were no intervention. While this assumption
is not directly testable, we can test whether the treatment districts and
the control districts were growing at the same rate in the preintervention
period. If we do find that they were growing at the same rate, it would
suggest that our counterfactual assumption is likely to be correct.

This assumption would also be violated if there were some other
interventions that were contemporaneous with Operation Barga and
were differentially implemented in West Bengal and Bangladesh. To
control for the possibility that there were other interventions contem-
poraneous with Operation Barga that could explain divergence between
West Bengal and Bangladesh, we explicitly investigate two important
agricultural policies: public irrigation and adoption of HYV grains of
rice, which is a measure of the progress of the Green Revolution. These
are the interventions that are typically seen as the major technological
sources of increased productivity.

2. Simple Difference-in-Difference Results

In this subsection we estimate a simple difference-in-difference model
with no time-varying controls on log rice yields for the period 1969–93.30

The data are district-level data from 14 West Bengal and 15 Bangladesh
districts collected from various official government sources.31 Summary
statistics for the log of rice yields for West Bengal and Bangladesh for
this period are reported in column 1 of table 1.

We begin by testing the hypothesis that growth in yields in West Bengal
districts and Bangladesh districts was the same in the pre–Operation
Barga period. This is an indirect test of the difference-in-difference
assumption that the change in the control districts is what would have
happened in the treatment districts if there were no intervention. To
conduct the test we regress changes in log yields over the period 1969–78
against an indicator of whether the district is in West Bengal and year
dummies. The hypothesis is rejected if the coefficient on the West Ben-
gal dummy is significantly different from zero. The results are presented
in column 1 of table 2. We cannot reject the hypothesis that growth was
the same in both control and treatment districts in the pre–Operation
Barga period.

The coefficient estimates from the simple difference-in-difference

30 The data are taken from Economic Review (1969–93); the 1990 Statistical Abstract (Gov-
ernment of West Bengal); and the 1969–93 Statistical Yearbook of Bangladesh (Bangladesh
Bureau of Statistics, Statistics Division, Ministry of Planning, Government of the People’s
Republic of Bangladesh).

31 From West Bengal we excluded Calcutta, which is almost completely urban, and Pu-
rulia, for which data are not available for a considerable number of years. From Bangladesh
we excluded eight districts for which data are not available for a large number of years
because of changes in the administrative boundaries of these districts.



TABLE 1
Summary Statistics

Log(Rice Yield,
kg per Hectare) HYV

Share,a

1977–93
(3)

Proportion of
Registered
Tenants,b

1978–92
(4)

Log(Area
under Public Irri-

gation,
Hectare),c

1977–93
(5)

Log(Road Length,
km),d

1977–93
(6)

Log(Rainfall,
mm),

1977–93
(7)

1969–93
(1)

1977–93
(2)

West Bengal (Annual Observations on 14 Districts)

Grand mean 7.24 7.32 .11 .49 10.01 6.99 7.42
Standard deviation:

Overall .31 .31 .09 .23 1.80 .39 .41
Within .23 .22 .05 .18 .30 .07 .24

Mean in:
1969 7.06 … … … … … …
1977 7.20 7.20 .06 … 9.91 6.93 7.24
1979 7.07 7.07 .06 .15 9.92 6.94 7.17
1993 7.60 7.60 .18 .65 10.13 7.02 7.58

Bangladesh (Annual Observations on 15 Districts)

Grand mean 7.22 7.30 .15 0 11.36 … 7.69
Standard deviation:

Overall .23 .20 .11 0 .89 … .35
Within .19 .15 .07 0 .43 … .21

Mean in:
1969 7.05 … … … … … …
1977 7.16 7.16 .09 0 11.00 … 7.62
1979 7.14 7.14 .09 0 11.06 … 7.64
1993 7.51 7.51 .25e 0 11.76 … 7.84

a Fraction of total rice area devoted to the cultivation of the summer crop, boro.
b Registration data are relevant only for West Bengal and are available for the period 1978–93.
c Public minor irrigation schemes include shallow tube wells, deep tube wells, and river lift irrigation.
d This information is not available as a continuous series for Bangladesh during the period of analysis.
e Information on HYV share for Bangladesh is available up to 1991, so this number pertains to 1991.
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TABLE 2
Difference-in-Difference Models of Log of Rice Yield per Hectare (1969–93)

Difference
(1969–78)

(1)

Level

1969–93
(2)

Excluding 1981–82
(3)

West Bengal
(p1)

.004
(.17)

… …

West Bengal#
(1979–83)a

… - .09***
(3.75)

�.01
(.38)

West Bengal#
(1984–88)

… .05**
(1.99)

.05**
(2.00)

West Bengal#
(1988–93)

… .05*
(1.77)

.05*
(1.78)

District fixed
effects F-
statistic … 44.55 42.61

Year fixed ef-
fects F-
statistic 4.26*** 29.75*** 31.81***

2R .12 .80 .81
Sample size 256 717 659

Note.—t-statistics are in parentheses.
a These variables are obtained by interacting a dummy variable that takes the value one if a district is in West Bengal

and zero if it is in Bangladesh with another dummy variable that takes the value one if the observation is in the indicated
time period (1979–83 in this case) and zero otherwise.

* Significant at the 10 percent level.
** Significant at the 5 percent level.
*** Significant at the 1 percent level.

models of log rice yield are presented in columns 2 and 3 of table 2
for 1969–93. The key variables are the interactions of an indicator of
whether the district is in the treatment area (West Bengal) with indi-
cators of whether the year was in the postreform period. We split the
postreform period into three periods of equal length to accommodate
variation in the speed at which registration proceeded, as well as lags
in the output response to Operation Barga (e.g., because the effect
through increased investment would take time to materialize). The last
period reflects the full effect of Operation Barga since registration was
mostly complete by then and any resulting investments are likely to have
already affected productivity. We reestimated the model excluding 1981
and 1982, when West Bengal experienced two successive years of major
droughts.

The first three coefficients in columns 2 and 3 are the difference-in-
difference estimates. In the early years of Operation Barga (1979–83),
West Bengal grew slower than Bangladesh, but this effect seems to be
entirely driven by the presence of the two drought years that dispro-
portionately affected West Bengal. In the next two periods (1984–88
and 1988–93), rice yields were about 5 percent higher. These results
are consistent with the hypothesis that Operation Barga had a positive
impact on productivity.
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3. Adjusted Difference-in-Difference Results

In this subsection, we adjust the simple difference-in-difference esti-
mates for time-varying controls. However, the data on the time-varying
controls exist only for the period 1977–91 for both Bangladesh and West
Bengal. The data available for both regions include information on rice
production and average yield per hectare, a measure of the amount of
rice area under HYV cultivation,32 total annual rainfall, and area covered
by public irrigation. Descriptive statistics for these data are reported in
table 1. We see that in the postreform period (1979–93), the share of
HYV rice in total cultivated area increased from 6 to 18 percent in West
Bengal and went up from 9 to 25 percent in Bangladesh. Over the same
period, area under public irrigation increased by 23 percent in West
Bengal and doubled in Bangladesh.33

The availability of data on time-varying controls allowed us to estimate
a number of different specifications to test the robustness of the esti-
mates.34 The results of this exercise are reported in table 3. We estimated
a simple unadjusted difference-in-difference model (model 1), another
controlling for public irrigation and rainfall (model 2), and another
that additionally controlled for HYV share (model 3).

The models show that, except for the first period, rice yields grew
faster in West Bengal than in Bangladesh and the differentials grow over
time. Model 1, which repeats the simple difference-in-difference analysis
for the shorter panel, yields results similar to the simple difference-in-
difference results for the long panel reported in the previous subsection.
When the drought years are excluded, there is no difference between
West Bengal and Bangladesh in the early period, 1979–83. The differ-
ential in the later periods (1984–87 and 1988–91) grows when time-
varying controls are included in the model. When we control for rainfall,
public irrigation, and HYV share, the West Bengal yields are estimated
to be 7 percent higher between 1984 and 1987 and 18 percent higher
between 1988 and 1991.

These estimated differences are an average of sharecropper and
owner-cultivator yields. Assuming that Operation Barga had no effect

32 Our measure of HYV adoption is the fraction of total rice area devoted to the culti-
vation of the summer crop, boro, which is completely dependent on irrigation and uses
HYV seeds and other modern inputs.

33 Data on private irrigation in West Bengal are unfortunately available for only two
years within the period under study.

34 We repeated the test whether the growth rates of the two regions were the same in
the prereform period with the controls for this shorter series (for which the prereform
period consists of only 1977 and 1978) and again found the West Bengal dummy to be
negative and insignificant.
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TABLE 3
Difference-in-Difference Models of Log of Rice Yield (1977–91)

Whole Sample
Excluding Drought Years

1981–82

Model 1 Model 2 Model 3 Model 1 Model 2 Model 3

West Bengal#
(1979–83)

� .08***
(�2.43)

�.07**
(�2.05)

� .05
(�1.58)

.001
(.01)

.002
(.06)

.015
(.47)

West Bengal#
(1984–87)

.04
(1.17)

.05
(1.47)

.07**
(2.04)

.04
(1.24)

.04
(1.26)

.06**
(1.93)

West Bengal#
(1988–91)

.08**
(2.20)

.12***
(3.28)

.18***
(5.11)

.07**
(2.33)

.11***
(2.97)

.17***
(4.95)

Log(rainfall) … .01 (.40) .007
(.32)

… .019
(.70)

.01
(.46)

Log(public
irrigation)

… .122***
(7.22)

.07***
(4.27)

… .103
(5.77)

.04***
(2.69)

HYV share of
grain cultivation
area

… … 1.04***
(8.18)

… … 1.05***
(8.21)

District fixed
effects F-statistic 40.02*** 20.14*** 14.76*** 41.43*** 18.8*** 14.64***

Year fixed
effects F-statistic 20.18*** 12.14*** 7.73*** 21.67*** 12.41*** 6.04***

2R .82 .85 .87 .83 .85 .88
Sample size 424 424 424 367 367 367

Note.—t-statistics are in parentheses.
** Significant at the 5 percent level.
*** Significant at the 1 percent level.

on owner-cultivator productivity, we can estimate the effect of Operation
Barga on sharecropper productivity using the formula

s1 dA s 1 dA
p ,oA dt 1 � s A dt

where A is average productivity, Ao is the average productivity of owner-
cultivators who are not affected by the reform, An is the average
productivity of sharecroppers, and s is the average area under
sharecropping.35

There is unfortunately some controversy about the amount of land
under sharecropping in West Bengal. The main reasons are lack of
reliable land records, the presence of concealed tenancy to evade ten-
ancy laws, and problems of definition of tenancy. Estimates of total
cultivated area under sharecropping in West Bengal before the reform
were introduced, provided by various rounds of surveys conducted by

35 This formula follows from taking logs of the equation using then oA p sA � (1 � s)A
approximation when x is small to obtainln (1 � x) � x

nsA
olog A p � log [(1 � s)A ]d o(1 � s)A

and then differentiating with respect to t. Notice that these percentage changes occur
with respect to productivity in owned land (i.e., A o). Hence the changes with respect to
productivity in sharecropped land (i.e., A n) would be larger.
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the National Sample Survey (NSS), are considered to be the most re-
liable given their large sample base and methodology. These estimates
fall within the range of 18–22 percent (see Bardhan 1976, tables 1, 4).
The lower bound of this range, which is obtained from the NSS survey
of 1970–71, is considered to be an underestimate (Bardhan 1976; Lax-
minarayan and Tyagi 1977). The upper-bound estimate obtained from
the NSS survey of 1953–54 is considered to be more reliable in this
respect because it was conducted before tenancy laws were enacted in
the country. We take the estimate of 20 percent, which is at the middle
of this range.36 Given that total area under rice cultivation in West Bengal
is around 70 percent and sharecropping is observed predominantly with
respect to rice cultivation, the proportion of rice area under share-
cropping is higher. According to a recent study, over 90 percent of land
leased by sharecroppers was under rice cultivation (Bhaumik 1993, table
6.2). This gives us an estimate of about a quarter of rice area under
sharecropping.37

Under the assumption that there was no differential change in the
yields of owner-cultivators between West Bengal and Bangladesh, share-
cropper productivity increased by 51 percent during the last period
(1988–91).38 This period gives us the cumulative effect of the reform
(i.e., including the effect through investment).

One striking result that can be seen from table 3 is that the estimate
of the impact of Operation Barga on productivity increases when we
control for public irrigation and the Green Revolution. This suggests
that Bangladesh expanded these public programs faster than West Ben-
gal did in the post–Operation Barga period. This hypothesis is consistent
with the descriptive statistics reported in table 1. We formally test this
hypothesis using the difference-in-difference framework with public ir-
rigation and HYV share as the dependent variables. The results are
presented in table 4. The results show that both public irrigation and
the share of HYV expanded faster in Bangladesh in the postreform
period than they did in West Bengal.

The fact that Bangladesh expanded these public programs designed
to improve agricultural productivity faster than West Bengal is important

36 It is also in the middle of the range provided by Boyce (1987, p. 214) in his authoritative
study on agriculture in West Bengal and Bangladesh (namely, one-sixth to one-fourth)
based on various sources including the NSS.

37 Official data suggest that the fraction of land under sharecropping that is formally
registered is about 8.2 percent of total cultivated area, or 10.5 percent of area devoted to
rice cultivation. This number underestimates the total cultivated area on which Operation
Barga had a direct effect since it does not take into account the effect on unregistered
sharecroppers and transfer of land from sharecropping to owner cultivation due to land
sales and transfers. The size of the total area under sharecropping before Operation Barga
was introduced is preferred for this reason.

38 This estimate is obtained by multiplying the coefficient of West Bengal#(1988–91)
reported in table 3 by (1 � s)/s p 3.
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TABLE 4
Difference-in-Difference Models of Other Public Policies (1977–91)

Log(Public Irrigation) HYV Share

Whole Sample
Excluding

1981–82 Whole Sample
Excluding

1981–82

West Bengal#
(1979–83)

�.24**
(�2.28)

�.18
(�1.61)

�.03**
(�2.25)

�.022
(�1.45)

West Bengal#
(1984–87)

�.27***
(�2.44)

�.24**
(�2.18)

�.014*
(�1.88)

�.029**
(�1.95)

West Bengal#
(1988–91)

�.57***
(�4.97)

�.53***
(�4.69)

�.083***
(�5.25)

�.085***
(�5.58)

Log(rainfall) .06
(.82)

.005
(.06)

.006
(.56)

.007
(.67)

District fixed
effects F-
statistic 250.66*** 227.98*** 55.32*** 49.21***

Year fixed ef-
fects F-
statistic 8.68*** 9.51*** 29.65*** 31.22***

2R .96 .96 .85 .85
Sample size 424 367 424 367

Note.—t-statistics are in parentheses.
* Significant at the 10 percent level.
** Significant at the 5 percent level.
*** Significant at the 1 percent level.

for interpreting the results. A concern with this methodology is that
there may be unobserved differences in government programs between
the two countries. If these unobserved programs behaved like the ob-
served programs and also expanded faster in Bangladesh in the
post–Operation Barga period, our difference-in-difference estimates of
the impact of Operation Barga on agricultural productivity would give
us a lower-bound estimate. However, we cannot completely rule out the
possibility that there were unobservable policies that confound the es-
timated effect. We therefore complement this analysis with an alternative
approach in which we estimate the effect of Operation Barga using
variation in program intensity across districts within West Bengal.39

B. Program Intensity

The approach taken in this subsection uses the district sharecropper
registration rate as a measure of program intensity and then examines
whether productivity rises faster in areas with greater program intensity.

39 Some changes were introduced in the methodology of collection of official crop
statistics in West Bengal starting in 1986 that, according to some critics, could result in
biased estimates of the growth rate. When interdistrict variation in program intensity within
West Bengal is used to estimate the effect of Operation Barga, our second approach is
not subject to any possible bias resulting from this source.
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We have data on the number of registered tenants in West Bengal for
the period 1978–93, with 1978 being the year in which Operation Barga
was launched.40 Operation Barga was launched in 1978, and at the be-
ginning of 1978, the average level of registration for West Bengal was
15 percent. In 1993, registration stood at 65 percent of the total number
of sharecroppers. We augment the set of time-varying controls for West
Bengal used in the previous section by data on the length of roads
constructed and maintained by the public works department.41

We begin by formally deriving the empirical specification, which re-
lates yields to the registration rate and other covariates from the pro-
duction process. However, we do not have data about the productivity
of individual sharecroppers. What we have is district-level yields gen-
erated by averaging across registered sharecroppers, unregistered share-
croppers, and owner-cultivators. In order to interpret the coefficients
correctly, in the next subsection we aggregate the individual-level model
to generate a district-level model.

1. Specification

Individual farm productivity.—Our starting point is a reduced-form pro-
ductivity equation derived from a structural profit-maximizing model of
a tenant farmer. Production depends on the tenant’s noncontractible
inputs (e.g., effort), contractible inputs (e.g., fertilizer and seeds), pub-
licly provided inputs (e.g., irrigation and roads), and rainfall. Farmers
choose effort and contractible inputs to maximize profits subject to the
agricultural production function, the parameters of the tenancy con-
tract, prices, public inputs, and rainfall. We assume a Cobb-Douglas
specification for farm i’s profit-maximizing output per hectare (yield)
at time t:

n N

a b gj kY p A(c , v) �P �X r [exp (e )], (9)( ) ( )it it i jt kit it it
jp1 kp1

where A is the X-efficiency of the farm, cit is a vector of contract param-
eters (e.g., crop share, probability of eviction for different values of
output, etc.), vi represents fixed characteristics of the tenant and the
farm (e.g., wealth, ability, and land quality), the Pjt are market prices of
contractible inputs (we set the output price equal to one), the Xkit are
publicly available inputs provided by the government (e.g., canal irri-

40 Data on sharecropper registration were obtained from the Statistical Cell, Department
of Land Reforms, Government of West Bengal, and data on districtwise number of share-
croppers from Datta (1981).

41 These data are not available for Bangladesh after 1984 and hence were not used in
the previous subsection.
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gation available for the farm and roads for transport of produce to
market), rit is the amount of rainfall on the farm during period t, and
eit is a zero mean random productivity shock.

The change in the X-efficiency parameter A captures the net effect
of the two contractual responses to the reforms. The first is the effect
of improved crop share of tenants on the supply of noncontractible
inputs (e.g., effort). The second is the net effect of the permanency of
tenure on the choice of inputs (both current inputs and investments).

In Section IIIE, we found that tenants renegotiated their contracts
and obtained better terms after they had the opportunity to register
even when they did not register. Therefore, we need to account for both
types of tenant farmers in the analysis. Let An denote the efficiency of
a tenant farm in the prereform period. Further, let Ar and Au denote
the efficiency of tenant farms whose contracts were renegotiated after
the reform, with the former referring to a farm cultivated by a registered
tenant and the latter to a farm cultivated by a tenant who did not register
even though he had the opportunity to do so. As pointed out before,
the latter category includes both those who remained tenants and those
who became owners. Finally, let Ao be the efficiency of an owner-culti-
vated farm, which should be unaffected by the reform.

District productivity.—Since the data on total output are at the district
level, we have to aggregate the individual farm productivity model to
that level. This requires aggregating across registered sharecroppers,
unregistered sharecroppers, and owner-cultivators. Over time, the num-
ber of registered sharecroppers rose and unregistered sharecroppers
fell as Operation Barga was implemented.

The reforms reached tenants in the form of opportunities to register
with the land bureaucracy. In order for tenancy laws to be enforced,
the tenant had to register his status with the Land Revenue Office. Land
revenue officials went village by village to create and update tenancy
registration. The government, however, could not make the opportunity
to register available to all tenants at the same time within and across
districts because of resource constraints and logistical problems. Instead,
registration opportunities expanded through districts over time on a
village-by-village basis.

Therefore, average district X-efficiency at any point in time depends
on the proportion of farmers who were tenants, the proportion of ten-
ants who had the opportunity to register, and the proportion of people
who chose to register (henceforth, the take-up rate). Because it would
take some time for the parties to renegotiate the contracts and for that
to have an effect on yields, especially through investment incentives, we
use the proportion of tenants who had the opportunity to register lagged
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by one period.42 Formally, let sd be the share of land that is cultivated
by sharecroppers in district d, vdt be the share of sharecroppers who
have been offered the opportunity to register in district d at time t, and
ld be the take-up rate. Then the average X-efficiency of district d in
period t is

r u n oA p s {v [l A � (1 � l )A ] � (1 � v )A } � (1 � s )A . (10)dt d dt�1 d d dt�1 d

In principle, we would like to identify the effect of the reform by
examining the effect of registration opportunities on district-level pro-
ductivity. However, there is no information on the proportion of tenants
who were offered such opportunities. We shall therefore use time-spe-
cific information on the proportion of tenants who actually registered
as a proxy for the share of those who were offered registration oppor-
tunities. We rewrite (10) in terms of the proportion of tenants who have
registered, to getb p l v ,dt�1 d dt�1

n1 � l Adr u n oA p s b A � A � � A � (1 � s )A .dt d dt�1 d( )[ ]l ld d

Rearranging terms and taking the log, we get
r u n ns l A � (1 � l )A � A s Ad d d d

ln A p ln 1 � b �dt dt�1 o o{ [ ] }1 � s l A 1 � s Ad d d

o� ln (1 � s )A .d

Since when x is small, we rewrite (9) in log form asln (1 � x) � x

ln y p a � gb � a ln P � b ln X � e , (11)� �dt d dt�1 j jdt k kdt dt
j k

where
ns Ad oa p � ln (1 � s )Ad do1 � s Ad

and
r u ns l A � (1 � l )A � Ad d d

g p .o1 � s l Ad d

The coefficient g measures the effect of the reform on agricultural
productivity. The numerator of the coefficient is the average X-efficiency
of sharecroppers offered registration opportunities minus the X-effi-
ciency of sharecroppers not offered registration opportunities. This is

42 This would also partially control for the problem that registration could be driven by
current productivity shocks. See the next subsection for a detailed discussion of identi-
fication problems.
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just the marginal increase in productivity arising from registration op-
portunities. The marginal increase is measured relative to the X-effi-
ciency of owner-cultivated farms. The marginal increase is also weighted
by one over the take-up rate. This converts the units from change in
productivity due to a change in registration opportunities to change in
productivity due to a change in the registration rate.43

A limitation on the analysis is that districtwise data on output prices
and input prices are available only for a limited number of years.
Throughout our analysis we include year dummy variables to capture
the common movements of prices over time in the districts. This seems
to be a reasonable approximation because the state and federal gov-
ernments control both input and output prices, and hence their move-
ments over time are not very different across districts.44 However, to
check the robustness of our results, we also estimate the model for the
shorter sample for which we have districtwise data on rice prices and
real wages. Therefore, the equation to be estimated is

ln y p a � w � gb � b ln X � e , (12)�dt d t dt�1 k kdt dt
k

where wt are the year-specific intercepts. Notice that the year fixed effects
also control for any other unobserved time-varying factors that are com-
mon to districts such as changes in technology or government policies.

2. Identification

In this subsection we consider issues relating to the identification of the
model. The objective of the exercise is to measure the impact of the
reform on agricultural productivity using the registration rate as a mea-
sure of program intensity. However, the registration rate may be cor-
related with unobserved productivity shocks for two reasons. First, the
registration rate is a combination of the supply of registration oppor-
tunities and the demand for such opportunities. Also, the sequence of
villages offered registration was not necessarily chosen at random. Sec-
ond, the progression of registration opportunities could have been cor-
related with the progression of other (omitted) programs. The ideal
response to these problems would be to use an instrumental variables

43 In principle, g could vary by district if the take-up rates and the relative importance
of sharecropping vary by district. However, we do not have long enough time-series var-
iation within districts to estimate district-specific slopes with much precision. Instead, we
can estimate the average effect of the reform across all districts. In this case, our speci-
fication could be interpreted as a random-coefficients model.

44 For example, most inputs (e.g., fertilizer, seeds) are distributed by public-sector agen-
cies and subsidized by the federal government. Also the government through various
agencies procures a large part of the crop for public distribution, export, and storage
purposes.
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approach. However, since anything that affects registration is likely to
also affect productivity directly, there are no plausible instruments. We
therefore take the approach of controlling for a range of time-varying
factors that are likely to have influenced productivity. Below we discuss
in detail these important issues and how we handle them.

Sources of variation in the registration rate.—The village-by-village visits
by land revenue officials to update tenancy registration were a crucial
determinant of the registration rate. While it was possible to register at
a time other than during a visit, it was much more difficult (Chatto-
padhyay et al. [1984] and an interview with D. Bandyopadhyay by Mai-
treesh Ghatak in April 1997). In fact, 76 percent of the registered re-
spondents to our survey of sharecroppers indicated that the official visits
with the Land Revenue Office were the single most important factor
leading to their registration decision.

The supply of registration opportunities spread at differential rates
across districts (Ghosh 1981).45 The districts had different bureaucratic
resources and physical infrastructures, translating into differential ef-
ficiencies of the operation of visits (Ghosh 1981; Chattopadhyay et al.
1984). There were natural shocks to the process of registration such as
floods (Lieten 1992). The geographic distribution of sharecroppers
within a district varied across districts, and as a result, the marginal cost
of making registration opportunities available to tenants varied across
districts.

While supply-side frictions explain much of the variation in the reg-
istration rate, the distribution of registration opportunities may not have
been random. If the government introduced registration opportunities
in districts of high or low productivity first, then the registration rate
would be correlated with unobserved productivity characteristics and
our estimates would be inconsistent. However, if allocations were based
on initial productivity, which is a time-invariant factor, the district fixed
effects control for this source of bias. On the other hand, if the gov-
ernment dynamically allocated registration opportunities on the basis
of current productivity in the district, then the fixed-effects estimate will
be biased. A similar problem could occur if the order of villages selected
within a district was based on productivity.

While the friction-driven variations in the supply of registration op-
portunities were clearly important, registration is ultimately a choice. A
tenant’s decision to register is likely to be affected by his ability, wealth,
relations with the landlord, and other characteristics that are associated

45 Information from our survey supports the hypothesis that the supply of opportunities
did not arrive at all the villages at the same time. There is a fair amount of variation
among villages in terms of peak year of registration. While 1980 had the highest number
of villages experiencing peak registration, some villages peaked as late as 1994, 16 years
after the launching of the program.
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with his dependence on the landlord (e.g., for loans) or his bargaining
power. The wealthier, more able, and more enterprising tenants are
likely to be more productive and adopt productivity-enhancing tech-
nology. These individuals may also be more likely to register. Therefore,
a district with a higher proportion of more productive tenants is likely
to have high output as well as high registration. However, as long as
these individual characteristics are constant over time, they should not
be a problem as long as we allow for district fixed effects.

Finally, a portion of registration decisions could be driven by idio-
syncratic shocks that vary across time and district. For example, a
drought or flood would affect productivity and therefore the decision
to register. While we explicitly control for total annual rainfall, there
could still be some other district-specific productivity shocks (such as
the timing of rainfall) or introduction of new technology that affects
the registration choice.

Omitted programs.—Another potential source of bias comes from the
possibility that there were public programs that were implemented or
strengthened at the same time and in the same locations as Operation
Barga. While Operation Barga itself did not provide any other services
other than registration opportunities and the enforcement of the ten-
ancy laws, there were clearly other programs that were part of the gov-
ernment’s overall reform package. It is not inconceivable that the im-
plementation of these programs was possibly correlated with the
implementation of Operation Barga. Below we discuss various alterna-
tive programs and to what extent we control for them.

First, there was some expansion of infrastructure in West Bengal. We
partially control for public investment in infrastructure by including
measures of the availability of public irrigation and roads within districts.

Second, the use of HYV seeds spread during this period (the Green
Revolution) spurred partially by government extension programs. We
control for this by including the share of gross cropped area planted
with HYV seeds.

Third, it is likely that Operation Barga was better implemented in
areas in which the Left Front and its peasant organizations have greater
political strength. During this period the role of village-level local gov-
ernments (panchayats) was significantly enhanced in the implementation
of various public programs. Operation Barga and other public programs
may have been better implemented in districts that had more active
local governments, especially those dominated by political parties be-
longing to the Left Front. To partially control for this, we introduce a
Left Front majority district (in 1977) dummy variable interacted with
time46 as additional controls.

46 We split the postreform period into three time periods of roughly equal length:
1979–83, 1984–87, and 1988–93.
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Fourth, the south of West Bengal is closer to the administrative center,
Calcutta. For this reason, it may have had better access to a range of
government programs including Operation Barga. Calcutta being the
metropolitan center and the largest city in eastern India, it is possible
that districts closer to it would also experience different patterns of
market or technological shocks (e.g., people may be more exposed to
new ideas or technologies). To control for these possibilities, we intro-
duce the interaction of a southern district dummy variable with time as
additional controls.

Fifth, registration may have been targeted toward areas with a high
concentration of sharecroppers. This could lead to a spurious correla-
tion if the evolution of population characteristics and opportunities
among sharecroppers was different than in the rest of the population.
We control for this by including the initial extent of sharecropping
interacted with time dummies as additional explanatory variables.

Sixth, there could be some concern that Operation Barga could be
picking up some general equilibrium effects on wages and prices. For
the limited number of years (1979–87) for which we have districtwise
data of wages and prices, we include them as controls to address this
issue.

Finally, there are two other programs that we do not explicitly control
for but are unlikely to affect our results. The government started a
subsidized loan program for registered sharecroppers. However, the
program had very limited impact because of bureaucratic limitations
(Kohli 1987). Indeed, 87 percent of the respondents to our survey in-
dicated that they never received a loan from either a government or a
commercial lending institution. In addition, the administration also re-
distributed a limited amount of land to the landless and poor peasants.
However, most of the redistribution had been completed before the
implementation of Operation Barga (Sengupta and Gazdar 1997). Over
the entire sample period (1977–93) of our analysis, the land distributed
in this manner constituted around 3 percent of the net cropped area
of the state.

3. Results

Table 5 reports the results for the log rice yield models regressed against
the registration rate and controls. Column 1 reports the fixed-effects
results with no other controls, and in columns 2–5 we successively in-
troduce a number of controls. All these models show that the registra-
tion rate was significantly positively associated with yields. The other
significant coefficient estimates are as expected: expanding roads in-
creases productivity, and rice yields were higher in districts that planted
a greater share of HYV grain. In addition, southern districts and those
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TABLE 5
Effect of Registration on the Log of Rice Yield in West Bengal, 1979–93

(Np210)

Model 1
(1)

Model 2
(2)

Model 3
(3)

Model 4
(4)

Model 5
(5)

Model 6
(6)

Sharecropper
registration
(one year
lagged)

.43***
(3.46)

.42***
(3.44)

.43***
(3.55)

.35***
(2.69)

.36***
(2.64)

.36***
(2.63)

Log(rainfall) … �.07*
(�1.67)

�.08*
(�1.82)

�.07
(�1.59)

�.08*
(�1.74)

�.08*
(�1.77)

Log(public
irrigation)

… .02
(1.01)

.01
(.70)

.01
(.60)

.02
(.83)

.02
(.79)

Log(roads) … .28***
(2.75)

.25**
(2.46)

.21**
(1.99)

.19
(1.55)

.22
(1.54)

HYV share of
rice area

… … .57***
(2.85)

.45**
(2.10)

.47**
(2.16)

.47**
(2.16)

F-statistic:
South#yeara … … … 4.73*** 4.36*** 4.38***
Left Front#

yearb … … … … 2.64** 2.65**
Sharecropping

#yearc … … … … 2.64** .12
District fixed

effects 72.23*** 15.10*** 8.99*** 9.01*** 8.47*** 7.68***
Year fixed

effects 28.31*** 27.67*** 21.60*** 17.63*** 17.83*** 12.17***
R2 .91 .92 .92 .92 .92 .92

Note.—t-statistics are in parentheses.
a Represents a set of variables obtained by interacting a dummy variable that takes the value one if that district is in

southern West Bengal with each year.
b Represents a set of variables obtained by interacting a dummy variable that takes the value one if that district had

a Left Front majority at the local-level government in 1977 with each year.
c Represents a set of variables obtained by interacting the initial extent of sharecropping in a district with each year.
* Significant at the 10 percent level.
** Significant at the 5 percent level.
*** Significant at the 1 percent level.

with a Left Front majority in 1977 grew significantly faster. In table 6
we present the results with wages and prices as additional controls for
the shorter sample (1979–87). We find that they do not matter signif-
icantly directly, or for the estimated coefficients of other right-hand-side
variables including registration as long as we control for year-specific
shocks.

The magnitude of the effect of Operation Barga on productivity is
estimated by multiplying the coefficient on the registration rate with
the change in registration over the period. For the full sample, in the
model that includes the full set of controls (model 5 of table 5), the
fixed-effects estimate is that Operation Barga raised average productivity
of rice in West Bengal by 20 percent.47 Since rice yields increase by 69

47 Since at the beginning of the program the take-up rate was 15 percent and at the
end of it was 65 percent, the take-up rate due to Operation Barga is (0.65 � 0.15)/(1 �
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TABLE 6
Effect of Registration on the Log of Rice Yield in West Bengal, 1979–87

(Np126)

Model
1a

Model
1b

Model
2a

Model
2b

Model
3a

Model
3b

Sharecropper
registration

.44***
(2.71)

.46***
(2.73)

.46***
(2.41)

.48***
(2.89)

.40**
(2.34)

.41**
(2.29)

Log(real wages) … .11
(1.07)

… .05
(.55)

… .03
(.31)

Log(price of
rice)

… �.11
(�.98)

… �.04
(�.40)

… .001
(.01)

Log(rainfall) … … �.08*
(�1.65)

�.08
(�1.52)

�.08
(�1.45)

�.08
(�1.41)

Log(public
irrigation)

… … .10**
(2.34)

.09**
(2.30)

.09**
(2.19)

.09**
(2.14)

Log(roads) … … .10
(.82)

.10
(.78)

.08
(.47)

.08
(.50)

HYV share of
rice area

… … .66**
(2.14)

.59*
(1.77)

.49
(1.45)

.47
(1.34)

F-statistic:
South#year … … … … yes yes
Left Front

#year … … … … yes yes
Sharecropping

#year … … … … yes yes
District fixed

effects 40.93*** 29.34*** 6.08*** 10.20*** 4.51** 3.98**
Year fixed

effects 24.39*** 20.20*** 17.71*** 4.36** 14.12*** 11.29***
R2 .89 .89 .90 .90 .90 .90

Note.—t-statistics are in parentheses.
* Significant at the 10 percent level.
** Significant at the 5 percent level.
*** Significant at the 1 percent level.

percent during this period, the share of Operation Barga in this im-
provement was 28 percent.

The impact on sharecropper productivity is obtained by solving the
equation for g (from eq. [11]) as follows:

r u nl A � (1 � l )A � A 1 � sd d d
p gl .doA sd

The left-hand side of this expression is the percentage change in the
average productivity of sharecroppers offered registration relative to
those not offered registration. Multiplying the point estimate of the
effect of Operation Barga (0.36) by the take-up rate due to Operation

These numbers are obtained by multiplying this number with the point0.15) p 0.58.
estimate of the coefficient of sharecropper registration.
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Barga (0.58) and the relative importance of sharecropping ([1 �
we get an estimated effect of 62 percent of Operation Bargas ]/s p 3),d d

on sharecropper yields. This is close to the estimate of 51 percent pro-
vided by the difference-in-difference approach using Bangladesh.

C. Discussion

Let us compare our estimates of the effect of Operation Barga on share-
cropper productivity using various approaches with other studies of the
impact of changing incentives on agricultural productivity. The two most
closely related studies are Shaban (1987) and Laffont and Matoussi
(1995). Shaban analyzed farm-level data from eight Indian villages and
estimated that controlling for land quality changing the contractual
status of a farm from sharecropper-cultivated to owner-cultivated would
increase productivity by 16 percent.48 Laffont and Matoussi use farm-
level data from Tunisia to show that a shift from sharecropping to fixed-
rent tenancy or owner cultivation raised output by 33 percent and mov-
ing from a short-term tenancy contract to a longer-term contract
increased output by 27.5 percent.49 While our estimates are definitely
higher, it is worth emphasizing that the 95 percent confidence interval
of our estimate goes from 15 percent to 105 percent and therefore
includes all the existing estimates. Also, we should probably expect some-
what higher estimates because our measured effect includes the effect
of additional investment resulting from the shift in property rights.
Shaban’s estimate goes up to 32.6 percent when he does not control
for land quality. This increase in his estimate should at least partially
be interpreted as a measure of the effect of investments in land quality.
Finally, as indicated earlier, our estimate is likely to pick up various
indirect effects of Operation Barga.

V. Conclusion

We concluded from our theoretical analysis that tenancy laws that lead
to improved crop shares and higher security of tenure for tenants can
have a positive effect on productivity. Evidence based on aggregate dis-
trict-level data from the Indian state of West Bengal suggests that the

48 See Shaban (1987, table 3). Shaban estimated changes with respect to productivity
in owned land (i.e., ), and hence these numbers are directly comparableo n o[A � A ]/A
with ours.

49 Laffont and Matoussi (1995, pp. 391–92) obtain estimates of 50 percent and 38 per-
cent, respectively, but in terms of our notation, what they estimate is Too n n(A � A )/A .
make these numbers directly comparable with our estimates or that of Shaban, we compute

on the basis of their estimates.o n o(A � A )/A
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tenancy reform program called Operation Barga explains around 28
percent of the subsequent growth of agricultural productivity there.
However, given data limitations, we cannot separate the direct and in-
direct effects of Operation Barga. To get more precise estimates, micro-
level data are required, which we leave to future research.
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