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CHAPTER ONE: Introduction to Operations Research  

1. INTRODUCTION  

Operations Research (OR) is a science which deals with problem, formulation, solutions and 

finally appropriate decision making. This subject is new and started after World War II, when the 

failures of missions were very high. Scientists and technocrats formed team to study the problem 

arising out of difficult situations and at the later stage solutions to these problems. It is research 

designed to determine most efficient way to do something new. OR is the use of mathematical 

models, statistics and algorithm to aid in decision-making. It is most often used to analyze complex 

real life problems typically with the goal of improving or optimizing performance. Decision 

making is the main activity of an engineer/manager. 

Some decisions can be taken by common sense, sound judgment and experience without using 

mathematics, and some cases this may not be possible and use of other techniques is inevitable.  

With the growth of technology, the World has seen a remarkable change in the size and complexity 

of organizations. An integral part of this had been the division of labor and segmentation of 

management responsibilities in these organizations. The results have been remarkable but with 

this, increasing specialization has created a new problem to meet out organizational challenges. 

The allocation of limited resources to various activities has gained significant importance in the 

competitive market. These types of problems need immediate attention which is made possible by 

the application of OR techniques. 

The tools of operations research are not from any one discipline, rather Mathematics, Statistics,  

Economics, Engineering, Psychology, etc. have contributed to this newer discipline of knowledge.  

Today, it has become a professional discipline that deals with the application of scientific methods 

for decision-making, and especially to the allocation of scare resources.  

In India first unit of OR started in the year 1957 with its base at RRL Hyderabad. The other group 

was set up in Defense Science Laboratory which was followed by similar units at different parts 

of the country. The popular journal of OPSEARCH was established in 1963, to promote research 

in this field.  

Keeping in view the critical economic situation which required drastic increase in production 

efficiency, OR activities were directed, in all areas of business activities. In the late 50‘s OR was 

introduced at university level. With the development of PC‘s the use of OR techniques became 

prominent and effective tool as large amount of computation is required to handle complex 
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problems. In recent years application of OR techniques have achieved significance in all walk of 

life, may it be industry or office work for making strategically decisions more scientifically. 

2. BACKGROUND OF OPERATIONS RESEARCH  

The effectiveness of operations research in military spread interests in its other governmental 

departments and industry. In the U.S.A. the National Research Council formed a committee on 

operations research in 1951, and the first book on the subject ―Methods of Operations Research‖, 

by Morse and Kimball, was published. In 1952 the Operations Research Society of America came 

into being.  

Today, almost all organizations make use of OR techniques for decision-making at all levels. This 

general acceptance to OR has come as managers have learned the advantage of the scientific 

approach to all industrial problems. Some of the Indian organizations using operations research 

techniques to solve their varied complex problems are: Railways, Defense, Indian Airlines, 

Fertilizer Corporation of India, Delhi Cloth Mills, Tata Iron and Steel Co. etc. 

A purpose of OR is to provide a rational basis for making decisions in the absence of complete 

information. OR can also be treated as science devoted to describing, understanding and predicting 

the behavior of systems, particularly man-machine systems. 

3. MEANING OF OR  

Defining OR is difficult task as its boundaries and content are not yet fixed. It can be regarded as 

use of mathematical and quantitative techniques to substantiate the decision being taken. Further, 

it is multidisciplinary which takes tools from subjects like mathematics, statistics, engineering, 

economics, psychology etc. and uses them to score the consequences of possible alternative 

actions. Today it has become professional discipline that deals with the application of scientific 

methods to decision-making.  Salient aspects related to definition stressed by various experts on 

the subject are as follows:  

(a) Pocock stresses that OR is an applied science; he states OR is scientific methodology-

analytical, experimental, quantitative—which by assessing the overall implication of various 

alternative courses of action in a management system, provides an improved basis for management 

decisions‘‘.  



Operational Research (OR) Chapter One 

3 | P a g e  
SET BY GEDEFAW A. 

(b) Morse and Kimball have stressed the quantitative approach of OR and have described it as a 

scientific method of providing executive departments with a quantitative basis for decisions 

regarding the operations under their control‖. 

(c) Miller and Starr see OR as applied decision theory. They state OR is applied decision theory.  

It uses any scientific, mathematical or logical means to attempt to cope with the problems that 

confront the executive, when he tries to achieve a thorough going rationality in dealing with his 

decision problem‖. 

(d) Saaty considers OR as tool of improving the quality of answers to problems. He say, OR is the 

art of giving bad answers to problems which otherwise have worse answers.  

Few other definitions of OR are as follows:  

• OR is concerned with scientifically deciding how to best design and operate man-machine system 

usually requiring the allocation of scare resources: Operations Research Society, America  

• OR is essentially a collection of mathematical techniques and tools which in conjunction with 

system approach, are applied to solve practical decision problems of an economic or engineering 

nature‘‘.  : Daellenbach and George 

• OR utilizes the planned approach (updated scientific method) and an interdisciplinary team in 

order to represent complex functional relationships as mathematical models for the purpose of 

providing a quantitative analysis‘‘: Thieraub and Klekamp  

• OR is a scientific knowledge through interdisciplinary team effort for the purpose of determining 

the best utilization of limited resources: H.A. Taha  

• OR is a scientific approach to problem solving for executive management‖.  

4. FEATURES OF OR  

The significant features of operations research include the followings:  

(i) Decision-making. Every industrial organization faces multi fact problems to identify 

best possible solution to their problems. OR aims to help the executives to obtain 

optimal solution with the use of OR techniques. It also helps the decision maker to 

improve his creative and judicious capabilities, analyses and understand the problem 

situation leading to better control, better co-ordination, better systems and finally better 

decisions. 
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(ii)  Scientific Approach. OR apply scientific methods, techniques and tools for the 

purpose of analysis and solutions of the complex problems. In this approach there is no 

place for guess work and the person bias of the decision maker. 

(iii)  Inter-disciplinary Team Approach. Basically the industrial problems are of complex 

nature and therefore require a team effort to handle it. This team comprises of 

scientist/mathematician and technocrats. Who jointly use the OR tools to obtain a 

optimal solution of the problem. The tries to analyze the cause and effect relationship 

between various parameters of the problem and evaluates the outcome of various 

alternative strategies. 

(iv)  System Approach. The main aim of the system approach is to trace for each proposal 

all significant and indirect effects on all sub-system on a system and to evaluate each 

action in terms of effects for the system as a whole. 

The interrelationship and interaction of each sub-system can be handled with the help 

of mathematical/analytical models of OR to obtain acceptable solution. 

(v)  Use of Computers. The models of OR need lot of computation and therefore, the use 

of computers becomes necessary. With the use of computers it is possible to handle 

complex problems requiring large amount of calculations. 

(vi) The objective of the operations research models is to attempt and to locate best or 

optimal solution under the specified conditions. For the above purpose, it is necessary 

that a measure of effectiveness has to be defined which must be based on the goals of 

the organization. These measures can be used to compare the alternative courses of 

action taken during the analysis. 

5. PHASES OF OR STUDY  

OR is a logical and systematic approach to provide a rational basis for decision-making. 

The phases of OR must be logical and systematic. The various steps required for the 

analysis of a problem under OR are as follows: 

Step I. Observe the Problem Environment  

The first step of OR study is the observation of the environment in which the problem 

exists. The activities that constitute this step are visits, conferences, observations, 

research etc. with the help of such activities, the OR analyst gets sufficient information 

and support to proceed and is better prepared to formulate the problem. 
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Step II. Analyze and Define the Problem  

In this step not only the problem is defined but also uses objectives and limitations of 

the study that are stressed in the light of the problem. The end results of this step are 

clear grasp of need for a solution and understanding of its nature. 

Step III. Develop a Model  

The next step is to develop model, which is representation of same real or abstract 

situation. OR models are basically mathematical models representing systems, process 

or environment in form of equations, relationships or formulae. The activities in this 

step is to defining interrelationships among variables, formulating equations, using 

known OR models or searching suitable alternate models. The proposed model may be 

field tested and modified in order to work under stated environmental constraints. A 

model may also be modified if the management is not satisfied with the answer that it 

gives. 

Step IV. Selection of Data Input  

It is an established fact that without authentic and appropriate data the results of the 

OR models cannot be trusted. Hence, taping right kind of data is a vital step in OR 

process. Important activities in this step are analyzing internal-external data and facts, 

collecting opinions and using computer data banks. The purpose of this step is to have 

sufficient input to operate and test the model. 

Step V. Solution and Testing  

In this step the solution of the problems is obtained with the help of model and data 

input. Such a solution is not implemented immediately and this solution is used to test 

the model and to find its limitations if any. If the solution is not reasonable or if the 

model is not behaving properly, updating and modification of the model is considered 

at this stage. The end result of this step is solution that is desirable and supports current 

organizational objectives. 

Step VI. Implementation of the Solution  

This is the last phase of the OR study. In OR the decision-making is scientific but 

implementation of decision involves many behavioral issues. Therefore, 

implementation authority has to resolve the behavioral issues, involving the workers 
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and supervisors to avoid further conflicts. The gap between management and OR 

scientist may offer some resistance but must be eliminated before solution is accepted 

in totality. Both the parties should play positive role, since the implementation will help 

the organization as a whole. A properly implemented solution obtained through OR 

techniques results in improved working conditions and wins management support. 

6. OUTLINES OF OR MODELS  

In OR the problem is expressed in the form of a model. Where, a model is a theoretical abstraction 

(approximation) of a real-life problem. It can be defined as a simplified representation of an 

operation or a process in which only the basic aspects or the most important features of a typical 

problem under investigation are considered. OR analysts have given special impetus to the 

development and use of techniques like, linear programming, waiting line theory, game theory, 

inventory controls and simulation. In addition, some other common tools are non-linear 

programming, integer programming, dynamic programming, sequencing theory, Markov process, 

network scheduling PERT and CPM, symbolic logic, information theory and utility/value theory. 

The list, of course, is not exhaustive. The detailed discussion on above will be presented in 

appropriate chapters, however, brief explanation of these is given below: 

(i) Linear Programming (L.P.)  

Linear programming is basically a constrained optimization technique which tries to optimize 

some criterion within some constraints. It consists of an objective function which is some measure 

of effectiveness like profit, loss or return on investment and several boundary conditions putting 

restriction on the use of resources. Objective function and boundary conditions are linear in nature. 

There are methods available to solve a linear programming problem. 

(ii) Waiting Line or Queuing Theory  

This deal with the situation in which queue is formed or the customers has to wait for service or 

machines wait for repairmen and therefore concept of a queue is involved. If we assume that there 

are costs associated with waiting in line, and if there are costs of adding more service facilities, we 

want to minimize the sum of costs of waiting and the costs of providing service facilities. Waiting 

line theory helps to make calculations like number of expected member of people in queue, 

expected waiting time in the queue, expected idle time for the server, etc. These calculations then 

can be used to determine the desirable number of service facilities or number of servers. 
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(iii) Game Theory  

It is used for decision-making under conflicting situations where there are one or more opponents. 

The opponents, in game theory, are called players. The motives of the players are dictomized. The 

success of one player tends to be at the cost of others and hence they are in conflict. Game theory 

models, a conflict situation arises and helps to improve the decision process by formulating 

appropriate strategy. 

(IV) Inventory Control Models  

These models deal with the quantities which are either to be purchased or stocked since each factor 

involves cost. The purchase and material managers are normally encounter such situations. 

Therefore, inventory models provide rational answer to these questions in different situations of 

supply and demand for different kind of materials. Inventory control models help managers to 

decide ordering time, reordering level and optimal ordering quantity. The approach is to prepare a 

mathematical model of the situation that expressed total inventory costs in terms of demand, size 

of order, possible over or under stocking and other relevant factors and then to determine optimal 

order size, optimum order level etc. using calculus or some other technique. 

(v) Simulation  

It is basically data generating technique, where sometimes it is risky, cumbersome, or time 

consuming to conduct real study or experiment to know more about situation or problem. The 

available analytical methods cannot be used in all situations due to large number of variables or 

large number of interrelationships among the variables and the complexity of relationship; it is not 

possible to develop an analytical model representing the real situation. Sometimes, even building 

of model is possible but its solution may not be possible. Under such situations simulation is used. 

It should be noted that simulation does not solve the problem by itself, but it only generates the 

required information or data needed for decision problem or decision-making. 

(VI) Non-Linear Programming  

These models may be used when either the objective function or some of the constraints are not 

linear in nature. Non-linearity may be introduced by such factors as discount on price of purchase 

of large quantities and graduated income tax etc. Linear programming may be employed to 

approximate the non-linear conditions, but the approximation becomes poorer as the range is 

extended. Non-linear methods may be used to determine the approximate area in which a solution 

lies and linear methods may be used to obtain a more exact solution. 
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(vii) Integer Programming  

This method can be used when one or more of the variables can only take integer values. Examples 

are the number of trucks in a fleet, the number of generators in a power house and so on. 

Approximate solutions can be obtained without using integer programming methods, but the 

approximation generally becomes poorer as the number becomes smaller. There are techniques to 

obtain solution of integer programming problems. 

(viii) Dynamic Programming  

This is a method of analyzing multistage decision processes, in which each elementary decision is 

dependent upon those preceding it as well as upon external factors. It drastically reduces the 

computational efforts otherwise necessary to analyze results of all possible combinations of 

elementary decisions. 

(ix) Sequencing Theory  

This is related to waiting line theory and is applicable when the facilities are fixed, but the order 

of servicing may be controlled. The scheduling of service or the sequencing of jobs is done to 

minimize the relevant costs and time. 

(x) Markov Process  

It is used for decision-making in situations where various states are defined. The probability of 

going from one state to another is known and depends on the present state and is independent of 

how we have arrived at that state. Theory of Markov process helps us to calculate long run 

probability of being in a particular state (steady state probability), which is used for decision-

making. 

(xi) Network Scheduling PERT and CPM  

These techniques are used to plan, schedule and monitor large projects such as building 

construction, maintenance of computer system installation, research and development design etc. 

The technique aims at minimizing trouble spots, such as, delays, interruptions and production 

bottlenecks, by identifying critical factors and coordinating various parts of overall job/project. 

The project/job is diagrammatically represented with the help of network made of arrows 

representing different activities and interrelationships among them. Such a representation is used 

for identifying critical activities and critical path. Two basic techniques in network scheduling are 

Program Evaluation and Review Technique (PERT) and Critical Path Method (CPM). CPM is 
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used when time taken by activities in a project are known for sure and PERT is used when activities 

time is not known for sure—only probabilistic estimate of time is available to the users. 

(xii) Symbolic Logic  

It deals with substituting symbols for words, classes of things or functional systems. Symbolic 

logic involves rules, algebra of logic and propositions. There have been only limited attempts to 

apply this technique to business problems; however has had extensive application in the design of 

computing machinery. 

(xiii) Information Theory  

Information theory is an analytical process transferred from the electrical communications field to 

operations research. It seeks to evaluate the effectiveness of information flow within a given 

system.  Despite its application mainly to communication networks, it has had a indirect influence 

in simulating the examination of business organizational structures with a view to improving 

information or communication flow. 

(xiv) Utility/Value Theory  

It deals with assigning numerical significance to the worth of alternative choices. To date, this has 

been only a concept and is in the stage of elementary model formulation and experimentation and 

can be useful in decision-making process. 

7. SCOPE OF OPERATIONS RESEARCH  

As presented in the earlier paragraphs, the scope of OR is not only confined to any specific agency 

like defense services but today it is widely used in all industrial organizations. It can be used to 

find the best solution to any problem be it simple or complex. It is useful in every field of human 

activities, where optimization of resources is required in the best way. Thus, it attempts to resolve 

the conflicts of interest among the components of organization in a way that is best for the 

organization as a whole. The main fields where OR is extensively used are given below, however, this 

list is not exhaustive but only illustrative. 

(i) National Planning and Budgeting  

OR is used for the preparation of Five Year Plans, annual budgets, forecasting of income and 

expenditures, scheduling of major projects of national importance, estimation of GNP, GDP, 

population, employment and generation of agriculture yields etc. 

(ii) Defense Services  
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Basically formulation of OR started from USA army, so it has wide application in the areas such 

as: development of new technology, optimization of cost and time, tender evaluation, setting and 

layouts of defense projects, assessment of threat analysis‖, strategy of battle, effective maintenance 

and replacement of equipment, inventory control, transportation and supply depots etc. 

(iii) Industrial Establishment and Private Sector Units  

OR can be effectively used in plant location and setting finance planning, product and process 

planning, facility planning and construction, production planning and control, purchasing, 

maintenance management and personnel management etc. to name a few. 

(iv) R & D and Engineering  

Research and development being the heart of technological growth, OR has wide scope for and 

can be applied in technology forecasting and evaluation, technology and project management, 

preparation of tender and negotiation, value engineering, work/method study and so on. 

(v) Business Management and Competition  

OR can help in taking business decisions under risk and uncertainty, capital investment and 

returns, business strategy formation, optimum advertisement outlay, optimum sales force and their 

distribution, market survey and analysis and market research techniques etc.  

(VI) Agriculture and Irrigation  

In the area of agriculture and irrigation also OR can be useful for project management, construction 

of major dams at minimum cost, optimum allocation of supply and collection points for 

fertilizer/seeds and agriculture outputs and optimum mix of fertilizers for better yield.  

(vii) Education and Training  

OR can be used for obtaining optimum number of schools with their locations, optimum mix of 

students/teacher student ratio, optimum financial outlay and other relevant information in training 

of graduates to meet out the national requirements.  

(viii) Transportation  

Transportation models of OR can be applied to real life problems to forecast public transport 

requirements, optimum routing, forecasting of income and expenses, project management for 

railways, railway network distribution, etc. In the same way it can be useful in the field of 

communication.  

(ix) Home Management and Budgeting 
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OR can be effectively used for control of expenses to maximize savings, time management, work 

study methods for all related works. Investment of surplus budget, appropriate insurance of life 

and properties and estimate of depreciation and optimum premium of insurance etc.  

8. ROLE OF OR IN ENGINEERING AND SCIENCE  

The information available in science has been used to develop engineering. Whatever available in 

the engineering is based on basic fundamentals of science? With the growth of technology the 

practitioners faced many challenges to improve the product and market it efficiently. OR has 

emerged to help everyone to improve their performance and produce items at optimum cost. Since 

the modern problems are complex in nature and modern technology is knowledge based‖ and skill 

intensive‖. The knowledge possessed by single individual or group is limited and OR is a team 

effort; specialists from all relevant disciplines participate in it, to find out best possible solution of 

the problem under the given environmental conditions. 

It has been described that OR is a systematic method of stating the problem in clear terms, 

collecting facts and data, analyzing them and then reaching certain conclusions in the form of 

solutions to the problem, which further can be tested and verified for its optimality in most of the 

cases.  OR is team efforts have been used with the existence of mankind. But OR is a systematic 

approach using only scientific methods/techniques to find solution which distinguishes OR from 

team efforts past or present.  OR is being effectively used in areas such as: production planning 

and inventory control, transportation, military operations and weapon system development, 

personnel management, social services, health services, communication systems, computer 

networks and information system to name but a few the problems they pose with ever increasing 

rate are similarly formulated, can be identified by several features they have in common and, last 

but not least, can be solved by similar methods. These problems are therefore conveniently 

grouped under the common heading of OR problems.  

Under OR study an objective is defined which may have alternative solutions. A decision has to 

be made based upon choosing from a set of possible alternatives. Each choice offers its own 

advantages and disadvantages, so that in complex situation the decision maker might not be able 

to make a preferable option at once and quickly decide why he should prefer one alternative over 

the other one. To clarify the situation and compare the alternatives in several aspects, OR suggests 

a series of mathematical operations. Their aim is to analyze the situation critically and thus prepare 

a decision for those bearing the responsibility for a final choice. 
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During implementation the operations research team should prepare a detailed instruction for those 

who have to implement the solution. Translating solution into operating procedure should indicate 

who should do, what and when? The facilities and information required should also be clearly 

specified and persons concerned should be taken into confidence for obtaining their cooperation 

for the success of the program. 

9. SIMPLIFICATION OF OR MODELS  

The more complex, expensive and large in scale the designed system is, the less allowable in it are 

willful decisions and the more gain in importance scientific methods which,  implemented, provide 

an estimate of each decision‘s consequences, help discard the unallowable versions and 

recommend the most successful ones. They help in assessing whether the available information is 

adequate to prepare a correct decision and, if not, and then indicate what data should be 

additionally collected. It would be extremely risky to be guided solely by intuition i.e., experience 

and common sense. Modern science and technology evolves so fast that the experience may simply 

not have been acquired. The calculations that make the process of decision-making easier are the 

subject matter of operations research. 

Under the complex situations some of the models need a lot of computational efforts particularly 

in case of linear programming. Efforts should be made to simplify the situation and development 

of model so as to generate the optimal solution with minimum effort. The selection of model for a 

particular problem has its own bearings and availability of solution. Assumptions to be imposed 

on the model should be such that, it makes it possible to achieve desirable solution without 

affecting the constraints of the problem.  

In most intricate cases, when scanning an operation and its outcome depend on a large number of 

intimately interrelated random factors, the analytical techniques fail altogether and the analyst has 

to employ Monto Carlo methods of statistical modeling. In this case a computer simulates the 

process of an operation development with all the random variables involved. This manipulation of 

the process yields an observation of one random operation run. One such realization gives no 

grounds for decision making, but, once a manifold of them is collected after several runs, it may 

be handled statistically to find the process means and make inferences about the real system and 

how in the mean, it is influenced by initial conditions and controllable variables.  

Both analytical and statistical models are widely implemented in OR. Each of the models possesses 

its own advantages and disadvantages. The analytical models are rougher, but they yield more 
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meaningful results. However, statistical models are more accurate, but are bulky, poorly 

analyzable, need more computational time and do not yield optimal results. Therefore, the analyst 

should make correct judgment to select either model depending upon requirements and situation 

of the problem. 

10. DEVELOPMENT OF OR IN INDIA  

OR being a new discipline started a bit late in India with its inception at Regional Research 

Laboratory at Hyderabad and at the same time a group was established in Defense Science 

Laboratory to solve the problems of stores, purchase and planning. OR society was formed in 

1953. Today OR subject is very popular and is being taught at graduation and post-graduation 

level in all the university of the country.  

It is also being used in industrial establishment extensively to improve decision-making process.  

11. COMPUTERS IN OR  

As has been presented earlier that OR tries to find optimal solutions with multiple variables. In 

most of the cases a large number of iterations are required to reach optimal solution. Manually this 

task becomes time consuming and single mistake at any point can generate erroneous results. With 

the development of computers and P.C‘s this has reduced manual efforts considerably and 

solutions can be obtained in a short period of time and possibility of errors is also minimized 

considerably.  

Storage of information/data is easy and faster with the use of computers because of its memory. 

The computational time requirements are also less and no paper work is required. Transfer of data 

from one place to another is also possible through net/computers. The reliability of solutions is 

also high. For the large size problems, where simulation was to be used, it was not possible to carry 

it out manually, which is now possible with the use of computers. To handle linear programming 

problem with multiple variables use to be cumbersome and time taking, can be done at wink of 

moment without any manual efforts. 

12. LIMITATIONS OF OPERATIONS RESEARCH  

OR has some limitations however, these are related to the problem of model building and the time 

and money factors involved in application rather than its practical utility. Some of them are as 

follows:  

(i) Magnitude of Computation. Operations research models try to find out optimal solution taking 

into account all the factors. These factors are enormous and expressing them in quantity and 
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establishing relationships among these require voluminous calculations which can be handled by 

computers.  

(ii) Non-Quantifiable Factors. OR provide solutions only when all elements related to a problem 

can be quantified. All relevant variables do not lend themselves to quantification. Factors which 

cannot be quantified find no place in OR study. Models in OR do not take into account qualitative 

factors or emotional factors which may be quite important.  

(iii) Distance between User and Analyst. OR being specialist‘s job requires a mathematician or 

statistician, who might not be aware of the business problems. Similarly, a manager fails to 

understand the complex working of OR. Thus there is a gap between the two. Management itself 

may offer a lot of resistance due to conventional thinking.  

 IV) Time and Money Costs. When basic data are subjected to frequent changes, incorporating 

them into the OR models is a costly proposition. Moreover, a fairly good solution at present may 

be more desirable than a perfect OR solution available after sometime. The computational time 

increases depending upon the size of the problem and accuracy of results desired. 

(v) Implementation. Implementation of any decision is a delicate task. It must take into account 

the complexities of human relations and behavior. Sometimes, resistance is offered due to 

psychological factors which may not have any bearing on the problem as well as its solution.  

EXERCISES  

1. What is operations research and explain briefly its applications in industrial 

organizations?  

2. What are the 3 characteristics of operations research? Discuss.  

3. Discuss the importance of OR in decision-making process.  

4. Enumerate, with brief description, some of the important techniques used in OR.  

5. Discuss the limitations of operation research.  

6. Describe the various steps involved in OR study.  

7. Discuss significance and scope of operation research.  

8. Describe briefly the different phases of operation research.  

9. Explain steps involved in the solution of OR problems.  

10. Illustrate the importance of features in OR. 

 



1 | P a g e                        S E T  B Y  G e d e f a w  A .  
 

Chapter 2: Linear programming  

LP is a technique for finding the best alternative from a set of feasible alternatives. It is a 

optimization method which shows how to allocate scarce resources & how to do such allocation 

in the best possible way subject to more than one limiting factor/conditions. It is a mathematical 

technique which involves the allocation of scarce resources in an optimal manner. LP technique is 

designed to help managers in planning, decision making & allocation of resources. Determination 

of product mix, transportation schedule, plant location machine, assignment, portfolio selection & 

allocation of labour are few types of problems that can be solved by LP. In LPP objective function 

as well as restrictions or constraints can be expressed as linear mathematical function. 
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Simplex Method  

 Linear programming models could be solved algebraically. The most widely used algebraic 

procedure for solving linear programming problem is called the Simplex Method. The simplex 

method is a general-purpose linear-programming algorithm widely used to solve large scale 

problems. Although it lacks the intuitive appeal of the graphical approach, its ability to handle 

problems with more than two decision variables makes it extremely valuable for solving problems 

often encountered in production/operations management. Thus simplex method offers an efficient 

means of solving more complex linear programming problems.  

 

Characteristics of Simplex Method  
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In the simplex method, the computational routine is an iterative process. To iterate means to repeat; 

hence, in working toward the optimum solution, the computational routine is repeated over and 

over, following a standard pattern. 

Successive solutions are developed in a systematic pattern until the best solution is reached.  Each 

new solution will yield a value of the objective function as large as or larger than the previous 

solution. This important feature assures us that we are always moving closer to the optimum 

answer. Finally, the method indicates when the optimum solution has been reached.  

Most real-life linear programming problems have more than two variables, so a procedure called 

the simplex method is used to solve such problems. This procedure solves the problem in an 

iterative manner, that is, repeating the same set of procedures time after time until an optimal solution 

is reached. Each iteration brings a higher value for the objective function so that we are always moving 

closer to the optimal solution. 

The simplex method requires simple mathematical operations (addition, subtraction, 

multiplication, and division), but the computations are lengthy and tedious, and the slightest error 

can lead to a good deal of frustration. For these reasons, most users of the technique rely on 

computers to handle the computations while they concentrate on the solutions. Still, some 

familiarity with manual computations is helpful in understanding the simplex process. The student 

will discover that it is better not to use his/her calculator in working through these problems 

because rounding can easily distort the results. Instead, it is better to work with numbers in 

fractional form. 

Why we should study the Simplex Method?  

It is important to understand the ideas used to produce solution. The simplex approach yields not 

only the optimal solution to the xi variables, and the maximum profit (or minimum cost) but 

valuable economic information as well.  

To be able to use computers successfully and to interpret LP computer print outs, we need to know 

what the simplex method is doing and why.  

We begin by solving a maximization problem using the simplex method. We then tackle a 

minimization problem. 

STEPS OF THE SIMPLEX METHOD FOR MAX. PROBLEMS  
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Step1. Formulate a LP model of the problem.  

Step2. Add slack variables to each constraint to obtain standard form.  

Step3. Set up the initial simplex tableau.  

Step4. Choose the non-basic variable with the largest entry in the net evaluation row 

(Cj – Zj) to bring into the basis. This identifies the pivot (key) column; the column associated with 

the incoming variable.  

Step5. Choose as the pivot row that row with the smallest ratio of ―bi/ aij‖, for aij >0 where j is 

the pivot column. This identifies the pivot row, the row of the variable leaving the basis when 

variable j enters.  

Step6. A). Divide each element of the pivot row by the pivot element.  

B). According to the entering variable, find the new values for remaining variables.  

Step7. Test for optimality. If Cj – Zj ≤0 for all columns, we have the optimal solution. If not, return 

to step 4. 

STEPS IN SIMPLEX METHOD FOR MIN. PROBLEMS  

1. Formulate a LP model of the problem/ Set up the inequalities & equalities describing the 

problem constraints/.  

2. Convert any inequalities to equalities by introducing surplus variable.  

3. Add artificial variable to all equalities involving surplus variable.  

4. Enter the resulting equalities in the simplex table.  

5. Calculate Zj & Cj-Zj value for this solution.  

6. Determining the interring variable selecting the one with the highest negative Cj-Zj value.  

7. Determining the departing/removing row by choosing the smallest non-negative ratio ignoring 

infinity & negative.  

8. Compute the value for the new key/pivot/ row.  

9. Calculate the values for the remaining row.  

10. Calculate the Cj-Zj e value for this solution.  

11. If there is negative element in the Cj-Zj row then return to step 6. If there is no negative Cj-Zj 

then the final solution has been obtained.  

Simplex method with mixed constraints  
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The following point may be noted in this regard.  

1. A situation may arise when the constraints are ≥ type or ≤ type or = type i.e mixed constraints.  

2. If any constraint has negative constant at the RHS, then multiply both sides with -1 & it will 

reverse the direction of inequalities.  

3. Introduce slack variable in case of ≤ type constraint.  

4. Introduce surplus & artificial variables in case of ≥ type constraints.  

5. Introduce artificial variable in case of = type constraints.  

6. Assign zero coefficients to the slack variable & surplus variable in the objective function.  

7. Assign +M in case of min. & -M in case of max. Problems to the artificial variables in the 

objective function.  

8. In case of max. Stop where Cj-Zj row contains zero or negative elements.  

9. In case of min. stop where Cj-Zj row contains zero or positive elements.  

Where, Zj –be contribution loss per unit  

Cj- be contribution per unit to the objective function  

Cj-Zj be increase/decrease per unit  

Zj=Σ (coefficient of Cj column × corresponding coefficients of the constraints) 

Example 1  

 A Furniture Ltd. wants to determine the most profitable combination of products to manufacture 

given that its resources are limited. The Furniture Ltd., Makes two products, tables and chairs, 

which must be processed through assembly and finishing departments. Assembly has 60 hours 

available; Finishing can handle up to 48 hours of work. Manufacturing one table requires 4 hours 

in assembly and 2 hours in finishing.  Each chair requires 2 hours in assembly and 4 hours in 

finishing. Profit is $8 per table and $6 per chair. 
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Tabular solution for Example 1 

 

Tabular solution for Example 1 
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Example 2  

PAR Inc. produces golf equipment and decided to move into the market for standard and deluxe 

golf bags. Each golf bag requires the following operations: Cutting and dyeing the material, 

Sewing, Finishing (inserting umbrella holder, club separators etc.), Inspection and packaging.  

Each standard golf-bag will require 7/10 hr. in the cutting and dyeing department, 1/2 hr. in the 

sewing department, 1 hr. in the finishing department and 1/10 hr. in the inspection & packaging 

department.  
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Deluxe model will require 1 hr. in the cutting and dyeing department, 5/6 hr. for sewing, 2/3 hr. 

for finishing and 1/4 hr. for inspection and packaging  

The profit contribution for every standard bag is 10 MU and for every deluxe bag is 9 MU.  

In addition the total hours available during the next 3 months are as follows:  

Cutting & dyeing dept. 630 hrs.  

Sewing dept. 600 hrs.  

Finishing 708 hrs.  

Inspection & packaging 135 hrs.  

The company‘s problem is to determine how many standard and deluxe bags should be produced 

in the next 3 months? 

 

Tabular solution for Example 2 
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Example 3  

High Tech industries import components for production of two different models of personal 

computers, called deskpro and portable. High Tech’s management is currently interested in 

developing a weekly production schedule for both products.  

The deskpro generates a profit contribution of $50/unit, and portable generates a profit contribution 

of $40/unit. For next week’s production, a max of 150 hours of assembly time is available. Each 

unit of deskpro requires 3 hours of assembly time. And each unit of portable requires 5 hours of 

assembly time.  

High Tech currently has only 20 portable display components in inventory; thus no more than 20 

units of portable may be assembled. Only 300 sq. feet of warehouse space can be made available 

for new production. Assembly of each Deskpro requires 8 sq. ft. of warehouse space, and each 

Portable requires 5 sq. ft. of warehouse space. 

 

Tabular solution for Example 3 
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Tableau Form: The Special Case  

Obtaining tableau form is somewhat more complex if the LP contains ≥ constraints, = 

constraints, and/or “–ve” right-hand-side values. Here we will explain how to develop tableau 

form for each of these situations. Example 4, Suppose that in the high-tech industries problem, 

management wanted to ensure that the combined total production for both models would be at 

least 25 units. Thus,  

                Objective Function Max Z = 50X1 + 40X2  

                 Subjective to: 3 X1 + 5 X2 ≤ 150 Assembly time 

                   1X1 ≤ 20 Portable display  

               8X1 + 5 X2 ≤ 300 Warehouse space 
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               1X1 + 1X2 ≥ 25 Min. total production 

                   X1, X2 ≥ 0 

SOLUTION: First, we use three slack variables and one surplus variable to write the problem in std. 

Form.  

              Max Z = 50X1 + 40X2 + 0S1 + 0S2 + 0S3 + 0S4  

                  Subject to 3X1 + 5X2 + 1S1 = 150  

                    1X2 + 1S2 = 20 

                   8X1 + 5X2 + 1S3 = 300  

                   1X1 + 1X2 - 1S4 = 25 

                      All variables ≥ 0 

 
        For the initial tableau X1 = 0     X2 = 0  

               S1= 150     , S2 = 20  

               S3 = 300    ,   S4 = -25 

Tabular solution for Example 4 

Clearly this is not a basic feasible solution since S4 = -25 violates the non-negativity requirement.  

∴We introduce new variable called ARTIFICIAL VARIABLE.  

 Artificial variables will be eliminated before the optimal solution is reached. We assign a very 

large cost to the variable in the objective function.  

Objective function  

50X1 + 40X2 + 0S1 + 0S2 + 0S3 + 0S4 - MA4 
Initial Tableau  

 

                                     Max entering↑ 

 
                    New X1 values = 25, 1, 1, 0, 0, 0, -1, 1  
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2nd Tableau  

 

                                                                                                      Max entering↑ 

       New S4 values: 100/8 = 25/2, 0, -3/8, 0, 0, 1/8, 1 

 

IMPORTANT NOTE!!  

Since A4 is an artificial variable that was added simply to obtain an initial basic feasible solution, 

we can drop its associated column from the simplex tableau.  Indeed whenever artificial variables 
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are used, they can be dropped from the simplex tableau as soon as they have been eliminated from 

the basic feasible solution.  

 

 

One more iteration is required. This time X2 comes into the solution and S1 is eliminated. After 

performing this iteration, the following simplex tableau shows that the optimal solution has been 

reached. 
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EQUALITY CONTRAINTS NEGATIVE RIGHT-HAND SIDE VALUES  

Simply add an artificial variable A1 to create a basic feasible solution in the initial simplex tableau.  

6X1 + 4X2 - 5X3 = 30 => 6X1 + 4X2 - 5X3 + 1A1 = 30 

One of the properties of the tableau form of a linear program is that the values on the right-hand sides 

of the constraints have to be nonnegative.  

E.g. One units of the portable model (X2) has to be less than or equal to the one units of the deskpro 

model (X1) after setting aside 5 units of the deskpro for internal company use. 

       I.e. X2 ≤ X1 - 5  

       - X1 + X2 ≤ -5  

        (Min)Multiply by –1 => (Max) X1 - X2 ≥ 5 

We now have an acceptable nonnegative right-hand-side value. Tableau form for this constraint can 

now be obtained by subtracting a surplus variable and adding an artificial variable.  

Example 5  

• Livestock Nutrition Co. produces specially blended feed supplements. LNC currently has an order 

for 200 kgs of its mixture.  

• This consists of two ingredients  

X1 (a protein source)  

X2 (a carbohydrate source) 

The first ingredient, X1 costs LNC 3MU a kg. The second ingredient, X2 costs LNC 8MU a kg. The 

mixture can‘t be more than 40% X1 and it must be at least 30% X2.  

• LNC‘s problem is to determine how much of each ingredient to use to minimize cost.  

Solution: The cost function can be written as Cost = 3X1 + 8X2 Min! 

∎LNC must produce 200 kgs of the mixture – no more, no less.  

X1 + X2 = 200 kgs  

• The mixture can‘t be more than 40% X1, so we may use less than 80 kgs. (40% X 200 = 80). 

However, we must not exceed 80 kgs.  
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X1 ≤ 80 kgs 

• The mixture must be at least 30% X2. Thus we may use more than 60 kgs, not less than 60 kgs. 

(30% X 200 = 60)  

 
X2  ≥ 60 kgs  

Minimize: Cost = 3MU X1 + 8MU X2  

Subject to X1 + X2 = 200 kgs  

X1 ≤ 80 kgs  

X2 ≥ 60 kgs  

X1, X2 ≥ 0  

• An initial solution: X1 + X2 = 200 kgs  

=> X1 + X2 + A1 = 20  

                          ↓ 
Artificial variable: A very expensive substance must not be represented in optimal solution.  

• An artificial Variable is only of value as a computational device; it allows 2 types of restrictions to 

be treated. These are the equality type (=) & ≥ type  

 
X1 ≤ 80 kgs constraint on protein  

=> X1 + S1 = 80 kgs  

• X2 ≥ 60 kgs constraint on carbohydrates  

=> X2 - S2 + A2 = 60 

X1, X2,    S1,           S2,       A1,      A2 ≥ 0 

Minimize: Cost = 3X1 + 8X2 + 0S1 + 0S2 + MA1 + MA2  

Subject to: X1 + X2 + A1 = 200  

X1 + S1 = 80  

X2 - S2 + A2 = 60  

All variables ≥ 0 
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SPECIAL CASES IN APPLYING SIMPLEX METHOD (COMPLICATED SITUATIONS)  

Several complications can occur while solving the LPP. Such problems are  

1. Tie for key rows or degeneracy  

2. Unbounded problems  

3. Multiple optimal solutions  

4. Infeasible solutions  

5. Tie for the key columns  
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1. Tie for the key rows or Degeneracy: In the simplex method degeneracy occurs when there is 

tie for the minimum ratio for choosing the departing/ leaving/ variable. The main drawback to 

degeneracy is the increase in the computation, which reduces the efficiency of simplex method.  

As a general rule, the best way to break the tie between the key rows is to select any departing 

variable arbitrarily, if we are unlucky & cycling does occur we simply go back & select the other.  

Alternatively: the following procedure is followed  

i) Locate the rows in which smallest non-negative ratio are tied (equal).  

ii) Find the coefficient of the slack variables & divide each coefficient by the corresponding 

positive numbers of the key column in the row, starting from the left to the right in order to break 

the tie.  

iii) If the ratio does not break the tie, find the similar ratios for the coefficient of decision variables.  

iv) Compare the resulting ratio, column by column.  

v) Select the row which has the smallest ratio. This row becomes the key row.  

vi) After resolving of this tie, simplex method is applied to obtain the optimum solution.  

NB: If the tie has occurred between artificial variable & other variables, the artificial variable 

should be selected as departing variable without going for the above procedure.  

Example: Solve the following problem by using simplex method. 

𝑀𝑎𝑥 𝑍=1000𝑥1+4000𝑥2+5000𝑥3 

         𝑆𝑡.𝑡𝑜 3𝑥1+3𝑥3≤22     

               𝑥1+2𝑥2+3𝑥3≤14  

              3𝑥1+2𝑥2≤14  

              𝑥1, 𝑥2, 3≥0 

Solution: By introduce slack variable convert inequality constraints into equations. Then the std. 

form of LPP is: 𝑀𝑎𝑥 𝑍=1000𝑥1+4000𝑥2+5000𝑥3+0𝑠1+0𝑠2+0𝑠3 

                         𝑆𝑡.𝑡𝑜 3𝑥1+3𝑥3+𝑠1=22 

                                𝑥1+2𝑥2+3𝑥3+𝑠2=14 

                               3𝑥1+2𝑥2+𝑠3=14 

                                𝑥1,2,𝑥3,𝑠1,𝑠2,𝑠3≥0 
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CHAPTER 3: DUALITY THEORY AND SENSITIVITY ANALYSIS 

3.1. DUALITY: Primal – Dual 

Associated with any LP is another LP called the dual. The term dual, in general sense is two or 

double. In the context of LP, duality implies that each LP can be analyzed in two different ways 

but having equivalent solution. The first way of stating LPP is called the primal of the problem. 

The second way of stating the same problem is called dual. In other words each LP maximizing 

problem has its corresponding dual, minimizing problem & vice versa. Knowledge of the dual 

provides interesting economic and sensitivity analysis insights. When taking the dual of any LP, 

the given LP is referred to as the primal. If the primal is a max problem, the dual will be a min. 

problem and vice versa. The main focus of dual is to find for each resource its best marginal value 

or shadow price. 

The optimal solution for the primal & the dual are equivalent but they are derived through 

alternative procedures. The dual contains economic information useful to management & it may 

also be easier to solve than the primal problem. Generally if the LP primal involves maximizing 

profit function subject to ≤ resource constraints, the dual will involve minimizing total opportunity 

cost subject to ≥ product profit constraints. Formulating the dual from a given primal is not difficult 

& once it is formulated the solution procedure is exactly the same as for any LPP. 

It may be noted that, sometimes it is computationally easier to solve the dual than the primal.  

Finding the Dual of an LP. 

The dual of a max problem is a min. problem  

Normal max problem is a problem in which all the variables are required to be nonnegative and 

all the constraints are ≤ constraints.  

Normal min problem is a problem in which all the variables are required to be nonnegative and all 

the constraints are ≥ constraints.  

Similarly, the dual of a normal min problem is a normal max problem.  

In order to understand the formulation of the dual we will define the dual problem when its primal 

is given in the following form: 

Finding the Dual of a Max Problem 
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CHAPTER 4: INTEGER PROGRAMMING  

INTRODUCTION 

One of the assumption of LP is that the decision variables are continuous i.e. a variable can have 

fractional as well as integer values. In many real situations solution to LPPs make sense only if 

they have integer values.  

So, to overcome this drawback of LP the new technique i.e. Integer programming was developed 

which requires decision variables to have integer values only.  

Integer linear programming problem (ILPP) is an LPP, in which all or some of the decision 

variables are to be assume non-negative integer value. This type of problem is particular 

importance in business & in industry, where quite often the fractional value may be unrealistic 

because of some variables does not take fractional values. 

 
• Some business problems can be solved only if variables have integer values.  

E.g. Numbers of men that should be work in a company  

– Airline decides on the number of flights to operate in a given sector must be an integer or 

whole number amount.  

– The number of aircraft purchased this year  

– The number of machines needed for production  

– The number of trips made by a sales person  

– The number of police officers assigned to the night shift etc.  

Method of obtaining solution to an ILPP  

There are different methods to find out the solution with integer values to an ILPP. The most 

commonly used are listed as follows.  

1. Cutting plane method or Gomory fractional method  

2. Branch & Bound method  

1. Gomory Fractional Method  

This method was developed by the scientist Gomory in 1958. Under this method the solution is 

obtained by the following steps:  

Step I: if the problem is minimization type, convert it into that of maximization.  

Step II: solve the given problem by simplex method, ignoring the integrality conditions.  

Step III: if in the optimal solution all the variables assume integer values that is the desired 

optimal solution.  

If in the optimal solution all the variables do not assume integer values then proceed to  

Step IV: test the integrality of the optimum solution  
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Locate the values in the solution value(SV) column which obtain the highest fraction (among the 

decision variables which are restricted to be integer) choose the row which containing largest 

fractions say Kth row & express each of the negative fraction as the sum of the negative integer & 

a non-negative fraction. Then the Kth row is written as the form of equation. In this equation, all 

coefficients which are whole numbers are ignored & are replaced by zeros & integral part is also 

ignored & equations containing fractional part of all coefficients are obtained. 

Step V: the part of this equation corresponding to the technical coefficients is equal to (=) 

fractional parts of resource availability plus (+) some integer. Thus it may be equal to (=) or greater 

than (>) the fractional part of resource availability.  

Therefore, the inequality can be written as greater than or equal to (≥) type with fractional part on 

RHS. To convert it into constraint of less than or equal to (≤) type, we multiplied it by -1 & to 

convert it into equality type constraint introduce another slack variable represented by F1.  

Step VI: add this new constraint to the bottom of the optimum simplex table obtained in step II& 

find the optimal solution by using Dual Simplex Method.  

Step VII: If by using the dual simplex method the decision variables assume the integer values the 

optimum solution is obtained. If still the decision variables does not acquire integer values go to 

step III again & repeat the procedure until the optimum solution is obtained & all the required 

variables which are to acquire integer values obtained full fill the condition of integrality.  

Example 1: solve the following ILPP  

Max Z=5x1+7x2  

St. to -2x1+3x2≤6  

6x1+x2≤30 

Where x1, x2 are all non- negative integers  

Solution: introduce slack variable & assign 0 coefficients in the objective function & convert the 

inequality constraints into equations as follows:  

Max Z= 5x1+7x2+0s1+0s2  

St. to -2x1+3x2+s1=6  

6x1+x2+s2=30  

Where x1, x2, s1 s2≥0 & x1, x2 are positive integers 
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CHAPTER5: SPECIAL TYPES OF LINEAR PROGRAMMING  

5.1. TRANSPORTATION PROBLEM  

Transportation problems are one types of the LPP, in which objective is to transport various quantities of a single 

homogeneous commodity, to different destinations in such a way that the total transportation cost is minimized. 

TPs gave direct relevance to decisions in the area of distribution policy making, where the objective is 

minimization of transportation cost. The various features of linear programming can be observed in these 

problems. Here the availability as well as requirements of the various centers are finite & constitute the limited 

resources. It is also assumed that cost of shipping is linear. Thus these problems could also be solved by simplex 

method. 
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Chapter 6:  Network Analysis with CPM and PERT 

6.1 Basic concepts and definitions  

Network: A network is an arrangement of paths connected at various points, through which one 

or more items move from one point to another. Everyone is familiar with such networks as 

highway systems, telephone networks, railroad systems, and television networks. For example, a 

railroad network consists of a number of fixed rail routes (paths) connected by terminals at 

various junctions of the rail routes. 

A network is an arrangement of paths connected at various points, through which items move. 

In recent years using network models has become a very popular management science technique 

for a couple of very important reasons. First, a network is drawn as a diagram, which literally 

provides a picture of the system under analysis. This enables a manager to visually interpret the 

system and thus enhances the manager's understanding. Second, a large number of real-life 

systems can be modeled as networks, which are relatively easy to conceive and construct. 

Networks are popular because they provide a picture of a system and because a large number of 

systems can be easily modeled as networks. 

 Network Components: 

Networks are illustrated as diagrams consisting of two main components: nodes and branches. 

Nodes represent junction points for example, an intersection of several streets. Branches connect 

the nodes and reflect the flow from one point in the network to another. Nodes are denoted in the 

network diagram by circles, and branches are represented by lines connecting the nodes. Nodes 

typically represent localities, such as cities, intersections, or air or railroad terminals; branches 

are the paths connecting the nodes, such as roads connecting cities and intersections or railroad 

tracks or air routes connecting terminals. For example, the different railroad routes between 

Atlanta, Georgia, and St. Louis, Missouri, and the intermediate terminals are shown in Figure1 
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Nodes, denoted by circles, represent junction points connecting branches. 

Branches, represented as lines, connect nodes and show flow from one point to another. 

The network shown in Figure .1 has four nodes and four branches. The node representing Atlanta 

is referred to as the origin, and any of the three remaining nodes could be the destination, 

depending on what we are trying to determine from the network. Notice that a number has been 

assigned to each node. Numbers provide a more convenient means of identifying the nodes and 

branches than do names. For example, we can refer to the origin (Atlanta) as node 1 and the 

branch from Atlanta to Nashville as branch 12.   

Typically, a value that represents a distance, length of time, or cost is assigned to each branch. 

Thus, the purpose of the network is to determine the shortest distance, shortest length of time, or 

lowest cost between points in the network. In Figure .1, the values 4, 6, 3, and 5, corresponding 

to the four branches, represent the lengths of time, in hours, between the attached nodes. Thus, a 

traveler can see that the route to St. Louis through Nashville requires 10 hours and the route to 

St. Louis through Memphis requires 8 hours. The values assigned to branches typically represent 

distance, time, or cost. 

Definition of PERT 

PERT is an acronym for Program (Project) Evaluation and Review Technique, in which 

planning, scheduling, organizing, coordinating and controlling uncertain activities take place. 

The technique studies and represents the tasks undertaken to complete a project, to identify the 

least time for completing a task and the minimum time required to complete the whole project. It 

was developed in the late 1950s. It is aimed to reduce the time and cost of the project. 

PERT uses time as a variable which represents the planned resource application along with 

performance specification. In this technique, first of all, the project is divided into activities and 

events. After that proper sequence is ascertained, and a network is constructed. After that time 

needed in each activity is calculated and the critical path (longest path connecting all the events) 

is determined. 

Definition of CPM 

Developed in the late 1950s, Critical Path Method or CPM is an algorithm used for planning, 

scheduling, coordination and control of activities in a project. Here, it is assumed that the activity 

duration is fixed and certain. CPM is used to compute the earliest and latest possible start time 

for each activity. 
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The process differentiates the critical and non-critical activities to reduce the time and avoid the 

queue generation in the process. The reason for the identification of critical activities is that, if 

any activity is delayed, it will cause the whole process to suffer. That is why it is named as 

Critical Path Method. In this method, first of all, a list is prepared consisting of all the activities 

needed to complete a project, followed by the computation of time required to complete each 

activity. After that, the dependency between the activities is determined. Here, ‘path’ is defined 

as a sequence of activities in a network. The critical path is the path with the highest length. 

6.2 The critical path method (CPM): 

One of the most popular uses of networks is for project analysis. Such projects as the 

construction of a building, the development of a drug, or the installation of a computer system 

can be represented as networks. These networks illustrate the way in which the parts of the 

project are organized, and they can be used to determine the time duration of the projects. The 

network techniques that are used for project analysis are CPM and PERT. CPM stands for 

critical path method, and PERT is an acronym for project evaluation and review technique. 

These two techniques are very similar. 

There were originally two primary differences between CPM and PERT. With CPM, a single, or 

deterministic, estimate for activity time was used, whereas with PERT probabilistic time 

estimates were employed. The other difference was related to the mechanics of drawing the 

project network. In PERT, activities were represented as arcs, or arrowed lines, between two 

nodes, or circles, whereas in CPM, activities were represented as the nodes or circles. However, 

these were minor differences, and over time CPM and PERT have been effectively merged into a 

single technique, conventionally referred to as simply CPM/PERT. 

CPM and PERT were developed at approximately the same time (although independently) 

during the late 1950s. The fact that they have already been so frequently and widely applied 

attests to their value as management science techniques. 

The three time estimates for each activity are the most likely time, the optimistic time, and the 

pessimistic time in PERT while CPM contains only one time estimate. The most likely time is 

the time that would most frequently occur if the activity were repeated many times. The 

optimistic time is the shortest possible time within which the activity could be completed if 

everything went right. The pessimistic time is the longest possible time the activity would 

require to be completed, assuming that everything went wrong. In general, the person most 
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familiar with an activity makes these estimates to the best of his or her knowledge and ability. In 

other words, the estimate is subjective. 

6.3 Comparison of CPM and PERT: 

BASIS FOR 

COMPARISON 
PERT CPM 

Meaning PERT is a project management 

technique, used to manage 

uncertain activities of a project. 

CPM is a statistical technique of 

project management that manages 

well defined activities of a project. 

What is it? A technique of planning and 

control of time. 

A method to control cost and time. 

Orientation Event-oriented Activity-oriented 

Evolution Evolved as Research & 

Development project 

Evolved as Construction project 

Model Probabilistic Model Deterministic Model 

Focuses on Time Time-cost trade-off 

Estimates Three time estimates One time estimate 

Appropriate for High precision time estimate Reasonable time estimate 

Management of Unpredictable Activities Predictable activities 

Nature of jobs Non-repetitive nature Repetitive nature 

Critical and Non-

critical activities 

No differentiation Differentiated 

Suitable for Research and Development Non-research projects like civil 
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BASIS FOR 

COMPARISON 
PERT CPM 

Project construction, ship building etc. 

Crashing concept Not Applicable Applicable 

6.4 Key Differences Between PERT and CPM 

The most important differences between PERT and CPM are provided below: 

1. PERT is a project management technique, whereby planning, scheduling, organizing, 

coordinating and controlling uncertain activities are done. CPM is a statistical technique 

of project management in which planning, scheduling, organizing, coordination and 

control of well-defined activities take place. 

2. PERT is a technique of planning and control of time. Unlike CPM, which is a method to 

control costs and time. 

3. While PERT is evolved as a research and development project, CPM evolved as a 

construction project. 

4. PERT is set according to events while CPM is aligned towards activities. 

5. A deterministic model is used in CPM. Conversely, PERT uses a probabilistic model. 

6. There are three times estimates in PERT, i.e. optimistic time (to), most likely time ™, 

pessimistic time (tp). On the other hand, there is only one estimate in CPM. 

7. PERT technique is best suited for a high precision time estimate, whereas CPM is 

appropriate for a reasonable time estimate. 

8. PERT deals with unpredictable activities, but CPM deals with predictable activities. 

9. PERT is used where the nature of the job is non-repetitive. In contrast to, CPM involves 

the job of repetitive nature. 

10. There is a demarcation between critical and non-critical activities in CPM, which is not in 

the case of PERT. 

11. PERT is best for research and development projects, but CPM is for non-research 

projects like construction projects. 

12. Crashing is a compression technique applied to CPM, to shorten the project duration, 

along with the least additional cost. The crashing concept is not applicable to PERT. 
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Conclusion 

The difference between these two project management tools is getting unclear as the techniques 

are merged with the path of time. That is why, in most projects, they are being used as a single 

project. The primary point that distinguishes PERT from CPM is that the former gives the 

extreme importance of time, i.e. if the time is minimized, consequently the cost will also be 

reduced. However, cost optimization is the basic element, in the latter. 

 


