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Course objectives

The primary objective of the course is to equip students with the basic tools that are useful to
conduct researches in the areas of agriculture and natural resources. At the end of the course,

students will be able to:

explain main goals of Econometrics and its purpose;

discuss and apply the methodology of Econometrics for researches;

develop a mathematical model which will be used to explain the relationship between

variables presented in the model;

make predictions and forecasting using simple and multiple linear regression analysis;

apply Econometric methods to the investigation of economic relationships and

processes;

make generalizations and policy implications based on relationships analysed using

multiple regression models;
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e et acquainted with some non-linear model and time series analysis,

Course content

Unit 1: What are Econometrics — What it is all about?

v" Definition and Scope
v Goals of Econometrics

v Methodology of Econometrics
v" Elements of Econometrics

v Types of Econometrics

Unit 2: Correlation Theory

v’ Basic concepts of Correlation
v Coefficient of Linear Correlation

v Types of Correlation Coefficient
Unit 3: Simple Linear Regression Models

v’ Basic Concepts and Assumptions
Least Squares Criteria

Normal Equations of OLS

v
v
v’ Estimation of Elasticities from regression equations
v' Coefficient of Correlation and Determination

v

Hypothesis Testing
Unit 4: Multiple Regression Analysis

Model with two Explanatory Variables
Notations and Assumptions

Estimation of Partial regression coefficient

Analysis of Variance

v
v
v
v" Partial Correlation Coefficients
v
v Hypothesis Testing

v

Other functional forms
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Unit 5: Dummy Variable Regression Analysis

v Definitions of Dummy Variables
v ANOVA Models
v ANCOVA models

Unit 6: Econometric Problems

Non-normality

v

v Multicollinearity
v’ Heteroskedasticity
v

Autocorrelation
Unit 7: Non-linear Regression and Time Series Econometrics

v Non-linear regression models: Overview

v Time series Analysis
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UNIT ONE: WHAT IS ECONOMETRICS?
Definition and scope of econometrics

Simply stated Econometric means economic measurement. The “metric” part of the word
signifies measurement and econometrics is concerned with the measuring of economic

relationships.

e Itisasocial science in which the tools of economic theory, mathematics and statistical
inference are applied to the analysis of economic phenomena (A.S. Goldberger, 1964).

e Inthe words of Maddala econometrics is “the application of statistical and mathematical
methods to the analysis of economic data, with a purpose of giving empirical content to

economic theories and verifying them or refuting them.” .

e It is a special type of economic analysis and research in which the general economic
theory formulated in mathematical form (i.e. mathematical economics) is combined

with empirical measurement (i.e. statistics) of economic phenomena.

e Inshort, econometrics may be considered as the integration of economics, mathematics,
and statistics for the purpose of providing numerical values for the parameters of

economic relationships and verifying economic theories.

e The field of knowledge which helps us to carry out such an evaluation of economic

theories in empirical terms

The purpose of studying the relationships among economic variables are attempting to answer

questions of

v If one variable changes in a certain magnitude, by how much will another variable

change?
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v If we know the value of one variable; can we forecast or predict the corresponding value

of another?

v' It also helps us to understand the real economic world we live in.

A distinction between econometrics and mathematical economics, econometrics and

statistics, econometrics and economic model
Econometrics vs. mathematical economics

Mathematical economics states economic theory in terms of mathematical symbols. There is
no essential difference between mathematical economics and economic theory. Both state the
same relationships, but while economic theory makes statements or hypotheses that are mostly
of qualitative nature (Use verbal exposition), mathematical symbols. Both express economic
relationships in an exact or deterministic form. Neither mathematical economics nor economic
theory allows for random elements which might affect the relationship and make it stochastic.
Furthermore, they do not provide numerical values for the coefficients of economic

relationships.

Econometrics differs from mathematical economics in that, although econometrics
presupposes, the economic relationships to be expressed in mathematical forms, it does not
assume exact or deterministic relationship. Econometrics assumes random relationships among
economic variables. Econometric methods are designed to take into account random
disturbances which relate deviations from exact behavioral patterns suggested by economic
theory and mathematical economics. Furthermore, econometric methods provide numerical

values of the coefficients of economic relationships.

Example: Other things remaining constant (ceteris paribus) a reduction in the price of a

commodity is expected to increase the quantity demanded. And Economic theory postulates an
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inverse relationship between price and quantity demanded of a commaodity. But the theory does
not provide numerical value as the measure of the relationship between the two. Here comes
the task of the econometrician to provide the numerical value by which the quantity will go up

or down as a result of changes in the price of the commaodity.

Econometrics vs. statistics

Econometrics differs from both mathematical statistics and economic statistics. An economic
statistician gathers empirical data, records them, tabulates them or charts them, presenting
economic data (descriptive statistics). and attempts to describe the pattern in their development
over time and perhaps detect some relationship between various economic magnitudes.
Economic statistics is mainly a descriptive aspect of economics. It does not provide
explanations of the development of the various variables and it does not provide measurements

the coefficients of economic relationships.

Mathematical (or inferential) statistics deals with the method of measurement which are
developed on the basis of controlled experiments. But statistical methods of measurement are
not appropriate for a number of economic relationships because for most economic
relationships controlled or carefully planned experiments cannot be designed due to the fact
that the nature of relationships among economic variables are stochastic or random. Yet the
fundamental ideas of inferential statistics are applicable in econometrics, but they must be
adapted to the problem economic life. Econometric methods are adjusted so that they may
become appropriate for the measurement of economic relationships which are stochastic. The
adjustment consists primarily in specifying the stochastic (random) elements that are supposed
to operate in the real world and enter into the determination of the observed data. Mathematical
economics do provide much of the tools used in Econometrics. But Econometrics needs special

methods to deal with economic data which are never experimental data.
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Examples: Errors of measurement, problem of multicollinearity, problem of serial correlation

are only econometric problems and are not concerns of mathematical statistics.

Econometrics utilizes these data to estimate quantitative economic relationships and to test
hypothesis about them. The Econometrician is called upon to develop special methods of

analysis and deal with such kinds of Econometric problems.

Economic models vs. econometric models
i) Economic models:

Any economic theory is an observation from the real world. For one reason, the immense
complexity of the real world economy makes it impossible for us to understand all
interrelationships at once. Another reason is that all the interrelationships are not equally
important as such for the understanding of the economic phenomenon under study. The
sensible procedure is therefore, to pick up the important factors and relationships relevant to
our problem and to focus our attention on these alone. Such a deliberately simplified analytical
framework is called on economic model. It is an organized set of relationships that describes
the functioning of an economic entity under a set of simplifying assumptions. All economic
reasoning is ultimately based on models. Economic models consist of the following three basic

structural elements.

1. A set of variables

2. A list of fundamental relationships and
3. A number of strategic coefficients

i) Econometric models:

The most important characteristic of economic relationships is that they contain a random
element which is ignored by mathematical economic models which postulate exact

relationships between economic variables.
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Example: Economic theory postulates that the demand for a commodity depends on its price,
on the prices of other related commodities, on consumers’ income and on tastes. This is an

exact relationship which can be written mathematically as:

The above demand equation is exact. However, many more factors may affect demand. In
econometrics the influence of these ‘other’ factors is taken into account by the introduction into

the economic relationships of random variable. In our example, the demand function studied

with the tools of econometrics would be of the stochastic form:

where u stands for the random factors which affect the quantity demanded.
Methodology of Econometrics

Econometric research is concerned with the measurement of the parameters of economic
relationships and with the predication of the values of economic variables. The relationships
of economic theory which can be measured with econometric techniques are relationships in
which some variables are postulated as causes of the variation of other variables. Starting with
the postulated theoretical relationships among economic variables, econometric research or

inquiry generally proceeds along the following lines/stages.

=

Specification of the model

2. Estimation of the model

w

Evaluation of the estimates
4. Evaluation of he forecasting power of the estimated model

1. Specification of the model
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In this step the econometrician has to express the relationships between economic variables in

mathematical form. The step involves the determination of three important issues:

e Determine dependent and independent (explanatory) variables to be included in the

model,

e Determine a priori theoretical expectations about the size and sign of the parameters of

the function, and

e Determine mathematical form of the model (number of equations, specific form of the

equations, etc.

Specification of the econometric model will be based on economic theory and on any available
information related to the phenomena under investigation. Thus, specification of the
econometric model presupposes knowledge of economic theory and familiarity with the
particular phenomenon being studied. Specification of the model is the most important and the
most difficult stage of any econometric research. It is often the weakest point of most
econometric applications. In this stage there exists enormous degree of likelihood of
committing errors or incorrectly specifying the model. The most common errors of

specification are:
a. Omissions of some important variables from the function.
b. The omissions of some equations (for example, in simultaneous equations model).
c. The mistaken mathematical form of the functions.

Such misspecification errors may associate to one or more reasons. Some of the common

reasons for incorrect specification of the econometric models are:
e imperfections, looseness of statements in economic theories
¢ limited knowledge of the factors which are operative in any particular case

e formidable obstacles presented by data requirements in the estimation of large

models




Bonga University, Econometrics. set by Fami.A at april, 2020

2. Estimation of the model

This is purely a technical stage which requires knowledge of the various econometric methods,
their assumptions and the economic implications for the estimates of the parameters. This stage

includes the following activities.
Gathering of the data on the variables included in the model.

Examination of the identification conditions of the function (especially for simultaneous

equations models).
Examination of the aggregations problems involved in the variables of the function.

Examination of the degree of correlation between the explanatory variables (i.e.

examination of the problem of multicollinearity).

Choice of appropriate economic techniques for estimation, i.e. to decide a specific

econometric method to be applied in estimation; such as, OLS, MLM
3. Evaluation of the estimates

This stage consists of deciding whether the estimates of the parameters are theoretically
meaningful and statistically significant. This stage enables the econometrician to evaluate the
results of calculations and determine the reliability of the results. For this purpose we use
various criteria which may be classified into three groups:

I Economic a priori criteria: These criteria are determined by economic theory and
refer to the size and sign of the parameters of economic relationships.

ii. Statistical criteria (first-order tests): These are determined by statistical theory and
aim at the evaluation of the statistical reliability of the estimates of the parameters
of the model. Correlation coefficient test, standard error test, t-test, F-test, and R?-

test are some of the most commonly used statistical tests.

iii. Econometric criteria (second-order tests): These are set by the theory of

econometrics and aim at the investigation of whether the assumptions of the

10
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econometric method employed are satisfied or not in any particular case. The
econometric criteria serve as a second order test (as test of the statistical tests) i.e.
they determine the reliability of the statistical criteria; they help us establish whether
the estimates have the desirable properties of unbiasedness, consistency, etc.
Econometric criteria aim at the detection of the violation or validity of the

assumptions of the various econometric techniques.
4) Evaluation of the forecasting power of the model

Forecasting is one of the aims of econometric research. However, before using an estimated
model for forecasting by some way or another, the predictive power and other requirements of
the model need to be checked. It is possible that the model may be economically meaningful
and statistically and econometrically correct for the sample period for which the model has been
estimated. Yet it may not be suitable for forecasting due to various factors (reasons). Therefore,
this stage involves the investigation of the stability of the estimates and their sensitivity to
changes in the size of the sample. Consequently, we must establish whether the estimated
function performs adequately outside the sample data which require model performance test

under extra sample.

1.1.Goals of Econometrics

Basically, there are three main goals of Econometrics. They are:
i) Analysis i.e. testing economic theory

i) Policy making i.e. obtaining numerical estimates of the coefficients of

economic relationships for policy simulations.

i) Forecasting i.e. using the numerical estimates of the coefficients in order to

forecast the future values of economic magnitudes.
Elements of Econometrics

Data

11
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Collecting and coding the sample data, the raw material of econometrics. Most economic data

is observational, or non-experimental, data (as distinct from experimental data generated under

controlled experimental conditions).

D N N NN

<

= Cross-section data

many units observed at one point in time
Generally obtained through official records of individual units, surveys, questionnaires
(data collection instrument that contains a series of questions designed for a specific

purpose)
= Time-series data

Same unit observed at many points in time (usually equally spaced)
Chronological ordering

Frequency of time series data: hour, day, week, month, year

Time length between observations is generally equal

= Pooled data

Observations both over time and across units, but not necessarily the same units in each
time period

consists of cross-sectional data sets that are observed in different time periods and
combined together

At each time period (e.g., year) a different random sample is chosen from population
Individual units are not the same

For example, if we choose a random sample 400 firms in 2002 and choose another
sample in 2010 and combine these cross-sectional data sets we obtain a pooled cross-
section data set.

Cross-sectional observations are pooled together over time.
= Panel (longitudinal) data

Special case of pooled data

12
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Multiple (same) units observed at multiple points in time
Consists of a time series for each cross-sectional member in the data set.

The same cross-sectional units (firms, households, etc.) are followed over time.

DN N NN

For example: wage, education, and employment history for a set of individuals followed
over a ten-year period.

v Another example: cross-country data set for a 20 year period containing life expectancy,
income inequality, real GDP per capita and other country characteristics.

Specification

Specification of the econometric model that we think (hope) generated the sample data -- that

is, specification of the data generating process (or DGP).
An econometric model consists of two components:

1. An economic model: specifies the dependent or outcome variable to be explained and the
independent or explanatory variables that we think are related to the dependent variable of

interest. ¢ Often suggested or derived from economic theory.
* Sometimes obtained from informal intuition and observation.

2. A statistical model: specifies the statistical elements of the relationship under investigation,

in particular the statistical properties of the random variables in the relationship.
Estimation

Consists of using the assembled sample data on the observable variables in the model to

compute estimates of the numerical values of all the unknown parameters in the model.
Eg. how big a change in one variable tends to be associated with a unit change in another?
Testing hypotheses

[ Is the income elasticity of the demand for money equal to one?

Inference

13
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Consists of using the parameter estimates computed from sample data to test hypotheses about
the numerical values of the unknown population parameters that describe the behaviour of the
population from which the sample was selected.

Eg. How many more students would Reed need to admit in order to fill its class if tuition were
$1000 higher?

Desirable properties of an econometric model

An econometric model is a model whose parameters have been estimated with some appropriate
econometric technique. The ‘goodness’ of an econometric model is judged customarily

according to the following desirable properties.

1. Theoretical plausibility. The model should be compatible with the postulates of economic

theory. It must describe adequately the economic phenomena to which it relates.

2. Explanatory ability. The model should be able to explain the observations of the actual
world. It must be consistent with the observed behavior of the economic variables whose

relationship it determines.

3. Accuracy of the estimates of the parameters. The estimates of the coefficients should be
accurate in the sense that they should approximate as best as possible the true parameters of the
structural model. The estimates should if possible, possess the desirable properties of

unbiasedness, consistency and efficiency.

4. Forecasting ability. The model should produce satisfactory predictions of future values of

the dependent (endogenous) variables.

5. Simplicity. The model should represent the economic relationships with maximum
simplicity. The fewer the equations and the simpler their mathematical form, the better the
model is considered, ceteris paribus (that is to say provided that the other desirable properties

are not affected by the simplifications of the model).

Types of Econometrics

14
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Econometrics may be divided into two broad categories: theoretical econometrics and applied

econometrics.

Theoretical econometrics is concerned with the development of appropriate methods for
measuring economic relationships specified by econometric models. In this aspect,
econometrics leans heavily on mathematical statistics. For example, one of the methods used
extensively in this book is least squares. Theoretical econometrics must spell out the
assumptions of this method, its properties, and what happens to these properties when one or

more of the assumptions of the method are not fulfilled.

In applied econometrics we use the tools of theoretical econometrics to study some special
field(s) of economics and business, such as the production function, investment function,

demand and supply functions, portfolio theory, etc.

UNIT TWO: CORRELATION THEORY
2.1. Basic Concepts of correlation

Economic variables have a great tendency of moving together and very often data are given in
pairs of observations in which there is a possibility that the change in one variable is on average
accompanied by the change of the other variable. Correlation may be defined as the degree of
relationship existing between two or more variables. Correlation Analysis is a statistical
technique used to indicate the nature and degree of relationship existing between one variable
and the other(s).

15
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Types of Correlation

% Positive and negative correlation. The correlation is said to be positive correlation if
the values of two variables changing with same direction. Ex. Pub. Exp. & sales, Height
& weight. The correlation is said to be negative correlation when the values of variables
change with opposite direction. Ex. Price & qty. demanded. For example, the correlation
between price of a commodity and its quantity supplied is positive since as price rises,
quantity supplied will be increased and vice versa. Correlation is said to negative if an
increase or a decrease in one variable is accompanied by a decrease or an increase in
the other in which both are changed with opposite direction. For example, the
correlation between price of a commodity and its quantity demanded is negative since

as price rises, quantity demanded will be decreased and vice versa.

% Simple and multiple correlations. The degree of relationship existing between two
variables is called simple correlation. The degree of relationship connecting three or
more variables is called multiple correlations. A correlation is also said to be partial if
it studies the degree of relationship between two variables keeping all other variables

connected with these two are constant.

e

% Linear and non-linear correlation. Correlation may be linear, when all points (X, Y)
on scatter diagram seem to cluster near a straight, and nonlinear, when all points seem
to lie near a curve. In other words, correlation is said to be linear if the change in one
variable brings a constant change of the other. It may be non-linear if the change in one

variable brings a different change in the other.
2.2. Methods of Measuring Correlation

In correlation analysis there are two important things to be addressed. These are the type of co-
variation existed between variables and its strength. And the types of correlation mentioned
before do not show to us the strength of co-variation between variables. correlation can be

measuring by:

A, The Scattered Diagram or Graphic Method

16
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B, The Simple Linear Correlation coefficient

C, The coefficient of Rank Correlation

D, partial correlation coefficient

The Scattered Diagram or Graphic Method

set by Fami.A at april, 2020

The scatter diagram is a rectangular diagram which can help us in visualizing the relationship

between two phenomena. It puts the data into X-Y plane by moving from the lowest data set to

the highest data set. It is a non-mathematical method of measuring the degree of co-variation

between two variables. Scatter plots usually consist of a large body of data. The closer the data

points come together and make a straight line, the higher the correlation between the two

variables, or the stronger the relationship.

If the data points make a straight line going from the origin out to high x- and y-values, then

the variables are said to have a positive correlation. If the line goes from a high-value on the y-

axis down to a high-value on the x-axis, the variables have a negative correlation.

Perfect Negative Correlation
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A perfect positive correlation is given the value of 1. A perfect negative correlation is given the
value of -1. If there is absolutely no correlation present the value given is 0. The closer the
number is to 1 or -1, the stronger the correlation, or the stronger the relationship between the

variables. The closer the number is to 0, the weaker the correlation.

Two variables may have a positive correlation, negative correlation, or they may be
uncorrelated. This holds true both for linear and nonlinear correlation. Two variables are said
to be positively correlated if they tend to change together in the same direction, that is, if they
tend to increase or decrease together. Such positive correlation is postulated by economic theory
for the quantity of a commodity supplied and its price. When the price increases the quantity
supplied increases. Conversely, when price falls the quantity supplied decreases. Negative
correlation: Two variables are said to be negatively correlated if they tend to change in the
opposite direction: when X increases Y decreases, and vice versa. For example, saving and
household size are negatively correlated. When price increases, demand for the commodity

decreases and when price falls demand increases.

Example 2. Find out graphically, if there is any correlation between price yield per plot (qgtls);

denoted by Y and quantity of fertilizer used (kg); denote by X.

Plot No.: 1 2 3 - 5 6 7 8 9 10

¥ 35 43 5.2 5.8 6.4 73 72 715 78 83

X 6 & 9 12 10 15 17 20 18 24
18
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Solution: The Correlogram of the given data is shown in Figure 4-3

30 -
25 4 »
= 20 - B
2 154 —
| .
s< 10 4 - T
A __.’—Q—o-.-—i'—'_"'
5 :___‘___.,__—4.——4-
D T T T T T | 1
1 2 3 4 5 6 7 10
Plot Number

Shows that the two curves move in the same direction and, moreover, they are very close to
each other, suggesting a close relationship between price yield per plot (gtls) and quantity of

fertilizer used (kg)

Remark: Both the Graphic methods - scatter diagram and correlation graph provide a ‘feel
for’ of the data — by providing visual representation of the association between the variables.
These are readily comprehensible and enable us to form a fairly good, though rough idea of the
nature and degree of the relationship between the two variables. However, these methods are
unable to quantify the relationship between them. To quantify the extent of correlation, we

make use of algebraic methods - which calculate correlation coefficient.
The Population linear Correlation Coefficient ‘p’ and its Sample Estimate ‘r’
(Karl Pearson's Coefficient of Correlation)

For a precise quantitative measurement of the degree of correlation between Y and X we use a
parameter which is called the correlation coefficient and is usually designated by the Greek
letter p. Having as subscripts the variables whose correlation it measures, p refers to the
correlation of all the values of the population of X and Y. Its estimate from any particular
sample (the sample statistic for correlation) is denoted by r with the relevant subscripts. For

example, if we measure the correlation between X and Y the population correlation coefficient

19
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is represented by pxy and its sample estimate by rxy. The simple correlation coefficient is used
to measure relationships which are simple and linear only. It cannot help us in measuring non-

linear as well as multiple correlations.

Karl Pearson’s measure, known as Pearsonian correlation coefficient between two variables X
and Y, usually denoted by r(X,Y) or rxy or simply r is a numerical measure of linear relationship
between them and is defined as the ratio of the covariance between X and Y, to the product of
the standard deviations of X and Y.

Symbolically
when, (X ¥ (X, ¥ )i (X ,.Y,) are N pairs of observations of the vanables A and
¥ in a bivariate distribution,
Cov(X.¥) = 2 X - ;_i)(}’ - —(4.2a)
e e (4.2B)
and e 4. 2)

Thus by substituting Egs. (4.2) in Eg. (4.1), we can write the Pearsonian correlation
coefficient as

1

— (X XN -1)

E 1 — 1 .
22X =X =2 -1
N N
XX -T)
-0 Te-n?

¥

Y e f4.3)

20
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If we denote, d, =X - X and d, =Y -7Y

d.d.
Then p :L e A4.3a)

JZad;

We can further simply the calculations of Egs. (4.2)

We have
Cov(X.¥T) = % S -XNY-T)
1 J—
=~ > XY —-XY

gy ZXTY

=N XN

=%[NZX}’—ZXZF] e (4.4)

and  §? =%Z(X—f):

1

=—5"Xx* 1)
N (X)
X
)
N )
= %[NZXJ —[ZX']""] eeeee(d.5a)
Sumilarly, we have
5 =%[MZY: -(= Y'f] eeeee e (4.5B)

So Pearsonian correlation coefficient may be found as

— A.%[‘VZX}_—ZXZ},]
g s T I e

or rLo= AVEXY ZXZY e (4.6)
,j..vzx (Txfvzri-(zrf
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Simple correlation coefficient is defined by the formula

22
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N> XY, =X X, DY,

r=

\/"inz ‘(in)z\/nZYiz ~(Zvy
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Example 2.1: The following table shows the quantity supplied for a commodity with the

corresponding price values. Determine the type of correlation that exists between these two

variables.

Table 1: Data for computation of correlation coefficient

Time period(in days) | Quantity supplied Y; (intons) | Price X (in shillings)
1 10 2

2 20 4

3 50 6

4 40 8

5 50 10

6 60 12

! 80 14

8 90 16

9 90 18

10
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10

120

20

To estimate the correlation coefficient we, compute the following results.

Table 2: Computations of inputs for correlation coefficients

Y X | x=X =X |y =Y-Y | x2 [y? Xiyi | XY | X% |Y?
10 2 |9 -51 81 2601 |459 [20 |4 100
20 4 |-7 -41 49 |1681 |287 |80 |16 |400
50 6 |-5 -11 25 | 121 |55 300 |36 |2500
40 8 |-3 -21 9 |441 |63 [320 (64 |1600
50 10 [-1 -11 1 |121 |11 [500 |100 | 2500
60 12 |1 -1 1 |1 -1 | 720 | 144 | 3600
80 14 |3 19 9 [361 |57 [1120(196 | 6400
90 16 |5 29 25 |841 |145 |[1440|256 | 8100
90 18 |7 29 49 841 |203 |1620 324 |8100
120 20 |9 59 81 |3481 |531 |2400 |400 | 14400
Sum=610 | 110 | 0 0 330 | 10490 | 1810 | 8520 | 1540 | 47700
Mean=61 | 11
ny XY -3 x>y

10(8520) — (110)(610)

r =

PEXE (S0 -5

11

- =0.975
10(1540) — (110)(110)/10(47700) — (610)(610)
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Or using the deviation form (Equation 2.2), the correlation coefficient can be computed as:

r :&:0.975

v/330+10490

This result shows that there is a strong positive correlation between the quantity supplied and

the price of the commodity under consideration.

Example 2, Find the Pearsonian correlation coefficient between sales (in thousand units) and

expenses (in thousand rupees) of the following 10 firms:

Firm: 1 2 3 - 5 6 7 8 9 10
Sales: 50 50 35 60 65 65 65 60 60 50
Expenses: 11 13 14 16 16 15 15 14 13 13

Solution, Let sales of a firm be denoted by X and expenses be denoted by Y

Firm| X | Y | d=X-X| d=¥-¥ d: d} d.d,
I 50 | 11 -8 -3 64 9 24
2 | so | 13 -8 -1 64 1 8
3 55 | 14 -3 0 ° 0 0
4 | 60 | Io 2 2 4 4 4
5| 65| 16 7 2 49 4 14
6 | 65| 15 7 1 49 1 7
7 | 65| 15 7 1 49 1 7
8 | 60 | 14 2 0 0 0
9 | 60 | 13 2 -1 1 -2
0| 50| 13 -8 -1 64 1 8

x| S Sd. >d. | 2d.d
= = =360 =22 =70
580 | 140

12
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The value of rxy = 0.78, indicate a high degree of positive correlation between sales and

expenses.
Properties of Simple Correlation Coefficient

The simple correlation coefficient has the following important properties:
1. The value of correlation coefficient always ranges between -1 and +1.

v' Remarks: (i) This property provides us a check on our calculations. If in any problem,
the obtained value of r lies outside the limits + 1, this implies that there is some

mistake in our calculations.

v’ (ii) The sign of r indicate the nature of the correlation. Positive value of r indicates
positive correlation, whereas negative value indicates negative correlation. r = 0

indicate absence of correlation.

v_ (iii) The following table sums up the degrees of correlation corresponding to various

values of r:

13
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Value of r Degree of correlation
+1 perfect correlation
+0.90 or more very high degree of correlation
- sufficiently high degree of
£0.75 10 £0.90 correlation
+0.60 to £0.75 moderate degree of correlation

40,30 to +0.60 only the possibility of a

correlation
less than +0.20 possibly no correlation
0 absence of correlation

2. The correlation coefficient is symmetric. That means by = rVX, where, " is the correlation
coefficient of X on Y and " is the correlation coefficient of Y on X.

3. The correlation coefficient is independent of change of origin and change of scale. By change
of origin we mean subtracting or adding a constant from or to every values of a variable and

change of scale we mean multiplying or dividing every value of a variable by a constant.

4. If X and Y variables are independent, the correlation coefficient is zero. But the converse is
not true. In other words, two independent variables are uncorrelated but the converse is not

true
If X and Y are independent variables then
rxy =0

However, the converse of the theorem is not true i.e., uncorrelated variables need not

necessarily be independent. As an illustration consider the following bivariate distribution.

X : 1
¥ - 1 4 9 9 4 1

(S
Lad
I
Lad
I
o]
I
—

For this distribution, value of r will be 0.

14
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Hence in the above example the variable X and Y are uncorrelated. But if we examine the data
carefully we find that X and Y are not independent but are connected by the relation Y = X2.
The above example illustrates that uncorrelated variables need not be independent.

Remarks: One should not be confused with the words uncorrelation and independence. rxy =
0 i.e., uncorrelation between the variables X and Y simply implies the absence of any linear
(straight line) relationship between them. They may, however, be related in some other form
other than straight line e.g., quadratic (as we have seen in the above example), logarithmic or

trigonometric form.
5. The correlation coefficient has the same sign with that of regression coefficients.

6. The correlation coefficient is the geometric mean of two regression coefficients.

r=.b, *b,

7. The square of Pearsonian correlation coefficient is known as the coefficient of determination.

Coefficient of determination, which measures the percentage variation in the dependent variable
that is accounted for by the independent variable, is a much better and useful measure for
interpreting the value of r.

Though, correlation coefficient is most popular in applied statistics and econometrics, it has its

own limitations.
The major limitations of the method are:

1. The correlation coefficient always assumes linear relationship regardless of the fact whether

the assumption is true or not.

2. Great care must be exercised in interpreting the value of this coefficient as very often the
coefficient is misinterpreted. For example, high correlation between lung cancer and smoking

does not show us smoking causes lung cancer.

3. The value of the coefficient is unduly affected by the extreme values

15
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4. The coefficient requires the quantitative measurement of both variables. If one of the two

variables is not quantitatively measured, the coefficient cannot be computed.
The Rank Correlation Coefficient

The formulae of the linear correlation coefficient developed in the previous section are based
on the assumption that the variables involved are quantitative and that we have accurate data
for their measurement. However, in many cases the variables may be qualitative (or binary
variables) and hence cannot be measured numerically. For example, profession, education,
preferences for particular brands, are such categorical variables. Furthermore, in many cases
precise values of the variables may not be available, so that it is impossible to calculate the
value of the correlation coefficient with the formulae developed in the preceding section. For
such cases it is possible to use another statistic, the rank correlation coefficient (or spearman’s
correlation coefficient.). We rank the observations in a specific sequence for example in order
of size, importance, etc., using the numbers 1, 2, 3... n. Hence, the name of the statistic is given
as rank correlation coefficient. If two variables X and Y are ranked in such way that the values
are ranked in ascending or descending order, the rank correlation coefficient may be computed

by the formula

6> D?
r=1——————
n(n? —1) 23
Where,
D = difference between ranks of corresponding pairs of X and Y
n = number of observations.

The values that r may assume range from + 1 to — 1.

Two points are of interest when applying the rank correlation coefficient. Firstly, it does not
matter whether we rank the observations in ascending or descending order. However, we must
use the same rule of ranking for both variables. Second if two (or more) observations have the

same value we assign to them the mean rank.

16
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Example 2.2: A market researcher asks experts to express their preference for twelve different

brands of soap. Their replies are shown in the following table.

Example for rank correlation coefficient

Brands of soap A |B C |D |E F G |H |I |J |K |L
Person | 9 |10 |4 |1 |8 11 |3 (2 |5 |7 |12 |6
Person Il 7 18 3 |1 |10 (12 |2 |6 |5 |4 |11 |9

The figures in this table are ranks but not quantities. We have to use the rank correlation
coefficient to determine the type of association between the preferences of the two persons.

This can be done as follows.

Computation for rank correlation coefficient

Brands of soap A |B |C|D|E |F G |H |I |J |K |L |Total
Person | 9 |10 |4 |1 |8 11 |3 |2 5|7 112 |6

Person 11 7 |8 3 [1 |10 |12 |2 |6 5 |4 |11 |9

Di 2 |2 110 (-2 |-1 |1 |4 |03 |1 -3

Di? 4 [4 |1 (0 |4 |1 |1 |16 (0]9 |1 [9 |50

The rank correlation coefficient (using Equation 2.3)

62.0 6(50)

- =1-——="7  _—-0.827
n(n® —1) 12(12% —1)

r=1

This figure, 0.827, shows a marked similarity of preferences of the two persons for the various

brands of soap.

17
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In this case common ranks are assigned to the repeated items. These common ranks are the
arithmetic mean of the ranks, which these items would have got if they were different from each
other and the next item will get the rank next to the rank used in computing the common rank.
For example, suppose an item is repeated at rank 4. Then the common rank to be assigned to
each item is (4+5)/2, i.e., 4.5 which is the average of 4 and 5, the ranks which these observations
would have assumed if they were different. The next item will be assigned the rank 6. If an item
is repeated thrice at rank 7, then the common rank to be assigned to each value will be
(7+8+9)/3, i.e., 8 which is the arithmetic mean of 7,8 and 9 viz., the ranks these observations

would have got if they were different from each other. The next rank to be assigned will be 10.

If only a small proportion of the ranks are tied, this technique may be applied together with rank
correlation formula. If a large proportion of ranks are tied, it is advisable to apply an adjustment

or a correction factor that is explained as below:

Adding this equation

m(m’ -1)

12
to Ed  where m is the number of times an item is repeated. This correction factor is to be
added for each repeated value in both the series”.

Example, For a certain joint stock company, the prices of preference shares (X) and debentures

() are given below

A 732 858 789 758 TL
I: 978 992 988 983 098

b

81.2 838
96.7 971

Lid

Use the method of rank correlation to determine the relationship between preference prices and

debentures prices.

Solution: Calculations for Coefficient of Rank Correlation

18
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X Y | Rankof X (Xz) | Rank of ¥ (¥g) | d=Xa- Tz &
732 978 7 5 2 4
85.8 992 1 1 0 0
78.9 98 8 4 2 2 4
75.8 98 3 6 3.5 25 6.25
77.2 98 3 5 3.5 15 225
81.2 96.7 3 7 4 16
83.8 97.1 2 6 4 16
>d=0 3d  =4850

In this case, due to repeated values of Y, we have to apply ranking as average of 2 ranks, which
could have been allotted, if they were different values. Thus ranks 3 and 4 have been allotted

as 3.5 to both the values of Y = 98.3. Now we also have to apply correction factor

m(m? —1 bl . ) .
% to Z d  , where m 1n the number of times the value 1s repeated, here m = 2.

12

6l S a4 mlm? —1)
—~ 2

NN -1
24 -
6[48.5 + “qu “}

W7 -1

o =

_6x49
Tx48

= 0.125

Hence, there is a very low degree of positive correlation, probably no correlation, between

preference share prices and debenture prices.
Partial Correlation Coefficients

A partial correlation coefficient measures the relationship between any two variables, when all
other variables connected with those two are kept constant. For example, let us assume that we

want to measure the correlation between the number of hot drinks (X1) consumed in a summer
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resort and the number of tourists (X2) coming to that resort. It is obvious that both these
variables are strongly influenced by weather conditions, which we may designate by X3z. On a
priori grounds we expect Xz and Xz to be positively correlated: when a large number of tourists
arrive in the summer resort, one should expect a high consumption of hot drinks and vice versa.
The computation of the simple correlation coefficient between X; and X2 may not reveal the
true relationship connecting these two variables, however, because of the influence of the third
variable, weather conditions (X3). In other words, the above positive relationship between
number of tourists and number of hot drinks consumed is expected to hold if weather conditions
can be assumed constant. If weather condition changes, the relationship between X1 and X2 may
change to such an extent as to appear even negative. Thus, if the weather is hot, the number of
tourists will be large, but because of the heat they will prefer to consume more cold drinks and
ice-cream rather than hot drinks. If we overlook the weather and look only at X1 and X2 we will
observe a negative correlation between these two variables which is explained by the fact that
hot drinks as well as number of visitors are affected by heat. In order to measure the true
correlation between X1 and Xz we must find some way of accounting for changes in Xs. This
is achieved with the partial correlation coefficient between X1 and X2, when Xz is kept constant.
The partial correlation coefficient is determined in terms of the simple correlation coefficients
among the various variables involved in a multiple relationship. In our example there are three

simple correlation coefficients

ri2 = correlation coefficient between X1 and Xz
ri3 = correlation coefficient between X; and X3
r23 = correlation coefficient between X, and X3

The partial correlation coefficient between X1 and X>, keeping the effect of X3 constant is given

by:

r12 B r'13 r23

o3 =
Ja-r)a-rs) ”
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Similarly, the partial correlation between X1 and Xz, keeping the effect of X constant is given

by:

r13. - r12 * r23

M3, =
\/(1_ r122)(1_ I’232)

an

r23 B

*
r12 r13

M1 =
d \/(1—I’1§)(1— rlé)

Example 2.3: The following table gives data on the yield of corn per acre(Y), the amount of

fertilizer used(X1) and the amount of insecticide used (X2). Compute the partial correlation

coefficient between the yield of corn and the fertilizer used keeping the effect of insecticide

constant.

Table 3: Data on yield of corn, fertilizer and insecticides used

Year |1971 |1972 |1973 |1974 |1975 | 1976 |1977 |1978 |1979 | 1980

Y 40 44 46 48 52 58 60 68 74 80

X1 6 10 12 14 16 18 22 24 26 32

X2 4 4 5 7 9 12 14 20 21 24

The computations are done as follows:

Table 4: Computation for partial correlation coefficients

Year Y X1 X2 |Y X1 X2 | X1y | Xy |xixe | xi® | x2? | Y?
1971 40 6 4 -17 | -12 -8 204 | 136 |96 144 | 64 289
1972 44 10 4 -13 | -8 -8 104 | 104 |64 64 64 169
1973 46 12 5 -11 | -6 -7 66 77 42 36 49 121
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1974 48 14 7 -9 -4 -5 36 45 20 16 25 81

1975 52 16 9 -5 -2 -3 10 15 6 4 9 25

1976 58 18 12 |1 0 0 0 0 0 0 0 1

1977 60 22 14 |3 4 2 12 6 8 16 4 9

1978 68 24 20 |11 6 8 66 88 48 36 64 121

1979 74 26 21 |17 8 9 136 | 153 |72 64 81 289

1980 80 32 24 |23 14 12 | 322 | 276 |168 |196 |144 |529

Sum 570 180 |120 |O 0 0 956 | 900 |524 |576 |504 | 1634

Mean | 57 18 12

ryx1=0.9854
ryx2:0.9917
rx1x2:0.9725

Then,

r _ Fox, — Tyx, N, _0.9854-(0.9917)(0.9725
e e, J@-099177)(1-0.9725)

=0.7023
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UNIT THREE: SIMPLE LINEAR REGRESSION
1.1.Concepts of linear regression

Economic theories are mainly concerned with the relationships among various economic
variables. These relationships, when phrased in mathematical terms, can predict the effect of
one variable on another. The functional relationships of these variables define the dependence
of one variable upon the other variable (s) in the specific form. Regression analysis refers to
estimating functions showing the relationship between two or more variables and corresponding
tests. In other words, in regression analysis, we try to estimate or predict the average value of
one variable on the basis of the fixed values of other variables.

1.2. Simple linear regression model
Simple regression includes estimating a simple linear function between two variables.

In the simple regression model, the population regression model or, simply, the population
model is the following:

y=pH+pFx+u

We are going to consider that there are three types of variables in the model: y, x and u. In this
model there is only one factor x to explain y. All the other factors that affect y are jointly

captured by u.

In the literature the terms dependent variable and explanatory variable are described variously.

A representative list is:
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Dependent variable

Explanatory variable

|2 1
Explained variable Independent variable

. - T
Predictand Predictor

T | 2
Regressand Regressor

-1 O
Response Stimulus

o £ 12
Endogenous Exogencous

O 212
Outcome Covariate

e ¢

Controlled variable

Control variable

The variable u represents factors other than x that affect y. It is denominated error or random
disturbance. The disturbance term can also capture measurement error in the dependent

variable. The disturbance is an unobservable variable.

The parameters o and B are fixed and unknown.

On the right hand of we can distinguish two parts: the systematic component{irl +BX andthe

random disturbance u.

Let’s illustrate the distinction between stochastic (systematic component) and non-stochastic

(disturbance component) relationships with the help of a supply function.

Assuming that the supply for a certain commodity depends on its price (other determinants

taken to be constant) and the function being linear, the relationship can be put as:
Q=f(P)=a+pP

The above relationship between P and Q is such that for a particular value of P, there is only
one corresponding value of Q. This is, therefore, a deterministic (non-stochastic) relationship
since for each price there is always only one corresponding quantity supplied. This implies that
all the variation in Y is due solely to changes in X, and that there are no other factors affecting

the dependent variable.
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If this were true all the points of price-quantity pairs, if plotted on a two-dimensional plane,
would fall on a straight line. However, if we gather observations on the quantity actually
supplied in the market at various prices and we plot them on a diagram we see that they do not

fall on a straight line.

Fig 2.a The scatter diagram

The derivation of the observation from the line may be attributed to several factors.
a. Omission of variables from the function

b. Random behavior of human beings

c. Imperfect specification of the mathematical form of the model

d. Error of aggregation

e. Error of measurement

In order to take into account the above sources of errors we introduce in econometric functions
a random variable which is usually denoted by the letter ‘u’ or ‘e * and is called error term or
random disturbance or stochastic term of the function, so called be cause u is supposed to

‘disturb’ the exact linear relationship which is assumed to exist between X and Y.

By introducing this random variable in the function, the model is rendered stochastic of the

form:

Y,=a+pAX +u,.
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Thus, a stochastic model is a model in which the dependent variable is not only determined by
the explanatory variable(s) included in the model but also by others which are not included in
the model.

2.3. Assumption of classical linear regression model

For the validity of a regression function and its attributes the data we use or the terms related to

our regression function should fulfill the following conditions known as classical assumptions.

1. The mean value of error term ‘U;’ is zero. This implies the sum of the individual disturbance
terms is zero. The deviations of the values of some of the disturbance terms are negative;
some are zero and some are positive and the sum or the average is zero. This is given by the

following identities.
U,
EU)= N . Multiplying both sides by (sample size ‘n’) we obtain the following.
= E(U)= 2V, =0,

The same argument is true for sample regression function and so for residual terms given as

2e =0

follows

2. The disturbance terms have constant variance in each period. This is given as follows:

2

_ _ 2 2
Var (U)) = E(U, -~EU))’ =& :5“ . This assumption is known as the assumption

of homoscedasticity. If this condition is not fulfilled or if the variance of the error terms varies
as sample size changes or as the value of explanatory variables changes, then this leads to

Heteroscedasticity problem.

2. The error terms ‘Uj’ are randomly distributed or the disturbance terms are not correlated. This

means that there is no systematic variation or relation among the value of the error terms (U;

and U;); Where i=1,2,3,........ i=1,2,3, ... and ' 7 1.
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Cov (Ui , Uj) =0 for I+ ] . Note that the same argument holds for residual terms when we

use sample data or sample regression function. Thus, Cov (e;, €j) = 0 for 1= 1 Otherwise,
the error terms do not serve an adjustment purpose rather it causes an autocorrelation problem.

Algebraically,

Cov(u,u,) = Bl[(u, —B(u,)[x, —E(u ]|

3. The explanatory variable X is fixed in repeated samples. Each value of X; does not vary for
instance owing to change in sample size. This means the explanatory variables are non-

random and hence distributional free variable.

4. Explanatory variables ‘Xj’ and disturbance terms ‘Ui’ are uncorrelated or independent. All

the co-variances of the successive values of the error term are equal to zero. This condition is

Cov (U,,X,;)=0

given by . It is followed from this that the following identity holds true;

Ye X, =0 cov(XU)=E[[(X,-EX)]U, -EU,)]]

= B[(X; —E(X)(U;)] given E(U;)=0
= B(X.U,)-B(X)EU,)
=B(X.U)
= X,E(U,), given that the x, are fixed
=0
5. Linearity of the model in parameters. The simple linear regression requires linearity in

parameters; but not necessarily linearity in variables. The same technique can be applied to

estimate regression functions of the following forms: Y =f(X); Y=f(X?); Y= f(X?

6. Normality assumption-The disturbance term U; is assumed to have a normal distribution with

zero mean and a constant variance. This assumption is given as follows:
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u, N0, 5,%)

. This assumption is a combination of zero mean of error term assumption

and homoscedasticity assumption.
2.4. Methods of estimation

Specifying the model and stating its underlying assumptions are the first stage of any
econometric application. The next step is the estimation of the numerical values of the
parameters of economic relationships. The parameters of the simple linear regression model

can be estimated by various methods. Three of the most commonly used methods are:
1. Ordinary least square method (OLS)
2. Maximum likelihood method (MLM)
3. Method of moments (MM)
But here we will deal with the OLS methods of estimation.
2.5. Obtaining the Ordinary Least Squares (OLS) Estimates

Before obtaining the least squares estimators, we are going to examine three alternative methods

to illustrate the problem in hand.

7. The explanatory variables are measured without error - U absorbs the influence of omitted
variables and possibly errors of measurement in the y’s. i.e., we will assume that the regressors

are error free, while y values may or may not include errors of measurement.
We can now use the above assumptions to derive the following
basic concepts.

A. The dependent variable Yi is normally distributed
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ie " ¥ ~N@+pm)o|

Proof
Mean: E(Y) = E(a + fix, +u,)
— o+ X, Since E(u,) =0
Variance: Var(¥,) = E(Y. - E(Y))
=Ela+ X, +u, —(a+ X))
= E(x,)

=g’ (since E(x,) = o)

The shape of the distribution of i Y is determined by the shape of the distribution of iu which
is normal by assumption 4. Since  and a, being constant, they don’t affect the distribution of i
y . Furthermore, the values of the explanatory variable, xi , are a set of fixed values by

assumption 5 and therefore don’t affect the shape of the distribution of yi .

- ¥, ~N(a+ fx,.07)

B. successive values of the dependent variable are independent

Cov(¥,.¥,) =0
Proof:
Cov(Y..Y,) = E{[Y, - E(Y)IIY; - E(Y))]}
= E{[a + AX, +U, - E(a + X, +U)lla + A, +U, —E(a + A, +U )}
(Since ¥, =a+ X, +U, andf";. =a+ X+ U‘._.)
=El(e+ X, +Ui—a— X, Na+ X, +U, —a— AX;)],Since E(y,)=0
=E(UU,)=0 (from equation (2.5))

Therefore, Cow(Y;¥.)=0.
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There three methods in common is that they try to minimize the residuals as a whole.

Criterion 1 The first criterion takes as estimators those values of a and 3 that make the sum of
all the residuals as near to zero as possible. According to this criterion, the expression to

minimize would be the following:

Criterion 2 In order to avoid the compensation of positive residuals with negative ones, the
absolute values from the residuals are taken. In this case, the following expression would be

minimized:

Min 2|4
Tl

Criterion 3 A third procedure is to minimize the sum of the square residuals, that is to say

"
Min S =Min Y &
il
The estimators obtained are denominated least square estimators (LS), and they enjoy certain
desirable statistical properties, which will be studied later on. On the other hand, as opposed to

the first of the examined criteria, when we square the residuals their compensation is avoided,

and the least square estimators are simple to obtain, contrary to the second of the criteria.
2.6. Ordinary Least Square Method

The (Ordinary) least square (OLS) method of estimating parameters or regression function is

about finding or estimating values of the parameters (¢ and /)

of the simple linear regression
function given below for which the errors or residuals are minimized. Thus, it is about

minimizing the residuals or the errors.

Y. =a + X, + U, 2.5
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The above identity represents population regression function (to be estimated from total
enumeration of data from the entire population). But, most of the time it is difficult to generate
population data owing to several reasons; and most of the time we use sample data and we
estimate sample regression function. Thus, we use the following sample regression function for

the derivation of the parameters and related analysis.
Y, =& + fX, 2.6

OLS method of Estimation

Estimating a linear regression function using the Ordinary Least Square (OLS) method is
simply about calculating the parameters of the regression function for which the sum of square
of the error terms is minimized. The procedure is given as follows. Suppose we want to estimate

the following equation
Y. =6+ BX + U,

Since most of the time we use sample (or it is difficult to get population data) the corresponding

sample regression function is given as follows.

YAi :ﬂAo +lei

From this identity, we solve for the residual term € , square both sides and then take sum

of both sides. These three steps are given (respectively as follows.

e =Y. Y, =Y, = B, — BX, 2.7

Zef: Z(Yi 4 ﬁo_ 181Xi)2 2.8

2 —
Where, 28 ~ RSS= Residual Sum of Squares.
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The method of OLS involves finding the estimates of the intercept and the slope for which the
sum squares given by the Equation is minimized. To minimize the residual sum of squares we

take the first order partial derivatives of Equation 2.8 and equate them to zero.

That is, the partial derivative with respect to B 0;

azei2 _ _ B — BX. =1 =
- 25 (Y, - A - X, J-D =0 .
:Z(YI - :Bo - ﬁlxi)zo 210

ZYi - nﬂAo _ﬁlz Xi
= =0 211

ZYi = nﬁo +131in
= 2.1

Where n is the sample size.

N

Partial derivative With respect to 'B 1

o€’ 5 j
er' = Zz(Yi - B - ﬂlxi)(_xi)zo
a4, 2.13
Z(Yixi =B Xi = ﬂlxiz)zo 2.14
ZXiYi :Bozxi "'Blzxiz
2.15

. ° 2
Note that the equation 2(Yi = Bo= £ X)

rule in finding the partial derivatives with respect to the parameter estimates.

is a composite function and we should apply a chain
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Equations 2.12 and 2.15 are together called the system of the normal equations. Solving the

system of normal equations simultaneously we obtain:

A

n> XYy -_xX)CY)

yZi
n> X*-(3_X)?
Or
A XY —nY X
,81:

ZXf—nX_Z and we have Bo=Y =X

2.6. Estimation of elasticity from regression equation

Elasticity is a measure of how responsive a dependent variable is to a small change in an

independent variable(s).

Elasticity is defined as a ratio of the percentage change in the dependent variable to the

percentage change in the independent variable.

We first measured own elasticity using mid-point elasticity estimation method as shown in the

following equation

E1=%AQ, / %AP,
1

Upon algebraic rearrangement the above equation (1) can be expressed as follows
E 4= '!IQ& ,‘LP;}"[P; Q4)

Example: Given the following sample data of three pairs of ‘Y’ (dependent variable) and ‘X’
(independent variable), find a simple linear regression function; Y = f(X).
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Yi Xi
10 30
20 50
30 60

a) find a simple linear regression function; Y = f(X)

b) Interpret your result.

c) Predict the value of Y when X is 45.

Solution

To fit the regression equation, we do the following computations.

Yi Xi Yi Xi Xi?
10 30 300 900
20 50 1000 2500
30 60 1800 3600
Sum 60 140 3100 | 7000
Mean Y =20 140
X = 3
= N2 XY = X0Y) _ 3(3100) ~ (140)(60) _ ;4

ny X2-(.X)?

3(7000) — (140)2

B, =Y — B, X =20-0.64(140/3) =-10
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~

Thus the fitted regression function is given by: Yi =-10+064 X,

b) Interpretation, the value of the intercept term,-10, implies that the value of

the dependent variable ‘Y is — 10 when the value of the explanatory variable

is zero. The value of the slope coefficient (ﬂ:0'64) is a measure of the
marginal change in the dependent variable ‘Y’ when the value of the
explanatory variable increases by one. For instance, in this model, the value

of Y’ increases on average by 0.64 units when ‘X’ increases by one.

A

Y, =-10 + 0.64 X,

c) =-10+(0.64)(45)=18.8

That means when X assumes a value of 45, the value of Y on average is expected to be 18.8.
The regression coefficients can also be obtained by simple formulae by taking the deviations

between the original values and their means. Now, if

X, =X, =X and Vi =Y, =Y

Then, the coefficients can be represented by alternative formula given below :

and léO :Y_lél)z

Find the regression equation for the data under Example 2.4, using the shortcut formula. To

solve this problem, we proceed as follows.

Yi | Xi Y X Xy X2 y?
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10 |30 -
-10 | 16.67 | 166.67 | 277.78 | 100
20 |50 0 3.33 | 0.00 1111 |0
30 |60 10 |13.33|133.33|177.78 | 100
Sum |60 |140 0 0 300.00 | 466.67 | 200
Mean | 20 | 46.66667

Then

B 2.4, 300
B S x? ' 466.67

A

B, =0.64

cand Bo=Y ~BX 250.0.64) (46.67) = -10 with results

similar to previous case.

1.7. Properties of Ols Estimators

The ideal or optimum properties that the OLS estimates possess may be summarized by well

known theorem known as the Gauss-Markov Theorem.

Statement of the theorem: “Given the assumptions of the classical linear regression model, the
OLS estimators, in the class of linear and unbiased estimators, have the minimum variance, i.e.
the OLS estimators are BLUE.

According to this theorem, under the basic assumptions of the classical linear regression model,
the least squares estimators are linear, unbiased and have minimum variance (i.e. are best of all
linear unbiased estimators). Sometimes the theorem referred as the BLUE theorem i.e. Best,

Linear, Unbiased Estimator. An estimator is called BLUE if;

a. Linear: a linear function of the random variable, such as, the dependent variable Y.
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b. Unbiased: its average or expected value is equal to the true population parameter.

c. Best: It has a minimum variance in the class of linear and unbiased estimators. An

unbiased estimator with the least variance is known as an efficient estimator.

According to the Gauss-Markov theorem, the OLS estimators possess all the BLUE properties.

a. Linearity: (for g ")

Proposition: B is linear in Y.
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Ao XX Y
ﬂ]_ Z—Zbut yi
ﬁA XX (Y =Y) XY, _Yin b
S D D P
oY,
LetK, = —
Xi
,BAl =2 KyY;
K, hasthe following properties
- 2 X
2. K; =0.Thisisbecause> K, = —
2 X

> K, X, =2 K;x; =1.Thisisbecause> K; X, =

intothe formula

=Z(Xi_>_<)xi _in2 _szi

set by Fami.A at april, 2020

=Y, —Y and substitutethisin placeof y,

ut>x, =0

j— 0 j—
_—inz -
2 X X

2
i

Lput x, = X, — X and substitute

. ButX X, = n X and substituteinthe formula

> X7 - =X Zx{
2 /2 2_ X2 - ° i
B e R L T G
, 2
SK? = _ ThisisbecauseK, = Xi _and K2 = Xiz 5. Therefore TKE= szi 2 = . 2
X; in = Xi) o Xi) ZXi
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Proof a or Pois linear to Yi

AN

ﬂo :Y_ﬁAl X 'BUtﬁ/\l :zKiYi

=Y-XZK)Y,
=S XK,
n
=S - XK + A, +U)
ZZ(%"'%"'%_)_(,BO& _XﬂlKiXi - X KiU;)

:znﬂo +ﬂ1§xi +Zrl]Ji _)’(ﬂOZKi_)_(ﬂlzKiXi —)_(ZKiUi

=Lt X-HX-X KU,
By = By - X KU,
b. Unbiasedness:
Proposition: ¢ &p are the unbiased estimators of the true parameters & & B From your
statistics course, you may recall that if 0 is an estimator of @ then
E() -0 =theamount of bias 404 if  is the unbiased estimator of ¢ then bias =0 i.e.

E(@)-0=0=E() =0

In our case, ¢ & £ are estimators of the true parameters ¢ & S 1o show that they are the

unbiased estimators of their respective parameters means to prove that:
E(f)=p and E(@)=«a
e Proof (1): Prove that B is unbiased i.e. E(B)=5.

We know that B=3KY, =3k (a+pX +U,)
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= aZK; + fZk, X, + ZK,u;
but Xk, =0 and 2k X; =1

X, (X —=X) =X -—nX _nX-nX _

>k, = 0
=X >x7 >x/ X2
2 K T e (2.24)
KX :2xi)2(i :Z(X—z()XI
2X; X
_EX?-XEX  EXZ-nX?
XX?-nX? EIX®-nX?
R (2.25)
B=p+3ku = f—-f=3KU —————mm e (2.26)

E(B) = E(B) +ZKiE(U): gince Ki are fixed
E(ﬁ):ﬂ, since E(Ui)=0

Therefore, B is unbiased estimator ofﬂ.

e Proof (2): prove that a is unbiased i.e.: E(@)=a

From the proof of linearity property (a), we know that:
a= 2(% - )?ki )Yi
=3[ — X N+ X, U] ginge Yo =@+ BX +U,
=+ BHIX, + ¥ Zu, —aXIK; — SXIK, X; — XZk,u;

=a+¥3U, - XIKU, = d-a=¥Iu — X3k,

40




Bonga University, Econometrics. set by Fami.A at april, 2020

A

-+ @ js an unbiased estimator of & .

~

c. Minimum variance of ¢ and S

Now, we have to establish that out of the class of linear and unbiased estimators of ¢ and g ,

A

a and f possess the smallest sampling variances. For this, we shall first obtain variance of

@ and 8 ang then establish that each has the minimum variance in comparison of the
variances of other linear and unbiased estimators obtained by any other econometric methods
than OLS.

a. Variance of B

Var(B) = E(B=EB)* =E(B=B)’ ......coooomrrceemmerrrecermrrrrrrins (2.29)

Substitute (2.26) in (2.29) and we get

var(B) = EQ_ku,)?

=E[k uZ +KZuZ +........... +k2u? + 2k Kou Uy + .+ 2K K U UL-]
=E[k’u? +KZus +............ +k2u21+E[2k K, U Uy + e + 2Kk U U]
=EQQ, k'u?)+E(kk;uu)) i # ]
Y2 2 _2v,2
=2k E(U;) + 22k k;E(uu;) = o2k (Since E(uiuj)zo)
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ZX: Ty 2
Zki:—'2 Eki2: ;2:%
ZX'and therefore, (Ex)” XX
2
er(f) =o"ski =2

A

b. Variance of «

var(a) = E((@ —E(a))’

Substituting equation (2.27) in (2.31), we get
var (@) = E[(% — Xk, f u?

=> (%~ Xk, JE(@, )*

— 0?2 RK,)?

= 022(%2 - )?ki + )?Zkiz)

_ 2 5 25, 2 _
=0 Z(%_Z)%Zki_'_x Ekl )1Sincezki 0

= o’ (% + X?2k?)
, ,
oS ) ke = 2=
n in , Since (Zx7)" =X
Again:

1 X% Ix2+nX® (3X?
— 4+ 3 = 7 =
n Ix nEXx;
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sovar(d) = 02(%+)?—22] = GZ(ZX‘ZJ
X

Therefore, Mean and Variance of Parameter Estimates have the following formula.

1. The mean of B =E(B) =5

A A A A 52
Ao =Var(5) = E(-E(B ) =52
2. The variance of X;
3. The mean of o = E(Bo) = 5y
A A A 52 Z xi2
/80 = E((ﬂo_ E(ﬁo))2 :Uz—z
4. The variance of n2X
se_Ze
5. The estimated value of the variance of the error term Y n-2

Hypothesis Testing of OLS Estimates

After estimation of the parameters there are important issues to be considered by the researcher.

We have to know that to what extent our estimates are reliable enough and acceptable for further

purpose. That means, we have to evaluate the degree of representativeness of the estimate to

the true population parameter. Simply a model must be tested for its significance before it can

be used for any other purpose. In this subsection we will evaluate the reliability of model

estimated using the procedure we explained above.

The available test criteria are divided in to three groups: Theoretical a priori criteria, statistical

criteria and econometric criteria. Priori criteria set by economic theories are in line with the

consistency of coefficients of econometric model to the economic theory. Statistical criteria,

also known as first order tests, are set by statistical theory and refer to evaluate the statistical

reliability of the model. Econometric criteria refer to whether the assumptions of an
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econometric model employed in estimating the parameters are fulfilled or not. There are two

most commonly used statistical tests in econometrics. These are:

1. The square of correlation coefficient ( re ) which is used for judging the explanatory power

of the linear regression of Y on X or on X’s. The square of correlation coefficient in simple

regression is known as the coefficient of determination and is given by R?. The coefficient of
determination measures the goodness of fit of the line of regression on the observed sample
values of Y and X.

2. The standard error test of the parameter estimates applied for judging the statistical
reliability of the estimates. This test measures the degree of confidence that we may attribute to
the estimates.

i) The Coefficient of determination (R?)

Let’s see Algebraic implications of the estimation before going to see coefficient of

determination.

The algebraic implications of the estimation are derived exclusively from the application of the

OLS procedure to the simple linear regression model:

1. The sum of the OLS residuals is equal to O:

From the definition of residual

-~ .

=YY, =¥ B - B i=12.-.n

=]

If we sum up the n observations, we get

Zﬂ = Z(.}:f _ﬁl —,ézxj} =0
i=1 i-l
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which is precisely the first equation of the system of normal equations. Note that, if it holds, it

implies that
R R .
2. y=25
fml fml

and, dividing the above equation by n, we obtain

|

:,__.:,l

=0 ¥ =

2. The OLS line always goes through the mean of the sample (, xy ).

Effectively, dividing the first normal equation by n, we have:

-~

=B+
3. The sample cross product between each one of the regressors and the OLS residuals is zero.

That is to say,

We can see that is equal to the second normal equation

qu —th ,@jx_,-):{]

fml

4. The sample cross product between the fitted values ( " y) and the OLS residuals is zero. That

IS to say,
R
> 9, =
fml

Proof
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Taking into account the algebraic implications, we have

) D Xtk = B %0+ F,%x0=0
1

Decomposition of the variance of y

By definition

]
Il
]
+
=t

Subtracting y mean on both sides of the previous expression (remember that " y hated is equal

toy ), we have

et

y-F=§-F+i

Squaring both sides:

Summing for all i:
Z[J’z‘ _.:'f_"]2 = Z(i. _E)j +Zﬁ:'1 +lzﬁ.—'{..{'f_§)

Taking into account the algebraic properties 1 and 4, the third term of the right-hand side is

equal to 0. Analytically
Zﬁf(ﬁ; _E) = Zﬂij}i _JIE 55.- =0
Therefore, we have

Sn-F =2 G-+ 2
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In words,
Total sum of squares (TSS) = Explained sum of squares (ESS)+Residual sum of squares (RSS)

If there is no intercept in the fitted model, then in general the decomposition obtained will not
be fulfilled.

This decomposition can be made with variances, by dividing both sides of by n:

X-F) X6 T
H F H

In words,

Total variance=explained variance+ residual variance

The coefficient of determination is the measure of the amount or proportion of the total

variation of the dependent variable

that is determined or explained by the model or the presence of the explanatory variable in the
model. The total variation of the dependent variable is split in two additive components; a part
explained by the model and a part represented by the random term. The total variation of the

dependent variable is measured from its arithmetic mean.

Total var iationinY, = X(Y, —=Y)?

Total explainedvar iation= Z(\?i -Y)?
Totalunexplainedvar iation= X e’

The total variation of the dependent variable is given in the following form; TSS=ESS + RSS,
which means total sum of square of the dependent variable is split into explained sum of square

and residual sum of square.

The coefficient of determination is given by the formula 2.16
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R

207 so-w-z@_ y# _ rss

Ri

Z(,v:- -7y Z{}'_.- -¥) ZH',(J% -7 15
i=l fml =l

Therefore, is equal to 1 minus the proportion of the total sum of squares (TSS) that is non-
explained by the regression (RSS).

-~

V=0
Since

Squaring and summing both sides give us
5t = fEx

We can substitute in the equation and obtain

~

Ess /Tss = B 2%

v
z pl
= E:] XL Since = i
| 2x 2yt Tx;
_ Sy Dy
Yt Tyt T

Comparing with the formula of the correlation coefficient:

t=Cov(X.Y)/ o 6,° = Tx/no, 0,0 = Txv/ (T )2

Squaring will result in:

£o= (Zo Y (2 D).
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A2 AN
SinceX y;, = B, 2 %Y,

RZ — 16/\1 Z Xi yi
zy¢ the coefficient of determination can also be given as

The higher the coefficient of determination is the better the fit. Conversely, the smaller the
coefficient of determination is the poorer the fit. That is why the coefficient of determination is
used to compare two or more models. One minus the coefficient of determination is called the
coefficient of non-determination, and it gives the proportion of the variation in the dependent

variable that remained undetermined or unexplained by the model.

According to the definition of coefficient determination, the following must be

accomplished

ka

14
—

Extreme cases:
a) If we have a perfect fit, then @, =0 7. This implies that
Bo=y Vi 230,-3=20,-¥ =R=1
b)If ¥, =¢ ¥i, it implies that
J=c 2 H-T=c—c=0 ¥i =J.(F-7’=0 =R =0
If R is close to 0, it implies that we have a poor fit. In other words, very little

variation in v 15 explained by x.

ii) Testing the significance of a given regression coefficient

Since the sample values of the intercept and the coefficient are estimates of the true population

parameters, we have to test them for their statistical reliability.

The significance of a model can be seen in terms of the amount of variation in the dependent

variable that it explains and the significance of the regression coefficients.

49




Bonga University, Econometrics. set by Fami.A at april, 2020

There are different tests that are available to test the statistical reliability of the parameter

estimates. The following are the common ones;
A) The standard error test
B) The standard normal test
C) The students t-test
Now, let us discuss them one by one.
A) The Standard Error Test

This test first establishes the two hypotheses that are going to be tested which are commonly
known as the null and alternative hypotheses. The null hypothesis addresses that the sample is
coming from the population whose parameter is not significantly different from zero while the
alternative hypothesis addresses that the sample is coming from the population whose parameter

is significantly different from zero. The two hypotheses are given as follows:
Ho: Bi=0

Hi: Bi#0

The standard error test is outlined as follows:

1. Compute the standard deviations of the parameter estimates using the above formula for
variances of parameter estimates. This is because standard deviation is the positive square root
of the variance.

A 52
Se(ﬂl) = ZL)J(Z

A 023 X?
se(f,) = 1/%

2. Compare the standard errors of the estimates with the numerical values of the estimates and

make decision.
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A) If the standard error of the estimate is less than half of the numerical value of the estimate,

se() <5 (4)

we can conclude that the estimate is statistically significant. That is, if , reject

the null hypothesis and we can conclude that the estimate is statistically significant.

B) If the standard error of the estimate is greater than half of the numerical value of the estimate,

se() > (4)

the parameter estimate is not statistically reliable. That is, if , conclude to accept

the null hypothesis and conclude that the estimate is not statistically significant.

Numerical example: Suppose that from a sample of size n=30, we estimate the following

supply function.

0= 120 + 0.6p +e
SE- (1.7) (0.025)

Test the significance of the slope parameter at 5% level of significance using the standard error

test,

SE(S ) =0.025
(#)=06
BB =03

This implies that SE(S,) < ¥ £, . The implication is § is statistically significant at

5% level of significance.

B) The Standard Normal Test
This test is based on the normal distribution. The test is applicable if:

e The standard deviation of the population is known irrespective of the sample size
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e The standard deviation of the population is unknown provided that the sample size is

sufficiently large (n>30).
The standard normal test or Z-test is outline as follows;

H,:3 =0

1. Test the null hypothesis against the alternative hypothesis Hy:fi# 0

2. Determine the level of significant (“) in which the test is carried out. It is the probability
of committing type | error, i.e. the probability of rejecting the null hypothesis while it is

true. It is common in applied econometrics to use 5% level of significance.

3. Determine the theoretical or tabulated value of Z from the table. That is, find the value

Z,0s =1.96

of ZOf/Zfrom the standard normal table. from the table.

4. Make decision. The decision of statistical hypothesis testing consists of two decisions;

either accepting the null hypothesis or rejecting it.

‘anl‘ < Ztab

If . accept the null hypothesis while if Zeai| > Zes

, reject the null hypothesis. It is
true that most of the times the null and alternative hypotheses are mutually exclusive. Accepting
the null hypothesis means that rejecting the alternative hypothesis and rejecting the null

hypothesis means accepting the alternative hypothesis.

Example: If the regression has a value of 1 =29 48 and the standard error of At is 36. Test the

hypothesis that the value of P =25 4t 59 level of significance using standard normal test.
Solution: We have to follow the procedures of the test.

Hy,: 5 =25
H,:p #25

After setting up the hypotheses to be tested, the next step is to determine the level of significance

in which the test is carried out. In the above example the significance level is given as 5%.
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The third step is to find the theoretical value of Z at specified level of significance. From the

standard normal table we can get thatzo-025 =196 :

The fourth step in hypothesis testing is computing the observed or calculated value of the
standard normal distribution using the following formula.

_ B =B _ 29.48-25 _ 012

se(/) 36 . Since the calculated value of the test statistic is less than

cal

the tabulated value, the decision is to accept the null hypothesis and conclude that the value of

the parameter is 25.
C) The Student t-Test

In conditions where Z-test is not applied (in small samples), t-test can be used to test the
statistical reliability of the parameter estimates. The test depends on the degrees of freedom that
the sample has. The test procedures of t-test are similar with that of the z-test. The procedures

are outlined as follows;
1. Set up the hypothesis. The hypotheses for testing a given regression coefficient is given by:

Hy,: 5 =0
H,: 5, #0

2. Determine the level of significance for carrying out the test. We usually use a 5% level

significance in applied econometric research.

3. Determine the tabulated value of t from the table with n-k degrees of freedom, where k is the

number of parameters estimated.
4. Determine the calculated value of t. The test statistic (using the t- test) is given by:
B

1
~

se(4)

tcal
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The test rule or decision is given as follows:

Reject Ho if |t 2t 20

Numerical Example:

Suppose that from a sample size n=20 we estimate the following consumption function:

C=100 + 0.70+e
(75.5) (0.21)

The values in the brackets are standard errors. We want to test the null hypothesis: HO: f=0

against the alternative H1: 8 # 0 using the t-test at 5% level of significance.

. the t-value for the test statistic 1s:

r*—ﬁ_ﬂ— F_ _ ﬂ;m

CSE(B  SEB) 0.21

b. Since the alternative hypothesis (H,) 1s stated by mequality sign () it1sa
two tail test, hence we divide 9{ =%/ =0.025 to obtain the critical value of
‘t" at %4=0.025 and 18 degree of freedom (df) i.e. (n-2=20-2). From the
t-table ‘tc” at 0.025 level of significance and 18 df 15 2.10.

¢. Since t*=3.3 and te=2.1, t*>tc. It implies that § is statistically significant.

iii) Confidence Interval Estimation of the regression Coefficients

We have discussed the important tests that that can be conducted to check model and parameters
validity. But one thing that must be clear is that rejecting the null hypothesis does not mean that

the parameter estimates are correct estimates of the true population parameters. It means that
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the estimate comes from the sample drawn from the population whose population parameter is
significantly different from zero. In order to define the range within which the true parameter
lies, we must construct a confidence interval for the parameter. Like we constructed confidence
interval estimates for a given population mean, using the sample mean (in Introduction to
Statistics), we can construct 100(1- o) % confidence intervals for the sample regression
coefficients. To do so we need to have the standard errors of the sample regression coefficients.
The standard error of a given coefficient is the positive square root of the variance of the

coefficient.

Thus, we have discussed that the formulae for finding the variances of the regression

coefficients are given as.

yx;
ny %’

var(f,) =3,

Variance of the intercept is given by

1

>’

var(4,) =3,

Variance of the slope (B)is given by

Where, n—k Is the estimate of the variance of the random term and k is the number
of parameters to be estimated in the model. The standard errors are the positive square root of

the variances and the 100 (1- o) % confidence interval for the slope is given by:
Bt (n=K)(se(A)) < A, < A+t (n—K)(se(4))

ﬁl = :81 T ta/2,n—k (Se(ﬂl))

And for the intercept:
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By = :éo ita/Z,n—k (Se(ﬁo))
Numerical Example:

Suppose we have estimated the following regression line from a sample of 20 observations.

¥ =1285+288X +e
(38.2) (0.85)

The values in the bracket are standard errors.
a. Construct 95% confidence interval for the slope of parameter
b. Test the significance of the slope parameter using constructed confidence interval.

Solution:

The limit within which the true B lies at 95% confidence interval is:

B+ SE(p),

S=288

SE(#) =085

t.at 0.025 level of significance and 18 degree of freedom is 2.10.
= B+ SE(S), =2.88+2.10(0.85) = 2.88+1.79.

The confidence interval 1s:

(1.09, 4.67)

b. The value of B in the null hypothesis is zero which implies it is outside the confidence

interval. Hence P is statistically significant
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Example: The following table gives the quantity supplied (Y in tons) and its price (X pound per

ton) for a commodity over a period of twelve years.

Data on supply and price for given commodity

Y 69 76 52 56 57 77 58 55 67 53 72 64
X 9 12 6 10 9 10 7 8 12 6 11 8
Data for computation of different parameters

Time Y | X | xv X2 Y2 x| v | m | x| ¥ ¥ & eil
1 69 9| 621 81| 4761 | o 6 ol o| 36| 63.00 6.00 | 36.00
2 76| 12| 912 144 5776 | 3| 13| 39| 9| 169 | 72.75 3.25| 1056
3 52 6| 312 36| 2704 | 3| 11| 33| 9| 121 s5325| -1.25 1.56
4 s6| 10| se60| 100| 3136 1| 7| 7| 1| 49| 6625 -1025| 105.06
5 57 o 513 81| 3249 | o| =6 o| o| 36| 6300| -6.00| 36.00
& 77| 10| 770 100| se2e | 1| 14| 14| 1] 196| 6625| 10.75| 11556
7 58 7| 406 49| 3364 | 2| 5| 10| 4] 25| 5650 1.50 2.25
8 55 s | 440 64| 3025 -1 -8 s 1| 64| 35975 -4.75| 2256
9 67| 12| so04| 144 4480 | 3| 4| 12| o 16| 7275| -5.75| 33.06
10 53 6| 318 36| 28090 | 3| -10| Bo| 9| 100| 35325| -0.25 0.06
11 72 11| 792 121 sisa| 2| o 18] 4| s1| 6950 2.50 6.25
12 64 8| 512 64| 4096 | -1 1| 1| 1 1| 5975 425| 1806
Sum 756 | 108 | 6960 | 1020 | 48522 | 0| o 156 | 48| 894 | 756.00 0.00 | 387.00

Use the above Tables to answer the following questions

1. Estimate the Coefficient of determination (R?)

2. Run significance test of regression coefficients using the following test methods

A) The standard error test

B) The students t-test

C) Fit the linear regression equation and determine the 95% confidence interval for the

slope.
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Solution
1. Estimate the Coefficient of determination (R?)

Refer to Example above to determine how much percent of the variations in the quantity
supplied is explained by the price of the commodity and what percent remained unexplained.

use data in the above table to estimate r? using the formula given below.

Zeiz
=1- =1-0.43=0.57

RE=1- 894
ZZYi2

This result shows that 57% of the variation in the quantity supplied of the commodity under
consideration is explained by the variation in the price of the commaodity; and the rest 37%
remain unexplained by the price of the commaodity. In other word, there may be other important
explanatory variables left out that could contribute to the variation in the quantity supplied of
the commodity, under consideration.

2. Run significance test of regression coefficients using the following test methods

Fitted regression line for the data given is:

Y, = 33.75+3.25X,
(8.3 (0.9 | where the numbers in parenthesis are standard errors of the respective

coefficients.
A. Standard Error test

In testing the statistical significance of the estimates using standard error test, the following

information needed for decision.

Since there are two parameter estimates in the model, we have to test them separately.

Testing for B
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We have the following information about A i.e £ =3.25 and S&(4) =0.9

The following are the null and alternative hypotheses to be tested.

Ho:ﬂlzo
H,: 8, #0

Since the standard error of At is less than half of the value of A , We have to reject the null

hypothesis and conclude that the parameter estimate Pris statistically significant.
Testing for Bo

Again, we have the following information about Bo

B, =33.75 and se(5,) =83

The hypotheses to be tested are given as follows;

Ho:ﬁozo
H :5,#0

Since the standard error of By is less than half of the numerical value of'BO , We have to reject

the null hypothesis and conclude that Py is statistically significant.
B. The students t-test

In the illustrative example, we can apply t-test to see whether price of the commodity is
significant in determining the quantity supplied of the commodity under consideration? Use

0=0.05.

The hypothesis to be tested is:
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H,: 5, =0
H :5, %0

The parameters are known. £ =325, se(f;) =0.8979

Then we can estimate tca as follows

.o B _ 325 _
" se(f) 08979

Further tabulated value for t is 2.228. When we compare these two values, the calculated t is
greater than the tabulated value. Hence, we reject the null hypothesis. Rejecting the null
hypothesis means, concluding that the price of the commodity is significant in determining the

quantity supplied for the commaodity.

In this part we have seen how to conduct the statistical reliability test using t-statistic. Now let
us see additional information about this test. When the degrees of freedom is large, we can
conduct t-test without consulting the t-table in finding the theoretical value of t. This rule is

known as “2t-rule”. The rule is stated as follows;
The t-table shows that the values of t changes very slowly if the degrees of freedom (n-k) are

greater than 8. For example, the value of fozs changes from 2.30 (when n-k=8) to 1.96(when

n-k=o0). The change from 2.30 to 1.96 is obviously very slow. Consequently, we can ignore the

degrees of freedom (when they are greater than 8) and say that the theoretical value of fear jg
2.0. Thus, a two-tail test of a null hypothesis at 5% level of significance can be reduced to the

following rules.
1. 1If Cea is greater than 2 or less than -2, we reject the null hypothesis

2. If % i less than 2 or greater than -2, accept the null hypothesis.

C) Fit the linear regression equation and determine the 95% confidence interval for the slope.
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A

Y, =33.75+3.25X,

Fitted regression model is indicated (8.3) (0.9)

,where the numbers in parenthesis are
standard errors of the respective coefficients. To estimate confidence interval, we need standard

error which is determined as follows

5u2= _ 387 =387=38.7
n-k 12-2 10

var(f3,) = 6,° = 38.7(%3) =0.80625

2.

The standard error of the slope is se(f,) = yvar(f;) = 0.80625=0.8979

The tabulated value of t for degrees of freedom 12-2=10 and «/2=0.025 is 2.228.

Hence the 95% confidence interval for the slope is given by:

f, =3.25+(2.228)(0.8979 =3.25+ 2 =(3.25-2,3.25+2)=(1.25,5.25) The result tells us

that at the error probability 0.05, the true value of the slope coefficient lies between 1.25 and
5.25
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UNIT FOUR: MULTIPLE LINEAR REGRESSION MODELS
Concept and Notations of Multiple Regression Models

Simple linear regression model (also called the two-variable model) is extensively discussed in
the previous section. Such models assume that a dependent variable is influenced by only one
explanatory variable. However, many economic variables are influenced by several factors or
variables. Hence, simple regression models are unrealistic. There is no more practicality of such
models except simple to understand. Very good examples, for this argument, are demand and
supply in which they have several determinants each.

Adding more variables to the simple linear regression model leads us to the discussion of
multiple regression models i.e. models in which the dependent variable (or regressand) depends

on two or more explanatory variables, or regressors.

%+ The multiple linear regression (population regression function) in which we have one

Xy, Xy o X

dependent variable Y, and k explanatory variables, kis given by

Y, =B, + B X+ L, X, +n+ B X, + U, 31
Where, B ~ the intercept = value of Yi when all X’s are zero

Bi- are partial slope coefficients

Ui= the random term

X

In this model, for example, Aiis the amount of change in Y when 1 changes by one unit,

keeping the effect of other variables constant. Similarly, Pzis the amount of change in Yi when

X2 changes by one unit, keeping the effect of other variables constant. The other slopes are

also interpreted in the same way.

Although multiple regression equation can be fitted for any number of explanatory variables

(equation 3.1), the simplest possible regression model, and three-variable regression will be

62




Bonga University, Econometrics. set by Fami.A at april, 2020

presented for the sake of simplicity. It is characterized by one dependent variable (Y) and two

explanatory variables (X1 and X>2). The model is given by:

Yi =ﬁ0+ﬂlxl+ﬂzxz+ui 3.2

"= the intercept = value of Y when both X1 & X5 are zero

X

Pr= the change in Y, when “*1 changes by one unit, keeping the effect of X2 constant,

B2 = the change in Y, when X, changes by one unit, keeping the effect of X1 constant
Assumptions of the Multiple Linear Regression
Each econometric method that would be used for estimation purpose has its own assumptions..
Assumption 1: Randomness of u; - the variable u is a real random variable.
Assumption 2: Zero mean of Ui - the random variable Yi has a zero mean for each value of Xi
i.e. E(ui ) =0
Assumption 3: Homoscedasticity of the random term - the random term Yihas constant
variance. In other words, the variance of each Ui is the same for all the Xi values.

E(u?) =0’ Constant

- 2
Assumption 4: Normality of Ui~ the values of each Yiare normally distributed u; » N(0,8,)

Assumption 5: No autocorrelation or serial independence of the random terms - the successive
values of the random term are not strongly correlated. The values of Ui (corresponding to X;)

are independent of the values of any other Ui (corresponding to X ).

E(uu;)=0for i= ]

63




Bonga University, Econometrics. set by Fami.A at april, 2020

u; and X; u,

Assumption 6: Independence of - every disturbance term

E(uixli) = E(uiXZi) =0

is independent of the

explanatory variables.

Assumption 7: No errors of measurement in the X'S - the explanatory variables are measured

without error.

Assumption 8: No perfect multicollinearity among the X'S - the explanatory variables are not

perfectly linearly correlated.

Assumption 9: Correct specification of the model - the model has no specification error in that
all the important explanatory variables appear explicitly in the function and the mathematical

form is correctly defined (linear or non-linear form and the number of equations in the model).
Estimation of Partial Regression Coefficients

The process of estimating the parameters in the multiple regression model is similar with that
of the simple linear regression model. The main task is to derive the normal equations using the
same procedure as the case of simple regression. Like in the simple linear regression model
case, OLS and Maximum Likelihood (ML) methods can be used to estimate partial regression
coefficients of multiple regression models. But, due to their simplicity and popularity, OLS
methods can be used. The OLS procedure consists in so choosing the values of the unknown

parameters that the residual sum of squares is as small as possible.

Themodel: ¥Y=6,+8X +B8,X,+U, ... .......(33)

is multiple regression with two explanatory variables. The expected value of the above model

is called population regression equation i.e.

EX) =B, +BX, + B Xy, SinceEU)=0. —ooooreeeoieie(3.4)
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where £ 1s the population parameters. 5, 1s referred to as the intercept and 3,
and [, are also some times known as regression slopes of the regression. Note
that, 5, for example measures the effect on E(})of a unit change in X, when

X, 15 held constant.

Since the population regression equation is unknown to any investigator, it has to be estimated
from sample data. Let us suppose that the sample data has been used to estimate the population
regression equation. We leave the method of estimation unspecified for the present and merely
assume that equation (3.4) has been estimated by sample regression equation, which we write
as:

f}:ﬁg +£}le +ﬁ;X1 --------(35)

Now it is time to state how (3.3) is estimated. Given sample observation on Y, X1 and X2 ,

we estimate (3.3) using the method of least square (OLS)

?:ﬁﬂ ‘|'.I’E"1‘3’-r1,i +.31X2f+95 R X))

1s sample relation between ¥ X, & X, .

A

£, :}7_-'_1:}:?: _ﬁu_ﬁl‘rl _'éJX"

To obtain expressions for the least square estimators, we partially differentiate

>, e? with respect to f,. 5, and £, and set the partial derivatives equal to zero.
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-y
“L

[SE—

ol y e S - -
[Zf\ - =_22l}’_._ﬁu_ﬁjxl_-_.ﬁzxj.-'):ﬂ ---------------------------- (3-8)
ep,
E E? [ ” a - |
[HZE - ]:_zle:'l}:'_ﬁu_ﬁ1X1f_:81Xu__]:ﬂ ------------------------- (3.9)
1
6 E? 3 _ - . - A
[ZA ‘]=—22X1..-lr_. By BXy = BoXy)=0 o (3.10)
&p, '
Summing from 1 to n, the multiple regression equation produces three Normal
Equations:
DY =nf+ BEX, + BTN, (3.11)
S XY = I, + BIXG + BEX Xy (3.12)
P XY = BEXy + BEX X+ BEXG, (3.13)

From (3.11) we obtain ﬁ:,
RS R V)
Substituting (3.14) in (3.12) | we get:
> XY= (¥ - 131-?1 - ﬁ:fj)z‘:{h + :"f?]E“z’-rlsj + ﬁ:ﬂlf
= ZXMI:' - m}f = 5’1 {Mléj _ELEXJE} + ﬁi(EX].‘XE." _-‘?EEXJ.-'}
= ZXIEY.-' - H}?f].‘ = ﬁz{EXu: _Hfl.-'l} + ﬁ:(EXan _”fl fz} B [3-15)

We know that

TX, -T) =X, -nX T)=3xy,

ZrlX' _X_ri}z = (Ej‘-’-.:2 _Hf_,j) = Exi.z

Substituting the above equations in equation (3.14), the normal equation (3.12) can be written

in deviation form as follows:
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Using the above procedure if we substitute (3.14) 1n (3.13), we get

Sy = BiEx + B Txy . (3.17)
Let’s bring (2.17) and (2.18) together

Sy = BT+ BT, (3.18)

Sxv=BTax + BT (3.19)

f, and S, can easily be solved using matrix

We can rewrite the above two equations in matrix form as follows

Sx' Yoo | B =] ey | G20
Z A% > X, .&1 Z Aay

If we use Cramer’s rule to solve the above matrix we obtain

s Ixy.Tx) —Txx, Ixy
E.xli_E.xz2 —B(ex)
» EX,V. Exlz —-Exx,  ExV

R : USSR (3.22)
: Tx Exy —E(x,)!
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We can also express f, and f§, in terms of covariance and variances of
Y. X, and X,

,5’ _ Cov(X|.T) FVar(X))—Cov(X, X,). Cov(X,T)
b Var(X,).Var(X,) —[cov(X,. X))’

z Cov(X,.T) Var(X,)-Cov(X.X;). Cov(X.T)
e Var(X,).Var(X,) - [Cov(X,. X )]’

Partial-correlation coefficients

In order to remove the influence of X2 on Y, we regress Y on X2 and find the residual e; = Y*. To
remove the influence of X2 on XI, we regress Xl on X2 and find the residual e, = X;"; Y And Xi*;
then represent the variations in Y and XI, respectively, left unexplained after removing the influence of
X2 from both Y and XI. Therefore, the partial correlation coefficient is merely the simple correlation
coefficient between the residuals Y* and X7; (that is, ryxl.x2 = V*%%),

Partial correlation coefficient range in value from -1 to +1 (‘just as in the case of simple correlation
coefficients). For example, ryxl.x2 = -1 refers to the case where there is an exact or perfect negative

linear relationship between Y and XI after removing the common influence of X2 from both Y and X1.

However, ryxl.x2 = 1 indicates a perfect positive linear net relationship between Y and XI. And ryxl.x2
= 0 indicates no linear relationship between Y and X, when the common influence of X, has been
removed from both Y and XI. As a result, XI can be omitted from the regression.

The sign of partial correlation coefficients is the same as that of the corresponding estimated parameter.
For example, for the estimated regression equation Y = bo + bIXI + b2X2, ryx1.x2 has the same sign as

bl and ryx2.xl has the same sign as b,.

Partial correlation coefficients are used in multiple regression analysis to determine the relative
importance of each explanatory variable in the model. The independent variable with the highest partial
correlation coefficient with respect to the dependent variable contributes most to the explanatory power
of the model and is entered first in a stepwise multiple regression analysis. It should be noted, however,
that partial correlation coefficients give an ordinal, not a cardinal, measure of net correlation, and the
sum of the partial correlation coefficients between the dependent and all the independent variables in

the model need not add up to 1.
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To ﬁﬂd Fyy,.x,» W need to ﬁnd first Fyy,s Fyx;» and Fy, x;-

3 xy
f'>_" xNVyry
3 xay
'uf..z ‘l._ " E s
l: XX
T3/Tx

rxy, =

r ¥ 'l.: —

ry,x, =

_ Fyx, = Tryx,fy,x,

rx, x, =

."rj I - r_‘,-l Y, "‘_.l ] - r—}_t.:

Fyy, = ryx,"x,x,

y."'] -y, x, ,_‘_.'"1 — 'y,
If ryx2.x1 exceeds the absolute value of ryxl .x2, we conclude that X2 contributes more than XI

to the explanatory power of the model.
Variance and Standard errors of OLS Estimators

Estimating the numerical values of the parameters is not enough in econometrics if the data are
coming from the samples. The standard errors derived are important for two main purposes: to
establish confidence intervals for the parameters and to test statistical hypotheses. They are
important to look into their precision or statistical reliability. An estimator cannot be used for
any purpose if it is not a good estimator. The precision of an estimator is measured by observing

the standard error of the estimator.
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Like in the case of simple linear regression, the standard errors of the coefficients are vital in
statistical inferences about the coefficients. We use standard the error of a coefficient to
construct confidence interval estimate for the population regression coefficient and to test the
significance of the variable to which the coefficient is attached in determining the dependent
variable in the model. In this section, we will see these standard errors. The standard error of a
coefficient is the positive square root of the variance of the coefficient. Thus, we start with
defining the variances of the coefficients.

i)
Variance of the intercept (

2 2 B A 7]
R 2| X12X22+X22X12—2X1X22X1X2
Var(ﬂoj:&i —+

n 2% D % — (2 %X,)’

L - 3.17
Variance of By
N X2
Var(ﬂ j =52 2%
: fozxg_(lexz)z 318

N

Variance of 5,

Var(,[;’;)=$j[ 5 Zzlxl 2}
le ZXZ _(lexz)

Where,

éfz _ Zeiz

Y n-3
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Equation 3.20 here gives the estimate of the variance of the random term. Then, the standard

errors are computed as follows:

Standard error of Ba

SE(5,) = \Var (5,)

A

Standard error of Py

SE(f,) = {Var(4,) 3.2

n

Standard error of B,

SE(5,) = \Var(5,)

Note: The OLS estimators of the multiple regression model have properties which are parallel
to those of the two-variable model.

Coefficient of Multiple Determinations

In simple regression model we have discussed about the coefficient of determination and its
interpretation. In this section, we will discuss the coefficient of multiple determinations which
has an equivalent role with that of the simple model. As coefficient of determination is the
square of the simple correlation in simple model,

%+ Coefficient of multiple determinations is the square of multiple correlation coefficients.

2
The coefficient of multiple determinations (R%) is the measure of the proportion of the variation

in the dependent variable that is explained jointly by the independent variables in the model.

One minus R” is called the coefficient of non-determination. It gives the proportion of the
variation in the dependent variable that remains unexplained by the independent variables in
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the model. As in the case of simple linear regression, R?is the ratio of the explained variation

to the total variation. Mathematically:

A2
Rt Y 3.24

-5

or R? can also be given in terms of the slope coefficients £ @nd 5, @s:

:&1ley+ézzxzy
2y

In simple linear regression, the higher the R®means the better the model is determined by the

R’ 3.25

explanatory variable in the model. In multiple linear regression, however, every time we insert
additional explanatory variable in the model, the R*increases irrespective of the improvement

in the goodness-of- fit of the model. That means high R’ may not imply that the model is good.

Thus, we adjust the R”as follows:

RZ, =1-@1-R?)\N=D 3.26
(n—k)

Where, k = the number of explanatory variables in the model.

In multiple linear regression, therefore, we better interpret the adjusted R? than the ordinary or
the unadjusted R?. We have known that the value of R”is always between zero and one. But

the adjusted R? can lie outside this range even to be negative.

In the case of simple linear regression, R is the square of linear correlation coefficient. Again

2
as the correlation coefficient lies between -1 and +1, the coefficient of determination (R%) lies
between 0 and 1. The R of multiple linear regression also lies between 0 and +1. The adjusted

2
R", however, can sometimes be negative when the goodness of fit is poor. When the adjusted
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R?value is negative, we considered it as zero and interpret as no variation of the dependent

variable is explained by repressors.
Confidence Interval Estimation

Confidence interval estimation in multiple linear regressions follows the same formulae and
procedures that we followed in simple linear regression. You are, therefore, required to practice
finding the confidence interval estimates of the intercept and the slopes in multiple regressions

with two explanatory variables.

ﬁi 3 ta/2,n—kse(ﬁ’\i)

Please recall that 100(1- @) o4 confidence interval for By IS given as where

k is the number of parameters to be estimated or the number of variables (both dependent and

explanatory)

Interpretation of the confidence interval: Values of the parameter lying in the interval are

plausible with 100(1- ) o, confidence.
Hypothesis Testing in Multiple Regressions

Hypothesis testing is important to draw inferences about the estimates and to know how

representative the estimates are to the true population parameter.
a) Testing hypothesis about an individual partial regression coefficient;

b) Testing the overall significance of the estimated multiple regression model (finding out

if all the partial slope coefficients are simultaneously equal to zero);
Testing individual regression coefficients

The tests concerning the individual coefficients can be done using the standard error test or the

t-test. In all the cases the hypothesis is stated as:

HO:Blzo Ho:ﬁzzo HO:ﬁKZO
a) Hl:ﬂl;éO b) Hliﬂz;to HliﬂK;tO
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In a) we will like to test the hypothesis that X1 has no linear influence on Y holding other
variables constant. In b) we test the hypothesis that X2 has no linear relationship with Y holding
other factors constant. The above hypotheses will lead us to a two-tailed test however, one-
tailed test might also be important. There are two methods for testing significance of individual

regression coefficients.
a) Standard Error Test: Using the standard error test we can test the above hypothesis.

Thus the decision rule is based on the relationship between the numerical value of the parameter
and the standard error of the same.

" 1 -
. S(ﬁi)>_ﬁi - ) :8 ..
@M If 2" " we accept the null hypothesis, i.e. the estimate of ”iis not statistically
significant.

Conclusion: The coefficient (%) is not statistically significant. In other words, it does not have
a significant influence on the dependent variable.

A 1 -
S(B.) < =B
(i) If )< 2ﬂ', we fail to accept HO, i.e., we reject the null hypothesis in favour of the

alternative hypothesis meaning the estimate of Bi has a significant influence on the dependent

variable.

Generalisation: The smaller the standard error, the stronger is the evidence that the estimates

are statistically significant.
(b) t-test

The more appropriate and formal way to test the above hypothesis is to use the t-test. As usual

we compute the t-ratios and compare them with the tabulated t-values and make our decision.

A

= b ~t(n-1)

cal ~

Therefore: S(5)

-1, <t <t,

Decision Rule: accept HO if 2 2
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Otherwise, reject the null hypothesis. Rejecting Ho means, the coefficient being tested is

significantly different from 0. Not rejecting HO, on the other hand, means we don’t have

sufficient evidence to conclude that the coefficient is different from 0.
Testing the Overall Significance of Regression Model

Here, we are interested to test the overall significance of the observed or estimated regression
line, that is, whether the dependent variable is linearly related to all of the explanatory variables.
Hypotheses of such type are often called joint hypotheses. Testing the overall significance of
the model means testing the null hypothesis that none of the explanatory variables in the model
significantly determine the changes in the dependent variable. Put in other words, it means
testing the null hypothesis that none of the explanatory variables significantly explain the
dependent variable in the model. This can be stated as:

Ho: 6, =5, =0

H,: g =0, at least for one i.

The test statistic for this test is given by:

29

Where, Kk is the number of explanatory variables in the model.

The results of the overall significance test of a model are summarized in the analysis of variance
(ANOVA) table as follows.

Source of | Sum of squares Degrees  of | Mean sum of | F

variation freedom squares

Regression ~2 k-1 3 " MSE
SSE z y MSE = 1 MSR
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- 2 _ 2
Residual SSR = ze n—k MSR — nZek

Total SST = Z y? n-1

The values in this table are explained as follows:

SSE=>y® => (Y, —Y)? =Explained Sum of Squares
SSR=>"y => (Y; —Y)? = Unexplained Sum of Squares

SST =>"y? => (Y, —Y)? =Total Sum of Squares

These three sums of squares are related in such a way that
SST =SSE+SSR

This implies that the total sum of squares is the sum of the explained (regression) sum of squares
and the residual (unexplained) sum of squares. In other words, the total variation in the
dependent variable is the sum of the variation in the dependent variable due to the variation in
the independent variables included in the model and the variation that remained unexplained by
the explanatory variables in the model. Analysis of variance (ANOVA) is the technique of
decomposing the total sum of squares into its components. As we can see here, the technique
decomposes the total variation in the dependent variable into the explained and the unexplained
variations. The degrees of freedom of the total variation are also the sum of the degrees of
freedom of the two components. By dividing the sum of squares by the corresponding degrees

of freedom, we obtain what is called the Mean Sum of Squares (MSS).

The Mean Sum of Squares due to regression, errors (residual) and Total are calculated as the
Sum of squares and the corresponding degrees of freedom (look at column 3 of the above
ANOVA table.

The final table shows computation of the test statistic which can be computed as follows:

o MSR E k—1n—k)
MSE [The F statistic follows F distribution]
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Reject H,if F>F,(k-1n-k)

cal =

(k —1,n—k)

The test rule: where Fa is the value to be read

from the F- distribution table at a given & level.

Relationship between F and R?

You may recall that R? is given by 2.y’ and 29 = R°2y*

We also know that

2 2
R® =1- Zez Zez =1-R?
2.y Hence, 2y

The formula for F is:

2_Mm_p2 2
which means Ze LR )Zy

e Rzzyz :Rzzyz (n—k)
cl k-1 k-1 (1-R*)>y?
@1-R*)>y?

n—k

-k R?

Fcal o 2y
k-1 (1-R?)

That means the calculated F can also be expressed in terms of the coefficient of determination.
THE MATRIX APPROACH TO LINEAR REGRESSION MODEL

The k-variable linear regression model: if we generalize the two- and three-variable linear
regression models, the k-variable population regression model (prf) involving the dependent

variable y and k—1 explanatory variables x2, X3, . . . , xk may be written as

PRF: ¥Y; = 1 + oMo + PaXai +-- -+ P + i=1,23....n
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where B1 =the intercept, 2 to Bk =partial slope coefficients, u=stochastic disturbance term, and
I =ith observation, n being the size of the population. The PRF (C.1.1) is to be interpreted in the
usual manner: It gives the mean or expected value of Y conditional upon the fixed (in repeated

sampling) values of X2, X3, ..., Xk, that is, E(Y|X2i, X3i, ..., Xki).

shorthand expression of the above equation can be written as the following set of n simultaneous

equations:

Yi=f+ X+ BaXar + -+ BeX + 1
o=+ faXoo + X+ + B X + 1o

Yo=51+ foXon + faXan+ - + BiXim + Uy

Let us write the system of the above equations in an alternative but more illuminating way as

follows

¥ 1 X Xu1 - Xy £ i
Y5 1 Xo2 X3 - Xe || B2 iy
. = . . . . . . + .
Y 1 Xow X - X Bre Liy
¥ = X B + u
nox 1 n ok k=1 mnxl

where y=# x 1 column vector of observalions on the dependent variable ¥
X =n = k mairix giving n observations on k — 1 variables X; to X,
the first column of 1's representing the intercepl term (this ma-
itrix is also known as the data maitrix)
p=k x 1 column vector of the unknown parameters g, f2,..., ft
u=# = 1 column vector of n disturbances u;

Using the rules of matrix multiplication and addition, the above System that is known as the
matrix representation of the general (k-variable) linear regression model. It can be written more

compactly as

1 n=xk k=x1 = 1
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Where there is no confusion about the dimensions or orders of the matrix X and the vectors y,

B, and u, Eq. may be written simply as
y=Xp+u
OLS estimation
To obtain the OLS estimate of B, let us first write the k-variable sample regression (SRF):

Yi = B+ Ba X + Fa Xy + - + BiX +

which can be written more compactly in matrix notation as

y=Xf+
and in mairx form as
y 1 X3, X3y --- X A ‘E"
2l _ (1 X2 X3 - Xe P2 + |
Y, 1 X Xan - Xiw f}:k fi,
o= 1 n o=k k=1 n=x1

where " f is a k-element column vector of the OLS estimators of the regression coefficients and
where " u is an nx1 column vector of n residuals. As in the two- and three-variable models, in

the k-variable case the OLS estimators are obtained by minimizing

S0 = Y~ i o~ e

where EE{% is the residual sum ol squares (ES5S). In matrix nolation, this
amounts to minimizing G'4 since

iy
i
da=[ f - ]| | |=@+B+ +22=31

e

ﬁ:y—}{ﬁ
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Therelore,
i = (y - XB)'(y - XB)
=¥y - 28Xy + PXXp

where use is made of the properties of the transpose ol a matrix, namely,
(XB)Y = P'X’; and since X'y is a scalar (a real number), it is equal 1o its
lranspose y'Xp.

In scalar notation, the method of OLS consists in so estimating B1, P2, ..., Pk that” u? i is as
small as possible. This is done by differentiating the equation partially with respect to * B1, "
B2, ...,

equations in k unknowns, the normal equations of the least-squares theory. As shown in the

" Bk and setting the resulting expressions to zero. This process yields k simultaneous

following:

npr+P Y Xoi+Pay Ku+--
- +ﬁkZXzfXH = XnY,

Bid Xoi+ b ) Xa+ P XuXy+
ﬁl Zr"fsr +ﬁzzf'fsrxza + s ZXJI

+he) Xu=) Y

-+ P Z XX = Z XY

b Z:‘fh + 2 thxzz + fis Exhk'ai +- +ﬁkZXf,. ZXhY

In matrix form

n ¥ Xy pIP. €1 > X || g 1 1 .1 Y
Y Xx  YXE Y XuXa > Xai Kii || Ba Xy X2 - Xa || P2
Y Xy EXaeru Ex EXuJﬁr Ba| =1 X5 Xi; - X || B
X6 Y XeXn 3 XXy ye |lal ba X Xp |y,
(X'X) B X' y
or, more compactly, as
(XX)p = X'y
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Features of the (X' X) matrix

1. It gives the raw sums of squares and cross products of the X variables, one of which is the
intercept term taking the value of 1 for each observation. The elements on the main diagonal
give the raw sums of squares, and those off the main diagonal give the raw sums of cross

products (by raw we mean in original units of measurement).

2. It is symmetrical since the cross product between X2i and X3i is the same as that between
X3i and X2i.

3. It is of order (kxk), that is, k rows and k columns.

Now using matrix algebra, if the inverse of (X X) exists, say, (X" X), then pre multiplying
both sides of of regression equation by this inverse, we obtain

(X0 X = (XX Xy
Bul since (X'X) "(X'X) = I, an identity matrix of order k = k, we get

Ip = (X'X) "Xy

B =XxX" Xy
k=1 kxk (kxmyinx1)

As an illustration of the matrix methods developed so far, let us rework the consumption—

income, For the two-variable case we have

b=[2]

1 X,
1 X g
, 1 1 1 1 2 1 X
Exxtr=|:xl X X .o Xn] 1_3(3 =[EX:' EX?}
1 Xu
And
¥
Y7
1 1 1 1 Y
x: — -F —
= b A ]| e
Y,
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Example, if
N _ 10 1700
KK_[lmu 3220{}!}}
_ 1110
X'y = [205501}} S
find estimators
XX — 0.97576 —0.005152
| —0.005152 0.0000303
Therefore,

g [B]_[ 097576  —0005152 1110
f, ] = [ -0.005152  0.0000303 | | 205500

_ [24.4545
=| 05079

In the iwo- and three-variable linear regression models an unbiased esti-

maior of o* was given by 62 = 3 @ /(n— 2) and &% = 3@t /(n — 3), respec-
tively. In the k-variable case, the corresponding formula is

ﬁ_lz E@
—k

H

i
T n—k

where there are now n — k df. (Why?)

Although in principle @'t can be computed from the estimated residuals,
in practice it can be obtained direcily as follows. Recalling that ¥ &7
{ = RSS) = TSS — ESS, in the two-variable case we may wrilte

Y=Y -BYR

and in the three-variable case
Zﬂ? = ZJ’,’? — P2 Z}’fxz; — B3 Z}’ixsi

By extending this principle, it can be seen that for the k-variable model
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Z&f = Zj‘f — fa E_'Fixﬂi ——f Z}’:'Ih'
In matrix notation,

TSS: 3y} =yy—n¥?

ESS: ) yixn +---+ fr Y v = PX'y — nl?

where the term #¥? is known as the correction for mean.® Therefore,
i =yy— pXy
The coefficient of determination R? in matrix notation

The coelficient of determination B? has been defined as

ESS
S
In the two-variable case,
53 2
Rz — ﬁz EIJ'
Yy}

and in the three-variable case

R B S vt + a3 ¥ vixa
Yy

Generalizing we obtain for the k-variable case

R _ B Yy + P X yixs + - + fi X ¥
Yl

_pxy_np?
= yy — n¥?

Find R? based on the first given example,
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P 1,110
pX'y =[24.3571 0.5079] [205'50{]
— 131,409.831
y'y = 132,100

n¥? = 123,210

R?=0.9924

Illustration: The following table shows a particular country’s the value of imports (Y), the
level of Gross National Product(X1) measured in arbitrary units, and the price index of imported

goods (X2), over 12 years period.

Table 5: Data for multiple regression examples

Yea (196 |[196 |196 |196 |196 |196 |196 |19 |196 |196 | 197 | 197
r 0 1 2 3 4 5 6 7 8 9 0 1

Y 57 43 73 37 64 48 56 50 39 43 69 60

X1 | 220 | 215 | 250 |[241 (305 |258 |354 |321 |370 |375 |385 |385

X 125 | 147 | 118 |160 |128 |149 | 145 | 150 | 140 |115 | 155 | 152

a) Estimate the coefficients of the economic relationship and fit the model.

To estimate the coefficients of the economic relationship, we compute the entries given in the

following table
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Year Y X; X, X 0 Y X! i xy 0y XX v
1960 | 37 220 125 | -86.5833 | -153333 | 375 | 7496.668 | 235.1101 | -324.687 | -374999 | 1327608 | 14.0623
1961 | 43 215 147 | 915833 | 66667 | -1025| 8387501 | 4444489 | 938.7288 | 683337 | -610.538 | 105.0625
1962 | 73 230 118 | -56.5833 | -223333 | 19.75| 3201.67|498.7763 | -1117.52 | -441.083 | 1263.692 | 390.0623
1963 | 37 41 160 | 655833 | 19.6667 | -16.25|4301.169 | 386.7791 | 1063.729 | -319.584 | -1289.81 | 264.0625
1964 | 64 305 128 15833 | -123333 | 1075 | 2506839 | 152.1103 | -17.0205 | -132.383 | 19.52731 | 115.5623
1965 | 48 138 149 | 4835833 | 86667 | -525|2360337|75.11169 | 255.0623 | 45.5002 | 421.037| 273623
1966 | 36 334 145 474167 46667 | 275 (2248343 | 21.77809 | 130.3939 | 12.83343 | 2212795 |  7.3623
1967 | 30 321 130 144167 96667 | -325|207.8412|93.44509 | 46.8543 | 314168 | 1393619 | 105623
1968 | 39 370 140 634167 -03333| -1425|4021.678 | 0.111089 | -903.688 | 4.749325 | -21.1368 | 203.0625
1969 | 43 373 113 684167 | -25.3333 | -10.25| 4680.845 | 641.7761| -701.271 | 239.6663 | -1733.22 | 103.0623
1970 | 69 383 153 184167 146667 | 1575|6149.179 | 2151121 | 1235.063 | 231.0005 | 1150.114 | 2480625
1971 60 383 132 184167 116667 | 6.73|6149.179 | 136.1119| 5293127 | 78.73022 | 914 8641 | 435623
Sum 639 3679 1684 00004 | 0.0004 04920692 | 2500.667 | 104325 509 | 960.6667 | 1336.25
Mean | 33.25) 306.3833 | 1403333 0 0 0
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From the above table, we can take the following summary results.

DY =639 D X, =3679 D X, =1684

.Y
v=— =58 _ 5325
12

X
2% _ 3679

X, - 3679

=306.5833

2% 1684
X, =— ==2°%_140.3333
12

2 n
The summary results in deviation forms are then given by:

> %" =4920692 > x," =2500667

D %y =104325 D %,y =-509

> xx, =960.6667 > y? =1536.25

The coefficients are then obtained as follows.
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4 X )-(Exy X xx,)  (1043.25)@500.667)- (-509)(9606667) 2608821+ 4889794
' xS x2)-(3 xx, f (49206.92)(2500.667) (960.667f  123050121-92288051

122127241

- ()X xyIE xx) _ (-500)(496.92)- (1043.25)060.6667) - 2504632-1002216

IR ) (49206.92)2500.667) (960.667f  123050121-92288051

26048538
122127241

-0.21329
B, =Y — B, X, - 3,X, =53.25—(0.025365 — (-0.21329) = 75.40512

The fitted model is then written as: Yi = 75.40512 + 0.025365X1 - 0.21329X>
b) Compute the variance and standard errors of the slopes.

First, you need to compute the estimate of the variance of the random term as follows

5, >.e’ 1401223 1401223

50 = = —155.69143
n-3 12-3 9
Variance of B
A X2
Var(ﬂlj =0’ - Zzl 2 ~|= 155.69143&'6674) =0.003188
DX X5 = (O %X,) 1221272

Standard error of by

SE(83,) = \Var(B,) = /0.003188 = 0.056462

n

Variance of P

A A2 X2
Var (,) = 8. ~ ; : = | = 155.6914:{Mf =0.0627
DX - xX,) 12212724
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n

Standard error of B,

SE(B,) = \Var(8,) = J0.0627 = 0.25046

Similarly, the standard error of the intercept is found to be 37.98177. The detail is left for you as

an exercise.
c) Calculate and interpret the coefficient of determination.

We can use the following summary results to obtain the R?,

Dy =135.0262

> e? =1401223

> y? =1536.25
(The sum of the above two). Then,

B XNY+ B, D %Y (0.025365(1043.25)+ (-0.21329)-509)

R 3y 1356.25
Yy .

=0.087894

Zez 1401223
R?=1— =1-—"—""""--0.087894
Z 2 1356.25

or
d) Compute the adjusted R2.

(n-1
n—k)

R2

ady

=1-(1-R?)

=1-(1- 0.087894)% =-0.114796

e) Construct 95% confidence interval for the true population parameters (partial regression

coefficients).[Exercise: Base your work on Simple Linear Regression]
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f) Test the significance of X1 and Xz in determining the changes in Y using t-test.
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The hypotheses are summarized in the following table.

Coefficient | Hypothesis | Estimate | Std. error | Calculated t Conclusion
B1 Ho: B1=0 0.025365 | 0.056462 - 0.02536520.449249 We do not
0.056462 reject Ho since
Hi: B1#0
teal<tiap
B2 Ho: B2=0 -0.21329 | 0.25046 - _0'21329:—0.85159 We do not
—0.21329 reject Ho since
Hi: B220
teal<tiab

The critical value (t 0.05, 9) to be used here is 2.262. Like the standard error test, the t- test revealed

that both X1 and X: are insignificant to determine the change in Y since the calculated t values are

both less than the critical value.

Exercise: Test the significance of X1 and Xz in determining the changes in Y using the standard

error test.

g) Test the overall significance of the model. (Hint: use o = 0.05)

This involves testing whether at least one of the two variables X1 and X> determine the changes in

Y. The hypothesis to be tested is given by:

Ho: 8 =5,=0

H,: B #0, at least for one i.

The ANOVA table for the test is give as follows:

Source

variation

of

Sum of Squares

Degrees  of

freedom

Mean Sum of Squares

cal
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Regression "2 " _ MSR
SSR=>y =1350262 VISR — %yl _ 135.2262 _ | FevsE
k-1=3-1=2 - =0.433634
3 67.51309

Residual SSE=>e?=1401223 | n-k =1o. MSE — e’ 1401223

39 n-k 9

155.614

Total SST=>»y*=153625 | n-1 =12

1=11

The tabulated F value (critical value) is Fo(2, 11) = 3.98

In this case, the calculated F value (0.4336) is less than the tabulated value (3.98). Hence, we do
not reject the null hypothesis and conclude that there is no significant contribution of the variables
X1 and X; to the changes in Y.

h) Compute the F value using the R?.

_(n-k) R? _ (12-3) 0.087894

- —= —0.433632
k-1 "@-R?)  3-1 1-0.087894

Example 2. per capita personal consumption expenditure (ppce) and per capita personal disposable
income (ppdi) in the united states, 1956-1970, in 1958 dollars

PPCE, Y  PPDI, X, Time, X, PPCE,Y  PPDI X, Time, X,
1673 1830 (- 1956) 1048 2126 9

1688 1844 2 2048 2239 10

1666 1831 3 2128 2336 11

1735 1881 4 2165 2404 12

1749 1883 5 2257 2487 13

1756 1010 & 2316 2535 14

1815 1060 7 2324 2505 15 { = 1670)
1867 2016 8
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In mairix nolation, our problem may be shown as follows:

1673 1 1839 1 iy
1688 1 1844 2 fip
1666 1 1831 3 fiy
1735 1 1881 4 iy
1749 1 1883 5 its
1756 1 1910 & . 1
1815 1 1969 7 B ity
1867 | = | 1 2016 8 A |+ | fis
1048 | (1 2126 of [p| |
2048 1 2239 10 fiyg
2128 1 2336 11 fiyy
2165 1 2404 12 iy
2257 1 2487 13 iy
2316 1 2535 14 4
(2324 | |1 2505 15 ] e
hi = X ﬁ + i
15 =1 15= 3 Ixl 153 =1

From the preceding daia we oblain the following quaniities:

¥=1942333 X, =2126333 X; =80
Y (% - ¥)? = 830,121.333
Z(xz,- — X3)* =1,103,111.333 Z{X;,- — X3)? = 280.0

1 X2 Xs

1 1 1 ... 1 1 X2 Xz

XX = [Xm X2 Xaz .- qui| 1 Xa3 X3
X1 X2 X3z - Xy S :

1 Xlrr xin

C m ¥ X pIP. €7
=| XXn X X5 XXXy
_EX_“ EXIEXJE EX%;

= | 31,895 68,922.513 272,144
120 272,144 1240

15 31,895 120}
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29,135
X'y = | 62,905,821
247,934

Using the rules of matrix inversion given , one can see that

—0.0225082  0.0000137 —0.0008319

l [3?_232491 _0.0225082  1.336707 }
(XX) ! =
1.336707  —0.0008319  0.054034

Therefore,

B=(XX)'X'y= [ 0.74198

300.28625 }
8.04356

The residual sum of squares can now be compuied as

3 o} =di
_ _prw
Ty e 29,135
— 57,420,003 — [300.28625 0.74198 8.04356] | 62,905,821
= 1976.85574 247,934

whence we oblain

(=]
(=]

&t = I = 164.73797

B

The variance-covariance matrix for p can therefore be shown as

i 6133.650  —3.70794  220.20634
varcov(B) =63 XX)'=| _—370794 000226 —0.13705

220.20634 —0.13705 8.90155

The diagonal elements of this matrix give the variances of ~ B1, " 2, and " B3, respectively, and
their positive square roots give the corresponding standard errors.
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From the previous daia, it can be readily verified that
ESS: X'y — n¥? — 828,144.47786
TSS:y'y —n¥? = 830,121.333
Therelore,
g BXy-—n??

vy — n¥?

 B28,144.47786
830,121.333

= 0.99761

Some Commonly Used Functional Forms in econometrics

a) The Linear-linear Form: It is based on the assumption that the slope of the relationship

between the independent variable and the dependent variable is constant.

oY
oX ' i=1,2,..K

AY
ﬁ'{ AY _ kK
AX

Suppose the dependent variable and independent variables of interest are both in linear (level)
form. For example, suppose we want to know the effect of an additional year of schooling on

wages and from available data we fit the following equation

Wi = o + hBd; + aAge; + (hExp; + &
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In this case, the coefficient on the variable of interest can be interpreted as the marginal effect. The
marginal effect is how the dependent variable changes when the independent variable changes by
an additional unit holding all other variables in the equation constant (i.e. partial derivative) or

oW
—— = [h
AEd;

Therefore, Bj can be interpreted as the change in wages from a one unit increase (or state change

if dummy variable) of Xj holding all other independent variables constant.

Example: Suppose the fitted equation for (1) is
W; = 3.5+ 0.75Ed; + 0.25Age; + 0.30Ezp; + &

Based on the data used in this regression, an additional year of education corresponds to an increase
in hourly wages of $0.75. Similarly, an additional year of experience is associated with a $0.30

per hour wage increase.
In this case elasticity is not constant.

oY 1Y _5Y.£_ﬂ£
XU aX /X 8X Y by

If the hypothesized relationship between Y and X is such that the slope of the relationship can be
expected to be constant and the elasticity can therefore be expected to be variable, then the linear

functional form should be used.

Note: Economic theory frequently predicts only the sign of a relationship and not its functional
form. Under such circumstances, the linear form can be used until strong evidence that it is
inappropriate is found. Thus, unless theory, common sense, or experience justifies using some

other functional form, one should use the linear model.
b) Log-log

Consider interpreting coefficients from a regression where the dependent and independent variable

of interest are in log form. The coefficients can no longer be interpreted as marginal effects.
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Suppose economic theory suggests estimation of our wage equation with the dependent variable
in log form and inclusion of community volunteer hours per week (Comm) also in log form. The

equation of interest is now

log(W;) = e+ 51 Ed; + 2 Age; + a3 Exp; + O log{Commy) + &

We would like to interpret the coefficient on the community volunteer variable ($4). To better
understand the interpretation, consider taking the differential of (2) holding all independent

variables constant except Commi.

d[log(W;)] = dllog(Comm; )]

1 1
— AW
W, dW;

di omrerm; 3y

Clomim;

since d[log(X)] = %d[l’}. This final equation can be rearranged such that,

1 cl

_W_l

1000+l ommm
[T

= (I

where the left hand side is the (partial) elasticity of W with respect to Comm. Elasticity is the ratio
of the percent change in one variable to the percent change in another variable. The coefficient in
a regression is a partial elasticity since all other variables in the equation are held constant.
Therefore, B4 can be interpreted as the percent change in hourly wages from a one percent increase

in community volunteer hours per week holding education, age and experience constant.

Example Suppose that the fitted equation is

log(W5) = 3.26 + 0.248d; + 0.08Age; + 0.16Exp; + 1.2 log(Comim;)

Based on these regression results, a one percent increase in community volunteer hours per week

is associated with a 1.2% increase in hourly wages.
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c) Log-linear Form

The log-linear functional form is a variant of the log-linear equation in which the dependent

variables are expressed in terms of their logs. Such models expressed as: InY; = o + £ Xy +U;

In equation (2), education, age and experience are in level terms while the dependent variable
(wage) is in log terms. We would like to interpret the coefficients on these variables. First, consider
education. Take the differential holding all other independent variables constant.

d[].{'rg H’ri] = dEl’gi‘,,lr.jL

dW;

H—;‘. = FIE!'EE.{'}[

Multiply both sides by 100 and rearrange,

100 + dW;
100+dWs _ 100 4 apd,s,
W,
100+dW; o .
100+ 8 = —o— = 2

dEd;  unit AFEd;

Therefore, 100+B1 can be interpreted as the percentage change in Wi for a unit increase in Edi,
holding all other independent variables constant. Similar derivations can derive the interpretation

for the coefficients on age and experience.

Example: Consider the fitted equation
lt}g[ﬂlﬁ} = 3.26 + 0.24Ed; + 0.08Age; + 0.16 Exp; + 1.2log(Comm;)

Therefore, holding all other independent variables constant, an additional year of schooling is
associated with a 24% increase in hourly wages. Similarly, an additional year of experience is

associated with a 16% increase in hourly wages
d) Linear-log Form

The linear-log functional form is a variant of the linear-log equation in which the independent

variables are expressed in terms of their logs. Such models expressed as: Yi=Bo+ A InXy +U;
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Consider a regression where the dependent variable is in linear or level terms and the independent

variable of interest is in log terms. For example, consider the following equation

Wi =a + 6 Ed; + hAge; + BsExp; + B4 log(Comm;) + «;

Recall from the section on level-level regressions that the coefficients on education, age and
experience can be interpreted as marginal effects. We would like to interpret the coefficient on
community volunteer hours (f4). Again, take the differential on both sides, holding all independent

variables constant except community volunteer hours:

dW; = d[log(Comm;)]

dW; = — o (9
Clormrng
Divide both sides by 100 and rearrange
34 dW; unit AW;
100 100sdComm; G AComm;
it

Therefore, 4 100 can be interpreted as the increase in hourly wages from a one percent increase

in community volunteer hours per week.

Example: Suppose that the fitted equation is

.

Wi =3+ 0.6TEd; + 0.28Age; + 0.34Ezp; + 13.2 log(Comm;)

Therefore, holding education, age and experience constant, a one percent increase in community

volunteer hours per week is associated with a $0.132 increase in hourly wages.
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Generally interpreted as the following table

Model If x increases by then v will increase by
linear 1 unit B, units
linear-log 1% (5, /100) units
log-linear 1 unit (100 ,él Po
log-log 1% A%
Summary of functional forms
MODEL FORM SLOPE ELASTICITY
av av X
dx dx 'y
. X
Linear Y =B; + B, X B, B, (7)
. Y
Log-linear InY =B; + In X B, (Y) B,
Log-lin InY =B, + B, X B,(Y) B, (X)
Lin-lo Y =B,+B,InX B (i) B (i)
g (! 2 250 2y
1 1 1
i Y =B, +B,(— —B,(— —B,(——
Reciprocal , + Z(X) Z(Xz) Z(XY)

98




Bonga University, Econometrics. set by Fami.A at april, 2020

UNIT FIVE: DUMMY VARIABLE REGRESSION MODELS

There are four basic types of variables we generally encounter in empirical analysis. These are:
nominal, ordinal, interval and ratio scale variables. In preceding sections, we have encountered
ratio scale variables. However, regression models do not deal only with ratio scale variables; they
can also involve nominal and ordinal scale variables. In regression analysis, the dependent variable
can be influenced by nominal variables such as sex, race, color, geographical region etc. models
where all regressors are nominal (categorical) variables are called ANOVA (Analysis of Variance)
models. If there is mixture of nominal and ratio scale variables, the models are called ANCOVA

(Analysis of Covariance) models.
ANOVA MODEL

Models where all regressors are nominal (categorical) variables are called ANOVA (Analysis of

Variance) models.

ANOVA models are used to assess the statistical significance of the relationship between a
quantitative regressand and qualitative or dummy regressors. They are often used to compare the
differences in the mean values of two or more groups or categories, and are therefore more general

than the t test which can be used to compare the means of two groups or categories only.

Example: ¥, =@+ D, + 1, ———-m--mmmemmmmememm

where Y=annual salary of a college professor

D. =1 if male college professor

= 0 otherwise (1.e_, female professor)

The two variable regression models encountered previously except that instead of a quantitative X

variable we have a dummy variable D

Model may enable us to find out whether sex makes any difference in a college professor’s salary,
assuming, of course, that all other variables such as age, degree attained, and years of experience
are held constant. Assuming that the disturbance satisfy the usually assumptions of the classical

linear regression model, we obtain from the model.
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Mean salary of female college professor: E(Y,/D, =0)=a -

Mean salary of male college professor:- E(Y,/D,=1)=a+f

that is, the intercept term o gives the mean salary of female college professors and the slope
coefficient f tells by how much the mean salary of a male college professor differs from the mean

salary of his female counterpart, B +a reflecting the mean salary of the male college professor.

A test of the null hypothesis that there is no sex discrimination( HO: =0 ) can be easily made by
running regression model in the usual manner and finding out whether on the basis of the t test the

estimated [ is statistically significant

Illustration: The following model represents the relationship between geographical location and
teachers’ average salary in public schools. The data were taken from 50 states for a single year.
The 50 states were classified into three regions: Northeast, South and West. The regression models

looks like the following.
Y, =B, + 8D, + 5,D, + U,
Where Y = the (average) salary of public school teachers in state i
D1 = 1 if the state is in the Northeast
= 0 otherwise (i.e. in other regions of the country)
D.i = 1 if the state is in the South
= 0 otherwise (i.e. in other regions of the country)

What does the model tell us? Assuming that the error term satisfies the usual OLS assumptions,

on taking expectation on both sides, we obtain

Mean salary of public school teachers in the Northeast and North Central
EYi | Do o 1, Dajoe 0) == fiy + P2

Mean salary of public school teachers in the South:
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HYi| Dy =0, =1} = +

You might wonder how we find out the mean salary of teachers in the West. If you guessed that

this is equal to B1, you would be absolutely right, for

Mean salary of public school teachers in the West:

E{Y; | Dy =0, gy = 0) = 4

Example of the following summarized data.

A

Y, = 26,15862—173447D, —32646243,D,,
Se=(112852) (143595  (149962)

t= (23.18)  (-1.21) (-2.18)

p—value  (0.000)  (0.233) (0.0349) R? =0.0901

From the above fitted model or regression analysis, we can see that mean salary of public school
teachers in the West is about $26,158.62. The mean salary of teachers in the Northeast is lower by
$1734.47 than those of the West and those in the South are lower by $3264.42. The actual mean
salaries in the last two regions can be easily obtained by adding these differential salaries to the
mean salary of teachers in the West. Doing this, we will find the average salaries in the latter two
regions are about $24,424 and $22,894.

But how do we know that these mean salaries are statistically different from the mean salary of

teachers in the West, the comparison category?

In order to know that these mean salaries are statistically different from the mean salary of teachers

in the West, we have to do is to find out if each of the‘““slope”’coefficients is statistically significant.

From this regression, the estimated slope coefficient for Northeast and North Central is not
statistically significant as its p value is 23 percent, where as that of the South is statistically
significant, as the p value is only about 3.5 percent. Therefore, the overall conclusion is that

101




Bonga University, Econometrics. set by Fami.A at april, 2020

statistically the mean salaries of public school teachers in the West and the Northeast and North

Central are about the same but the mean salary of teachers in the South is statistically significantly
lower by about $3265.

Before proceeding further, note the following features of the dummy variable regression

model considered previously.

1. To distinguish the two categories, male and female, we have introduced only one dummy
variable Di. For if Di= 1 denotes a male, when Di=0 we know that it is a female since there are
only two possible outcomes. Hence, one dummy variable suffices to distinguish two categories.
The general rule is this: If a qualitative variable has ‘m’ categories, introduce only ‘m-1’ dummy
variables. In our example, sex has two categories, and hence we introduced only a single dummy
variable. If this rule is not followed, we shall fall into what might be called the dummy variable

trap, that is, the situation of perfect multicollinearity.

2. The assignment of 1 and 0 values to two categories, such as male and female, is arbitrary in the

sense that in our example we could have assigned D=1 for female and D=0 for male.

3. The group, category, or classification that is assigned the value of 0 is often referred to as the
base, benchmark, control, comparison, reference, or omitted category. It is the base in the sense

that comparisons are made with that category.

4. The coefficient a2 attached to the dummy variable D can be called the differential intercept
coefficient because it tells by how much the value of the intercept term of the category that receives

the value of 1 differs from the intercept coefficient of the base category.
Anova models with two qualitative variables

Example: hourly wages in relation to marital status and region of residence
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Yi= 8.8148 + 1.0997D 1.6729 D5
se — (0.4015) (0.4642) (0.4854)
t=(21.9528) (2.3688)  (—3.4462)
(0.0000)* (0.0182)* (0.0006)"

R? = 0.0322

where Y = hourly wage ($)
D. = married status, 1 = married, 0 = otherwise
D+ = region of residence; 1 = South, 0 = otherwise

* denotes the p values. In this example we have two qualitative regressors, each with two

categories. Hence we have assigned a single dummy variable for each category.

Which is the benchmark category here? it is unmarried, non-South residence. In other words,
unmarried persons who do not live in the South are the omitted category. Therefore, all
comparisons are made in relation to this group. The mean hourly wage in this benchmark is about
$8.81. Compared with this, the average hourly wage of those who are married is higher by about
$1.10, for an actual average wage of $9.91 (=8.81+1.10). By contrast, for those who live in the
South, the average hourly wage is lower by about $1.67, for an actual average hourly wage of
$7.14.

Avre the preceding average hourly wages statistically different compared to the base category? They

are, for all the differential intercepts are statistically significant, as their p values are quite low.
ANCOVA MODEL

Regression models containing a mixture of quantitative and qualitative variables are called
analysis of covariance (ANCOVA) models. ANCOVA models are an extension of the ANOVA
models in that they provide a method of statistically controlling the effects of quantitative
regressors, called covariates or control variables, in a model that includes both quantitative and

qualitative, or dummy, regressors.
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Ancova model with one quantitative variable and one qualitative variable with two classes,

or categories

Consider the model

Y=o, +a,D + BX, +u,-

Where: ¥, =annual salary of a college professor
X, =vyears of teaching experience
D. =11f male

=() ptherwise

Model contains one quantitative variable (years of teaching experience) and one qualitative
variable (sex) that has two classes (or levels, classifications, or categories), namely, male and
female. What is the meaning of this equation?

E(u;)=0.
Assuming that

Mean salary of female college professor: E(Y,/ X,.D, =0)=a, + X,

Mean salary of male college professor- E(Y,/ X, D, =1)=(a +a,) + GX -

Geometrically, we have the situation shown in fig (for illustration, it is assumed that 0 > a1). In
words, model postulates that the male and female college professors’ salary functions in relation
to the years of teaching experience have the same slope B but different intercepts. In other words,
it is assumed that the level of the male professor’s mean salary is different from that of the female
professor’s mean salary a2 but the rate of change in the mean annual salary by years of experience

is the same for both sexes.
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. ;ﬂ_ﬂ_,: Male professor

"
wo M Famale Professor

Vears of tesclhing expenance

Figare 5.1 Hypothetical scattergram between anrmial salary and years of
teaching expenence of college professors.

Ancova model with one quantitative variable and one qualitative variable with more than

two classes

Suppose that, on the basis of the cross-sectional data, we want to regress the annual expenditure
on health care by an individual on the income and education of the individual. Since the variable
education is qualitative in nature, suppose we consider three mutually exclusive levels of
education: less than high school, high school, and college. Therefore, following the rule that the
number of dummies be one less than the number of categories of the variable, we should introduce
two dummies to take care of the three levels of education. Assuming that the three educational
groups have a common slope but different intercepts in the regression of annual expenditure on

health care on annual income,

We can use the following model:
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Y=o+, Dy + oDy + Y, +u;, —
Where ¥, = annual expenditure on health care
X, = annual expenditure
D, =1 if high school education
= 0 otherwise -
D, =1 if college education
= 0 otherwise
Note that in the preceding assignment of the dummy variables we are arbitrarily treating the “less
than high school education” category as the base category. Therefore, the intercept a1 will reflect

the intercept for this category. The differential intercepts a2 and astell by how much the intercepts

of the other two categories differ from the intercept of the base category, which can be readily

checked as follows: Assuming E(u,) =0

E(Y,|D,=0, D, =0.X,)=a + AY,
E(Y.|D,=1 D, =0.X,)=(e, +a,) + X,

EY |D,=0, D, =1X,)=(o, + ;) + X,

which are, respectively the mean health care expenditure functions for the three levels of education,

namely, less than high school, high school, and college.

Geometrically, the situation is shown in fig (for illustrative purposes it is assumed that a3 > 2)
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College education

High school sducation

on health care

Laas than high
school sducation

Income

Figure 5.2 Expenditare on health cave m realtion to income for three levels
of education

ANCOVA model with one quantitative variable and two qualitative variables

The technique of dummy variable can be easily extended to handle more than one qualitative
variable. Let us take college professors’ salary regression on years of teaching experience and sex
the skin color of the teacher. For simplicity, assume that color has two categories: black and

white. We can now write

Y=oy +a,Dy + o, Dy + X +u

Where Yi = annual salary
Xi = years of teaching experience
D2 =1 if male
=0 otherwise
D3 =1 if white
= 0 otherwise

Notice that each of the two qualitative variables, sex and color, has two categories and hence needs
one dummy variable for each. Note also that the omitted, or base, category now is “black female

professor.”
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Mean salary for black female professor-

E(Y,| D, =0.D, =0.X,) = a, + X,
Mean salary for black male professor:

E(¥,|D,=1D, =0,X,) = (ct, + ;) + X,
Mean salary for white female professor-

EY, | D, =0,D;, =1LX,)= (e, + ;) + AX,
Mean salary for white male professor:

EQY,|D,=1D, =1.X,)=(a, +a, +a;)+ X,

Once again, it is assumed that the preceding regressions differ only in the intercept coefficient but

not in the slope coefficient p .

OLS estimation will enable us to test a variety of hypotheses. Thus, if asis statistically significant,
it will mean that color does affect a professor’s salary. Similarly, if a2 is statistically significant,
it will mean that sex also affects a professor’s salary. If both these differential intercepts are
statistically significant, it would mean sex as well as color is an important determinant of

professors’ salaries

Let us reconsider Example of ANOVA by maintaining that the average salary of public school
teachers may not be different in the three regions if we take into account any variables that cannot

be standardized across the regions.
Y; = Bi + BaDai + B3Dsi + PaXi + 14

where Y; = average annual salary of public school teachers in state ($)
X; = spending on public school per pupil ($)
D,; = 1, if the state is in the Northeast or North Central
= 0, otherwise
Ds; = 1, if the state is in the South
— 0, otherwise
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Example: teacher’s salary in relation to region and spending on public school per pupil

¥,;=13,269.11  — 1673.5140,; — 114415704 + 3.2889.X;
se = (1395.056) (801.1703)  (861.1182) (0.3176)
t= (9.5115)*  (—2.0889)"  (—1.3286)" (10.3539)"
R? = 0.7266

where* indicates p values less than 5 percent, and ** indicates p values greater than 5 percent. As
these results suggest, ceteris paribus: as public expenditure goes up by a dollar, on average, a
public school teacher’s salary goes up by about $3.29. Controlling for spending on education, we
now see that the differential intercept coefficient is significant for the Northeast and North-Central
region, but not for the South.
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UNIT SIX: ECONOMETRIC PROBLEMS
6.1. Assumptions Revisited
In many practical cases, two major problems arise in applying the classical linear regression model.

1) those due to assumptions about the specification of the model and about the disturbances

and
2) those due to assumptions about the data
The following assumptions fall in either of the categories.
e The regression model is linear in parameters.
e The values of the explanatory variables are fixed in repeated sampling (non-stochastic).
e The mean of the disturbance (ui) is zero for any given value of X i.e. E(ui) =0
e The variance of uj is constant i.e. homoscedastic
e There is no autocorrelation in the disturbance terms
e The explanatory variables are independently distributed with the ui.
e The number of observations must be greater than the number of explanatory variables.
e There must be sufficient variability in the values taken by the explanatory variables.
e There is no linear relationship (multicollinearity) among the explanatory variables.
e The stochastic (disturbance) term u; are normally distributed i.e., ui ~ N(0, c?)
e The regression model is correctly specified i.e., no specification error.

With these assumptions we can show that OLS are BLUE, and normally distributed. Hence it was
possible to test Hypothesis about the parameters. However, if any of such assumption is relaxed,
the OLS might not work.
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6.2. Violations of Assumptions
The Zero Mean Assumption i.e. E(ui)=0

If this assumption is violated, we obtain a biased estimate of the intercept term. But, since the
intercept term is not very important we can leave it. The slope coefficients remain unaffected even

if the assumption is violated. The intercept term does not also have physical interpretation.
The Normality Assumption

This assumption is not very essential if the objective is estimation only. The OLS estimators are
BLUE regardless of whether the u; are normally distributed or not. In addition, because of the
central limit theorem, we can argue that the test procedures — the t-tests and F-tests - are still valid

asymptotically, i.e. in large sample.
Heteroscedasticity: The Error Variance is not Constant

The error terms in the regression equation have a common variance i.e., are Homoscedastic. If they
do not have common variance we say they are Hetroscedastic. The basic questions to be addressed

are:
» What is the nature of the problem?
» What are the consequences of the problem?
» How do we detect (diagnose) the problem?
» What remedies are available for the problem?
The Nature of the Problem

In the case of homoscedastic disturbance terms the spread around the mean is constant, i.e. = c2.
But in the case of heteroscedasticity disturbance terms the variance changes with the explanatory
variable. The problem of heteroscedasticity is likely to be more common in cross-sectional than in

time-series data.

111




Bonga University, Econometrics. set by Fami.A at april, 2020

Causes of Heteroscedasticity

There are several reasons why the variance of the error term may be variable, some of which are

as follows.

e Following the error-learning models, as people learn, their errors of behaviour become

smaller over time where the standard error of the regression model decreases.

As income grows people have discretionary income and hence more scope for choice about
the disposition of their income. Hence, the variance (standard error) of the regression is more likely

to increase with income.
e Improvement in data collection techniques will reduce errors (variance).
e Existence of outliers might also cause heteroscedasticity.
e Misspecification of a model can also be a cause for heteroscedasticity.

e Skewness in the distribution of one or more explanatory variables included in the model

is another source of heteroscedasticity.
e Incorrect data transformation and incorrect functional form are also other sources

Note: Heteroscedasticity is likely to be more common in cross-sectional data than in time series
data. In cross-sectional data, individuals usually deal with samples (such as consumers, producers,
etc) taken from a population at a given point in time. Such members might be of different size. In
time series data, however, the variables tend to be of similar orders of magnitude since data is

collected over a period of time.
Consequences of Heteroscedasticity
If the error terms of an equation are heteroscedastic, there are three major consequences.

a) The ordinary least square estimators are still linear since heteroscedasticity does not cause

bias in the coefficient estimates. The least square estimators are still unbiased.
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b) Heteroscedasticity increases the variance of the partial regression coefficients but it does
affect the minimum variance property. Thus, the OLS estimators are inefficient. Thus the
test statistics — t-test and F-test — cannot be relied on in the face of uncorrected

heteroscedasticity.

Detection of Heteroscedasticity

There are no hard and fast rules (universally agreed upon methods) for detecting the presence of
heteroscedasticity. But some rules of thumb can be suggested. Most of these methods are based on
the examination of the OLS residuals, ei, since these are the once we observe and not the

disturbance term ui. There are informal and formal methods of detecting heteroscedasticity.
a) Nature of the problem

In cross-sectional studies involving heterogeneous units, heteroscedasticity is the rule rather than

the exception.

Example: In small, medium and large sized agribusiness firms in a study of input expenditure in

relation to sales, the rate of interest, etc. heteroscedasticity is expected.
b) Graphical method

If there is no a priori or empirical information about the nature of heteroscedasticity, one could do
an examination of the estimated residual squared, ei? to see if they exhibit any systematic pattern.
The squared residuals can be plotted either against Y or against one of the explanatory variables.
If there appears any systematic pattern, heteroscedasticity might exist. These two methods are

informal methods.
c) Park Test

Park suggested a statistical test for heteroscedasticity based on the assumption that the variance of

the disturbance term (ci2?) is some function of the explanatory variable Xi.
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O'i2 = GZXiﬂevi

Park suggested a functional form as: which can be transferred to a linear function

Var(e,) = o> X /ie"

using In transformation. Hence, where vi; is the stochastic disturbance term.

Inc,? =Inc? + BIn X, +v,

2 2
Ine” =Ino”™ + FINX; +Vi Gie 52 is not known.

The Park-test is a two-stage procedure: run OLS regression disregarding the heteroscedasticity
question and obtain the ei and then run the above equation. The regression is run and if 3 turns out

to be statistically significant, then it would suggest that heteroscedasticity is present in the data.
d) Spearman’s Rank Correlation test

>a,

fs = _6[ N(NZ —1 }
Recall that: ( & d = difference between ranks

Step 1: Regress Y on X and obtain the residuals, ei.

Step 2: Ignoring the significance of ei or taking |ei| rank both ei and Xi and compute the rank

correlation coefficient.

Step 3: Test for the significance of the correlation statistic by the t-test

t:I‘S— “N_22~t(n_2)

1-r

S

If the computed t value exceeds the critical t value, we may accept the hypothesis of

heteroscedasticity; otherwise we may reject it.

If more than one explanatory variable, compute the rank correlation coefficient between ei and

each explanatory variable separately.

e) Goldfeld and Quandt Test
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This is the most popular test and usually suitable for large samples. If it is assumed that the variance
(o1?) is positively related to one of the explanatory variables in the regression model and if the
number of observations is at least twice as many as the parameters to be estimated, the test can be
used.

Given the model
Yi = By + B X, +U;

Suppose ci? is positively related to Xi as

Goldfeld and Quandt suggest the following steps:
1. Rank the observation according to the values of Xi in ascending order.

2. Omit the central ¢ observations (usually the middle third of the recorded observations), or

where c is specified a priori, and divide the remaining (n-c) observations into two groups,

(n—c)
each with 2 observations.ss

3. Fit separate regressions for the two sub-samples and obtain the respective residuals

(n b C) —k
RSS, and RSS2 with 2 df
4. Compute the ratio:
FoRss /Al o _(n-c-2k)
Rss, / df e 1= Y2 2

If in an application the computed A(= F) is greater than the critical F at the chosen level of
significance, we can reject the hypothesis of homoscedasticity, that is, we can say that

heteroscedasticity is very likely.
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If the two variances tend to be the same, then F approaches unity. If the variances differ we will
have values for F different from one. The higher the F-ratio, the stronger the evidence of
heteroscedasticity.

Note: There are also other methods of testing the existence of heteroscedasticity in your data.
These are Glejser Test, Breusch-Pagan-Godfrey Test, White’s General Test and Koenker-Bassett

Test the details for which you are supposed to refer.
Remedial Measures

OLS estimators are still unbiased even in the presence of heteroscedasticity. But they are not
efficient, not even asymptotically. This lack of efficiency makes the usual hypothesis testing
procedure a dubious exercise. Remedial measures are, therefore, necessary. Generally the solution

is based on some form of transformation.
a) The Weighted Least Squares (WLS)
Given a regression equation model of the form
Y, = B, + £ X, +U,

The weighted least square method requires running the OLS regression to a transformed data. The
transformation is based on the assumption of the form of heteroscedasticity.

Assumption One: Given the model  Yi = Po + AiXy +U;

|fvar(Ui) :Ui2 :GZXiz,then EWU,) :szliz

Where o2 is a constant variance of a classical error term. So if as a matter of speculation or other
tests indicate that the variance is proportional to the square of the explanatory variable X, we may

transform the original model as follows:
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Yi IBO _'_Ileli + Ui

Xli Xl‘ Xli Xli

1

= /80( ) + /81 +Vi
><1i
U, 1
EV)=ECH) =5 7EU) =0’
Now 4 L
Y 1
Hence the variance of Ui is now homoscedastic and regress Ry on Xy .

Assumption Two: Again given the model

Yi = By + i Xy +U;

_ 2y 2 2
Suppose now Var(Ui) - E(Ui )—O'ui =0 Xy

It is believed that the variance of Ui is proportional to X1i, instead of being proportional to the

squared X1i. The original model can be transformed as follows:

Y.

i — IBO +IB Xli + Ui
‘\/Xli '\lxli 1\/X1i \/X1i
:ﬂo —/i—li"'ﬂl xli +Vi

_ I X. >0
Where Vi =Ui 1y X, and where L

Syt = EUS) =

E(V,%) = E(
Thus, VX X o

2 2
o X, =0

Now since the variance of Vi is constant (homoscedastic) one can apply the OLS technique to

Y 1
regress \/X_l' on \/X_l' and‘/X_“.
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To go back to the original model, one can simply multiply the transformed model by V Ky :

Assumption Three: Given the model let us assume that

EU,)? =o?[E(V)]
The variance is proportional to the square of the expected value of Y.
Now, E(Yi) = ﬂo + ﬂlxli

We can transform the original model as

Yi — 180 +,8 Xli + Ui
ECY,) E(Y) YEQY))  E(Y)

1 X
:'BOT\G)+'61 ECY,) +V,

Again it can be verified that E(Y) gives us a constant variance o?

u, | 1 1
EN)=E i — EU)Y =——  .52[E(Y)F = &2
(\/I) |:E(YI):| E(Yi)2 ( |) [E(YI)]Z o [ (YI)] o

The disturbance Vi is homoscedastic and the regression can be run.

X, +U

Assumption Four: If instead of running the regression Yi=PBo+ Py i one could run

InY, = g, + B, In X, +U,
Then it reduces heteroscedasticity.

b) Other Remedies for Heteroscedasticity

Two other approaches could be adopted to remove the effect of heteroscedasticity.

» Include a previously omitted variable(s) if heteroscedasticity is suspected due to omission

of variables.
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> Redefine the variables in such a way that avoids heteroscedasticity. For example, instead

of total income, we can use Income per capita.
Autocorrelation: Error Terms are correlated

Autocorrelation or serial correlation refers to the case in which the error term in one time period
is correlated with the error term in any other time period. If the error term in one time period is
correlated with the error term in the previous time period, there is first-order autocorrelation. Most
of the applications in econometrics involve first rather than second- or higher-order
autocorrelation. Even though negative autocorrelation is possible, most economic time series

exhibit positive

It is the problem which affects the assumption of the regression model is the non-existence of serial
correlation (autocorrelation) between the disturbance terms, Ui.

Cov(U,,V,)=0 i j

Serial correlation implies that the error term from one time period depends in some systematic
way on error terms from other time periods. Autocorrelation is more a problem of time series
data than cross-sectional data. If by chance, such a correlation is observed in cross-sectional
units, it is called spatial autocorrelation. So, it is important to understand serial correlation and its

consequences of the OLS estimators.
Nature of Autocorrelation

The classical model assumes that the disturbance term relating to any observation is not influenced

by the disturbance term relating to any other disturbance term.
EUUN=0; ]
But if there is any interdependence between the disturbance terms then we have autocorrelation

EUU)#0 ;.

Causes of Autocorrelation
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Serial correlation may occur because of a number of reasons.

> Inertia (built in momentum) —a salient feature of most economic variables time series (such
as GDP, GNP, price indices, production, employment etc) is inertia or sluggishness. Such

variables exhibit (business) cycles.
» Specification bias — exclusion of important variables or incorrect functional forms

» Lags — in a time series regression, value of a variable for a certain period depends on the

variable’s previous period value.
» Manipulation of data — if the raw d/.

Autocorrelation can be negative as well as positive. The most common kind of serial correlation
is the first order serial correlation. This is the case in which this period error terms are functions

of the previous time period error term.
E, =PE,, +U,
This is also called the first order autoregressive model.
-1<P<1
The disturbance term Ut satisfies all the basic assumptions of the classical linear model.

E(Ut) =0

EU,,U,)=0 t=t-1
U, — N(0,5%)
Consequences of serial correlation

When the disturbance term exhibits serial correlation, the values as well as the standard errors of

the parameters are affected.

1) The estimates of the parameters remain unbiased even in the presence of autocorrelation

but the X’s and the u’s must be uncorrelated.
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2) Serial correlation increases the variance of the OLS estimators. The minimum variance
property of the OLS parameter estimates is violated. That means the OLS are no longer

efficient.

without serial

/ correlation

Var(,@) >Var(ﬁ)

with serial
correlation

=
®

Figure 2: The distribution of with and without serial correlation.
3) Due to serial correlation the variance of the disturbance term, Ui may be underestimated.
As a result, we are likely to overestimate R,
4. Therefore, the usual ¢ and F tests of significance are no longer valid,
and if applied, are likely to give seriously misleading conclusions about the

statistical significance of the estimated regression coefficients.

4) If the Uis are autocorrelated, then prediction based on the ordinary least squares estimates
will be inefficient. This is because of larger variance of the parameters. Since the variances
of the OLS estimators are not minimal as compared with other estimators, the standard

error of the forecast from the OLS will not have the least value.
Detecting Autocorrelation

Graphical Method- After running OLS regression, obtain the residuals and then we plotting the

residuals either against their own lagged values or against time.
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et
et=+ve

et-1=-ve

et-1 = +ve
et=-ve

There are more accurate tests for the incidence of autocorrelation. The most common test of
autocorrelation is the Durbin-Watson Test.

The Durbin-Watson d Test

The test for serial correlation that is most widely used is the Durbin-Watson d test. This test is

appropriate only for the first order autoregressive scheme.

U =PU,_, +E E, = PE,, +U,

t then

The test may be outlined as

This test is, however, applicable where the underlying assumptions are met:
» The regression model includes an intercept term

> The serial correlation is first order in nature
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» The regression does not include the lagged dependent variable as an explanatory variable
» The error term is assumed to be normally distributed

» There are no missing observations in the data

The equation for the Durban-Watson d statistic is

N
Z(et _etfl)z
_ =2 .
>e’
t=1

d

Which is simply the ratio of the sum of squared differences in successive residuals to the RSS

Note that the numerator has one fewer observation than the denominator, because an observation

e L -
must be used to calculate "t~ . A great advantage of the d-statistic is that it is based on the
estimated residuals. Thus, it is often reported together with R?, t, etc.

The d-statistic equals zero if there is extreme positive serial correlation, two if there is no serial

correlation, and four if there is extreme negative correlation.

1. Extreme positive serial correlation: d ~0
€ =€ (e, —€,4)=~0 and d = O
2. Extreme negative correlation: d = 4

et - _et—l and (et - et—l) = (2et)

g2 (2e)’
2
thus Zet and d =4
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3. No serial correlation: d = 2

d = Z(et _et—1)2 _ Zetz +Zet—12 _Zzetet—l _
2.’ 2.8’

_ ee_, =0 _ ? 2
Slncez trtl , because they are uncorrelated. Since p and 2 e differ in only

one observation, they are approximately equal.

The exact sampling or probability distribution of the d-statistic is not known and, therefore, unlike
the t, X2 or F-tests there are no unique critical values which will lead to the acceptance or rejection

of the null hypothesis.

But Durbin and Watson have successfully derived the upper and lower bound so that if the
computed value d lies outside these critical values, a decision can be made regarding the presence

of a positive or negative serial autocorrelation.

Thus

J_ (e —ey)’ _ dYel+de, -2> ek,
A D8

= 2(1——Zetet;)

2.8

288 _ g5

A 2
d=20—P) gpee > 1
But, since —1 < P <1 the above identity can be writtenas: 0 <d <4

Therefore, the bounds of d must lie within these limits.

Reject Ho | Inconclussive | Do not reject Ho Inconclussive' Reject Ho |

0 d, d, 2 4.d, 4d, 4
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Some of the disadvantages of DW test are:
— It 1s used only for first — order serial correlation.
- It is biased towards 2 if there is a lagged dependent variable.
— It contains inconclusive region.

Thus if P=0>d= 2, no serial autocorrelation.

if P=+1-d=0, evidence of positive autocorrelation.

A

if P =—1- d =4, evidence of negative autocorrelation.

Decision Rules for Durbin-Watson - d-test

\

Note: Other tests for autocorrelation include the Runs test and the Breusch-Godfrey (BG) test.
There are so many tests of autocorrelation since there is no particular test that has been judged to
be unequivocally best or more powerful in the statistical sense.

Remedial Measures for Autocorrelation

Since in the presence of serial correlation the OLS estimators are inefficient, it is essential to seek

remedial measures.

1) The solution depends on the source of the problem.
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e If the source is omitted variables, the appropriate solution is to include these variables

in the set of explanatory variables.

e If the source is misspecification of the mathematical form the relevant approach will

be to change the form.

2) If these sources are ruled out then the appropriate procedure will be to transform the original
data so as to produce a model whose random variable satisfies the assumptions of non-
autocorrelation. But the transformation depends on the pattern of autoregressive structure. Here

we deal with first order autoregressive scheme.
g =Peg , +U,
For such a scheme the appropriate transformation is to subtract from the original observations of
each period the product of |5 times the value of the variables in the previous period.

Y, *=Db, *+b X, *+..+b X, *+U,

Yt*:Yt - Ist—l

X *= X, —PX, (t-1)

V, =U,=PU,,
where: by * = b, — P,

Thus, if the structure of autocorrelation is known, then it is possible to make the above
transformation. But often the structure of the autocorrelation is not known. Thus, we need to

estimate P in order to make the transformation.
When p is not known
There are different ways of estimating the correlation coefficient, p , if it is unknown.

1) Estimation of p from the d-statistic

>
o

Recall that d = 2@ —P) o 2
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which suggest a simple way of obtaining an estimate of p from the estimated d statistic. Once an
estimate of p is made available one could proceed with the estimation of the OLS parameters by

making the necessary transformation.
2) Durbin’s two step method

Given the original function as
Yt - ISYt—l = ﬂo @a- |5) +ﬂ1(xt _gxt—l) +Ut >
U, =9U,, +V,

let

Step 1: start from the transformed model
(Yt - Pthl) = /80 (1_ P) + /Bl(xlt - let—l) o+ :BK (X KtPXt—l) +Ut *

rearranging and setting

A=
b8 =a,
etc.

The above equation may be written as
Y, =a, +PY_, +a X, +..+a, X, +V,
Applying OLS to the equation, we obtain an estimate ofp, which is the coefficient of the lagged

) Y
variable " t—1,

Step 2: We use this estimate, *Z {0 obtain the transformed variables.

127




Bonga University, Econometrics. set by Fami.A at april, 2020

(Yt - PYt—l) = Yt *
(Xlt _"gxlt—l) = Xlt *

(XKt - PX Kt—l) = th *
We use this model to estimate the parameters of the original relationship.
Yt* = :Bo + ﬂlxlt T+ IBK X Kt *+Vt

The methods discussed above to solve the problem of serial autocorrelation are basically two step
methods. In step 1, we obtain an estimate of the unknown p and in step 2, we use that estimate to

transform the variables to estimate the generalized difference equation.
Multicollinearity: Exact linear correlation between Regressors

One of the classical assumptions of the regression model is that the explanatory variables are
uncorrelated. If the assumption that no independent variable is a perfect linear function of one or
more other independent variables is violated, we have the problem of multicollinearity. If the
explanatory variables are perfectly linearly correlated, the parameters become indeterminate. It is
impossible to find the numerical values for each parameter and the method of estimation breaks.

If the correlation coefficient is O, the variables are called orthogonal; there is no problem of
multicollinearity. Neither of the above two extreme cases is often met. But some degree of inter-
correlation is expected among the explanatory variables, due to the interdependence of economic

variables.

Multicollinearity is not a condition that either exists or does not exist in economic functions, but
rather a phenomenon inherent in most relationships due to the nature of economic magnitude. But
there is no conclusive evidence which suggests that a certain degree of multicollinearity will affect

seriously the parameter estimates.
Reasons for Existence of Multicollinearity

1. The data collection method employed- for example, sampling over a limited range of values of
explanatory variables.
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2. Constraints on the model or in the population being sampled.
3. Model specification

4. An over determined model-This happens when the model has more explanatory variables than

the number of observations.

5. An additional reason for multicollinearity, especially in time series data, may be that the
regressors included in the model share a common trend, that is, they all increase or decrease over

time.
Consequences of Multicollinearity

Recall that, if the assumptions of the classical linear regression model are satisfied, the OLS
estimators of the regression estimators are BLUE. As stated above if there is perfect
multicollinearity between the explanatory variables, then it is not possible to determine the
regression coefficients and their standard errors. But if collinearity among the X-variables is high,
but not perfect, then the following might be expected.

1. Although BLUE, the OLS estimators have large variances and covariances, making precise
estimation difficult.

2. Because of consequence 1:

a. the confidence intervals tend to be much wider, leading to the acceptance of the “zero null

hypothesis” (i.e., the true population coefficient is zero) more readily.

b. the t ratio of one or more coefficients tends to be statistically insignificant

3. The OLS estimators and their standard errors can be sensitive to small changes in the data.

4. Although the t ratio of one or more coefficients is statistically insignificant, R2, the overall

measure of goodness of fit, can be very high.

A high R2 but few significant t-ratios are expected in the presence of multicollinearity. So one or

more of the partial slope coefficients are individually statistically insignificant on the basis of the
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t-test. Yet the RZmay be so high. Indeed, this is one of the signals of multicollinearity, insignificant
values but a high overall Rz and F-values. Thus because multicollinearity has little effect on the
overall fit of the equation, it will also have little effect on the use of that equation for prediction or

forecasting.
Detecting Multicollinearity

Having studied the nature of multicollinearity and the consequences of multicollinearity, the next
question is how to detect multicollinearity. The main purpose in doing so is to decide how much
multicollinearity exists in an equation, not whether any multicollinearity exists. So the important
question is the degree of multicollinearity. But there is no one unique test that is universally
accepted. Instead, we have some rules of thumb for assessing the severity and importance of

multicollinearity in an equation. Some of the most commonly used approaches are the following:.

1) High pair-wise (simple) correlation coefficients among the regressors (explanatory

variables).

If the R’s are high in absolute value, then it is highly probable that the X’s are highly correlated
and that multicollinearity is a potential problem. The question is how high r should be to suggest
multicollinearity. Some suggest that if r is in excess of 0.80, then multicollinearity could be

suspected.

Another rule of thumb is that multicollinearity is a potential problem when the squared simple

correlation coefficient is greater than the unadjusted R2.

(r,. ) >R’

A - VXX
Two X’s are severely multicollinear if ™’

A major problem of this approach is that although high zero-order correlations may suggest

collinearity, it is not necessary that they be high to have collinearity in any specific case.

2) VIF and Tolerance
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VIF shows the speed with which the variances and covariances increase. It also shows how the
variance of an estimator is influenced by the presence of multicollinearity. VIF is defined as

followers:

1

VIF = ———
(1—r°2)

Where "2 is the correlation between two explanatory variables. As M2 approaches 1, the VIF
approaches infinity. If there no collinearity, VIF will be 1. As a rule of thumb, VIF value of 10 or
more shows multicollinearity is sever problem. Tolerance is defined as the inverse of VIF.

Remedies for Multicollinearity

There is no automatic answer to the question “what can be done to minimize the problem of
multicollinearity.” The possible solution which might be adopted if multicollinearity exists in a
function, vary depending on the severity of multicollinearity, on the availability of other data
sources, on the importance of factors which are multicollinear, on the purpose for which the
function is used. However, some alternative remedies could be suggested for reducing the effect

of multicollinearity.
1) Do Nothing

Some writers have suggested that if multicollinearity does not seriously affect the estimates of the
coefficients one may tolerate its presence in the function. In a sense, multicollinearity is similar
to a non-life-threatening human disease that requires an operation only if the disease is causing a
significant problem. A remedy for multicollinearity should only be considered if and when the

consequences cause insignificant t-scores or widely unreliable estimated coefficients.
2) Dropping one or more of the multicollinear variables

When faced with severe multicollinearity, one of the simplest way to get rid of (drop) one or more
of the collinear variables. Since multicollinearity is caused by correlation between the explanatory

variables, if the multicollinear variables are dropped the correlation no longer exists.
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Some people argue that dropping a variable from the model may introduce specification error or
specification biases. According to them since OLS estimators are still BLUE despite near

collinearity omitting a variable may seriously mislead us as to the true values of the parameters.

Example: If economic theory says that income and wealth should both be included in the model
explaining the consumption expenditure, dropping the wealth variable would constitute
specification bias.

3) Transformation of the variables

If the variables involved are all extremely important on theoretical grounds, neither doing nothing
nor dropping a variable could be helpful. But it is sometimes possible to transform the variables in

the equation to get rid of at least some of the multicollinearity.

Two common such transformations are:
Q) to form a linear combination of the multicollinear variables
(i) totransform the equation into first differences (or logs)

The technique of forming a linear combination of two or more of the multicollinearity variables

consists of:
e creating a new variable that is a function of the multicollinear variables

e using the new variable to replace the old ones in the regression equation (if X1 and X2 are
highly multicollinear, a new variable, X3 = X1 + X2 or K1X1 + K2X2 might be substituted
for both of the multicollinear variables in a re-estimation of the model)

The second kind of transformation to consider as possible remedy for severe multicollinearity is

to change the functional form of the equation.

A first difference is nothing more than the change in a variable from the previous time-period.

AXt = Xt - xt—l
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If an equation (or some of the variables in an equation) is switched from its normal specification
to a first difference specification, it is quite likely that the degree of multicollinearity will be
significantly reduced for two reasons.

» Since multicollinearity is a sample phenomenon, any change in the definitions of the

variables in that sample will change the degree of multicollinearity.

» Multicollinearity takes place most frequently in time-series data, in which first differences
are far less likely to move steadily upward than are the aggregates from which they are
calculated.

(4) Increase the sample size

Another solution to reduce the degree of multicollinearity is to attempt to increase the size of the
sample. Larger data set (often requiring new data collection) will allow more accurate estimates
than a small one, since the large sample normally will reduce somewhat the variance of the
estimated coefficients reducing the impact of multicollinearity. But, for most economic and
business applications, this solution is not feasible. As a result new data are generally impossible
or quite expensive to find. One way to increase the sample is to pool cross-sectional and time series
data.
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UNIT SEVEN: NONLINEAR REGRESSION MODELS AND TIME SERIES ANALYSIS

Nonlinear regression models

some models may look nonlinear in the parameters but are inherently or intrinsically linear because

with suitable transformation they can be made linear-in-the-parameter regression models.

NLRM means when the models cannot be linearized in the parameters , with suitable

transformation.
Different example nonlinear regression model

» Consider now the famous Cobb—Douglas (C—D) production function. Letting Y =output, X2
=labor input, and X3 =capital input, we will write this function in three different ways

¥ = X e
InY; =+ f2In Xz + faln Xz + 145

where a =Inf1. Thus, in this format the C—D function is intrinsically linear

Y = g1 X5 Xi
Where we make transform,it can be

InY; =c + B2 InXo + Paln Xy + Inwg

where a =Inf1. This model too is linear in the parameters. But now consider the following version

of the C-D function:

¥ = BXEXG b

there is no way to transform the model so that it is intrinsically a nonlinear regression model
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» Another well-known but intrinsically nonlinear function is the constant elasticity of
substitution (CES) production function of which the Cobb— Douglas production is a special

case. The CES production takes the following form:

Y = A[K;* 4 (1 = 8)L "]

where Y = output, K = capital input, L = labor input, A= scale parameter, d =distribution parameter
(0 <6<1), and B =substitution parameter (§ >—1).

» exponential regression model and is often non-linear and used to measure the growth of

a variable, such as population, GDP, or money supply.
¥; = pref X 4y

> A logistic growth model which is used to measure the growth of a population. where Y =
population; t = time, measured chronologically; and the B’s are the parameters.

Y, = Bty

LA
Tefpe ™ 4

> Notice an interesting thing about this model. Although there are only two variables,
population and time, there are three unknowns, which shows that in a NLRM there can be

more parameters than variables.
Limited Dependent Variable Models
The Linear Probability Model

It is among discrete choice models or dichotomous choice models. In this case the dependent
variable takes only two values: 0 and 1. There are several methods to analyze regression models
where the dependent variable is 0 or 1. The simplest method is to use the least squares method. In
this case the model is called linear probability model. The other method is where there is an

underlying or latent variable which we do not observe.
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y 1if y'>0
0if y'<0

This is the idea behind Logit and Probit models

In this case the variable Y is an indicator variable that denotes the occurrence and non occurrence
of an event. For instance in the analysis of the determinants of unemployment, we have data on
each person that shows whether or not the person is employed and we have some explanatory

variables that determine employment.

In regression form that is written as:

y = XiIB+ ui 6.2

Where, ( ' ) and the conditional expectation E(y' /X') Xp , Which is the probability

: : X.
that the event will occur given 9

Since Yi takes only two values, 0 and 1, the regression in the above equation can take only two

values,

(1-8%) g (=5%)
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The variance of U : Var(ui):ﬁxi (1_ﬂxi)
=E(%)[1-E(%)]

Using OLS would result in heteroskedasticity problem.

This problem can be overcome by using the following two step estimation procedure.

+Uu

1. Estimate Yi = #% i using OLS

AN

Yi (1_ Yij
2. Compute and use weighted least squares, i.e,

Yi
Then, regress W i

However, the problem with this procedure (the least squares or weighted least squares) is:

N

(5)
1. may be negative

2. ! are not normally distributed and there is problem with the application of the usual tests of

significance.
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E(y. /X
3. The conditional expectation (y' ') be interpreted as the probability that the event will

E(y;/x)

occur. In many cases can lie outside the Iimits[o’l].

The Probit and Logit Models

An alternative approach is to assume the following regression model
Y; =Xp+¢
Where Yi is not observed. It is commonly called a latent variable. What we observe is a dummy

variable yi defined by:

_J1if y' >0
i 0 otherwise

The Probit and Logit models differ in the specification of the distribution of the error term &

For instance, if the observed dummy variable is whether or not a person is employed or not, i

would be defined as ‘propensity or ability to find employment.

Thus,
p; = prob(y; =1) = prob(& >—-/x;)

=1-F(=(5x))

Where, F is the cumulative density function of <.
a. The Probit Model:

The cumulative standard density is given:
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(Y =1)= j%e];dtﬂb(z)

=0

Where, L=fy+ BX;+ B X+t B X
b. The Logit Model:
The cumulative logistic function for Logit model is based on the concept of an odds ratio.

Let the log odds that Y =1 be given by:

|n(ﬁ]=ﬁo+ﬁlxl+ﬂzx2 Fot BX,

Solving for the probability that Y =1 we will get:

_:ez

P
1-p
= P=(1-P)e* =¢” — pe’

= p+ pe’ =¢°

@
N
[N

1 1
j— — = B =
P 1+e* ¢? (1+e‘z) e’+1 1+e

The above logistic probability is simply denoted as MZ) .

Both Probit and Logit distributions are ‘S’ shaped, but differ in the relative thickness of the tails.
Logit is relatively thicker than Probit. This difference would, however, disappear, as the sample

size gets large.
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Z&p(Y =1)

The relationship between can be represented as a ‘latent’ underlying index that

determines choices. The latent index function, Z, is determined in linear fashion by a set of

independent variables X. In turn, the latent index Z determines P(Y=1)

The Bernoulli trail of Probit and Logit model conditional on Z is given by:
f(Y/z)=P"(1-P)"

Plugging either the standard normal cumulative density function (for Probit) or the cumulative
logistic function (for Logit) into the above function to have the appropriate probability function

gives:
f(Y,/12)=d(2)" (1-0)""
for Probit model

Y. 1-Y,
f(Y,/12)=A(Z)" (1-A(2))
for Logit model

The likelihood function for these models is given by:

L(:Bk 1Y, Xi)zlﬂlq)(Z)Yi (1—(1))(1_Y‘)

i=1
for Probit Model

(-Y;)

L(B 1% X,) =TTA(2)" (1=A(2))

for Logit Model

The Log Likelihood function of these models is give as:

INL(B /Y, X,)= 3 [ (@ (2)) + (1Y, in(L-®(2)) ]

i=1

for Probit
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o InL(S, /wai):g[Yi In(A(z))+(1-Y,)In(1-A(2)) ]
for Logit

These functions can be optimized using standard methods to get the parameter values.

In choosing between Probit and Logit models, there is no statistical theory for preferring one to
the other. Thus, it makes no difference which one to choose. The two models are quite similar in

large samples. But in small samples the two models differ significantly

However, choice between the two models can be made on convenience. It is much easier to

compute Probit probabilities (table of z statistic). Logit is simpler mathematically.

The probability model in the form of a regression is:
E(Y/X)=0[1-F(p'X)]+1[F(B'X)]
=F(5'X)

Whatever distribution is used, the parameters of the model like those of any other nonlinear
regression model, are not necessarily the marginal effects:

GE(Y/X) [dF(B'X)
X ‘{dw'x)}ﬂ

=f(B'X)p

Where, f () is the density function that corresponds to the cumulative density distribution, F ()

a) For the normal distribution, this is:

GE[Y I X] ,
il S X
oX W)/ 6.22
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where ¢() is the standard normal density.

b) For logistic distribution

dA(p'X) e’
d(B'X)  (1+e"*)

=B XA (B X)]
6.23

GE[Y/X]
=X _ABX)[-A(E X)) N,

In interpreting the estimated model, in most cases the means of the regressors are used. In other
instances, pertinent values are used based on the choice of the researcher.

For an independent variable, say k, that is binary the marginal effect can be computed as:

prob| Y =1/X.,K =1] prob| Y =1/X.,K =0] 6.25

Where, X denotes the mean of all other variables in the model.

Therefore, the marginal effects can be evaluated at the sample means of the data. Or the marginal
effects can be evaluated at every observation and the average can be computed to represent the
marginal effects.

More generally, the marginal effects are give as
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B; for linear probability model
P _ B;pi(1-p,) for the logit model
: p;¢(z;) for the probit model

Estimation of Binary Choice Models

The log likelihood function for the two models is:
log L="{y;logF (' X)+(1-y;)log(1-F(5'X))}

The first order condition with respect to the parameters of the model is be given by:

Olog L a —f,
%zz{y?f(l‘y‘)(l—ﬁ)}x‘zo

o]

Where f is the density d (ﬁ X) , here T indicates that the function has an argument B'X;.

i) For a normal distribution (Probit), the log likelihood is

logL = Z:;)Iog[l—QD(ﬂ'Xi)]+Z:‘1Iog(b(,8'xi)

6IogL z ¢ Xﬁzﬂxa
Yi:1CDi
ii) For a Logit model, the log likelihood is:

InL(A, /Y, xi)zi[\ﬂ In(A(2))+(1-Y,)In(1-A(2)) ]

i=1

ologL
op

:Z(Yi _Ai)xi =0
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Measures of Goodness of fit

When the independent variable to be measure is dichotomous, there is a problem of using the

- 2 -
conventional R” as a measure of goodness of fit.

1. Measures based on likelihood ratios
Let Lue be the maximum likelihood function when maximized with respect to all the parameters
and Le be the maximum when maximized with restrictions Az 0.

RZ=1-| =

Lor

Cragg and Uhler (1970) suggested a pseudo R? that lies between 0 and 1.

" :(1— LR%)LS/Q

McFadden (1974) defined R’ as

RZ =1_ Iog LUR
log L,

n

R* can also be linked in terms of the proportion of correct predictions. After computing Yi we

n

<0.5 > 0.5

can classify the i" observation as belonging to group 1 if Yi and group 2 if Yi We

can then count the number of correct predictions.
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~|1if y, > 05

yi = N

0 if y. <05

» _No. of correct predictions
Count total No. of observations

Example: Regression results of a Probit model of house ownership and income is given below

y. =3.983+0.0485I +u,
t (69.53) (19.56)

We want to measure the effect of a unit change in income on the probability of owning a house

(y=1)

dp;, _
d—Xi =T (B + X)) B

Where, F(A+BX:) is the standard normal probability density function evaluated at B+ B

At value of X =6 the normal density function at f(~L0166-+0.04846) = f(~0.72548)

2
f (—0.72548):iexp —w
Jox 2 =0.3066

Now multiplying this value by the slop coefficient of income, we get 0.01485.

that is equal to

Logit model of owning a house

L =—1.594/w +0.07862X
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This means for a unit increase in weighted income the weighted log of the odds in favour of owning

a house goes up by 0.08 units.

Converting into odds ratio, we take the antilog

. e—1.59JW+0.078x

1-p,
Maximum Likelihood Estimation

For Linear Regression Model, the MLE of a normal variable Yi conditional on X with mean

@+ BX and variance o , the pdf for an observation is:

[_1[yi aﬂxf]
exp

f(yi/ochﬂx,a)=G\/1ﬁ

The pdf of a normal variable with mean # and o’ is often expressed in terms of the pdf

standardized normal variable ¢ with mean 0 and variance of 1.

f(yi/a+ﬁx,0):§ \/;_H

Thus, L i

:1¢[yi—[a+ﬂX]j

(o3 (o}

The Likelihood can be written as
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Haproly, X)=ﬁ%¢(wj

t=1 o)

Limited Dependent Variables

The density function of a normally distributed variable with mean # and variance of & “is given
by:

f(y) =;exp{

202

(=27}

Where y~N(u,o%)
|

For a standard normal distribution,

(MJ 7N(0,1)

o

The density of a standard normal variable is

)= op

The cumulative density function of a normal distribution is

d)(y%._’uj - jiy!j(;s(t)dt

Due to symmetry, ®(y)=1-0(-y)

In limited variable models we may encounter some form of truncation.

y>c

If ¥ has density f(y). the distribution of ¥ truncated from below at a given ¢ ( )is given by:

f(y)
P(Y2C) it ¥2C an4 0 otherwise
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If y is a standard normal variable, the truncated distribution of ¥ 2 C has the probability:

#(c)
1-®(c)

p(y/y=c)=2/(c), where 4 =

If the distribution is truncated from above (y < C)

p(y/y<c)=2,(c), where &:L(C)

®(c)

If ¥ has a normal distribution with mean # and variance o’ , the truncated distribution Y2ZChas

mean

E(y/yzc)=pu+oA(c), where (¢’) = u

(2
Where, o

And E(y/y<c)=u+ok(c’), where (c)is < u

Tobit (Censored Regression) Model

In certain applications, the dependent variable is continuous, but its range may be constrained.
Most commonly this occurs when the dependent variable is zero for a substantial part of the

population but positive for the rest of the population.

Vi=Y, =xfB+¢&,if y, >0
=0, if y; <0

Where, i N (0’02)

In this model all negative values are mapped to zeros. i.e. observations are censored (from below)
at zero
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The model describes two things:

ol ol

2. The distribution of Y given that it is positive.

This is truncated normal distribution with expectation

E(y,/y; >0)=x8+E(g>-XxB)
()
o

The last term shows the conditional expectation of a mean zero normal variable given that it is no

=Xf+0

larger than ~XP- The conditional expectation of Yi no longer equals X8 put depends non linearly

()

on X through () .

Marginal effects of the Tobit Model

1. The probability of a zero outcome is:

p(Y; =0):1—q)(ﬁj

o
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P00 (504

OX, c)o

2. The expected value of Yi (positive values) is

() 2]

(e

Thus the marginal effect on the expected value of Yi ofa change in X is given by

PE(Y;)
OX,

_pof
-po*Z]

This means the marginal effect of a change in X upon the expected outcome Yiijs given by the

model’s coefficient multiplied by the possibility of having a positive outcome.

3. The marginal effect up on the latent variable is

OE ( y,*)
OX,

:ﬂk

Maximum Likelihood Estimation of the Tobit Model

The contribution of an observation either equals the probability mass (at the observed point yi =0

) or the conditional density of Yi , given that it is positive times the probability mass of observing

y; > 0.

logL(B,0°)=>"log p(y=0)+>log f (y,/y, >0)+log p(y, >0)

=>"logp(y=0)+>log f (y,)

Using appropriate expression for normal distribution we can obtain:
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: Xp 1
logL(pB,0° )= Iog{l—@(—ﬂ+ log exp ?
(o)X 2| iog| ——
Maximizing this function with respect to the parameters will give the maximum likelihood

estimate

Sample Selection

Tobit model imposes a structure that is often restrictive: exactly the same variables affecting the
probability of nonzero observation determine the level of positive observation and more over with

the same sign.

This implies, for example, that those who are more likely to spend a positive amount are, on

average, also those that spend more on durable goods.

For example, we might be interested in explaining wages. Obviously wages are observed for
people that are actually working, but we might be interested in (potential) wages not conditional

on this selection.

For example, a change in some variable X may lower someone’s wage such that he decides to stop
working. Consequently, his wage would not be observed and the effect of this variable could be

underestimated from the available data.

Because, a sample of workers may not be a random sample of the population (of potential workers),
one may expect that people with lower (potential) wages are more likely to be unemployed - This

problem is often referred to as sample selection.

Consider the following sample selection model of wage:

W=Xf+e

*

X . ]
Where, "1 denotes vector of exogenous characteristics of the person, Wi denotes the persons

wage.
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*

The wage W IS not observable for people that are not working.

Thus to describe whether a person is working or not, a second equation is specified, which is binary

choice type:

hi - Xzﬁz +é&,
Where,
w=w,h=Lif h>0

w, is not observed, h =0if h" <0

The binary variable h indicates working or not working. The error terms of the two equations

2 2
have mean of zero with variances of 1* ©2  respectively and covariance of “22.

2 _
One usually sets the restriction, ©2 N for normalization restriction of the Probit model. The

conditional expected wage given that a person is working is given by:

E[w /h =1]=x/+E[&/h =1]

= Xlﬂl + E[gl /‘92 > _Xzﬂz]

(0
= X1ﬂ1+_122E[51/52 >_X2ﬂ2]

0,
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0,
:)(1,31+_122E[51/52 >_X2ﬂ2]

0,

_ §(%5)
- X1ﬂ1+012 (D(XZ,BZ)

iy X _0,=0 _ .
The conditional expected wage equals 1/ only if "~ So if the error terms of the two
equations are not correlated the wage equation can be consistently estimated by OLS.

#0.

0]
A sample selection bias of OLS arises if 12

$(%)

(%)

(1979) and is referred as Heckman’s model.

A(¥S,)

The term is known as the inverse Mill’s ratio and is denoted by by Heckman

Time Series analysis

A time series data set consists of observations on a variable or several variables over time. In
economics examples of time series data include stock prices, money supply, consumer price index,
gross domestic product, exchange rates, exports, etc. In such time series data set, time is an
important dimension because past as well as current events influence future events (that is, lags do
matter in time series analysis and time series data. Unlike the arrangement of cross-sectional data,
the chronological ordering of observations(variables) in a time series expresses potentially
important information. Thus, a key feature of time series data that makes it more difficult to
analyze is the fact that economic observations can rarely be assumed to be independent across
time. Therefore, in general a time series data is a sequence of numerical data in which each variable
is associated with a particular instant in time. Univariate time-series analysis- analysis of single

sequence of data describing the behavior of one variable in terms of its own past values.

153




Bonga University, Econometrics. set by Fami.A at april, 2020

Example: Autoregressive models:

t PU: , T first order autoregressive or

Y= PiYiat PYoTE

t second order autoregressive

Analysis of several sets of data(variables) for the same sequence of time periods is called
multivariate time-series analysis. Examples, analysis of the relationships among price level, money
supply and GDP on the basis of say quarterly or annual collected data). The main purpose of time-
series analysis is to study the dynamics or temporal structure of the data.

Stationary and Non-stationary stochastic processes

From theoretical point of view, the collection of random variable yt ordered in time is called a

stochastic process or random process. There are two different classes of the stochastic process.
v/ Stationary stochastic process-gives rise to stationary time series.
v Nonstationary stochastic process- give rise to nonstationary time series.

Stationary Stochastic Processes

Stochastic process is said to be stationary if its mean and variance are constant over time (do not
depend on time or do not change as time changes). Moreover, the value of the covariance between
the two time periods depends only on the lag between the two time periods and not on the actual
time. In the time series, a stochastic process that satisfies such conditions is known as weakly

stationary, or covariance stationary.

Thus, weakly stationary or covariance stationary process is a process that satisfies the following

conditions for a given stochastic time series Yt;

Mean=E(Y, )=u

Variance = var (Y, ) = E(Y, — 2 =

Covariance = yk = E[(Y, —w)(Y, , —u)]
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where vk, is the covariance (at lag k) between the values of Yt and Yt-k. If k = 0, we obtain 0,
which is simply the variance of Y (= 62); if k=1, y1 is the covariance between two adjacent values
of Y. Even if we shift the origin of Y from Yt to Yt+m, time will not affect the mean, variance,

and covariance. So, at any point we measure them, they are time invariant.

If a time series is not stationary as defined above, it is called a non-stationary time series. In other
words, a non-stationary time series will have a time varying mean or a time-varying variance or
both. Time series stochastic processes that are stationary (stationary time series) are important to

make generalization for other time periods and thus to conduct reliable forecasts.

If a time series is non-stationary, for example, we can study its behavior only for the time period
under consideration. Which means it is not possible to generalize the analysis to other time periods.

As such non-stationary time series are not useful for forecasting.
Non-stationary Stochastic Processes

In practical research one often encounters non-stationary time series. The classic example is the
Random Walk Model (RWM). According to RWM, it is often said that stock prices follow a

random walk; that is, they are non-stationary.
We distinguish two types of random walks:
v random walk model without drift (with no intercept term)
v random walk model with drift (constant term is present).
Random Walk without Drift

[1The series process, Yt is said to be a random walk without drift if; Yt=Yt-1+ut where

ut is a white noise error term (error term with mean 0 and variance 62).

[1This model says that the value of Y at time period t (i.e., Yt)is equal to its value at time (t—1)
plus a random shock(ut ) and it is an AR(1) model, because it is regressed on itself lagged one
period.
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[OWe can write the above model as;

Y, =Y, +u,
Y, =Y ‘tu, =Y, +u, +u,
¥ — . 4 ) i i i
(AN interesting feature of RWM is the persistence of random shocks (i.e., random errors).

[1In the model above:

(1Yt is the sum of initial YO plus the sum of random shocks. As a result, the impact of a particular

shock does not die away.

[JFor example, if u2 = 2 rather than u2 = 0, then all Yt’s from Y2 onward will be 2 units higher

and the effect of this shock never dies out.

[1In general, if the process started at some time 0 with a value of Y0, we have;

Y=Y +>u

EY,) = E(Y,+Y u,)=Y, (Why?)
[1But the variance of Yt is not constant and given by:
varCy | ro

The expressions say that the mean value of Y is equal to its initial, or starting, value, which is
constant, but as t increases, its variance increases indefinitely, thus violating a condition of
stationarity. In short, the RWM without drift is a nonstationary stochastic process. First

differencing of the above RWM gives as the following interesting feature.
s - = 7 =1

where A is the first difference.
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From this it is easy to show that, while the initial expression, that is, Yt, is nonstationary, its first

difference is stationary. Therefore, the first differences of a random walk time series are stationary
Random Walk with Drift (with intercept)

Let us modify the above RWM as follows:

Y, :5+Yr—1+ut

where 6 is known as the drift parameter

Why we call it drift? because if we write the preceding equation as;
Y: — Y1 = AY; = 8 4+ u;

The model will show that Yt drifts upward or downward, depending on whether & being positive
or negative. Note that RWM with drift is also an AR(1) model. Following similar procedure
discussed above for random walk without drift, it can be shown that for the random walk with drift

model;

E(Y;)) =Yy +¢-6

var(Y;) = to?

From this expression we can see that for the RWM with drift the mean and the variance increase
over time (that is, they are not constant), violating the conditions for weak stationarity. Therefore,
in general we can conclude that the Random Walk Model (with or without drift) is non-stationary

stochastic process.
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