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Preface

This monograph is an attempt at developing a simple, crash-proof
derivational model of syntax, as suggested by Frampton and Guttman
(2002). I argue that the only way to avoid computational complexity is by
taking the operations Agree and Move of Chomsky (2000, 2001a) to be
completely local, to regard Move as triggered by the moving item rather
than an attracting head, and by reinterpreting apparent long-distance
dependencies as a sequence of local complex dependencies. Chapter 1
discusses the main theoretical issues while Chapter 2 presents the general
framework of analysis. Chapters 3 and 4 test the ability of the framework
to generate correct empirical predictions in several empirical realms that
have been the focus of much recent research: quirky subjects in Icelandic
and Spanish, indefinite SE in Spanish and Portuguese, multiple
nominatives in Japanese, expletive constructions in several languages,
with special emphasis on English, and locative inversion in English. Only
A-dependencies are discussed in this book. A'-dependencies are, for the
time being, in the “for future research” drawer.

I would like to thank Hallddr Sigurdsson and Gunnar Hrafnbjargarson
for their enormous help with regards to grammaticality judgments in
Icelandic and learned discussions that helped me avoid many misunder-
standings. Christer Platzack also provided some interesting comments on
Icelandic. For discussion on German and Romanian and theorctical
matters [ would like to thank Remus Gergel and Edward Gébbel.

For written comments on an earlier manuscript which led to
substantial improvement I would like to thank Vicki Carstens, Remus
Gergel, Edward Gobbel, Kunio Nishiyama, Ester Torrego and, last but
not least, every linguist’s mysterious best friend or shadowy worst enemy,
Ann O’Nymous.

Portions of this project were presented as talks at the University of
Illinois at Urbana-Champaign and at the 14™ colloquium on Generative
Grammar, in Porto, Portugal. I would like to thank the audiences of these
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talks for their comments, particularly: Karlos Arregi, Silvina Montrul,
James Yoon, Roberta D’Alessandro, Maria Luisa Rivero, Pilar Barbosa,
Joao Costa, Dorien Roehrs.

For their grammaticality judgments I would like to thank: (i) German:
Remus Gergel and Edward Gobbel as well as Katrin Axel, BoStjan
Dvotdk and Susanne Winkler, (ii) English: Kate Bastion, Michacl
Bernstein, Richard Cameron, Maria Pao, Natalic Sikka. (iii) French:
Laurent Dekydtspotter, (iv) Portuguese: Jodo Costa, (v) Romanian:
Alcxandra Cornilescu, Remus Gergel and Edward Gobbel. (vi) Spanish:
Karlos Arregi, Francisco Ordonez, Margarita Sufier and Xavier Villalba.

This project was partially funded by a DAAD fellowship. which
allowed me to spend three months of uninterrupted research at the
University of Tibingen — my thanks extend to this institution for its
hospitality. in particular, Susanne Winkler and Hans Bernhard Drubig.
The final revisions and corrections for publication found me in the
Zentrum fir Allgemeine Sprachwissenschaft, in Berlin. [ would like to
thank the ZAS and its director, Mantred Krifka, for housing mc for over a
year and the Alexander von Humboldt Foundation whose gencrosity
made it possible.

Finally, I would like to thank Soren Philipps, for invaluable help in
preparing the final manuscript. Philip Tye for expert copy-editing and Jiil
Lake, editor at Palgrave Macmillan, for her support for this project and
excellent advice.
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Introduction

The syntactic architecture sketched in Chomsky (2000, 2001a) is almost
disarming in its simplicity. His main assumptions are the following:

(i) Lexical array/numeration. The computational system (Cy) does
not handle symbols drawn directly from a lexicon. Instead, a previous
operation assembles a set of lexical items into a lexical array (LA) and it is
only the latter that is accessed by Cyy; .

(i1) Clause structure. The core structure of the clause is made up of
four heads (although he acknowledges that a more detailed analysis can
uncover many more, along the lines of Rizzi (1997) or Cinque (1999)).
These four heads are C, T, v, V. An object merges with V and reccives a 6-
role from it. The external argument is introduced by a type of v, referred
to as v*, which also has the ability to assign accusative Casc to the object.
If the structure has no external argument, we have a second type of v,
without accusative Case (which derives Burzio’s generalization). T can
also come in two versions. An ordinary T can be finite or nonfinite, has a
full set of (unvalued) ¢-features and assigns Case (nominative or null
Case). T*" is always nonfinite, has only [person] and no ability to assign
Case, giving rise to raising constructions.

(iii) Phases. The derivation takes place in phases, structures built from
subsets of the LA. vP and CP constitute phases, VP and TP do not.

(iv) Dependencies. Dependencies are established by means of an
operation called Agrec. Take a head with an unvalued feature. This
unvalued feature (or set of features) turns the head into a probe, able to
search for a matching but valued feature of the same type within its c-
command domain. This valued feature is able to value and delete the
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unvalued feature on the probe. Call the matching feature goal. Agree can
take place long distance, which forces the introduction of two locality
requirements: (a) Relativized Minimality/Minimal Link Condition
(MLC) prevents agreement to take place between a probe and a goal if
there is a potential goal closer to the probe. In the definition of potential
goal, it is suggested that only a constituent bearing a complete set of
d-features is relevant; (b) the Phase Impenetrability Condition (PIC)
prevents probing into a phase (i.e. the complements of v and C), with an
important exception that I discuss shortly.

(v) Displacement. Constituents that appear away from their 6-
assignment position have been “attracted” by an agreeing probe. After an
Agree relationship is established between a probe and a goal, the probe
might need to move the goal to spec,probe due to an extra feature, call it
EPP, that cannot be satisfied otherwise.

The main purpose of this introduction is to argue that the conceptual
and empirical grounds of Chomsky’s (2000, 2001a) theory of Agrce
dependencies are not solid. The larger goal of this monograph is to argue
for an alternative architecture of Cy that does not have the same
problems and presents simple analyses of some broad and significant
empirical generalizations, some of them undescribed so far.

The model presented in later pages includes the following features:

(i) It makes lexical arrays/numerations unnecessary. Strictly speaking,
however, it is not incompatible with them.

(i) The derivation is organized around cycles, always with the same
structure: (a) introduce head H, (b) H probes, features are valued, (c)
Move applies, (d) Spell-out and feature deletion apply, (e) a new head
enters the derivation (see Epstein et al. 1998, Frampton and Guttman
1999).

(iii) Agree is strictly local: a head H can only probe its complement Y
and Spec,Y. Thus, there is no need for MLC (and, consequently, ¢-
completeness) or PIC.

(iv) Move is triggered by the unvalued features of the goal. This is
reminiscent of the Greed framework of the early 1990s (Chomsky 1993,
Collins 1997), but conceptualized in a way that avoids the conceptual
problems that Greed gave rise to. Additionally, Move is strictly local,
always to the nearest spec (as can be deduced from the structure of the
derivational cycle above).

(v) Apparent long-distance dependencies involving three constituents
(i.e. T, a participle and an internal argument) reveal the presence in the
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grammar of Complex Dependencies in which a probe reaches a goal
which is also involved in a dependency.

There is a second theme in this introduction — and indeed, in this
monograph. Frampton and Guttman (2002) make a useful contrast
between two different ways of conceiving a computational system. One
could conceive it as a system that freely generates sentences paired with a
set of filters that eliminate those that, for one reason or another, are ill-
formed — maybe because they are unreadable by the interpretive systems.
This is what we had in the Principles and Parameters era through
Chomsky (1993). Or one could try and design a computational system
such that only well-formed outputs are generated - in this system, filters
are not needed because the computational system is crash-proof.
Frampton and Guttman point out that a crash-proof system should not
include numerations or Global Economy (both originally put forward in
Chomsky 1993). The use of a numeration/LA gives rise to many
impossible derivations that need to be filtered out. Global Economy,
which involves comparing finished derivations and choosing “the best
one”, involves a very powerful evaluating filter. The move from the Global
Economy of Chomsky (1993) to Collins’ (1997) Local Economy is a step
toward a crash-proof syntax. Designing derivations without numerations
leads in the same direction. I concur with Frampton and Guttman that a
crash-proof system is a more plausible candidate for a cognitive system.

The rest of this introduction is organized as follows. Section 1.1
revolves around the notion of complexity. Chomsky (2000) expends quite
a lot of effort arguing that his architecture does not give risc to a
computational explosion. 1 argue that, as a matter of fact, the mechanisms
that he employs to prevent excessive complexity (simple opecrations
preempt complex ones, locality, elimination of look-ahead) present a
number of conceptual and empirical problems. Section 1.2 discusses
intervention effects in more detail and, in particular, submits the notion of
¢-completeness to critical analysis, finding it lacking. Section 1.3 presents
a sketch of the architecture to be developed in subsequent chapters.

1.1 Complexity and crash-proof derivations

If we take syntax to be a computational mechanism that maps linguistic
properties F onto linguistic expressions Exp and we further assume that
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this mechanism is derivational in nature. the question that arises
immediately is how to limit the computational complexity of the system to
reasonable levels. This question has been around since Chomsky (1993)
proposed that a Principle of Economy would be able to compare different
derivations constructed on the same lexical array and decide which is the
most cconomical one (the one that employs the fewest steps, for
instance), discard the other alternative derivations and consequently give
rise to negative grammaticality judgments. The conclusion was soon
reached that this Principle of Economy would lead to such computational
demands that it was unlikely that a cognitive system would be endowed
with it (see Collins 1997, Frampton and Guttman 1999). Thus, reduction
of complexity entered the rescarch agenda at the same time that
derivational models of syntactic computation began to be cxplored.
Chomsky (2000) identifies four mechanisms to reduce complexity (1.1,
3.4,5), towhich I add a fifth (1.2):
(1) Restricting the access of Cyy to F.
Selection of arguments.
Privileging simple operations over complex ones.
Ensuring that operations are local.
Eliminating “look-ahead” in opcrations.

o oo o

In the following subscctions I discuss cach of (la—c) and evaluate them
according to three criteria: (i) whether the desired reduction in
complexity is actually achieved, (ii) whether the cmpirical evidence
presented to support them is solid and (iii) whether the solutions
proposed lead to a crash-proof computational system.

1.1.1 Restricting the access of Cyy; to F

Chomsky proposes that a language L does not access the whole set of F,
but only a subset {F]. which is selected only once and assembled into a
lexicon Lex. Thus, Cyy. maps lexical items (elements of Lex) onto logical
form representations of Exp.

Further, and more controversially, he proposes that Cy;. does not
access Lex directly either. Instcad, some opcration takes a set of items
from Lex and forms a Jexical array LA. It is LA that is placed in working
memory and accessed by Cyr. LA, according to Chomsky, reduces
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computational complexity because Cyy does not need to reach the entire
Lex at every step of the derivation but only the (presumably much
smaller) LA. Chomsky compares direct access to Lex to a car that goes
around with a petroleum refinery attached to it.

Selection of LA is completely free. It is therefore perfectly possible to
have an LA like that in (2}, which would never give rise to an Exp:

(2)  LA=/{the, big, at, run, with}

As a matter of fact, there is an infinite number of possible LAs. only a very
small number of which will lead to convergent derivations (Frampton and
Guttman 2002). The chance that a convergent derivation ever gets done
seems very small — as a matter of fact, one could go on choosing LAs
forever without ever hitting on one that works. I conclude that LAs are
dubious constructs in a cognitive system.

1.1.2 Selection and clause architecture

In Chomsky (2000), the basic derivational step is constituted by the
operation Merge. Merge takes two syntactic objects, (a,B) and forms
another syntactic object, K(a,B). K is the set {a,b} (unless they instantiate
adjunction, which I do not discuss here). The question he asks at this point
is how the label is determined. Chomsky suggests that Merge satisfies the
selectional requirements (s-selection) of one of the merging constituents,
whose label projects. Or, in other words., 8-assignment takes place
instantly as predicate and argument Merge.

This approach to 6-assignment fits very well within the crash-proof
desideratum. Cy;, cannot produce outputs that violate thc O-criterion
because it is integrated in the Merge operation. However, Chomsky
(2001b) eliminates s-selection and assumes Hale and Keyser’s (1993) idea
that O-roles depend exclusively on the structural relations maintained
between a predicate and its arguments. Since there is no s-sclection,
Merge is free. Violations of the 6-criterion are convergent with deviant
interpretations, i.e. we go back to a filter system, as he recognizes.

Chomsky makes this move for two reasons. The first one is that s-
selection of an external argument would entail a relationship between a
head and its spec. However, all structural relations are bascd on Merge,
which gives rise only to relations of dominance/containment and the
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derived relation of sisterhood, which involves c-command (one can see
echoes of Epstein et al. 1998 here). There is therefore no meaningful
structural relation between a head and its spec.

However, I am not sure this reasoning is unassailable. It seems that
Chomsky is assuming free Merge plus immediate checking of a selectional
feature. Instead, one could conccive of Merge as being friggered by
selection. If a head H selects two items, a and b, and this selectional
requirement brings a and b to merge with H, it must follow that one will
be the complement of H while the other, given binary branching, will be
Spec,H. There is no reason to posit probing of a spec by its head.!

The second reason is also theory-internal. Assume that lexical items
are roots that become verbs and nouns only in combination with
functional heads in syntax (Marantz 1997). If so, consider the root ‘arrive’.
As a verb, it needs an argument, but as a noun it does not. This means that
Select must wait for the root to become the complement of a nouny/verby
functional head before it can decide whether an argument is necessary or
not — countercyclically. Obviously, this point depends on accepting
Marantz’s proposal, which is discussed in Chapter 2. It also depends on
the assumption that countercyclic checking of syntactic requirements
should be avoided. However, Chomsky (2001a) admits countercyclic
checking of the MLC (see section 1.1.4), which undermines this argument.
Finally, Select allows us to construct a crash-proof Cy; . The benefit of this
is, I believe, considerable.

Let’s further explore the selectional properties of functional
categories. As mentioned, his clause structure includes only four heads (as
proposed in Chomsky 1995):

(3) C.T..v..V

Thus, C selects T, T selects v and v selects V. Both T and v come in two
versions. v can have an external argument (v*) or not (giving rise to
unaccusative and passive sentences). T can have a full set of ¢-features or
can have only the feature {person)]. The latter type of T is referred to by
Chomsky as T Categories with a full set of ¢-features can assign Case,
while categories with a defective set cannot. Thus, T can assign

! But see Rezac (2003) for empirical argument that heads may probe their specs,
at least in some languages, which casts doubt on the assumption that there is no
syntactic relation between a head and its spec.
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|nominative] or [null] while T*! assigns no Case — giving rise to raising
constructions. Thus, somewhat unexpectedly, the T/T*" distinction cuts
across the finiteness/nonfiniteness distinction: control Infinitives are
assumed to have a full set of ¢-features, only raising infinitivals belong to
the defective category. I say this is unexpected because I am not aware of
any language in which control and raising infinitivals are morphologically
distinct along the lines suggested by Chomsky’s system. You can only
detect if an infinitive is T or T*' ex post facto, by looking at the
matrix predicate and figuring out if it is a raising or a control predicate.

Moreover, T and T*" are selected by different predicates: T with Case
and ¢-features is selected by C while T*' is selected by V. Although
Chomsky does not discuss it, presumably the complementizer ‘for’ should
also select for T*":

(4)  For aman to be so stubborn ...

Thus, Chomsky’s architectural assumptions lead to two sets of
assumptions: (i) there are two types of infinitives, (ii) C can select T"™
and T*" while V can select only T I find this result unacceptably
inelegant.

Chomsky (2001b), disregarding the complementizer ‘for’, tries to
explain why C cannot select ! by arguing that if C’s complement does
not have a full set of ¢-features, C’s own features would not be checked.
This is vulnerable to two sets of criticism: (i) the existence in natural
language of default features suggests that lack of feature checking does
not give rise to ungrammaticality (as explained below); (ii) there is
example (4) to account for: here we have an example of a C that selects
fora T*'.

1.1.3 Simple and complex operations

CuL contains only three operations: Merge, Agree and Move. As
mentioned, Merge takes two syntactic objects, (a,) and forms another
syntactic object, K(a,B). Agree establishes a relation between a lexical
item o and a feature f to be found in some restricted space. a. is referred
to as the probe and f as the goal Finally, Move is defined as the
combination of Merge and Agree. After agreement between o and f has
been established, a phrase containing f, P(f), is copied and merged with
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aP if o has some feature — call it EPP - that demands it. Thus, it can be
said that o attracts P(f). P(f) is now Spec,a.

Move is more complex than Merge and Agree in two ways. First,
because it includes both. Second, it additionally includes selection of the
phrase (pied-piping) that must be copied and merged. Under the
assumption that Cy; is parsimoniously constructed, it follows that Move
must be a last resort operation, to be applied only if Merge and Agree are
insufficient. It further follows that if Cy; has at some point a choice
between merging a new constituent or moving an old one, the former will
always be preferred, effectively preempting the latter.

Chomsky argues that the ungrammaticality of (5a) is evidence that
Merge preempts Move. (5a) shows the final sentence, (5b) shows the
crucial derivational step and the items left in the lexical array:

(5)  a. *There is likely a proof to be discovered (cf: there is likely to be
a proof discovered).
b. to be a proof discovered
LA={there, T, be, likely}

At point (5b), the derivation can proceed in two different directions:
either ‘a proof raises to Spec.to or ‘there’ is merged in that position.
Assume Move of ‘a proof’ takes place. After the expletive is merged in the
matrix Spec,T, we have as a result (5a). Assume instead that ‘there’ is
merged in Spec,to, as in (6a). ‘there’ can then raise to the matrix Spec,T
giving rise to the grammatical sentence (6b):

(6) a. there tobe a proof discovered
LA={T, be, likely}
b. There is likely t to be a proof discovered.

Chomsky concludes that there is a principle in Cyp that preempts the
complex operation Move in favor of the simple one Merge.

Chomsky himself notes that equivalents of (5a) are grammatical in
Icelandic:

(7) Pad potu mergir vera gafadir i  pessum bekk
there seemed.pl many.NOM be gifted in this class
‘Many seemed to be gifted in this class.’

Hrafnbjargarson (p.c.)
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Chomsky argues that this is a consequence of the fact that Icelandic allows
for Transitive Expletive Constructions (TECs). An example of a TEC is in
(8a), with the analysis proposed by Bobaljik and Jonas in (8b). Notice that
both the EA and the IA are out of the VP-shell and the expletive merges
in Spec,Agr:

(8) a. Pad klaruu margar mys ostinn alveg
there finished many mice the.cheese completely
‘Many mice completely finished the cheese.’
b. [agr Pad klarudu [rp margar mys t(T) [4,p ostinn t(Agr)
[ve (EA) [v alveg t(V) t(1A) J]}}]
Bobaljik and Jonas (1996: 217)

Chomsky’s idea is that in (7) the associate of the expletive would raise to a
position intermediate between Spec,T and Spec,v (recall that Chomsky
does not assume AgrPs) thanks to the same mechanism that atlows for
(8). After that, the derivation of (7) would follow the same steps as the
English one above: the expletive would merge with the nonfinite T and
then raise to the matrix clause. If this analysis were correct, we would
expect the associate of the expletive to be stuck in the subordinate clause.
This prediction is not confirmed: as a matter of fact, the associate
obligatorily shows up in a fairly high position in the matrix clause (as
pointed out by Jénsson 1996: 174):

(9) a. Pad mundu margir hafa virst pekkja Mariu.
there would.3“.pl many have seemed know Mary
‘Many would have seemed to know Mary.’
b. *Pad mundu hafa margir virst pekkja Mariu.
c. *Pad mundu hafa virst margir pekkja Mariu.
Sigurdsson (p.c.)

The conclusion is that the associatc does raise to Spec,T within the
subordinate clause even though an expletive is present in the LA. The
hypothesis that Merge preempts Move is not confirmed empirically.”

? One could also consider the consequences of Chomsky’s (2001b) assertion that
Move (or internal Merge, as he now calls it} is just as expected within a “perfect”
system as Merge (or external Merge). This assumption would lead us to expect
that both operations are on an equal footing and make us wonder why one would
be a “last resort”, to be applied only if the other one cannot.
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1.14 Locality

As mentioned, Chomsky assumes that a head can probe within its c-
command domain and give rise to nonlocal Agree relations. However, he
postulates two restrictions on long distance agreement: MLC and the
opacity of phases. In this subsection [ discuss the latter, leaving the former
to section 1.2.

The goal Chomsky sets up for himself is to allow for long distance
agreement only within a certain domain delimited by the phase. Consider
the following sentence:

(10) a. There is a possibility that proofs will be discovered.
b. T™ be discovered proofs
LA= {there, T""™, be, a, possibility, that}

Consider step (10b). Recall that Merge-over-Move requires merge of the
expletive rather than move of the nominal ‘proofs’. However, ‘proofs’
does raise from its initial position to Spec,T in the subordinate clause,
giving rise to the grammatical (10a). Chomsky’s solution to this apparent
problem is to further divide the LA into subscts:

1. Select LA.

2. Select LA,, a subset of LA.

3. Place LA; in the workspace/acting memory.

4. Once LA, is exhausted, go back to LA and extract another
subset.

(11)

How is LA, defined? Chomsky proposes that it is a set of lexical items that
includes exactly one C or transitive predicate (v*). The structure built
from LA, is called a phase. This turns the subordinate clause in (10) into a
phase with an LA, that does not include the expletive. ‘proofs’ raises
because there is nothing in LA, that can be merged in Spec.T:

(12) T be discovered proofs
LA={C}

Having argued for the existence of phases, Chomsky goes on to show how
they can enforce locality. He proposes the following principle: a phase is
opaque to higher probes. Only the edge (i.e. the spec) of a phase is visible
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for a higher probe. This is called the Phase Impenetrability Condition
(PIC). Chomsky argues that phases and the PIC check complexity
considerably because they reduce the search space for the probe. In this
respect, it is worthwhile pointing out that phases may be of infinite length,
since raising predicates may be embedded within one another:

(13) John seems to appear to be likely...to be expected to win t(John).

Although it seems that phases do reduce the search space in practice for
most cases, it does not do so in principle, since it does not prevent scarch
spaces of infinite length. Should we consider this a major problem for the
phase system? I would say that a system that does reduce search spacc in
principle should be preferable. More on this below.

Moreover, Chomsky (2001a) weakens the opacity of phases: T can
probe within a transitive vP. In the structure

(14) H1..H2..[45» XP(H3... YP]]

where H1, H2 and H3 are all probes and H1 and H3 are heads of phases,
the following agreement dependencies can be established: Agree(H3,YP),
Agree(H2,XP), Agree(H2,YP), Agree(H1,XP), but crucially not
*Agree(H1,YP). Conceptually, it is not at all clear why phases are opaque
to some probes but not others. Empirically, it is clear why. Take the
following Icelandic sentence:

(15) Henni  likudu hestarnir.
her.DAT liked.3.pl horses.the NOM
‘She liked the horses.’
Sigurdsson (2003: 224)

In (15), the object agrees with T. The subject, bearing a lexical Case,
deflects agreement. Take the nominative object to be a theme merged as a
complement of the main verb and the experiencer argument an external
argument of v (Sigurdsson 1996):

(16) C...T...[\,P DPDATV [vp like DPNOM]]

According to numerous tests, the dative argument is a subject sitting in
Spec, T (Thrainsson 1979, Sigurdsson 1989, among others). However, T
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agrees with the nominative object. In Japanese, a nominative object can
accompany a nominative subject too. According to Chomsky 2001a: 14, T
probes across the dative subject to agree with the nominative OB.
Consequently, the vP phase cannot be opaque to T and the PIC only
affects probes that arc heads of phases. I find this weakening of the PIC
reason cnough to seriously consider abandoning the phase system and
looking for an alternative analysis of nominative objects.

1.1.5 Look-ahead

In the Greed approach to movement (Chomsky 1993). it was the unvalued
features of thc moving item that triggered displacement: informally
stated, DPs moved to a position (Spec,Agr/T/INFL) in order to get Case;
wh-phrases moved to Spec,C to check some [wh] feature with a [Q]
feature on C. However, successive cyclic movement was always a problem
for this view: why should a wh-phrase stop in intermediate Spec,C's if
there was no feature checking/valuation in those positions? Or, assuming
Kayne’s (1989) analysis of participle agreement in French, why should a
DP stop in Spec.AgrO if Case was to be assigned in Spec. T/AgrS? Greed
typically ended up being formulated in a weak form, as: Greed licenses a
movement if features of the moved item would not otherwise be satisfied
(see Chomsky 1993 and particularly the discussion in Collins 1997).
Successive cyclic movement takes placc becausc otherwise the features of
the DP or of the wh-phrase arc never checked. Greed, viewed like this,
cither involves look-ahead (I can take this step because T know it will be
licensed later) or it is an output filter (so Greed can cxamine an entire
derivation and make surc that every step is justified). If a derivation must
include output filters, then it certainly cannot be crash-proof.

Later, Chomsky rcsolves to abandon the Greed system for an Attract
system (Chomsky 1995). in which probes and not goals trigger syntactic
operations. Chomsky (2000) addresses successive cyclic movement by
cndowing the heads of phases with optional EPP features, which trigger
pied-piping of the wh-phrase to their specs (participle agreement gets a
different analysis, detailed below). For a wh-phrase to make it to its final
destination, all that is required is a sequence of EPP fcatures on phase
heads, cf. (17).

Notice that these EPP features are required by the PIC: the matrix
Crwnj cannot probe inside the matrix vP, much less within the subordinate
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clause.

(17) [(<p wh C[wh)[F,PP] - .[Vp t(Wh) v[EPPl e [(‘p t(Wh) (J[EPP]' .. [VP t(Wh)
vierpt(wh) 111

There is no “look-ahead” in this solution, but it could not come without a
trade-oft. This is that in order to obtain a converging derivation the stars
have to line up in exactly the right way. the probability of which is very
small. Within this system, there could be many nonconvergent derivations.
In the above example, if one of the intermediate v and C does not have an
[EPP], the wh-phrase will never make it to the last Spec.C. Moreover. if a
C or a v has an [EPP] featurc but there is no Cpj at the end of the day.
the derivation crashes too. Again, there arec many, many crashing
derivations for each convergent one.

In Chomsky (2001a: 34, 35) the perspective changes somewhat. Here
he proposes a “Have an Effect on Qutput” condition that licenses EPP
teatures. Thus, an EPP fecature is licensed at a certain position if an
interpretation can be assigned to this position or if that position is to be
used as an escape hatch. For instance, an EPP featurc can be assigned to
v* in languages in which Spec.v* can be assigned a meaning (speciticity.
D-linking, etc.), thus we have object shift. Or v* can have an EPP if the
object is a wh-phrase that must recach Spec.C. So now we are closer to a
crash-proot syntax, since EPP fcatures arec not assigned treely. However,
look-ahead rears its ugly head again. T consider this dilemma to be
inherent to any probe-based movement theory.

To sum up this scction: Chomsky inscrts some mechanisms into Cy_in
order to ensure that derivations do not rcach an excessive level of
complexity. The trade-off is a system in which unacceptably too many
derivations go astray. Moreover, the cmpirical argumentation presented
to support these mechanisms turns out to be flawed. I argued that the
“attraction by probe” approach to displacement makes it impossible to
obtain a crash-proof syntax without look-ahead.
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1.2 Intervention
1.2.1 Match and Agree

As briefly sketched above, A-dependencies gravitate around the
operation Agree and its properties. If a head H has an unvalued/uninter-
pretable feature f, H becomes a probe that will search for a matching
feature that can value f. A “matching feature” is considered to be a
feature identical in type, although not in value - i.e. a probe may have an
unvalued person feature that can be matched by either a first, second or
third person determiner. The domain of the probe is its sister, the c-
command domain of H. The only locality (other than the PIC) imposed
on Agree is that a probe has to match features with the closest c-
commanded token of .

However, a probe that finds a matching feature may not always agree
with it. If the matching feature is contained within a category G that has
already valued/checked its Case feature, agreement is not possible.
Moreover, since matching is taking place, the probe cannot go around G,
giving rise to the well-known intervention effects usually studied under
the label Relativized Minimality or Minimal Link Condition (MLC):

(18) *John seems that it is likely t to win the race.
T, seem that it T, be likely John to win the race

In (18) the matrix T; can probe, find the expletive ‘it’ and match its
features against it. Since there has been matching of features, the probe
T, cannot probe further. However, the expletive’s Case has been deleted
by the probe T,, so T, and the expletive cannot agree. The derivation
crashes because the features of T, are not valued and/or DP’s Case is not
assigned. In effect, Case assignment “freezes” a DP in place, making it
unable to participate in further dependencies.

Take now a typical Object Shift configuration (IA=internal argument,
EA =external argument):

(19) C..TlpIA[.EAv[ve VtIA)]]]
As Chomsky (2000) explains, v probes and reaches the object in situ. They

agree and value their uninterpretable features. Since v also has an EPP
feature, a copy of the object is merged in Spec,v. The Case of the object is
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deleted, so it is inactive to a higher probe. This means that the object’s
Case should be deleted at once for the purposes of syntax so T cannot
probe it. However, Chomsky (2001a) links feature deletion to Spell-out,
and the latter takes place at the phase level (v*P or CP). This entails that
this Case cannot delete at once: it has to stay in place until the CP is
completed and can be read by the PF component. The question is how we
can let the Case of the IA remain visible without creating an intervention
effect between T and EA.

Chomsky (2001a) proposes that the shifted object keeps moving
higher up, an assumption for which there is some empirical evidence
(Holmberg 1999). He further proposes that the MLC is checked when the
phase is completed — turning the MLC into a filter on phase
representations. At that point, only the trace of the object stands between
T and the subject, and traces do not intervene (by assumption, only full
chains do). This analysis allows the Case feature of the object to remain
undeleted in syntax until the CP phase is completed, since it does not
intervene between T and the subject anyway.

Is it a good idea to postpone the checking of MLC until the phase is
completed? Recall that I mentioned above (section 1.1.4, example 13)
that there is no principled limit to the length of a phase. This means that
our derivation could have many violations of MLC that would not be
detected for a long time or, in other words, that many doomed derivations
are allowed to reach completion. I find this problematic, if a crash-proof
syntax is desirable. Morcover, in section 1.1.2 Chomsky discards
backtracking to check that selectional requirements of a predicate are
met. It would be desirable to be consistent: either backtracking (within
the phase or some other domain) is permitted or it is not.

In these pages I propose a strict derivational approach: intervention is
designed so that an application of Agree or Move that violates it is
stopped at once.

1.2.2 Features and the MLC

An innovation of Chomsky’s recent work is the idea that the total sum of
the features of a head is crucial to decide whether an intervention effect
will take place or not. If a category does not have a full set of ¢-features, it
does not intervene in an A-dependency. Chomsky claims that participles,
which have [number] and [gender] but not [person] and ECM/raising
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infinitivals, which have only [pcrson], are ¢-incomplete, so they do not
give rise to intervention effects. Consider the following examples (20c is in
Spanish):

(20) a. Several prizes are likely to be awarded.
b. We expect several prizes to be awarded. Chomsky (2001: 5)
Las mujeres fucron vistas en la tienda.
The women were.3rd.pl seen.fem.pl inthe store
‘The women were seen in the store.’

For a Casc featurc to be valued and deleted, the probc must have a
complete set of ¢-features, or be ¢-complete. T or a participle have
some agreement features and can probe a DP but, since they are not ¢-
complete, the Case of the DP is not deleted and it remains active for a
higher probe. Consider the participle example. Since the participle does
not have a full set of ¢-fcatures, the Case feature of the DP is not deleted
and can be later accessed by T:

(21) T[pcrmn][numhcr] be Scen[numhcr][gcndc)} the women

Something similar can be said about raising infinitivals:

(22)  THperwonjnumber] Tiperan) be awarded several prizes

i

Under one version of the story, T%' has an EPP featurc that attracts the
DP to its spec, from where it can be probed from above. Under another
version, also considered by Chomsky. T*' does not even have an EPP. but
the higher probe can simply bypass it to reach the DP (in Chomsky 2001b
he decides that T*" definitely has EPP).

Expletive ‘there’ is assumed to be a [person] fcature. Being ¢-
incomplete, it can also be bypassed. Take the following cxample:

(23) There is a man in this room.


http://were.3rd.pl
http://seen.fem.pl
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The expletive is merged in Spec.T. It can probe T and its [person] feature
is deleted, even though the [person] ot T is also unvalued. None of the
features of T delete. since deletion is assumed to be an all-or-nothing
operation. The expletive, being ¢-incomplete, cannot delete the features
of T, which probes and finds matching features on the DP/NP "a man’.
Since the latter’s Case is still active, nothing prevents Agreement between
T and DP/NP:

(24)  a. Thereperon) Tipersonjrumnery b€ @ man in this room.
b. Expl deletes its [person] against the features of T:
Theregumon Tipersonjinumber] BC @ man in this room.
¢. Tvalues and dcletes its features against the DP/NP:
There(peron] Tipersoninumber; DE @ man in this room.

Less clear is the analysis of the following cxamples (despite extensive
discussion):

(25) a. There islikely t to be a man in this room.
b. We cxpect there t to be a man in this room.
¢. Thereppersong Tiperson) D€ @ man in this room.

LA(a)=A{T, be, likely}
LA(b)={wc. T, cxpect}

In order to reach either (25a) or (25b), one has to go through the
intermediate stage (25¢). With LA(a) we derive (25a), with LA(b) we
derive (25b).

Since ‘there’ and T*' have exactly only the feature [person]. they
should be able to dclete cach other’s and ‘there’ should become inactive.
They are, so to speak, ¢-complete with respect to one another. However,
this cannot be the case, becausc ‘there” has to be probed and pied-piped to
the matrix Spec.T/v, which entails that “there’ must have an active feature.
It is unclear whether Chomsky’s (2000, 2001a) feature assumptions can be
maintaincd.

Another piece of data that demands our attention is predicate
nominals. Consider the following Icelandic example:

(26) a. Huin er god stelpa.
She NOMis nice gir.NOM
‘She is a nice girl’
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b. Vid téldum  hana vera goda stelpu.
We.NOM believed her. ACC be nice girl ACC
‘“We believed her to be a nice girl.’
Sigurdsson (2002: 101)

In (26) we can see that the case morphology of the predicate ste/p- co-
varies with that of its argument hin/hana. This means the probe could
reac