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**Course description**

Definition and concepts; Objectives; Time series data, Components of time series analysis; Additive and multiplicative models; Tests of randomness; Constant mean model, estimation methods; Linear trend estimation using moving average, Least squares, Exponential smoothing methods; Seasonal variation, estimation using simple average, moving average, dummy variable, exponential smoothing; Cyclical variation; Introduction to Box-Jenkins models: Stationary, Autoregressive (AR), Moving Average (MA), Autoregressive Moving Average (ARMA), ARIMA models; Forecasting Methods.

**Objectives**

The objectives of the course are:

* to introduce students to the theory and methods of time series analysis;
* to equip students with skills of applying various time series models;
* to enable students to use standard software for related computations;

**Learning outcomes**

At the end of the course students are expected to

* demonstrate basic time series concepts, theories and methods;
* distinguish among different components of time series and type of models to apply;
* model time series data and select model ;
* use statistical software for analyzing time series data;
* Make forecasting and interpret the results.

**Course Outline**

**1. Introduction**

1.1 Definition

1.2 Objectives of Time Series Analysis

1.3 Significance of Time Series Analysis

1.4 Components of Time Series

1.5 Models of Time Series

1.6 Editing of Time Series Data

**2. Tests of Randomness**

2.1 Turning point Test

2.2 Difference sign test

2.3 Phase length Test

2.4 Rank Test

**3. Estimation of trend componen**t

3.1 Constant mean model and its estimation

Free-hand Method, Method of semi-averages, Least squares method, Moving average, Exponential smoothing method

3.2 Linear Trend and its estimation Least squares method, Moving average method, Exponential smoothing method

3.3 Non-linear trend and its estimation

Polynomial trend

**4. Estimation of Seasonal Component**

4.1 Simple Average Method

4.2 Link Relative Method

4.3 Ratio-to-Moving Average Method

4.4 Ratio-to-Trend Method

4.5 Use of Dummy variables

4.6 Smoothing models for Seasonal Data

4.7 Uses and limitations of seasonal Indexes

4.8 Deseasonalization of Data

4.9 Cyclical component and its estimation

4.10 Irregular component and its estimation

**5. Introduction to Box-Jenkins Models**

5.1 Introduction

5.2 The concept of Stationarity

5.3 ARIMA models

5.4 Methodological tools for model identification

Autocorrelation function, Partial autocorrelation function

5.5 Stages of Box-Jenkins methodology

**6. Model Identification and Estimation**

6.1 Introduction

6.2 Autoregressive models

6.3 Moving average models

6.4 Autoregressive moving average models:

6.5 Autoregressive integrated moving average models

6.6 Seasonal ARIMA

6.7 Estimation of parameters

6.8 Diagnostic checking

**7. Forecasting**

7.1 Need and use of forecasting

7.2 Some forecasting methods

Averaging methods, Exponential smoothing methods, Box-Jenkins methods, Decomposition methods

7.3 Accuracy of forecasting methods

**Textbook**

Chatfield, C. (2003). The Analysis of Time Series: An Introduction.
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**Teaching and Learning Methods**

Lecture, self-reading, demonstration, exercises, practice using computer software.

**Modes of Assessment: -** Continuous Assessment 50% and Final Exam 50%