CHAPTER THREE 
INFORMATION TECHNOLOGY 
3.1 Introduction 

What is information Technology? As stated earlier in chapter one, information technology refers to a wide variety of items and abilities used in the creation, storage, and dispersal if information. The elements of information technology include  computer systems and telecommunication systems. 

Computer systems are made up of five components: hardware, programs, information (database), people, and procedures. We will discuss each of these elements in this chapter.  

3.2 Hardware: Computing, Storing and communicating 
A computer is any electronic system that can be instructed to accept, process, store, and present data and information. On the other hand, computer system refers to the computer and all the hardware interconnected with it. 

Hardware is the general term for the machines (sometimes called the devices) that carry out eh activities of computing, storing, and communicating data. Generally, computer hardware falls into four categories:

· Input devices,

· Processors,

· Output devices,

· Secondary Storage devices. 

3.2.1 Input Devices 
Input has two meanings: (1) the data or information entered into a computer, or (2) the process of entering data or information into the computer for processing, storage and retrieval, or transmission. A cursor--- a blinking box or line on the computer screen --- usually indicates the point at which data or information will be input. 

Seven different devices are commonly used to input data or information into a computer. These are:

· Keyboards. Keyboards containing the letters of the alphabet, numbers, and frequently uses symbols (such as $, &, and #). In some parts of the world, keyboards consist almost exclusively of symbols rather than alphabet letters. 

· Point-of-sake terminals.  A variation on the standard business cash register, these terminals typically does not contain alphabet letters. Rather, they consist of a number of data pad and special purpose function keys, such as for a sale, refund, or void. The number key board is used to enter details of the purchase (such as a product or stock number), the cost of the product ( if that information is not automatically retrieved form the computer), the amount of money tendered for a cash purchase, or the account number if payment is made by a credit card or debit card. 

· Mice. On the underside of the mouse is a ball that rotates, causing a corresponding movement of a pointer (a large arrow) on the display screen. Two or three buttons (depending on the make) on the top side of the mouse let the user invoke a command or initiate an action. Mice offer the advantage of a allowing people to control the computer system by pointing to commands rather than entering them through the keyboard. 
· Image Scanners. Image scanners can be used to input both words and images (including drawings, charts, and graphs) directly into the computer.  A light illuminates the information one section at a time, with the information under light being recognized and read into the computer. Image scanners range in size from those that can fit into in the palm of your hand to others the size of a newspaper page. Once in memory the images can be modified or combined with other information. 
· Bard code scanners and wands. Manual input of data or information takes time and is subject to error. Many retail stores have found that the scanning of bard code  information is faster and more accurate than entering the same information though a keyboard. A bard code is a computer-readable code consisting of bars or lines of varying widths or lengths. As the wand is waved across the bar on the package, it recognizes the special letters and symbols in the bar code and inputs this information directly into a PC, midrange computer, or point-of-sale terminal. There the code is translated into the product and price information. Sometimes the bar code is passed over a piece of glass, as in a supermarket checkout. 
· Microphones. Often used in multimedia system, microphones capture the voices or sounds around them for us in computer processing. The microphone is attached to a computer by a cable that transmits the sounds. 

· Prerecorded sources. Tape recorders, cassette decks, record players, and stereo amplifiers can be connected to a computer that captures the sounds as they are played. This method of input allows high-quality music and voice reproductions to be merged with text and image information to produce multimedia presentation for education, training, marketing, and many other uses. 

3.2.2 The processor 
The center of action in a computer is the processor, also called the central processing Unit (CPU). In microcomputers, the processor is a microprocessor – a central processor contained on a single computer chip. 
A chip is a collection of electronic components in a very small, self-contained package. Chips perform the computer’s processing actions, including arithmetic calculations and the generation of lines, images, and sounds. Some chips are general purpose and perform all types of actions. Others have a special purpose. Sound chips, for example, do exactly what their name suggests: they generate signals to be outputs as tones.

System Board. The processor/CPU can take several forms. Microcomputers contain a specific microprocessor chip as their CPU. This chip is put into a protective package, then mounted onto a board contained within the computer. This board is called a system broad or mother board. The system board also contains chips and other circuitry that carry out processing activities. 
Large computer systems may have separate cabinets or freestanding units that contain the chips and circuits that comprise the CPU. At one time, all mainframes and supercomputers had separate units containing the central processor. But today, thanks to the continued miniaturization of chips and circuits, separate units are not always necessary. Even in the most powerful central processor, chips and circuits can be integrated onto a few boards. 

The two parts of the processor are the control unit and the arithmetic/logic unit.

3.2.2.1 Control Unit
Computers “think” by using the on/off pulses of electronic current. You might liken the control unit to the human brain, which oversees and controls all of our activities, whether we are working, playing, or screening. 

All computer activities occur according to instructions the control unit receives. Instructions are the detailed descriptions of the actions to be carried out during input, processing, output, storage, and transmission. Typical instructions may be the to add two numbers together, to retrieve information for processing, or to print the results of processing. A wide range of instructions is embedded in such computer applications as retrieving the details of a specific transaction or transmitting data over a communication network. 
The control unit does not actually execute the instructions (jut as the brain does not actually do the walking, talking, and gesturing that comprise may of our activities. Rather, it directs other processing elements to do so. 

 3.2.2.2 Arithmetic/Logic Unit (ALU)

The other component of the central processor is the arithmetic/logic unit (ALU). The ALU contains the electronic circuitry that performs the two activities that underlie all computing capabilities, arithmetic and logical operations. Arithmetic operations  include addition, subtraction, multiplication, and division.

Logical operations compare one element of information to another. The comparison determines whether one item is greater than, less than, or equal to the other. The outcome of a logical comparison usually determines what type of processing occurs. 

Arithmetic and logical comparisons are possible because computers’ memory capability. But what exactly is memory.

3.2.3 Memory
People using information technology refers to computer memory by different names, including primary storage, main memory, and internal memory. Memory  space is used in five different ways: 

· To hold the computer’s operating systems program --- the software that oversees processing and acts as an interface between the hardware and the applications programs.
· To hold application programs – word processing, spreadsheet, order entry, inventory control programs, for example. 
· To hold data and information temporarily (in “virtual memory”), receiving data or information from input devices and sending them to output devices during processing. 
· To store other data or information needed in processing in the working storage area.
· To provide additional space for programs or data, as needed. If the computer  
3.2.3.1 RAM and ROM
There are two types of main memory, random access memory and read only memory.

RAM. Main memory, the largest area of memory within the computer, is composed of random access memory, or RAM, chips. “Random access” means that data or information can be written into or recalled (read) from any memory address any time. With RAM, there is no need to start at the first location and proceeded one step at a time. Information can be written to or read from RAM in less than 100 billionths of a second. However, RAM stores data and information only as long as the computer is turned on. The electronic currents that comprise the data and information cease when the power is turned off. 
Two types of RAM are widely used. Dynamic RAM (DRAM) is the major memory component in written every computer. DRAM chips hold data and information “dynamically.” This means that the computer does not hold data and information indefinitely. Rather, the computer must continually refresh the DRAM cell electronically --- several hundred/thousand times per second. In contrast, static RAM chips retain their contents indefinitely, without constant electronic refreshment. They are faster than DRAM, but are not as good as compact and use a more complicated design.  
ROM. Like RAM, read only memory (ROM) offers random access to a memory location. However, ROM chips are able to hold data and information even after the electronic current to the computer is turned off. Unlike the contents of a 
RAM chip, the contents of a ROM chip cannot be changed. Whatever, is inserted into a location during manufacturing of the ROM chip cannot be altered. 
Typically, the start up programs that run automatically when computers are first turned on are written into ROM. These programs, which perform housekeeping checks like ensuring that a keyboard is attached or that memory is functioning, are written into ROM. The instructions can be read again and again, but never changed. There are several variations on ROM. 

· Programmable read only memory (PROM). Contents can be changed one time, modifications are not reversible.  
· Erasable Programmable read only memory (EPROM). Contents can be erased through special ultraviolet light procedure. 

· Electrically Erasable Programmable read only memory (ERPROM). Can be reprogrammed by electronically reversing the voltage used to create the data or information.  
3.2.3 Output Devices 
People use computers for the outputs they generate ---- that is, the results of inputting and processing data and information. Output falls into two categories: (1) information that is presented to the user of the computer, and (2) information in the form of computer commands that are input to another device. 
The most common forms of output geared to the user are reports, schedules, budgets, newsletters, and correspondence. These results can be printed out, displayed on a computer screen, and sometimes played through the speaker built in or attached to a computer. 

Outputs from computer processing that is input to another device can perform various functions, including: 

· Controlling a printer. Output can tell a computer when and what to print including the location of the data, text, or image on a sheet of paper, film, or transparency. The dimensions of the image and the shades and colors used in the printout (if the printer prints in color) can also be determined. 
· Directing a display. Computers can display words, graphics, and shapes, either simultaneously or one at a time, on the computer display screen, sometimes called a video display terminal (VDT) or monitor. Displays can also show animation, in which words and shapes move across the display screen. With animation, ideas can be demonstrated, not just described. 
· Controlling another device. Output from computers can direct the actions of other computers and machinery. Computer controlled manufacturing lathes, automobile ignition systems, and medical CAT scanners (which physicians use to look beneath the skin of a patient to view tissue and how structures) are all devices that accept computer output as their input --- that is, as instructions that guide the actions they perform. 

· Generating sounds. Output can direct computers to play music, stimulate the sound of a jet powering up its engine, or replicate a human voice to announce train stops or telephone numbers. Driven by the need to cut costs and increase responsiveness to callers, many businesses are augmenting telephone switchboards with computer-generated voices to answer information inquiries or instruct callers on how to reach  a certain party. 

· Inflating transmission of information. Because computers are often connected to data communication networks, output is frequently sent over a communication link to another destination, or multiple destination simultaneously. 
3.2.3.1 Types of Output Devices 
Four types of devices are used to display and distribute computer output: monitors, printers, plotters, and film recorders.

Visual Displays (Monitors)
A computer’s visual display is probably its most visible component. These visual displays, usually called video display terminals (VDTs) or monitors, differ in size, color, resolution, bit mapping, and graphic standard. 

· Size --- Monitors come in many different sizes, from the small screen built into palmtops and laptops to extra-large monitors used for special purposes. The standard monitor for personal computers is 13 to 16 inches (32 to 40 cm), measured diagonally, corner to corner.  Large screen monitors have been developed for use by engineers and illustrators, who need to examine fined details closely. Large monitors are commonly 16 to 17 inches (40 to 42 cm) wide and provide 45% to 60% more viewing area than standard monitors do. 
· Color --- Many monitors display color, combining shades of red, green, and blue. These RGB displays can create 256 colors and several thousand variations on them by blending shades of red, green, and blue (hence the term “RGB display”. Monochrome displays show information using a single foreground color on a contrasting background color (for example, white on black, black on white, amber on black, or green on black).
· Resolution --- As we mentioned earlier, all characters and images are made up of dot patterns. The number of dots, or pixels, per much determines resolution, or sharpness or the image. A higher number of pixels means a sharper image, common resolution are: 
640 columns x 480 rows of dots (640 x 480 = 307,200 pixels on the screen)
800 columns x 600 rows (480,000 pixels)

1,024 columns x 768 rows (768,432 pixels)

· Bit mapping – A monitor may or may not have bit mapping capabilities. With bit mapping, each dot on the monitor can be controlled individually. Graphics created through bit mapping are sharp and crisp, without unseemly jagged edges. Prior to the evolution of bit mapping, character addressing was the norm. This meant that only letters and symbols --- no lines or curved images --- could be sent to and displayed on the display screen. 
· Graphics standard --- Related to resolution, graphic standards combine resolution and use of color. A computer monitor is used with a graphic adapter card, an interface board between computer and monitor that performs according to one of several widely used IBM – compatible standards: color graphics adapter (CGA --- the oldest and lowest—resolution standard); enhanced graphics adapter (EGA); video graphics array  (VGA); and super VGA (SVGA), which has the best resolution of of all. Similar standards exist for Macintosh and other computers. 
Printers 
Generally speaking, a printer is an output device that produces hard copy --- that is, paper output. There are two general categories of printers: impact printers and nonimpact printers. 
In impact printing, the paper and the character being printed come in contact with one another. In nonimpact printing, there is no physical contact between the paper and the print device. The characters are produced on the paper through a heat, chemical, or spraying process. 

Impact Printers. Impact printers have existed for many years and have historically been very common in large and small computer configurations. Although they are being supplanted by nonimpact printers, they remain in widespread use. Three important types of impact printers are dot matrix, line, and character printers. 

· In dot matrix printing, the characters and images are formed by wire rods pushed against a ribbon and paper. A careful examination of the characters shows that each is actually a collection of small dots. Dot matrix printers have been used on systems of all sizes because of their speed, low cost, and simplicity. 

· Character Printers, print one character one at a time. In contrast to dot matrix and line printers, shoes speed is rates at liens per minute, character printers are evaluated at the number of characters they print per second. (The slowest print approximately 30 characters per second, the fastest approximately 200.) Because the characters on a character printer are performed on the ends of hammers or the petals of a wheel, character printers are not good for printing images. However, they have been widely used in the preparation of manuscripts and correspondence. 
· High speed line printers have enjoyed widespread usage on large computers. These units print a full lien (up to 144 characters) at one time on continuous form paper tha can be up to 14 inches wide. Due to their high speed, which ranges up to several thousand lines per minute, they have been used in computer centers that routinely print large volumes of documents or very long reports. Because they are character oriented, they are not suitable for printing images. 

Nonimpact Printers. Laser, ink jet, and thermal printing are the most frequently used kinds of nonimpact printers. 

· Because of their speed and the capabilities they provide, laser printers constitute the fastest growing segment of the printer market. As the laser printer receives information from the central processor, it converts the information into a laser beam (a narrow beam of light) than in turn encodes a photo conductor with the information. This process forms the character or the image to be printed. A toner, a black granular dust similar to that used in many photocopiers, is used to in the process. The photo conductor attracts toner particles which, when transferred to the paper, produce the full image. The laser printer prints an entire page at a time. 

The process is fast (from four to eight pagers per minute on the slowest laser printers) and allows for the printing of both images and text. Black and white laser printers are in widespread use. Color versions are advancing through development and beginning to enter the world market. 

· Ink jet printers spray tiny streams of ink from holes in the print mechanism onto the paper. The spray makes up a dot pattern that represents the character or image to be printed. Because ink jet printers create characters and images by spraying ink rather than by striking preformed characters against paper, they are often used to create charts and graphs. The application software controls the information to be printed and a controller within the printer oversees the actual printing process.  
Both color and black-and-white ink jet printers are in widespread use. Versions are available for both microcomputers and for larger computer systems. 

· Thermal printers heat a wax based- colored ink contained in the printer ribbon and transfer it to a special paper. Three or four colored inks --- usually yellow, magenta, cyan (blue) and black --- are laid out in a repeating sequence of page size panels along a length of a transfer ribbon. Rollers sandwich the ribbon between the paper and a print head containing many small heating elements. These elements switch on and off, corresponding to the characters and bits of information sent to the printer by the computer software. The paper must make four passes by ribbon and heating element --- one for each of the colors. 

Thermal printing is slower than single-pass-black-and-white printing, but faster than ink jet printers for color. It is also much cheaper than color laser processes. 

Plotters
Plotters literally draw images of information, such as charts and graphs, line drawings, and blueprints of buildings. Just as if it were drawing them by hand, a plotter creates every line and character, including shadows and patterns, stroke by stroke. 
The process is fascinating to watch. An arm takes a felt tip pen from a holder containing one or more pens. Under direction from the computer, it transforms electronic signals into marks on the page. The page my be any size, from the common 8½  by 11 inches or A4 (210 by 97 millimeters)  sizes to very large commercial blueprints used in the architecture, engineering, and construction industries. 

Film Recorders
Color (35mm)  slides, transparencies, and other types of film output are produces on film recorders. Virtually anything than can be shown on a computer screen can be copied to a film recorder. Under the control of a computer program, the film recorder transforms the electronic image on the screen into a film image. You might think of the film recorder as the equivalent of an electronic camera, with the film recorder setting the exposure and controlling the shutter to capture the electronic image on the computer screen on film. 

 3.2.4 Secondary Storage Devices 
Computers that run multimedia and other complex programs require great quantities of storage capacity. For this reason, computer systems have several secondary storage options. Secondary storage provides the capability to store data, information, or programs outside of the central processor. 
The difference between primary and secondary memory make secondary storage an integral and important part of information technology. This is true fro several reasons:

· First, the contents of primary memory can reside there only temporarily. Main memory itself is used by many different applications, and between each application the memory is in effect cleared and reassigned to the next applications. Hence any information or results obtained from an application must be stored separately from primary storage --- that is, in secondary storage. 

· Second, primary memory holds data only while the computer is turned on. When the computer is turned off, the contents of primary memory are lost (if ordinary DRAM is used, and it usually is). 
· Third, primary memory is seldom large enough to hold large volumes of data and information associated with typical applications. 

The most widely used types of secondary storage are briefly described here below:

· Diskettes --- Flexible, flat, oxide-coated disks on which data and information are stored magnetically. For this reason, they are sometimes called magnetic disks. Diskettes are either 3½ inches across (the standard size) or 5¼ inches across (previously the standard size). Diskettes are removed from the computer when the user is done using the data or information they contain. 

· Hard disks ---- Magnetic disks that not flexible. Ranging from 2½ to 14 inches across, with standard sizes of 3½ I and 5½ inches, hard disks can store data and provide for more rapid storage and retrieval of data and information than diskettes can. Hard disks are usually mounted inside the computer and, unlike diskettes, are not easily removed. 
Optical disks ---  A storage medium similar in design to the compact discs (CDs) played on stereo systems. Many optical disks are read only, which means that they can only be played --- that is, data, information, and instructions can be read from them but not written onto them. Because of this characteristic, optical disks are sometimes known as CD-ROM (compact disk-read only memory). Other types of optical disks allow the writing of information under certain circumstances. The following forms are currently in common use: 

· CD, CD-ROM, DVD  Read only storage, used for mass distribution of digital information (music, video, computer programs) 

· CD-R, DVD-R, DVD+R: Write once storage, used for tertiary and off-line storage 

· CD-RW, DVD-RW, DVD+RW, DVD-RAM: Slow write, fast read storage, used for tertiary and off-line storage 

· Magnetic tape --- Used to store large quantities of data and information, often as  a second copy of data or information that exists elsewhere. Unlike diskettes, hard-disks and optical disks, which are circular, magnetic tape is linear and comes in reels or cartridges. 

Information is written to or read from each type of secondary storage medium by a read/write unit contained in a drive. The drive rotates the medium during the read/write process. Disk and tape drives read information magnetically, in much the same way that stereo systems read information from cassette tapes. Optical drives use a laser beam to read information. 
3.4 programs: In Charge of the Hardware 
3.4.1 Systems Software 

A computer system represents a number of resources that must be managed. These resources include the hardware components of the system: the central process unit, memory, and peripherals such as secondary storage devices and printers. In many organizations, these resources cost a great deal of money, and their use should be carefully managed. To manage a computer system’s hardware components, to coordinate them so that they work together efficiently, and to schedule to make the best use of the computer’s time, it is necessary to add a set of instructions that monitors and manages the system. This set of instruction is commonly referred to as systems software.  By managing a computer system’s hardware and available time, systems software acts as the linkage, or interface, between the computer system and the application programs the use want to run. 
People who write or maintain systems software are called systems programmers. Organizations with large computer systems usually include systems programmers on their staffs to tailor the systems software they use to the special needs of their organization. Systems programmers are also responsible for optimizing the performance of the organization’s computer systems.

Systems software include many different types of programs, such as operating system software, communications software, database management software, systems utility software, and language translators. 
Operating Systems.  An operating system is a set of programs that manages and controls computer resources, including the CPU, peripherals, main memory, and secondary storage. On large computers, operating systems are often made up of many programs. On small computers, operating systems may consist of only a few programs. In either case, part or all of the operating system must be loaded into main memory for the computer system to function completely. 

Operating systems programs coordinate hardware through such activities as scheduling jobs to be run, queuing jobs, allocating memory to various job tasks, and communicating to the computer operator the status of the jobs and the computer system. Before operating systems programs were developed, these activities had to be accomplished manually by computer operators. Computer operators scheduled jobs to run on the computer, loaded the programs and the data for each job, prepared printers or other devices to receive the output, and otherwise managed the tasks to be accomplished. The problem with this system was that computers operate at billionths of a second and computers operators perform at human rates of speed. While the human operators were setting up the next program and data to be run, the computer sat idle. In fact, studies of the use of computer systems in those days showed that they were idle most of the time. Thus, much computer time was wasted. Operating system software designed to eliminate these inefficiencies and to manage computer time more effectively. Basically, it accomplishes these objectives by automatically performing the work formerly done by computer operators or “operating” the computer system much as computer operators once did. 
Operating systems typically include supervisory programs, job management programs, and input/output (I/O) management programs. Supervisory programs are the heart of the operating system and are primarily responsible for managing computer resources. Those supervisory programs that are used often are usually loaded, or resident, in main memory.  These programs are called resident programs. The other supervisory programs and components of the operating system typically are kept on a direct access storage device, such as hard disk, sot that they may be transferred to main memory quickly when needed. These programs are called transient programs. 
Job management programs select, initiate, terminate, and otherwise schedule jobs that need to be processed. These programs are designed to maximize the efficiency with which the computer resources are used and the processing is performed. Computer resources include the time a program will take to run, the input and output devices the programs will need, and the amount of memory the program will need. 

I/O management programs assign input and output resources to programs and mange the transfer of data between main memory and these resources, including disk drives, tape drives, and printers. When data is needed from a disk pr data needs to be sent to the printer, the supervisory programs turns these duties over the I/O management programs. 
Communications Software:  Communications software is really an extension to the operating system of a computer --- it provides the additional logic for the computer system to control a variety of communications equipment so that it can communicate with peripherals, such as display terminals located far from the CPU. Communications software supervises such functions as communicating with remote terminals, monitoring communications equipment and lines, and managing traffic on communications lines, logging and analyzing communications traffic, and diagnosing communications problems. 

Database Management Systems Software:  Many people regard database management systems software as another extension of the operating systems. Database management systems handles records and files so that many users are able to access data quickly and easily. Database management systems software will be presented later on in this chapter. 
Other Systems Software: There are many other types of systems software, only one of which will be mentioned here: systems utility programs are just that --- programs that operating systems users find useful. Often, system utility programs are designed to handle repetitive functions such as sorting records in files, finding data and programs on a hard disk, listing the data files and programs stored on hard disks, merging one groups of data with another, copying data and programs from one secondary storage device to another, making copies of data and programs, diagnosing system performance, formatting magnetic media so that the media can be used, compressing files, and providing system security.   
3.4.2 Application Software 
Application programs are programs that perform specific data or text processing functions. For example, word processing and payroll programs are application programs. Programmers who develop application programs are called applications programmers. To develop programs, application programmers use a programming language to create instructions in source. The common application packages are listed below:
1.  Word Processing Software: Word processing software is a collection of application programs that permit the user to enter, edit and print text material.

2.  Spreadsheet Software: Spreadsheet Software allows the user to prepare budget, tax analyses, investment portfolio analyses, sales and profit projections, and may financial and quantitative documents with ease.

3.  File Management Software: File Management software replaces the folder and file drawer system many of us were so used to in the past. Typically, file management software allows users to construct forms on the screen similar to the paper forms they had been filing. The users then enter data into the screen version of the form. The end result is that the data on the forms are now filed electronically on some media such as a diskette instead of filed in hardcopy form in a folder. A file manager enables you to create data files called flat files and to retrieve and work with those files, but only one file at a time. 

4.  Database Management Software: File management software allows users to prepare reports based on the data found in a single file at one time, such as a customer file, employee files, product file, or equipment file. Database Management Software allows users to prepare reports that are based on data found in more than one file. Thus, they may wish to prepare reports that are based on data found in more than one file. Database software program may be easier to view and understand if the data are displayed in chart form rather than columnar form. For this reason, many spreadsheet and database software programs include a graphic program. Typically, the graphics program will allow the user to display data in the form of a pie chart, line chart, or bar chart.
5.  Project Management Software: As a manager you are very likely to be responsible for the management of the projects within your unit. To manage these projects, it is also very likely that you will use one or more project management tools, such as Gantt chart and PERT charts. These tools help you sequence project events and identify events that are critical to successful project completion. 


Project Management Software not only provides professional appearing charts as output, it also allows the manager to play “what if?” games with the sequence of project events. By experimenting with various sequences of project events, he or she is able to optimize resources, including time, for the completion of projects.  

6.  Accounting Software: Accounting software is a collection of programs designed to process accounting information for the organization. An accounting software program may consist of an order entry module for recording sales on account, an accounts receivable module for recording purchases and cash payments from customers, an accounts payable module for recording purchases and cash payments to vendors, a payroll module, an inventory module, and a general ledger module for recording adjusting and closing entries and producing statements. 
7.  Photocomposition and Desktop Publishing: Photocomposition  systems and photo setting utilizes computers to enter text, data, and graphics in a variety of formats suitable for printing. 

8.  Statistical Software: Statistical programs offer an easy way to treat data statistically and often to display the data in graphic modes, such as pie chart, bar, and lien charts. Other statistical measures can also be calculated. 

9.  Training and Tutorial Software: Training and tutorial software teaches users how to use a particular system or software program. Many software programs sold today include on-line tutorial software to help the beginning user learn the commands and features of the programs. 
10. Thought Processing Software: Thought processing software helps you outline speeches, presentation, or reports. This software may be included within a word processing program. When it is, it permits you to outline a document and then use the word processor to complete, or flesh out, the document. 
11. Industry Specific Software: Industry specific software includes programs that are tailored to the problems and needs of a particular industry. For example, there are many job cost programs available for construction industry and accounting programs for the health industry.  
12. Functionally specific Software: There are also many programs that have been designed to address the needs and problems of major business functions, such as accounting software, financial analysis software, marketing software, personnel management software, and manufacturing.   
3.4.3 Development Programs 

Development software allows programmers and other information system development personnel to create software for whatever jobs must be accomplished. Development software includes software that is used only by highly trained MIS professionals and software that may be used by people with little background or training in computer systems. 
3.4.3.1 Programming Languages 

You have learned that systems programmers develop and maintain systems programs. People who develop applications programs are called application programmers. Both types of programmers may use programming languages to create and maintain their programs. These languages consist of programming commands and other words that are put together into programming statements that tell computer systems what to do and when to do it. Programming statements are often called program code, and the process of writing programming statements is referred to as coding. 

There are many programming languages. These programming languages are sorted into levels that indicate the degree to which they are easily understood by a human and are therefore user friendly.  
Machine Languages. At the first level is machine language, which is a language that computer system actually can read and understand. As you might expect the statements in this language are not readily recognizable to a person because they are written in binary representation. For example, a program statement in machine code might look like this:

Binary Machine Language                                  Meaning  
01011000 01000000 001000111                         Load 1 with 0
The statements found in all other programming languages must be translated into machine language so the computer system can execute them. 

Programming in machine language is difficult and tedious because the programmer must work in almost unintelligible commands and tell the computer system through the code every step the system must take in detail, including how to allocate the specific storage devices to be used for data and instructions. Machine language is the lowest level of all programming languages and requires that the programmer know a great deal about the physical organization of the computer system for which the programming code is being written. Machine language is almost never used by programmers today because they can achieve the same level of control over the computer, without the problems, by using assembly language. 

Assembly Languages: To relieve the programmers of some the detail required by machine language and to provide a set of commands that are more readily understandable, higher levels of programming languages were developed. The first of these were assembly languages. These languages use mnemonics as symbols for machine operations. For example, “L” may be used as the command for load, “ST” for store, and “A” for add. A program statement in assembly language might look like this:

Symbolic Code                             Meaning 

AR 1,2                                         Add register 1 to register 2
Symbolic programming commands and statements were much easier to work with than machine language and improved the productivity of programmers. 

To be executed by a computer system, the assembly language instructions first must be translated into machine language by an assembly-language translator program, or assembler. The assembly-language program code is called source code, and the machine-language code that results from the assembler translation of the source code is called object code. 
Unfortunately, assembly languages are machine specific; that is they are limited to use on the machine for which they were developed. This means that a programmer who works with several machines must know the assembly language written for each. 

Third-Generation Language.  Although assembly-language instructions were easier to work with than machine language, they were still not very efficient in terms of programmer time. As a result, third-generation languages were developed that used commands and programming statements that were even more like English and that required less knowledge of the specific computer system for which the program was being written.  Examples of third-generation languages include COBOL (COmon  Business-Oriented Language), FORTRAN (FORmula TRANslator), BASI, (Beginner’s All-Purpose Symbolic Instruction Code), C/C++ and Pascal. 

An example of a coded program statement written in COBOL reads like this: 

MULTIPLY EMP-HOURS BY EMP-RATE GIVING GROSS-PAY ROUNDED

As you can see, the program statement tells the computer system to multiply the employee’s hours by the employee’s rate of pay and to store the result in a location called grass pay and, by the way, to round the result to the nearest cent. 

 Like instructions written in any languages, program code written in a third-generation programming language is called source code. The source code must be converted into machine language, or object code, before the program can be run. 
Fourth Generation Languages.  Fourth Generation Languages are written in at a very high level of user-friendliness and require even less knowledge of machine specifics. These languages are designed to allow relatively naïve computer users to retrieve, manipulate, and analyze data from computer storage. Many fourth-generation languages provide users with query languages, report generators, graphic generators, application generators and decision support tools. 
3.5 People: The Most Important Element 

People are the most important element in any computer system. Without them, there would be no need for computers. The people associated with information technology are either users or information technology professionals. 
There are many programming languages. These programming languages can be sorted into levels that indicate the degree to which they are easily understood by a human and are therefore user-friendly. 

3.5.1 Users

Users are the people who use information technology in their jobs or personal lives. Because they are the ultimate users of a computer system, they are sometimes called end-users. There are four types of users. 

· Hands-on users use computers or communications systems directly, interacting with them to enter data, do processing, store and retrieve information, transmit details, or produce output. 
· Indirect end users do not directly operate a computer but benefit from IT as the recipients of reports, electronic messages, communications, or multimedia presentations. 
· User managers have supervisory responsibility for activities that involve or are affected by information technology. Manufacturing managers, editors, and hospital administrators, for instance, may be in charge of departments or work groups that use IT every day. These managers may not use IT themselves, but they do ensure that their staff members  have reliable computer and communication capabilities. It is increasingly rare, however, to find user managers who are not themselves hands-on users. 
· Senior managers incorporate the capabilities of information technology into an organization’s products, services, and overall competitive strategies. They also evaluate the organization’s dependence on IT and identify the problems that could arise if the appropriate operating procedures are established or followed. The 
3.5.2 Information Technology Professionals 

Information technology professionals are responsible for acquiring, developing, maintaining, or operating the hardware and software associated with computers and communication networks. The following IT professionals have the highest profile: 

· Programmers use programming languages to create computer and communications network software. 

· Systems Analysts work with users to determine the requirements an application must meet. As part of their job, they may specify the purchase of a software package that gets the job done or order the development of custom software. 

· Systems designers formulate application specifications and design the features of custom software. In some organizations, the role of programmer, systems analyst, and systems designer may be fulfilled by one person called a programmer/ analyst. 

· Project managers coordinate the development of a project and manage the team of programmer/analyst. 

· Network specialists design, operate, and manage computer communications networks. 

· Trainers work with end-users, helping them to become comfortable and skilled in using hardware or software. 

· Computer operators oversee the operations of computers in data centers (sometimes called computer centers), facilitate at which large and midrange computer systems are located. These systems are shared by many users who are interconnected with the system through communications links. Computer operators also perform support activities, such as starting applications, loading management tape, and anything else that will ensure the smooth operation of computer facilities. 

All of the above IT professionals usually work businesses that use computers or communication technology but that do not design and manufacture the hardware they use. IT professionals in the business of manufacturing computers or computer-related components (such as communication cables and electrical power supplies) generally fall into two categories: computer engineers, who design, develop, and oversee the manufacturing of computer equipment, and systems engineers, who install and maintain hardware.    
3.6 Procedures: The Way It Goes

Whether an application runs on a PC or a supercomputer, or is used by a single individual or a large number of people, good procedures are essential. A procedure is a step-by-step process or a set of instructions for accomplishing specific results. Procedures, combined with people and applications, make up the know-how that is an integral component of IT. 
There are four primary categories of procedures: operations, backup and recovery, security, and development. All of these procedures are for people. They help to avoid problems and provide guidance in dealing with them if they arise. 
3.6.1 Operating Procedures 

Operating procedures pertain to the execution of an application. Typically, operations procedures include:

· How a system or application is used.

· Who is authorized to use the system and what each individual is authorized to do. 

· How often certain applications are to be used.

· Where results of processing (that is,  the output) should go. 

Depending on the application, operations procedures can be very simple (for example, “Always make a backup copy of the day’s work before shutting down the system”) or quite involved (for example, “At the end of every month, make a backup copy of all database, a copy of all transactions, and reset all account totals to begin the next month”). 
3.6.2 Backup and Recovery Procedures 

Nobody wants to spend several days creating a high-impact graphic only to lose it because a power line goes down or because a diskette gets misplaced. As a general rule, you should assume that sooner or later something will happen to cause your work to be lost. 

Backup procedures describe when and how to make extra copies (called backup copies) of data, information, or software to protect yourself against losses. Should any of these be lost or accidentally changed, the backup copy can be used to restore the original version so that a minimum of work is lost. Recovery procedures describe the actions to be taken when data and information or software must be recovered. 
3.6.2 Security Procedures 

Security procedures are designed to safeguard data centers, communications networks, computers, and other IT components from accidental intrusion or intentional damage. Backup copies protect against loss; security procedures prevent actions that could lead to that loss. 

Security procedures are created because information technology managers must presume that backups are not enough and that explicit protective actions are necessary. Common security procedures entail limiting individual access to certain databases and creating secret passwords that users must input into the computer to perform certain functions. 

Security software can play an integral role in protecting systems and data. Such programs allow IT managers to restrict access to files and databases, to disk drives, and even to input/output devices. 
Of particular importance is protection against viruses—hidden programs that can alter, without an individual’s knowledge, the way a computer operates or modify the data and programs or to diskettes inserted into the system, thereby spreading itself from one computer to another. If undetected for long periods of time, a virus can do a great deal of damage to stored information. 

3.6.3 Development Procedures 
Development procedures explain how IT professionals should describe user needs and develop applications to meet those needs. They may also prescribe when and how software should be acquired and put into use. As part of the development process, the IT professionals must first examine the business situation, evaluating the alternative methods for improving the situation or capitalizing on an opportunity. In some firms, these findings are recorded according to specific documentation procedures.  
3.7 Information: The Reasons for Using Information Technology 

The desire to apply information effectively is one of the primary reasons that people use information technology. Computer hardware and software have been developed primarily to process data and generate information. 

As stated earlier, information is an organized, meaningful, and useful interpretation. Using information, you determine conditions, assess whether a problem has occurred, evaluate alternative solutions, and select actions. But, information is not composed of data only. Information may also include text, sound, and images. 

3.7.1 Data

The raw facts of a situation are data. Data are abundant in virtually all activities and are described by numbers, letters, symbols, or any combination of the three. Some examples of data are the average points scored by a team’s leading player, the number of subscribers to a magazine, the attendance at a rock concert, a midday price fro a corporate stock, and the number of English majors in the College of Arts and Sciences. Each piece of data describes a fact, a condition, the occurrence of an event, or the results of that data. 
3.7.2 Text

Text is written (narrative) information. Whether it is typed, printed, or handwritten does not matter. When you read a newspaper, flip though a magazine, or look at the fine print on a rental agreement. You are using text information. Consequence includes text information also. 

The sports scores and statistics on athletic achievements tell only part of the story. That is why newspapers and magazines always include a narrative description highlighting the most important plays in a game. Without the narrative information, much of the full story would be missing. 

3.7.3 Sound 

Have you ever called directory assistance to obtain a phone number, only to have the number spoken to you in a human-like (but definitely not human) voice? Then you have heard spoken information --- information that is conveyed by sound. The same sports statistics that you read in the newspaper may be broadcast to you by an announcer at the game.
Virtually any sound can be captured in a computer system, transmitted over a network, or output through a computer-controlled device. It is now quite common for sound input to originate from people speaking into a microphone connected to a computer. In these circumstances, the origin of the sound information is the human voice. 

3.7.4 Images 

An image is information in visual form. Images may be sued to summarize data, as in charts and graphs. They may take the form of lines, drawings, or photographs. Infographics combine data, text, and images. Many multimedia presentations, which use all of four of the components of information, use animation to move words and image across the screen. 

All of the world’s major league sports authorities have begun to establish a “hall of game” facility to honor outstanding athletes and officials. At the Football Hall of Fame, you will find computer controlled multimedia displays of the great plays. Sound and image information, stored on optical disk, are retrieved to show the viewer a recreation of the memorable events. The athletes’ grunts and groans --- and even cheers from the crowd --- accompany the action on the display screen. Best of all, the computer – managed displays can be maintained forever, thus providing an important historical record of the sport. 

3.8 COMMUNICATON TECHNOLOGIES

3.8.1 TELECOMMUNICATION SYSTEMS

1. Telecommunication defined:  Electronic transmission of data (text, graphics, sound, video) over one or more of a variety of communications channels.

2. Basic Building Blocks of a Telecommunications Network.

A. Computers.  Computers originate and receive the data involved.

B. Communications channel (link or line).  A communications channel   forms the path over which data travel as they pass from a sending device to a receiving device in a telecommunications system.

C. Communications Equipment: Communications equipment assists in sending and receiving data.

D. Communications Software: Communication software helps control the functions of the telecommunications system.  These functions include:

i. Establishing the available paths between sender and receiver;

ii. Directing the  data  along  the most efficient  path;

iii. Making sure the data reach  the right  place;

iv. Checking the data for errors;

v. Converting the data, if necessary,  so that they will be able to be received by different kinds of devices; and

vi. In general,, controlling  the overall  flow of  communication.

3.8.2 Communications  Channels

1. Electromagnetic Radiation

a. Usage.   All transmission media use it!  All transmission media make use of some form of electromagnetic radiation to communicate  information.

b. Invisible.  Generally invisible to the human eye.

c. Source.  Generated both by nature (the sun is a major source)  and  by electronic  devices.

d. Form.  Radiation is emitted in the form of waves or stream   of particles that can be transmitted through space or a physical medium like a wire.

2. Types  of  Transmission  Media

a. Twisted-Pair wire

i. Description 


                        
        

· .Usage.  Oldest and most common form of transmission media

· Defined.  Consists of strands of insulated copper wire twisted together in pairs to form a cable.

· Example, Telephone wire

ii. Advantages.

·  Already-installed telephone lines can be used to transmit data.

· Low installation and maintenance cost.

iii. Disadvantages

· Relatively slow compared to other transmission media.

· Susceptible to electrical interference that can be garble data.

b. Coaxial  Cable

i. Description

· Usage.  Often the transmission medium of choice.

· Defined.  Consists of copper wire surrounded by several   layers of insulation.

· Example.  Cable television.

ii. Advantages

· Can transmit a larger amount of data  at faster speeds than  twisted-pair wire (up to 200 megabits per  second compared to about 10 megabits per second for twisted-pair wire)

· Does not suffer from electrical interference.
iii. Disadvantage


· The layers of insulation made the cable thick and harder to install 

c. Fiber Optic Cable

i. Description

· Usage, A relatively new technology; closing in on coaxial as the medium of choice. Is particularly suitable for the   transmission of the large amount of data needed to create       complicated graphics and images such as graphics and       images such as photographs and moving videos, many       organizations are choosing fiber optic cable for their       communications system’s backbone--- a communications       channel that connects various smaller networks together.

Defined: Consists of hundreds of strands of smooth, clear glass fiber that are as thin as a human hair and bound together. Data are transformed into pulses of light emitted by a laser device and can be transmitted at very fast rates of speed (nearly 1 billion bits per second)

ii. Advantages

· Can carry more data at faster speeds. Present-day fiber-optic technology can transmit data at rates up to 1.7 gigabits (billions of bits) per second.

· Is smaller, lighter, and more durable than wire-based media.

· Is Unaffected by magnetic or electrical  fields, thus lower error rates.

d. Microwave transmission channels  

For heavy users, microwave transmission channels provide what amount to bulk rate service.  Long distance microwave transmission facilities can be   leased from common carriers.

e. Radio Transmission channels. 

There is an increasing use of Radio channels for short-distance voice telephone service, and it is being used by employees who must spend a great deal of time in their cars and away from their offices.

f. Satellite transmission channel

It is an object which has been placed into space orbit by human endeavor for the purpose of telecommunication and others. Communication satellites are cost effective for transmitting large quantities of data over long distances

3. Types  of lines Offered by Common Carriers

a. Switched Line

i. Description

· Usage.  Uses a regular, public telephone.

· Define. The communications equipment on sending end  dials the telephone number of the communications equipment on the receiving end.  The telephone switching stations choose the actual line that is to be used. 

Example, a typical business or residence line.

ii. Disadvantages                                        

· .Access to a line is not assured at peak periods.

· The quality of the line cannot be controlled because it is chosen at random.
· The quality of the line cannot be controlled because it is chosen at random.

b. Private or Dedicated line (also called a leased line)

i. Description

· Usage.  Are reserved solely for one customer.

ii. Advantages

· Faster and better connections (communication devices).

· More secure than switched lines.

· Can often  be enhanced to allow for increased data transmission speeds

iii. Disadvantages                                       

· Business with lower telecommunications needs may not benefit because the same rate is charged no matter how many calls are made.

· Customer bears the responsibility for maintaining and repairing the lines. 
4. Types of signals  
a.  Analog.  Continuous wave of patterns that vary with regular twisted-pair wire telephone signal.

b. Digital Transmit either of two states or amplitude pulses, on or off, which correspond to 1s and 0s, respectively.
5. Integrated Service Digital Networking (ISDN) 
a. Construction.  Lines are usually constructed with regular twisted-pair wire telephone lines.

b. Function.  Enable voice, data and images to be transmitted simultaneously in the form of digital signals over a single telephone line.

6. Data Transmission 

a. Transmission Mode.

i. Asynchronous: One character (or byte) at a time is transmitted. Appropriate for low-speed data communication, such as a person entering data into a computer. 
ii. Synchronous.    A number of characters are sent in a data packet        (used when sending contents of file to remote site),   Advantage is speed and subsequent reduced transmission costs.  Disadvantage is that it requires more expensive transmission devices. Each of blocks   of characters has start byte(s).

b.  Direction of Transmission 

i. Simplex.  Data can travel in only one direction Example: data collection devices.  
ii. Half-Duplex Data can travel in both directions but only one 
             direction at a time,  Example; Marine radio 

iii. Full-Duplex.  Data can travel in both directions simultaneously. Example:   Communication between computers.  

3.8.3 COMMUNICATIONS EQUIPMENT
1. Modems.  A modem is  used to convert following 

i. Digital signals of a computers into analog singles transmitted over phone lines   (Modulation) and  

ii. Analog signals back into digital for signals for receipt by a        computer (Demodulation)

2. Multiplexers.  Allow users to make more efficient use of a communication channel by enabling it to carry data from several different sources simultaneously.

3. Communication Processors: Communications processors are specialized devices (often minicomputers) that are used to perform special functions for the system. 
a.  Front-End Processor . A front –end processor handles       communication management for the main computer stores  data in a buffer or temporary storage.

b. Concentrators. The concentrator collects and temporarily stores                                 data in a buffer, or temporary storage area. 

c. Communications Controller.  Communications controller supervise communications traffic between the CPU and peripheral devices.

3.8.4 TELECOMMUNICATIONS NETWORKS

1. Telecommunications Networks Defined. Computers and other communications equipment connected by a communication channel in such a way that data, programs, and peripheral devices like printers can be shared or communicated. 
2. Two Primary Types  of networks 
a. Local networks.  Used for communications over short distances (i.e., within several floors of a building or even a Group of building located close to one anther).

b. Wide Area Networks (WANs) The transmission of data over long distance (spanning several or more miles). It requires extensive communications hardware and software.

3.8.5 LOCAL AREA NETWORK (LAN) 

A LAN is combination of hardware, software, and communications channels that connect two or more computers within a limited area.

A. Advantages  
i. Expensive hardware devices such as laser or color printers or large hard drivers can be shared, lowering costs and enabling the resource to be used more efficiently. 
ii. Provides users with access to shared programs and data files, improving work flow, Productivity and communication within an organization. 
iii. A LAN workstation provides users with more flexibility and functionality than a fixed-function terminal connected to a host computer. 
B. Disadvantages 

i. Very complicated, usually requires specially trained personnel to manage, run and use the network. 

ii. Tends to be less reliable and more exposed, from the standpoint of data security, than computer running in stand-alone mode. 

iii. Lack the speed and memory capacity needed to tackle very large on line transaction processing  applications.  
3. Components of a Typical LAN 

i. Desktop microcomputers (two or more), each equipped with a network interface card that enables the microcomputers to send and receive messages through the LAN.

ii. Cabling system connecting the components 

iii. File Server as a high-speed /high capacity microcomputer or workstation (help manage the network, processes communications, and allows users to share data, programs and peripheral devices).

iv. Network operating system software; manage all activity on the network. 

v. Hub or repeater

vi. Shared peripheral devices (such as printers).

4. Types of LAN networks 
         i. Peer-to-Peer 
Peer-to-peer network allow users to share resources and files located on their computers and to access shared resources found on other computers. Small offices with 2-15 workstations can benefit from this type of network. 
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ii.  Client/Server
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Another method is client/server networking, this system employs dedicated PC's or file server’s, which hold a companies information databases in one location. All users on the network can access files from the servers, and save files to the servers. This keeps all critical data in one place, and gives each user a dedicated link to that information. Keeping all of a company's data on one machine also has the added advantage making it easier to backup.
5. LAN Topology 

It is defined as the physical layout, or shape, of a network (formed when hardware devices are connected together. 

Types of LAN topology

A. Star Topology. 

i. Description 

· Usage.  Appropriate when information processing requirements combine large, central database need and application processed locally. Origin was in the early day of computing when most companies’ processing needs were met by a large computer hooked to dumb terminals.

· Defined.  Each device is connected to a central unit.  Communication between on device and another must go through the central unit. 

· Example.  Ideal for organizations branch offices need to communicate with headquarters. 

· Advantages. Keeps close control over data being processed on the net work.

· Disadvantages. If the host computer stops, the entire network will halt.  
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B. Bus  Topology

i. Description

· Usage.  Most common type of LAN topology.

· Defined, each device is connected to a single, common communications channel.

· Bus networks may be organized along peer-to-peer lines or may use a client /server architecture.

· The computer “broadcast” through the communications channel in both directions to the entire network.

ii. Disadvantages

· .The communications channel can handle only one message at a time.

· When two computers transit at the same time, a “collision” occurs and the messages must be present. Bus network slow down when this happens.

· Transmission speeds of 10 megabits per second.
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C. Ring Topology.

i. Description                                       

· Defined. Each terminal is connected to two others via a communications channel, forming a closed loop (circle or ring).

· Each computer in the network can communicate directly with any other computer through the ring.

· Ring networks avoid the data collisions that can slow bus networks by creating an electronic signal called a “token” that circulates around the network and must be attached to messages being sent to other devices.

· When a computer on the network is ready to send a message to another, it checks the token as it passes by to see if it is free. If it is, it captures it, attaches its message to the token, and then transmits the data.

· When the data are received, the receiving device releases the token back to the network.

· Standard for the LAN that uses file servers.

· If a connection between any of the devices fails, the network shuts down.

ii. Disadvantages

· Is sensitive to a signal link failure.

· Transmission speeds of 16 megabits per second..

[image: image5.png]Ring Topology

TN

hitp:/www.computerhope.com




3.9 Database Management Systems (DBMS) 

3.9.1 File Management vs. database Systems
Before we discuss database, it will be appropriate to have some ideas about file oriented systems. Early business computer systems were used primarily for accounting functions: accounts receivable, accounts payable, payroll, and so on. These functions had to be carried out for a business to operate. Consequently, the cost of computer systems that could perform these functions was easy to justify. The manual effort required for payroll or accounts receivable, for example, was so great that an automated system that could replace the manual system would pay for itself in a short time.  

Because these systems performed normal record keeping functions, they were called data processing systems. Not surprisingly, the programmers and analysts who designed them followed their natural inclination to mimic the existing manual procedures in their programming. Thus, the computer files corresponded to paper files, and the records in the computer files contained information that an individual file folder in a manual system might contain.

A database is a collection of data and information describing items of interest. Traditionally, the components of the database have included text and numbers – hence the database. Increasingly, however, people and organizations are broadening their view of databases to include image, graphic, and voice information. On the other hand, a database system is comprised of a database general purpose software called the database management systems (DBMS) that manipulates the database, and manipulates the database, and appropriate hardware and software and personnel. 

3.9.1.1 Limitations of Traditional File Systems 
A file system has a number of shortcomings: (1) data redundancy; (2) poor data control; (3) inadequate data manipulation capabilities and; (4) excessive programming effort. 

Data Redundancy. A major difficulty was that many applications used their own special files of data. Thus, some data items were common to several applications. In a bank, for example, the same customer name might appear in a checking account file, a saving account file, and an installment loan file.
Poor Data Control. In file systems, there was no centralized control at the data element level. It was very common for the same data element to have multiple names, depending on the file it was in. 

Inadequate data manipulation capabilities. Indexed sequential files allow application to access a particular record by a key, such as ID for table lamps, we could directly access the product’s record with the PRODUCT file. This was adequate so long as we only wanted a single record. However, if we want to get more information from different files, it would be difficult to obtain from a file system because file systems are unable to provide strong connections between data in different files. 

Excessive Programming. A new application program often required an entirely mew set of file definitions. Even though an existing file may contain some of the data needed, the application often required  a number of other data items. As a result, the programmer had to recode definitions of needed data items from the existing file as well as definitions of all new data items. Thus, in-file oriented systems, there was a heavy interdependence between programs and data. 

3.9.2 Database systems 
Database concepts: Whereas a file is a collection of related records, a database is a collection of related files. To understand why database software was developed requires an understanding of the limitations of the management software. 


A database management system or DBMS is a collection of software programs that 

1. Stores data in a uniform way.

2. Organizes the data into records in a uniform way.

3. Allows access to the data in a uniform way.

In a database management system, application programs do not obtain the data they need directly from the storage media. They must first request the data from the DBMS. The DBMS then retrieves the data from the storage media and provides them to the application programs. Thus, a database system operates between application programs and the data. 
Components of Database Management Systems 
Database management system software is usually developed by commercial vendors and purchased by your organization. The components of a particular DBMS will vary somewhat from one vendor to another. Some of the components are described below: 
Managing data means taking deliberate actions guided by specific objectives. You might think of these as both problem solving and problem avoiding tasks. 


Figure 2. Relationship of applications programs, a database management system and a   

               database 

Data Dictionary/Directory: A data dictionary /directory contains the names and descriptions of every data element in the database. It also contains a description how data elements relate to one another. Through the uses of its data dictionary, a DBMS stores data in a consistent manner, reducing redundancy. For example, the data dictionary ensures that the data element representing the number of an inventory item (named STOCKNUM) will be of uniform length and have other uniform characteristics regardless of the application program that uses it. The data dictionary also enforces consistency among users and applications developers. For example, the data dictionary prevents users or applications developers from adding data elements that have the same name but different characteristics to the database. Thus, a developer would be prevented from creating a inventory record and calling the data element for stock number INVNUM. Application developers use the data dictionary to create the records they need for the programs they are developing. The data dictionary checks records that are being developed against the records that already exist in the database and prevents inconsistencies in data element names and characteristics from occurring. 


Because of the data dictionary, an application program does not have to specify the characteristics of the data it wants from the database. It merely requests the data from the DBMS. This may permit you to change the characteristics of a data element in the data dictionary without having  to change all the application programs that use the data element. 

Data Languages: To place a data element in the dictionary, special language is used to describe characteristics of the data element. This language is called the data description language or DDL.


To ensure uniformity in accessing data from the database, a DBMS will require that standardized commands be used in application programs. These commands are part of a special language used by programmers to retrieve and process data from the database. This language is called the data manipulation language or DML.  


A data manipulation language usually consists of a series of commands, such as FIND, GET, and INSERT. These commands are placed in an application program to instruct the database management systems to get the data the application program needs at the right time. 

Teleprocessing Language: A teleprocessing monitor is a communications software package that manages communication between the database and remote terminals. Teleprocessing monitors often handle order entry systems that have terminals located at remote sales locations. Teleprocessing monitors may be developed by database management systems software firms and offered as companion packages to their database products. 

Application Development System: An application development system is a set of programs designed to help programmers develop application programs that use the database. 

Security Software: A security software package provides a variety of tools to shield the database from unauthorized access. 

Archiving and Recovery Systems: Provides the database manager with tools to make copies of the database, which can be used in case original database records are damaged. Restart/recovery systems are tools used to restart the database and to recover lost data in the event of a failure. 

Report Writers: A report writer allows programmers, managers, and other users to design control reports without writing an application program in a programming language, such as COBOL. 

SQL and Other Query Languages: A query language is a set of commands for creating, updating, and accessing data from a database. Query languages allow programmers, managers and other users to ask ad hoc questions of the database interactively without the aid of programmers. One form of query language   is SQL, or Structured Query Language, SQL is a set of about 30 English-like commands that has become a standard in the database industry. Many vendors of DBMS software now provide SQL for their database software. 

Because SQL is used in many database management systems, managers who understand SQL syntax are able to use the same set of commands regardless of the database management system software they must use. Thus, learning SQL provides the manager with access to data in many database management systems. 


The basic form of an SQL command is SELECT ---- FROM ---- WHERE ---. After SELECT you list the fields you want. After FROM you list the name of file or group of records that contains those fields. After WHERE you list any conditions for the search of the records.        
3.9.2.1 ADVANTAGES OF DATABASE MANAGEMENT SYSTEMS 

Companies find a number of advantages in using a database management system instead of a series of separate files controlled by file management software.

Data Sharing: The data from the entire company are at the disposal of uses who need them. Managers may analyze a much more extensive store of information than is available in the typical file management, or single record type, environment. 

Reduced Data Redundancy: A database minimizes duplication of data from file to file. Thus, a student’s name and address might appear only one record in a university rather than in the files of many departments.

Improved Data Integrity: Because data redundancy is minimized, data inconsistency and the threat to data integrity are substantially reduced. Data inconsistency naturally leads to conflict reports. Thus, in a file management system, a report derived from the student enrollment file may contain information that conflicts with reports generated from the university placement file. 

Data Independence: A database system keeps descriptions of data separate from the applications that use the data. Thus, changes in the data definitions can occur without necessarily requiring changes in every application program that uses those data. The result could be a substantial reduction in program maintenance costs --- the costs to upgrade application programs in response to changes in the file structure.  

Increased Application Programmer and User Productivity: Most database management systems offer application program development tools that help application programmer write program code. These tools can be very powerful and they usually improve an application programmer’s productivity substantially. 

Users also increase their productivity when query languages and report generation allow them to product reports from the database with little technical knowledge and without any help from data processing, thus avoiding the long time periods that management information systems departments typically require to develop new applications. The result is greater use of the corporate database for ad hoc queries and managerial decision making. 


Users also increase their productivity when they use microcomputer software designed to work with the mainframe database. This allows them to acquire and manipulate data with ease without requiring the assistance of programmers.


When users can obtain many of their reports and data without intervention by systems analysts or applications programmer, demand on the services of these professionals for routine application programmers, demand on the services of these professionals for routine application requests decrease. Systems analysts and application programmers are thus freed to focus their attention on applications that require their talents, which increases their productivity to the organization. 

Improved Data Administration and Control: Placing responsibility for the database in the hands of one person or department provides a number of advantages. It permits better enforcement of standards for defining data elements and data relationships. In this way, the discipline of the data dictionary becomes easier to enforce and control. Access to data, the privacy of data, and updates and deletions of data are also easier to control. In addition, a department devoted to the supervision of data is more likely to archive the database and take other security measures than a department preoccupied with its own problems. 

Increased Emphasis on Data as a Resource: Establishing database administration and deploying a database management system emphasize throughout an organization the importance of information to the management function. The DBA acts as an advocate for the concept of information as a corporate resource. The result is likely to be greater corporate attention to information systems as an aid to managerial decision making and long-range planning suing the database as the basic information resource. 
3.9.2.2 Features of DBMS
Backup and replication: Copies of attributes need to be made regularly in case primary disks or other equipment fails. A periodic copy of attributes may also be created for a distant organization that cannot readily access the original. DBMS usually provide utilities to facilitate the process of extracting and disseminating attribute sets.

When data is replicated between database servers, so that the information remains consistent throughout the database system and users cannot tell or even know which server in the DBMS they are using, the system is said to exhibit replication transparency.

Rule enforcement: Often one wants to apply rules to attributes so that the attributes are clean and reliable. For example, we may have a rule that says each car can have only one engine associated with it (identified by Engine Number). If somebody tries to associate a second engine with a given car, we want the DBMS to deny such a request and display an error message. However, with changes in the model specification such as, in this example, hybrid gas-electric cars, rules may need to change. Ideally such rules should be able to be added and removed as needed without significant data layout redesign.

Security: Often it is desirable to limit who can see or change which attributes or groups of attributes. This may be managed directly by individual, or by the assignment of individuals and privileges to groups, or (in the most elaborate models) through the assignment of individuals and groups to roles which are then granted entitlements.

Computation: There are common computations requested on attributes such as counting, summing, averaging, sorting, grouping, cross-referencing, etc. Rather than have each computer application implement these from scratch, they can rely on the DBMS to supply such calculations.

Change and access logging: Often one wants to know who accessed what attributes, what was changed, and when it was changed. Logging services allow this by keeping a record of access occurrences and changes. 
Automated optimization: If there are frequently occurring usage patterns or requests, some DBMS can adjust themselves to improve the speed of those interactions. In some cases the DBMS will merely provide tools to monitor performance, allowing a human expert to make the necessary adjustments after reviewing the statistics collected.....

Meta-data repository: Metadata (also spelled meta-data) is information about information. For example, a listing that describes what attributes are allowed to be in data sets is called "meta-information". 
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A binary digit: 0 or 1.





Byte or character 





A collection of bits representing a character 
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A collection of characters describing one attribute an entity  





Record





A collection of related data elements describing an entity 





File





A collection of records about similar entities 





Database





A collection of related files 





Figure 1. Building blocks of a computer based electronic database.











Database Management Systems 





Database 





Application program 





Application program 





Application Program 








39

