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Chapter one

Characteristic Equation



1.1. Figen values and Figen
vectors

Definition1.1.1: Let A be an n X n matrix. A Number A is called an Eigen

value of A if there exists a non zero vector v € F™ such that Av = Av.

IThe vector v is then called an eigenvector of A corresponding to the Eigen

value A.

JExample: Let A = [i g] Then taking A = 5and v = E],

by shimelis Ayele 2
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dwe have Av = Lll g] E] = [150] =5 E] = Av s0 5 Is an eigenvalue

of A and E] IS an eigenvector of A corresponding to the eigenvalue

5

dDefinition1.1.2: Let A be an n X n matrix. The set of all eigenvalues
of A iIs called the spectrum of A.

dTheorem 1.1.1: Let A be an n X n matrix. A Number A Is an Eigen
value of A if and only if det(A — AI) = 0, where I denotes then X n
Identity matrix.



Properties of Eigen Values

I.  The sum of the eigen values of a matrix is the sum of the elements of
the principal diagonal.

Il. The product of the eigen values of a matrix A is equal to Its
determinant.

ii. If A is an eigen value of a matrix A, then 1/, is the eigen value of A
1

iv. If A isan eigen value of an orthogonal matrix, then 1/,is also its
eigen value.

v. The eigen values of a triangular matrix are precisely the entries of
diagonal entries.



cont...

vi. If A4,4,,..., A,, are the eigenvalues of A, then

a. kA, kA,,..., kA, are the eigenvalues of the matrix kA, where k Is a
non — zero scalar.

1 1
A7 T A

are the eigenvalues of the inverse matrix A~1.

c. A7, A,P... 1, are the eigenvalues of A”, where p is any positive
Integer.



1.2 Characteristic polynomial

 Definition 1.2.1:Polynomial of degree n In x Is an expression of the form

apx™ + ap_1x" 1+ -+ ayx + ag, where ag,a; ...a, EF and a, # 0
,N IS non negative integer.

« We can write p(x) = a,x™" + a,,_;x"" 1 + -+ a;x + a,, if we replace x
every where by a given number A and we obtain p(1) = a,, A" +
an_lln_l + *e° + a1/1 + ao

 Definition 1.2.2: Let p(x) be a polynomial in x. Anumber A is called a
root of p(x) if p(1) = 0.
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» Definition 1.2.3: Let A = (a;;) be an n x n matrix. Then the
polynomial

a1 — A A9 A1n
— a
det(A — Al) = det a:21 a2z = 4 L lis called the
An1 An2 o Qpp — A

characteristic polynomial of A.

 Denoted as C,(x), the leading coefficient is (—1)" and the constant
term Is detA.
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* The equation det(A — AI) = 0 or equivalently det(Al — A) =0 s
called characteristic equation of A.

 Definition 1.2.4: If an eigenvalue A occur k times as a root of the
characteristic polynomial C,(x), then k is called the multiplicity of the
eigenvalue .

3 -1 -1

 Example 1. LetA=]-12 0 5 | then,

4 =2 —1.
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I.  Find characteristic polynomial and characteristic equation of A.
Il. Elgenvalues and eigenvectors of A.

iii. Eigen values of 471

iv. Eigen values of A1°

v. Elgen values of 10A.

Solution:

Characteristic polynomial Is

3 -1 -1 1 0 O
det(A—Al) = —-12 0 5{—4]0 1 0
4 =2 -1 0 0 1.
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3—-1 -1 —1
=1 —-12 -4 5
4 -2 —=1-A

= (é —D[(AZ + 1) + 10] + 1[(121 + 12) — 20] — 1(24 + 42)

characteristic polynomial is —A3% + 21% + A — 2 and characteristic
equation of Ais =13 +21°4+21—-2=0

Il. To find Eigenvalues of A we have to find root of

A +224+21-2=0
= -U+1)1-1)1-2)=0

A=-1lorA=1o0r A=2



Cont.

150 the eigenvalues are -1,1 and 2 .
To find eigenvector corresponding to eigenvalues
Jdwrite Av = Av

= (A — A)v = 0 that is

3—-1 -1 —1 7[*1] [0
= | =12 -4 5 X21 =10
. 4 —2 —1-—-Al1x31 10,
Then we can solve for x;, x, and x5 by appropriate method.
Let A= -1 ,then we have
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4 =1 —11[*1] [O
—-12 1 5 (|*2]=10
| 4 —2 0 11x31 10
Solve by using Gaussian elimination .

Since the constant matrix i1s zero matrix, reduce the coefficient matrix to row
echelon form

4 =1 =11 R4 1 17,1, 4 -1 —1]
R3—R1 3 /ZRZ

-12 1 5| ——= [0 -2 2 (o -2 2.

4 -2 0. 0 -1 1. 0 0 0.
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4 -1 —=11[*1] [O]
0 —2 2 ||*2
0 0 0 1Lx31 10.
Thus the linear system becomes
4‘x1 — xz — x3 —_ O
—2X5 + 2x3 = 0

1
= x2 —_ X3,x1 —_ EXg
d Letx; =t then x, = tand x; = 1/, t where tis arbitrary

1
-
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Xl t] Vel
Thusv = [X3 t |=t]1
X3 t 1
BRI . .
So | 1 | iseigenvector corresponding to eigenvalue A =-1
| 1
g
dSimilarly, we obtain |—11 as an eigenvector corresponding to
| 7
1

eigenvalue A=1and | —1| as an eigenvector corresponding to eigenvalue 2.
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iii. Eigen valuesof A71.1,-1 and are eigenvalues of A~ by the
property of eigenvalue.

iv. Eigen values of AV are -1, 1 and 2°
v. Eigen values of 10Aare -10,10 and 20

0 0 —2]
Example 2: LetA=|1 2 1
1 0 3.
Solution:

* The characteristic equation of matrix A is 1>—51% + 81 — 4 = 0, or,
in factored form (1 — 1)1 —=2)? =0
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- Thus the eigenvalues of A are A = 1and A, ; = 2, so there

are two eigenvalues of A.
Xy

v = | X2 ,1s an eigenvector of 4 corresponding to A if and

x3

only V is a nontrivial solution of (A — Av =10

that 1s, of the form

—A 0 =27[%] [0
1 2-2 1 ||*2]|=|0
1 0 3-Alxl lo
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—1 0 -=27[*1] [O]
e IfA=1,then | 1 1 1 ||X2(=]0
1 0 2 1L1x31 10
dSolving this system using Gaussian elimination yields x; =
— 25,x5, = 5,x3 = s (verify)
Thus the eigenvectors corresponding to A = 1are the nonzero vectors
of the form

—25] —2] —2
s |=s| 1 |sothat| 1 [Iisthe Eigen vector corresponding to
S 1. L 1.

eigenvalue 1
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—2 0 =271r*1] 0]
elf A=2thenitbecomes| 1 0 1 |[|X2 0
1 0 1 1L0Xs] (.

* Solving this system using Gaussian elimination yields

xXq = —S,x, =t,xg = s(verify)

 Thus, the eigenvectors of A corresponding to A = 2 are the nonzero
vectors of the form

Thus, the eigenvectors of A corresponding to A = 2are the nonzero

vectors of the form
(X1 —S —1] 07
X2 =[t]=s Ol+t¢t]1
S

L1 0.
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1 o
Since| 0 | and|1]| are linearly independent, these vectors form a basis for

the Eige% Space Cg'rresponding tod = 2.
So the Eigen vectors of A corresponding Eigen values 1and 2 are

—21 [—1 0
11,1 0 land|1

11 L1 (.

Exercise 1:

1. Find eigenvalues and eigenvectors of

A=

SO oo R
CoOOoR R
O ONRF N
O W RN W
N




. O T ®
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3 =2 2]
Let A=|4 —4 6]|,then find
2 —3 5.

Find characteristic polynomial and characteristic equation of A.
Eigenvalues and eigenvectors of A.
Eigen values of A1

Eigen values of 4!

30 =20 207
Eigen values of |40 —40 60].
20 —30 50.




1.3.Similarity of matrix

Definition1.3.1: If A and B are n xn matrices, then A'is similar to B if
there is an invertible matrix P such that P-AP = B, or, equivalently

A= PBP1
dChanging A into B is called a similarity transformation.

dTheorem 1.3.1: If nxn matrices A and B are similar, then they have
the same characteristic polynomial and hence the same eigenvalues
(with the same multiplicities).

dProof:
dSuppose A and B are similar matrices of order n.
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The characteristic polynomial of B Is given by
det(B — Al)

= det(P~'AP — Al)
= det(p~"(A — ADp)
= det(p~1)det(A — Al det(p )
= det(p~1p) det(A — A
= det(A — Al)

dDefinition 1.3.2: The set of distinct eigenvalues, denoted by o(A) , IS
called the spectrum of A.

dDefinition 1.3.3:For square matrices A , the number p(A) =
max|A|, A€ o(A)is called the spectral radius of A.



1.4. Diagonalization

* Definition1.4.1: A square matrix A is called diagonalizable if there
exist an invertible matrix P such that P~ AP is a diagonal matrix; the
matrix P iIs said to diagonalize A.

AJTHEOREM 14.1:1fP; , P,, ..., P, are Eigen vectors of A
corresponding to distinct eigenvalues

A, Ay, LA then {P; |, Py, ..., Py }is alinearly independent set.
* Proof

dLet,P; ,P,, ..., P, beeigenvectors of A corresponding to distinct
eigenvalues A, 4, ,...,A; .



Cont.

* We shall assume that, P; , P,, ..., P, are linearly dependent and
obtain a contradiction. We can then conclude that, P; , P, ..., Py
are linearly independent.

* Since an eigenvector is nonzero by definition, {p4} is linearly
Independent. Let r be the largest integer such that P, , P,, ..., P.
IS linearly independent. Since we are assuming that P; , P,, ...,
Py Is linearly dependent, rsatisfies1 <r <Kk.

dMore over, by definition of r, P; , P,, ..., P..q IS linearly
dependent.
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Thus there are scalars ¢, , c,, ..., c.+1 , Not all zero, such that

Picg + oot o, PyqCrir = 0 (4)
Multiplying both sides of 4 by A and using

AP =Apq, AP, = AP, oo APy = Apy g Py

dwe obtain c;Ayp; + c,A,p, + o+ Crp1Ary1Prr1 =0 ... (B)

dMultiplying both sides of 4 by A, and subtracting the resulting
equation from 5 yields

ey (M2 1)Pr A —Arp)p2 + o F (A — Ay ))Pr =0
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 Since {P, , P,, ..., P.} is alinearly independent set, this equation
Imp|IeS that Cl (}\.1 _}\'I'+1) + Cz (}\2 _}\I'+1) + + Cr(}\.r - }\I'+1) —_
Oand since , A{, A, , ..., A, are distinct by hypothesis, it follows that

°*Cci =C=...=¢=0 (6)
Substituting these values in 4 yields
*PryiCny1 =0 (7)

Since the eigenvector P, IS nonzero, it follows that c.,; =0

Equations 6 and 7 contradict the fact that c¢; , c,, ..., c.4; are not all
zero; this completes the proof
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dTheorem 1.4.2: If A'is an n X n matrix, then the following are
equivalent.

v'a. A is diagonalizable.

v'b. A has n linearly independent eigenvectors.

 Proof

da = b Since A is assumed diagonalizable, there is an invertible matrix

P11 P12 T Pin]
P21 P22 - P2n
Pn1 DPn2 * Pnnl

such that P~ AP is diagonal, say P"1AP =D |
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_/11 O *e O |
where D = O /1:2 O
0 0 - Ayl
Qlt follows from the formula P~1AP = D that AP = PD :thatis,
P11 P12z 7 P4y O e O
QAp = P2 P2z Pen 1040

Pn1 Pn2 “ PnandLO 0 An-



Aip11 A2
AMb21 Aap2z

APn1 A2Pn2

JIf we denote the column vectors of P, by P;,P,, .

Cont.

AnPin
Anbon

ATL pnn-

the successive columns of PD are A, P; , A,P,,

, APy = APy

.., P, then from 1,

LA P,
dThe successive columns of AP are AP, , AP,, ..., AP, .
dThus we must have

APl — Alpl’APZ — AZPZ
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* Since P is invertible, its column vectors are all nonzero; thus, it
follows from 2 that 1,4, , ...,A,, are eigenvalues of A, and P, , P,,
..., P, are corresponding eigenvectors.

Since P is invertible, P;, P, ,...,P, are linearly independent.
 Thus A has n linearly independent eigenvectors.

b = a Assume that A has n linearly independent eigenvectors P; , P,,
..., P, with corresponding eigenvalues , 1;, 4, , ..., 1,



(D11
. Letp = |P21
_pnl
ale
P, ,P,, ..., P,

P12
P22

Pn2

Cont....

P1in’

Pan

Pnn.

be the matrix whose column vectors

 The column vectors of the product AP are AP, , AP,, ..., AP,

DBUt,APl — Alpl’ APZ — /12P2 ,APn — /LnPn Why?



A1P11

AP = A1P21

A1Pn1

D11 D12
P21 P22

Pn1 Pn2

A2P12
A2 D22

A2 P2

P1in’

Pan

Pnnl L

Cont.

AnPin
A2Dan

Azpnn-

A, 0

0 A,

= PD
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* Where D is the diagonal matrix having the eigenvalues, A, 4, , ...,4,
on the main diagonal.

* Since the column vectors of P are linearly independent, P is invertible.
Thus 3 can be rewritten as P~1AP = D ; thatis, A is diagonalizable

« THEOREM 1.4.3: If an n X n matrix A has n distinct eigenvalues,A,,
A, , ..., A, then A'is diagonalizable

* Proof: IfP, , P, ..., P, are eigenvectors corresponding to the distinct
eigenvalues A, A, , ..., A,

then by Theorem , P, , P,, ..., P are linearly independent.
* Thus A Is diagonalizable by Theorem .



Procedure to diagonalize a matrix

v Find the linearly independent eigenvectors

v" Construct P from eigenvectors

v’ Construct D = P~1AP from eigenvalues

« Example 1: Finding a Matrix P that diagonalize a matrix A

0 0 —2]
A=11 2 1

1 0 3.
« Solution

» The characteristic equation of Aiis (1 — 1)(1 — 2)% = 0 and we found
the following bases for the Eigen spaces:
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—1 0] —2
A=2:p;=|0|,p,=|1]landA=1:p3=]| 1
1 10 1

 There are three basis vectors in total, so the matrix A is diagonalizable
and

P=|0 1 1 |diagonalize A.
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Verify that P~1AP =

—
—
—
p—
(N
p—
p—

« EXAMPLE 2:

 Find a matrix P that diagonalizable A =

ol N O

oo N

N O S

o N O

=<
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Solution
 The characteristic polynomial of A is

1—-4 0 0
Eldet(A—/U)z( 1 2 —A 0 )
-3 5 2—2

=A—-1)1-2)"
A Thus the eigenvalues of Aare 4, = 1and 1,3=2.
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* Verify that eigenvalues are corresponding to

1 o
Ay =1lisp; =| 1 | andcorresponding to A,3 = 2isp, =0

 Since AIs a 3 X 3 matrix and there are only two basis vectors In total,
A Is not diagonalizable by theorem.



1.5.Cayley-Hamilton Theorem

Theorem: If C,(x) Is characteristic polynomial of A, then Co(x) =0

dq1 dq- d1n
ay; az, - 4dzn - .
«LetA=|"7Y "#2 77| then characteristic polynomial of A
dpn1  dn2 dnn
a;1 — A ag d1n

Ca(x) = det(A — Al) = det
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The characteristic equation Is given by
CA(X) — Xn + an_lxn_l + an_zxn_z + + alxl + aO — O
e Ca(x) =A"+a, (A" 1 +a, , A" 2+ .- +a;A+1a; =0
e Theorem: Let A be a non singular n X n matrix, and let its
characteristic polynomial be C,(x) = A® +a,_A" 1 +a, ,A" % +
oo alAl + Iao — O,then A_l — _ai (An_l + an_lAn_Z + - 4+ Ial)
0

* Proof :

By Cayley-Hamilton theorem A® + a,,_{A" 1 +a, A" % + ... +
alAl + Iao —_ O
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*a, = (—1)"detA # 0, Since A is non singular .
S0 the above equation can be written as

1 n n—-1 n—2 1
I — _a_(A +an_1A +an_2A +"'+alA
0
1
—_ _a_ (An_l + an_lAn_z + *ee + Ial)A
0

QA" = —— (A" 42, ;A"2 + - + a;)
0
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2 -1 17
Example 1:LetA=|-1 2 -1
1 -1 2.
Verify Cayley -Hamilton theorem and compute A™!

* Solution

* The characteristic equation of Ais |[A — AI| =0
2—A -1 1
el -1 2—-—A -11=0

= —(A3 — 622+ 9\ —4) =0
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dTo verify Cayley — Hamilton theorem, we have to show that
A’ —6A* +9A —41=0

" 2

QA% = | -1
1

e A3 = A2A =

- 22
—21
| 22

—21
22
—21

21 7
—21
22 .
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» Therefore A3 — 6A% + 9A — 4]

22
v=|-21
22

« Now multiplying both s-ide

—21
22
—21

21 -
—21

22 |

4

=

— 6

O = O

O

e A —6AT+9] —4A71 =0
* 4A71 = (A% — 6A! +9])

6

O O

—5[+9
6

0 0 0
0 0 0
0 0 o

f (1) by A~ yields
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0

0

1.

0

—1(+9]0 1 O

2

—5|—6]-1

6

—5

441
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1 2 -1
« Example 2: givenA=|0 1 —1] find AdjA by using Cayley-
Hamilton theorem. > -1 1
* Solution
* The characteristic equation of a matrix Ais
1—A 2 —1 7
|[A—AIl =01.e, 0 1-4 -1 1|]1=0
3 -1 1-A

e = A13-3224+51+3=0
* by Cayley-Hamilton theorem A3 — 34% + 54 +31 =0
 Multiply both side by A \we get 42 —34+51+3471=0



_3'

6
3

3

cont
(A> — 34 +5I1)
_4_'

1

3
-2 5

—21—10

-3 2

° A_l
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* We know that, A1 = aijf
* Therefore adjA = |A|A™! = =3
0
= |1
1
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 Another application of Cayley-Hamilton theorem is to compute power
of square matrix A

« Example: Let A = ﬁ _52] and then find A73°

* Solution
» The characteristic polynomial of A is x*? — 9. Eigen values are -3,3 .
» Division algorithm applied to the polynomial x”3°, x? — 9 will give
equation of the form x73° = (x? — 9)q(x) + (ay + a;x), (1)
Where (a, + a;x) is remainder obtained by dividing x”3> by x? — 9.
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 Note that the degree of remainder is less than the degree of the
divisor x% — 9.

« By Cayley-Hamilton theorem A2 — 91 = 0 .

* Inserting A for X in equation (1), we get

e A73° =3a,+a,A (2)

* Inserting eigen values 3 and -3 for x successively in equation (1), we
get

« 3735 = 3, + 3a4
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¢+ (=3)73> =a; —3a,
e This gives a, = 0,a; = 373%.
* Then A73°> = a, + a;A

* gives
- A735 — 3735A.



1.6.Minimal polynomial

 Definition 1.6.1: The minimal polynomial of a matrix A, denoted by m, (1)
IS the unigue monic polynomial of least degree such that m,(A1) =0 .

* Theorem: a scalar A is Eigen values of a matrix A if and only if is root of
minimal polynomial.
* proof(exercise)
2 2 —=5]
« Example: find minimal polynomial my(1) of A=|3 7 -—15
1 2 -4

* Solution
* First find the characteristic polynomial of A.




Exercise 3

1 2 =1
e let A=|0 1 -—1|{,then
13 -1 1.

1. Verify Cayley-Hamilton theorem
2. Find A~ and AdjA by using Cayley-Hamilton theorem.
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p(A) = A3 +5A% —-7A+3=—-(A—-1?*(A-13).
The minimal polynomial must divide
characteristic polynomial.

Thus minimal polynomial is exactly one of the following

p) =A-3)A—D?%rg) =A-3)A-1)

1 2 —-5\/-1 2 =5 0O 0 O
g(A)=(A—-DA-3D=(3 6 -15 3 4 —-15)]=10 0 O
1 2 =5 1 2 =7 0 0 O
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Thus g(t) = (A — 1)(A — 3) = 12 — 41 + 3 is a minimal polynomial
of A

Exercise 3 : Find minimal polynomial m (A ) of

3 -2 2

i A=|4 -4 6

2 -3 5
1 0 0 O
1o 1 1 o
LB=1y 0 1 o
0 0 0 1.




