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Preface

Microeconomics grew out of two courses for doctoral candidates at the
University of Massachusetts that I have taught over the past decade, one
addressed to new developments in micro-economic theory, and the
other a seminar in institutional, behavioral, and evolutionary econom-
ics. These courses develop economic models to address real world prob-
lems using a series of mathematical problem-solving exercises. The
book is intended for readers not only interested in a synthesis of con-
temporary social science reasoning applied to problems of economic in-
stitutions and behavior but also wanting to learn the basic modeling
skills necessary to participate —as a user or a producer —in further de-
velopment of the field.

The book is intended for use in graduate-level microeconomics courses,
as well as courses in institutional and evolutionary economics and for-
mal modeling courses in sociology, anthropology, and political science.
It could also be used in advanced undergraduate courses in these sub-
jects. General readers may find the book a useful introduction to the
emerging paradigm of evolutionary social science. Little previous expo-
sure to economics is presumed. The mathematical techniques are limited
to what is generally covered in a two-semester calculus sequence.

The book originated long ago when over a period of years I taught
the advanced microeconomic theory course to doctoral candidates at
Harvard University. While the content of the course reflected the then-
unquestioned neoclassical model, seeds of doubt were nurtured in long
discussions with my co-teachers, Wassily Leontief, Tibor Scitovsky, and
David Kendrick, as well as from reflection on our students’ often puz-
zled reactions to the material. The difference between the text published
based on that course (Bowles, Kendrick, and Dixon 1980) and this book
measures the distance traveled by economic theory in the intervening
decades.

But the two books share a common emphasis on the importance of
acquiring basic modeling skills through exposure to intellectually chal-
lenging yet mathematically tractable problem-solving exercises. The ex-
tensive problem sets at the end of this book offer practice in developing
these skills as well as examples of applications of the theory to impor-
tant real world problems. In the body of the text I have italicized fre-
quently used terms where they are first introduced (and defined) in the
text (the definitions can be located by consulting the index). To reduce
footnote clutter, I have gathered extensive suggestions for readings on
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related subjects at the end of the book. The epigraphs that open each
chapter serve to remind you that the problems addressed in these pages
have been around for a while and probably will not be fully resolved
anytime soon, and that they extend far beyond economics. (If you sus-
pect the authors of the epigraphs are among those with whom I conduct
imaginary conversations, you would not be far wrong, though T would
not want to invite them all to dinner on the same evening!)

I draw on recent developments in evolutionary economics, game the-
ory, the theory of economic institutions, behavioral and experimental
economics, and other contributions to microeconomics. While the tools
of analysis are from economics (with some borrowing from biology),
the subject matter is nondisciplinary, augmenting the usual economic
subject matter with concerns of culture, power, asymmetric social rela-
tionships, social networks, and norms. I also make considerable refer-
ence to empirical studies, beginning each chapter with an empirical puz-
zle that an adequate theory should be able to address. I do this both
because economic theory benefits from the challenge of illuminating real
world problems, and to ground the assumptions of the models in what
is known about actual human behaviors and institutions.

While the exercise of power in the economy plays an important role
in the models I develop, the need to limit the length of the book has
precluded more than passing attention to governments and other cen-
tralized allocation processes, and political decision making.

Many of the ideas presented here were developed jointly with Herbert
Gintis (especially those in chapters 8, 9, 10, and 14). His text in game
theory (Gintis 2000) constitutes a valuable complement to this book. Im-
portant contributions to these pages have also come from my graduate
students at the University of Massachusetts, whose suggestions and crit-
icisms account for many improvements in the text. Some of the material
in chapters 11, 12, and 13 draws on my collaboration with Jung-Kyoo
Choi, Astrid Hopfensitz, and Yong-Jin Park. I have also benefitted from
the comments of the doctoral candidates I have taught at the University
of Siena. My teaching assistants over the years —especially Katie Baird,
Jung-Kyoo Choi, Minsik Choi, Alper Duman, Christina Fong, James
Heintz, Mehrene Larudee, Edward McPhail, Yong-Jin Park, Dori Posel,
and Eric Verhoogen —are also responsible for numerous improvements.

Comments on the entire manuscript by Kaushik Basu, Greg Dow,
Karla Hoff, Suresh Naidu, Ugo Pagano, Peter Skott, and Michael
Wallerstein have made the book much better. I am especially grateful to
Jung-Kyoo Choi and Elisabeth Wood who read multiple versions of the
manuscript, correcting many errors and suggesting important improve-
ments. I have also benefitted from the contributions of Robert Boyd,
Steven Burks, Jeffrey Carpenter, Henry Farber, Ernst Fehr, Duncan
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Foley, Gerald Friedman, Herbert Gintis, Carol Heim, Jack Hirshleifer,
James Jaspers, Arjun Jayadev, Donald Katzner, Richard Lewontin,
Mehrene Larudee, Paul Malherbe, John Miller, Karl Ove Moene,
Melissa Osborne, Peter Richerson, Ariel Rubinstein, Cosma Shalizi,
D. Eric Smith, Eric Alden Smith, Kenneth Sokoloff, Jorgen Weibull,
Peyton Young, and Junfu Zhang.

I would also like to thank the MacArthur Foundation for financial
support as well as the University of Siena (and especially the Certosa di
Pontignano), the Santa Fe Institute, and the University of Massachusetts
for providing ideal research environments. I am indebted to my very
competent research assistants Bridget Longridge and (especially) Bae
Smith, to Margaret Alexander and Timothy Taylor of the Santa Fe Insti-
tute Library, and to Lolly Brown, Marcus Daniels, Kevin Drennan,
Brent Jones, Seth McMillan, and Carolyn Resnicke of the Santa Fe In-
stitute. Finally I want to thank Peter Dougherty, Tim Sullivan, and
Brigitte Pelner of Princeton University Press for bringing this work to
fruition.

Additional materials related to this book can be found at http:/
www.santafe.edu/~bowles/.

I dedicate this book to my dear friend Herbert Gintis and to my be-
loved wife Elisabeth Wood. Collaborating with Herb over three decades
has enriched my thinking on every aspect of microeconomics. He is a
virtual co-author. Libby’s unwavering enthusiasm for the project and
her trenchant criticisms of its content are reflected in every page.

Santa Fe, New Mexico
August 2003
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PROLOGUE

Economics and the Wealth of Nations and People

[Economics is the study of] human behavior as a relationship between
given ends and scarce means.

—Lionel Robbins, An Essay on the Nature and

Significance of Economics (1935)

An economic transaction is a solved political problem. . . . Economics
has gained the title Queen of the Social Sciences by choosing solved
political problems as its domain.
— Abba Lerner, “The Economics and Politics of
Consumer Sovereignty” (1972)

To 1TS FOUNDERS, the subject of political economy was the wealth of
nations and people.

In the fourteenth century, Ibn Battuta, one of the leading geographers
and explorers of his age, traveled widely in Asia, Africa, the Middle
East, Russia, and Spain. In 1347, he visited the land we now call Ban-
gladesh. “This is a country . .. abounding in rice,” he wrote. He de-
scribed traveling along its waterways, passing “between villages and or-
chards, just as if we were going through a bazaar.”! Six centuries later, a
third of the people of Bangladesh are undernourished and the country is
among the world’s poorest.

At the time of Ibn Battuta’s visit to Bangladesh, Europe was reeling
under the impact of the bubonic plague, which took the lives of a quar-
ter or more in many cities. Manual workers in London, probably
among the better off anywhere on the continent, consumed fewer than
2000 calories per day.? The shortage of labor following the plague
somewhat boosted real wages through the middle of the next century,
but over the next four centuries, real wages of laborers did not rise in

The first epigraph comes from Robbins (1935:16), the second from Lerner (1972: 259).

! His account is published in Ibn Battuta (1929:267, 271). A second source (Yule
1886:457) quotes him as observing, “I have seen no region of the earth in which provi-
sions are so plentiful,” but this may be a mistranslation due to Yule or to the French
source on which he relied.

2 This account follows Allen (2001). The wage series below can be found at http:/
www.econ.ox.ac.uk/members/robert.allen/wagesprices.htm.
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any European city for which records exist; in most, wages fell by sub-
stantial amounts —in Northern Italy to half their earlier level. Over the
past two centuries, however, real wages rose dramatically, first in En-
gland, where they increased ten-fold, and somewhat later but by even
greater amounts in other European cities.

What accounts for these dramatic reversals of fortune? The most
plausible answer, very briefly, runs as follows. The emergence and diffu-
sion of a novel set of institutions that came to be called capitalism
brought about a vast expansion in the productivity of human labor.
This led to higher wages when workers’ bargaining power was eventu-
ally augmented by the expansion of workers’ political rights and by the
drying up of the pool of new recruits from agriculture, household pro-
duction, and other parts of the economy that were not organized ac-
cording to these new institutions. This happened in Europe and not in
Bangladesh.

What did happen in Bangladesh, as in much of the Mughal Empire
and what became British India, was a growing entrenchment of the
power and property rights of powerful landlords. Their influence was
already substantial before the British, but during the Bengal Presidency
it was greatly strengthened by the Permanent Settlement of 1793. This
act of the colonial rulers conferred de facto governmental powers on the
landlords by giving them the right to collect taxes (and to keep a sub-
stantial fraction for themselves). The fact that British taxation and land
tenure policy was not uniform throughout the Raj provides a natural
experiment to test the importance of these institutions for subsequent
patterns of backwardness or development. Banerjee and Iyer (2002)
compared the post-Independence economic performance and social in-
dicators of districts of modern-day India in which landlords had been
empowered by the colonial land tenure and taxation systems with other
districts in which the landlords had been bypassed in favor of the village
community or direct taxation of the individual cultivator. They found
that the landlord-controlled districts had significantly lower rates of ag-
ricultural productivity growth stemming from lower rates of investment
and lesser use of modern inputs. The landlord-controlled districts also
lagged significantly in educational and health improvements.’ These
findings suggest a remarkable persistence of the effects of an institu-
tional innovation that occurred a century or more earlier.

* The details of the causal connection between landlord control and these subsequent
results remain to be explored. Because colonial practices changed over time in response to
exogenous events (such as the revolt by Indian soldiers in 1857) and over space in re-
sponse to the idiosyncracies of local administrators, Banerjee and Iyer were able to iden-
tify independent sources of variation in the land tenure and taxation policies not due to
pre-existing conditions.
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The effects of institutions on economic performance is further af-
firmed by a dramatic turn in land tenure in the Indian state of West
Bengal.* Following its election in 1977, the Left Front government of
the state implemented a reform under which sharecroppers who regis-
tered with the Department of Land Revenue were guaranteed perma-
nent and inheritable tenure in the plots they cultivated as long as they
paid the landlord a quarter of the crop. Prior to the reform, the modal
landlord’s crop share had been one half, and landlord’s had routinely
used the threat of eviction to enhance their bargaining power with the
sharecroppers. The cultivators’ increased crop-share significantly in-
creased the incentives to work the land productively. The security of
tenure had two possibly offsetting effects: it enhanced the cultivators’
incentive to invest in the land, while restricting the ability of the land-
lord to elicit high levels of output by threat of eviction. A further indi-
rect effect may have also been at work. The increased economic security
of the sharecroppers led to their more active participation in local poli-
tics; partly as a result, the local councils—the panchayats—became
more effective advocates of the interests of the less well-off in the acqui-
sition of agricultural inputs, credit, and schooling.

The effects of the reform have been estimated from a comparison of
agricultural productivity between West Bengal and neighboring Ban-
gladesh (a similar region in which no such reforms were implemented)
and by exploiting the fact that the implementation of the reform (mea-
sured by the fraction of sharecroppers registering for its benefits) varied
considerably within West Bengal. The resulting estimates are imprecise,
and it remains difficult to determine which causal mechanisms were at
work, but the effects of the reform appear to have been very substantial:
rice yields per hectare on sharecropped land were increased by about
fifty percent. Having lagged behind most Indian states prior to the re-
form, agricultural productivity growth in West Bengal has been among
the most rapid since the reform.

The enduring importance of institutions is likewise suggested by the
work of Sokoloff and Engerman (2000) concerning an analogous New
World reversal of fortune. They estimate that in 1700 Mexico’s per cap-
ita income was about that of the British colonies that were to become
the United States, while Cuba and Barbados were at least half again
richer. At the close of the eighteenth century Cuba had slightly higher
per capita incomes than the United States, and Haiti was probably the
richest society in the world. At the opening of the twenty-first century,
however, the per capita income of Mexico was less than a third of the
United States’, and Haiti’s was lower yet. In a series of papers, Sokoloff

* This account is based on Banerjee, Gertler, and Ghatak (2002) and Bardhan (1984).
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and Engerman provide the following explanation.’ In the parts of the
New World in which sugar and other plantation crops could be grown
(Cuba and Haiti) or in which minerals and indigenous labor were abun-
dant (Mexico), economic elites relied on bonded labor or slaves, and
consolidated their power and material privileges by means of highly
exclusive institutions. These restricted access by the less well-off to
schooling, public lands, patent protection, entrepreneurial opportun-
ities, and political participation. As a result, over the ensuing centuries,
even after the demise of slavery and other forms of coerced labor, op-
portunities for saving, innovation, and investment were monopolized
by the well-to-do. Literacy remained low, and land holding highly con-
centrated. As the source of wealth shifted from natural resource extrac-
tion of manufacturing and services, these highly unequal economies
stagnated while the far more inclusive economies of the United States
and Canada grew rapidly. The ways their less exclusive institutions con-
tributed to the success of these North American economies remains
somewhat unclear, but a plausible hypothesis is that broader access to
land, entrepreneurial opportunities, and human capital stimulated
growth.

The source of the institutional divergence among the colonies of the
New World appears to be their initial factor endowments, more than
the distinct cultures or colonial policies of the European states that con-
quered them. British Belize and Guyana went the way of Spanish Hon-
duras and Colombia; Barbados and Jamaica went the way of Cuba and
Haiti. The Puritans who settled Providence Island off the coast of Nica-
ragua forsook their political ideals and became slave owners. Slaves on
the island outnumbered the Puritans when it was overrun by the Span-
ish in 1641. According to its leading historian, “[T]he puritan settle-
ment . .. with its economy fueled by privateering and slavery looked
much like any other West Indian colony” (Kupperman 1993, p. 2). At
the time of its demise, Providence Island was attracting migrants from
the more famous Puritan colony far to the north; two boatloads of hap-
less Pilgrims arrived from Massachusetts just after the Spanish takeover.

A final example is provided by the precipitous collapse of Communist
Party rule in the Soviet Union and its Eastern European allies around
1990 and the transition of the new states to market-based economies.
Figure P.1, presenting the levels of gross domestic product (GDP) per
capita relative to the year 1990 for fourteen of these nations, reveals
dramatic differences in their trajectories. After a decade of transition,

5 See also Engerman, Sokoloff, and Mariscal (2002) and Acemoglu, Johnson, and Rob-
inson (2002).
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Poland’s per capita income stood at 40 percent above the initial level,
while Russia’s had declined by a third and Moldavia’s had fallen to less
than 40 percent of the initial level. Over the same period China’s per
capita income more than doubled (not shown). Among these fourteen
economies, only Poland out-performed the (unweighted) average of the
OECD economies.

While the success of China’s gradual reforms has been the subject of
extensive study, the differences among the countries undertaking a rapid
transition are poorly understood. A possible explanation is that, start-
ing from quite similar institutions, small differences in the content or
timing of reform packages or chance events resulted in large and cu-
mulative differences in performance, because some countries (e.g., Hun-
gary and Poland) were able to capture the synergistic effects of institu-
tional complementarities while others were not (Hoff and Stiglitz 2002).
Other explanations stress the substantial institutional differences among
the countries or their differing levels of trust or other social norms.
What is not controversial is that divergences in performance of this
magnitude, emerging in less than a decade, suggest both the importance
of economic institutions and the pervasive influence of positive feedback
effects, whereby both success and failure are cumulative.

I have deliberately chosen cases that dramatize the central role of
institutions. Other comparisons would suggest different, or at least less
clear-cut conclusions. Over the period 1950-1990, for example, coun-
tries with democratic and authoritarian regimes appear to have differed
surprisingly little in their overall economic performance (controlling for
other influences) with major differences appearing only in their demo-
graphic record, with slower population growth in democracies (Prze-
worski, Alvarez, Cheibub, and Limongi 2000). Nonetheless, the exam-
ples above —the divergence of living standards in Europe from many
parts of the world, the reversal in New World fortunes, and the hetero-
geneous consequences of economic liberalization in the once-Commu-
nist nations—are of immense importance in their own right and, as
subsequent examples show, are hardly atypical.

What can modern economics say about the wealth and poverty of
nations and people? No less important, what can it do?

CONTRARY to its conservative reputation, economics has always been
about changing the way the world works. The earliest economists — the
Mercantilists and the Physiocrats — were advisors to the absolute rulers
of early modern Europe; today’s macroeconomic managers, economic
development advisors, and architects of the transition from Commu-
nism to market-based societies, continue this tradition of real world
engagement. Economists have never been strangers to policy making
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and constitution building. The hope that economics might assist in alle-
viating poverty and securing the conditions under which free people
might flourish is at once its most inspiring calling and its greatest
challenge.

Like many, I was drawn to economics by this hope. Having been a
schoolboy in India and a secondary school teacher in Nigeria before
turning to economics, I naturally came to the field expecting that it
would address the enduring problem of global poverty and inequality.
At age eleven I had noticed how very average I was among my class-
mates at the Delhi Public School—in sports, in school work, in just
about everything. A question has haunted me since: how does it come
about that Indians are so much poorer than Americans given that as
people we are so similar in our capacities? And so I entered graduate
school hoping that economics might explain, for example, why workers
in the United States produce almost as much in a month as those in
India produce in a year, and why the Indian population is correspond-
ingly poor (Hall and Jones 1999). We now know that the conventional
economic explanations fail: by any reasonable accounting, the differ-
ences in the capital-labor ratio and in the level of schooling of the U.S.
and Indian workforces explain much less than half of the difference in
productivity. It seems likely that much of the gap results from causes
more difficult to measure and, until recently, less studied by economists:
differences in historical experience, institutions, and conventional be-
haviors. These are the subject matter of this book.

Alfred Marshall’s (1842-1924) Principles was the first great text in
neoclassical economics. It opens with these lines:

Now at last we are setting ourselves seriously to inquire whether it is neces-
sary that there should be any so called “lower classes” at all: that is whether
there need be large numbers of people doomed from their birth to hard work
in order to provide for others the requisites of a refined and cultured life,
while they themselves are prevented by their poverty and toil from having any
share or part in that life. . . . [T]he answer depends in a great measure upon
facts and inferences, which are within the province of economics; and this is
it which gives to economic studies their chief and their highest interest. (Mar-
shall 1930:3-4)

Marshall wrote this in 1890. I suspect he would be disappointed by the
progress economics made towards these lofty aims in the century that
followed.

THE NEOCLASSICAL PARADIGM that Marshall helped found was ill-suited
to the task he set. Its defining assumptions precluded analysis of many
key aspects of economic progress and stagnation, among them the exer-
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cise of power, the influence of experience and economic conditions on
people’s preferences and beliefs, out-of-equilibrium dynamics, and the
process of institutional persistence and change.

Drawing on the contributions of many — economists and others — this
book presents a theory of how individual behaviors and economic insti-
tutions interact to produce aggregate outcomes, and how both individ-
uals and institutions change over time. It is based on assumptions that
are quite different from those that define the neoclassical paradigm. In
what follows, I use the term Walrasian paradigm (for Leon Walras [1834-
1910], another of the founders of neoclassical economics) in preference
to the more open-ended term “neoclassical.” By Walrasian 1 mean that
approach to economics that assumes that individuals choose actions
based on the far-sighted evaluation of their consequences based on pref-
erences that are self-regarding and exogenously determined, that social
interactions take the exclusive form of contractual exchanges, and that
increasing returns to scale can be ignored in most applications. With
some refinement, these assumptions account for the distinctive analyti-
cal successes and normative orientation of the Walrasian approach. The
term paradigm refers to the core subject matter taught to students.

The approach developed here retains many of the fundamental tenets
of the Walrasian paradigm and of the classical school that it superceded.
Among these are a familiar triplet of ideas: that when individuals act
they are trying to accomplish something; that intentional action is con-
strained by the effects of competition; and that the aggregate outcomes
of large numbers of individuals interacting in this manner are typically
unintended. These tenets have provided the foundation for the develop-
ment of economics since its inception, and account for its many analyti-
cal insights. Other aspects of the Walrasian paradigm, however, are
replaced.

The Walrasian approach represents economic behavior as the solution
to a constrained optimization problem faced by a fully informed indi-
vidual in a virtually institution-free environment. Robbins’ celebrated
definition of the subject (in the epigraph) reflects this equation of eco-
nomics with constrained optimization. The passage of time is repre-
sented simply by a discount rate; people do not learn or acquire new
preferences over time; institutions do not evolve. The actions of others
are represented by nothing more complicated than a given vector of
market-clearing prices, while proximity is captured by a cost of trans-
portation. Property rights and other economic institutions are repre-
sented simply by a budget constraint. An economic actor in this model
is roughly Robinson Crusoe, with prices standing in for nature. The
economist’s Crusoes inhabit a world in which goods are scarce, but
whatever institutions are necessary to coordinate their activities in an
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optimal manner are freely available. The “supply” of optimal institu-
tions can thus be ignored for the same reason that Adam Smith used to
explain why economists need not theorize about the value of water:
they are free goods.

This description of the Walrasian paradigm is a caricature, of course,
but a recognizable one, of the economics taught in leading doctoral
programs as recently as the early 1980s. Since then a combination of
new analytical tools—especially game theory and information eco-
nomics —and the increasingly evident empirical inadequacies of the
Walrasian model have combined to alter the way economics is taught
and practiced. Economic agents no longer interact simply with nature
or some other parametric environment, but also with each other, and
strategically. Their interactions are no longer fully described by the
prices of the goods they exchange because some aspects of their transac-
tions are not expressed in enforceable contracts.

Nonetheless, in practice, even as some of the standard Walrasian as-
sumptions are dropped, common tenets of the older paradigm are evi-
dent in many of the new approaches. Robert Solow expressed these as
“equilibrium, greed, and rationality,” meaning that when economists
“explain” something —say, unemployment —they mean that it can be
represented as a unique stationary outcome in a model of interactions
among self-interested individuals with advanced cognitive capacities
and predispositions. Other ways of “explaining” unemployment may be
entertained, but this is the default option. Solow’s concern about the
adequacy of the trinity of core tenets is increasingly supported by both
empirical and conceptual advances.

The approach I present here is based on the more modest, but per-
haps more enduring, classical tenets of intentional action, competition,
and unintended consequences. Just as the Walrasian paradigm assumes
a particular kind of social interaction as the standard case —caricatured
as Robinson Crusoe above —the approach here is designed to illuminate
a generic situation based on the three empirically observed characteris-
tics of structures of social interaction, individual behaviors, and tech-
nologies, introduced below. Here 1 simply outline the salient facts of
these generic interactions and point to some important implications. I
take up the task of modeling these interactions (and providing some
relevant empirical evidence) in the subsequent chapters.

Non-contractual social interactions. When individuals interact, it is
the exception, not the rule, that everything passing between them is
regulated by a complete and readily enforced contract. Instead, noncon-
tractual social interactions are ubiquitous in neighborhoods, firms, fam-
ilies, environmental commons, political projects, and markets. While
many of these noncontractual social interactions take place in non-
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market settings, they are also important in determining economic out-
comes in highly competitive markets. Thus, in the pages that follow, I
treat the grocery market with complete contracting—a staple of intro-
ductory economics textbooks—as a special case. The generic case is
illustrated by labor markets and credit markets, where the promise to
work hard or to repay the loan is unenforceable, or local environmental
commons problems, where individual resource exploitation imposes
noncontractible spillovers on others. A characteristic of markets with
incomplete contracts is that one or both participants in a simple dyadic
transaction typically receive rents, that is, payments above their next
best alternative. In labor and credit markets, some workers and bor-
rowers are unable to transact the quantities they prefer at the going
terms of exchange; that is, they are quantity constrained, and the result-
ing markets do not clear in equilibrium, exhibiting excess supply (e.g.,
of labor) or excess demand (for loans).

If many aspects of economic interactions are not governed solely by
contracts, how are they governed? The answer is that noncontractual
aspects of interactions are governed by a combination of norms and
power. An employment contract does not specify any particular level of
effort, but the employee’s work ethic or fear of job termination or peer
pressure from workmates may accomplish what contractual enforce-
ment cannot.

The idea that power is exercised in competitive market transactions
will strike some readers as a commonplace; but to others it will appear
a contradiction in terms. To neoclassical economists (like Abba Lerner,
in the epigraph), “[A] transaction is a solved political problem.” It is
“solved” by the device of complete contracts, so that everything of in-
terest to all parties to a transaction can be enforced by the courts. With
all the terms of a transaction contractually specified, nothing is left for
the exercise of power to be about. For the same reason, norms are re-
dundant: if the employee’s contract were to specify a given amount of
work for a given amount of pay and if work effort were readily verifi-
able, then the employer would care little about the work ethic of the
employees. Relaxing the complete contracting assumption thus not only
explains why many markets do not clear, it also reveals an important
economic role for both power and norms, bringing the theory closer to
the way observers and participants view real world exchanges.

Adaptive and other-regarding bebaviors. Recent behavioral experi-
ments by economists (confirming and extending earlier work by other
social scientists) as well as observation in natural settings suggests a
reconsideration of both the “rationality” and “greed” tenets in Solow’s
trinity. Individuals intentionally pursue their objectives, but they do this
more often by drawing on a limited repertoire of behavioral responses
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acquired by past experience than by engaging in the cognitively de-
manding forward-looking optimizing processes assumed alike by the
Walrasian approach and by much of classical game theory. In many
situations, emotions such as shame, disgust, or envy combine to pro-
duce a behavioral response. Moreover, while self-interest is a powerful
motive, other-regarding motives are also important. In experiments and
in real life, people frequently are willing to reduce their own material
well-being not only to improve that of others but also to penalize others
who have harmed them or others, or violated an ethical norm. These
so-called social preferences help explain why people often cooperate to-
ward common ends even when defection would yield higher material
rewards, why incentive schemes based on self-interest sometimes back-
fire, and why firms do not sell jobs.

Thus models whose dramatis personae are simply identical individ-
uals conforming to the self interest axioms of Homo economicus are
often unilluminating. For many questions, adequate models must take
account of the fact, confirmed in experiments and in natural settings,
that people are both heterogeneous —some more self-interested, others
more civic minded, for example —and versatile—actions adapting to
situations rather than reflecting a single, all-purpose behavioral predis-
position. As a result of both behavioral heterogeneity and versatility,
small differences in institutions can make large differences in outcomes,
some situations inducing selfish individuals to act cooperatively and
others inducing selfish behaviors by those predisposed to cooperate.

Economists have commonly regarded behaviors that violate the strin-
gent canons of formal rationality as idiosyncratic, unstable, or irra-
tional, in short, not exhibiting the regularities that would allow scien-
tific analysis. But the fact that experimental subjects consistently exhibit
such “irrationalities” as intransitivity, loss aversion, inconsistency in
temporal discounting, and the overvaluation of low probability events,
suggests these behaviors are not only common but also susceptible to
analysis.

People acquire their behavioral responses in part by copying the be-
haviors of those who, in similar situations, they perceive as successful
by some standard or by acting to maximize one’s gains given one’s be-
liefs about how others will act. But other influences are also at work,
including conformism and other types of frequency-dependent learning
unrelated to the payoffs associated with behaviors. As a result, predic-
tions of behavior based on forward-looking maximization of payoffs
may be quite misleading. Moreover, behavioral responses acquired by
individuals in one environment are unlikely to be acquired by the same
individuals were they to be functioning in an entirely different environ-
ment. In this sense, not only individual beliefs (about the consequences
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of their actions) but also individual preferences (their evaluations of the
outcomes) are endogenous. The “given ends” invoked by Robbins is a
useful simplification in many analytical tasks but is an arbitrary and
misleading restriction in others.

Generalized increasing returns. Economic and other social interac-
tions often lead to patterns of what Gunnar Myrdal (1956) termed “cu-
mulative causation,” or what are now called “positive feedbacks.” Posi-
tive feedbacks include economies of scale in production, but the term
refers more broadly to any situation in which the payoff to taking an
action is increasing in the number of people taking the same action.
More generic illustrations include, for instance, the fact that the payoff
to learning a particular language depends on the number of speakers or
that the payoff to engaging in a collective action depends on the number
of participants. To distinguish this large class of positive feedback cases
from the subset based on increasing returns to scale in production, I will
use the term generalized increasing returns rather than increasing re-
turns to scale. Institutional synergies may generate generalized increas-
ing returns. For example, private ownership of property, competitive
markets, and the rule of law often implement highly efficient solutions
to allocational problems, but only if all three components are present
and almost all members of the society adhere to these principles. Gener-
alized increasing returns due to these institutional complementarities
appears to be a source of divergence in the growth trajectories of the
New World and ex-Communist economies mentioned above. Generaliz-
ing increasing returns may help to account for the increase in inequality
among the peoples of the world over the past century and a half, despite
the catching up of Japan, China, and other East Asian nations.*

These positive feedbacks create economic environments in which
small chance events have durable consequences over very long time
frames, and in which initial conditions may have persistent so-called
“lock-in” effects. The “poverty traps” faced by peoples and nations as
well as the “virtuous circles” of affluence enjoyed by others exhibit the
effects of these influences. In the presence of generalized increasing re-
turns, typically there exist more than one stationary outcome with the
property that small deviations from that outcome are self-correcting.
These multiple stable equilibria may be displaced by what appear in our
models as exogenous shocks, mutations, or idiosyncratic play, but that
in the real world take the form of wars, climatic changes, strikes, or
other events not included in the model under examination.

A result may be infrequent but dramatic periods of change in institu-
tions, behaviors, technologies, and the like as a population moves from

¢ See Bourguignon and Morrison (2002) and the works cited there.
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the neighborhood of one equilibrium to another, often followed by long
periods of stability. Biologists use the term punctuated equilibria to refer
to this alternating pattern of stasis and rapid change (Eldredge and Gould
1972). The collapse of Communism is an example. Another is the demise
of foot binding of young women in China. This painful and disabling
practice endured for a millennium, resisting attempts to end it over the
centuries, yet it disappeared in the course of just a decade and a half in
the early part the last century (Mackie 1996). The existence of multiple
equilibria may also explain why seemingly similar populations may come
to have quite different norms, tastes, and customs, often resulting in the
widely observed pattern of local homogeneity and global heterogeneity,
distinctive national cuisines and food tastes providing an example.

There is no reason and little evidence to suggest that the institutions
and behaviors that result from processes in which generalized increasing
returns are at work are in any sense optimal. Following the fall of Com-
munism in the Soviet Union and Eastern Europe, for example, many
economists confidently predicted that once state property was abol-
ished, a workable configuration of capitalist institutions would sponta-
neously emerge. But in Russia and many of the other transitional econ-
omies, a decade of lawlessness and kleptocracy implemented a massive
concentration of wealth under institutions providing few incentives for
enhanced productivity or investment. The disappointing economic re-
sults of the end of Communist rule in these countries underlines the
fallacy of the conventional view that good institutions are free in a
world of material scarcity.

In the pages that follow, institutions, like goods, are taken to be
scarce. The three basic assumptions outlined above —the noncontrac-
tual nature of social interactions, adaptive and other-regarding behav-
iors, and generalized increasing returns — define the generic case, my de-
fault option. The three are related. Relaxing the complete contracting
assumption without modifying the behavioral assumptions of Walrasian
economics is untenable, for the importance of other-regarding prefer-
ences, as we will see, is considerably enhanced when contractual incom-
pleteness is taken into account. Similarly, the process by which prefer-
ences evolve exhibits strong generalized increasing returns. The reason
is that norms generally take the form of conventions, adherence to
which is in one’s interest only as long as most others do the same. So
relaxing the conventional behavioral assumptions raises doubts about
nonincreasing returns. Finally, if generalized increasing returns are com-
mon, many different outcomes may be equilibria. Of these, the states
most likely to be observed will depend critically on institutions govern-
ing the relevant dynamics, including such things as the exercise of
power, collective action, and other forms of noncontractual social inter-
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action. What is called equilibrium selection operates almost entirely
through processes absent in the Walrasian model.

WHILE MOST of what follows is the result of recent research, virtually
all of the models and ideas presented there were anticipated by writers
half a century ago or more, sometimes much more. The importance of
adaptive agents (with realistic cognitive capacities and predisposi-
tions) whose behaviors were based on local information was central
to the work of Friedrich Hayek (1945) and Herbert Simon (1955).
Simon’s pioneering work on the incomplete nature of the employment
contract (Simon 1951) and the role of authority in the functioning
of firms formalizes the earlier work of Ronald Coase (1937) and long
before Coase, Marx (1967). The basic concepts of game theory, bar-
gaining, and other nonmarket social interactions were introduced in the
early writings of John Nash (1950a), John von Neumann and Oskar
Morgenstern (1944), Thomas Schelling (1960), and Duncan Luce and
Howard Raiffa (1957). Nash even suggested the basic ideas of evolu-
tionary game theory in his doctoral dissertation (Nash 1950b). Nash’s
famous solution to the bargaining problem was first proposed much
earlier by E. Zeuthen (1930), in a work introduced glowingly by Joseph
Schumpeter. Endogenous preferences were central to the work of James
Duesenberry (1949) and Harvey Leibenstein (1950), both drawing on
the much earlier work of Thorsten Veblen (1934 [1899]) and develop-
ing themes initially raised by Smith (1937) and Marx. The famous para-
dox of Maurice Allais (1953) pointed to problems with the expected
utility hypothesis that have only recently attracted serious attention.
The way that positive feedbacks support multiple equilibria was the key
idea in Gunnar Myrdal’s 1955 Cairo lectures (mentioned above). The
application of biological reasoning to economics, now prominent in
evolutionary game theory, was introduced a half-century ago by Armen
Alchian (1950) and Gary Becker (1962).

The fact that most of the key ideas presented in the pages that follow
were anticipated during the 1950s or before but ignored in subsequent
decades poses an intriguing question. Why did the Walrasian paradigm
become virtually synonymous with economics in the third quarter of the
twentieth century only to be displaced at the century’s end by a set of
ideas most of which had been articulated by well-placed academics just
prior to the rise to prominence of the Walrasian paradigm? Herbert
Gintis and I (Bowles and Gintis 2000) have attempted to answer the
question, but to address it here would be a diversion.

RELAXING the canonical Walrasian assumptions to take account of non-
contractual social interactions, adaptive other-regarding behaviors, and
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generalized increasing returns will require a method more empirically
grounded and less deductive than the usual Walrasian approach. Mak-
ing little reference to the specifics of time, or place, or indeed any empir-
ical facts, the Walrasian paradigm deduced a few rather strong predic-
tions concerning the outcomes likely to be observed in the economy.
The expansion of the domain of economics to include the family, the
organization of production, and political activity such as the voluntary
provision of public goods, lobbying, and voting, produced valuable in-
sights unattainable using the conventional methods of sociology and
political science. But research in these areas, as well as the return to
prominence of the classical economists’ concern with long-term eco-
nomic growth and distribution, have cast doubt on the generality of the
standard assumptions. Responding to the malaise now felt among econ-
omists, the American Economic Association’s Journal of Economic Per-
spectives devotes a regular column to “anomalies,” which they define as
follows:

Economics can be distinguished from other social sciences by the belief that
most (all?) behavior can be explained by assuming that rational agents with
stable well defined preferences interact in markets that (eventually) clear. An
empirical result qualifies as an anomaly if it is difficult to “rationalize” or if
implausible assumptions are necessary to explain it within the paradigm.
(Thaler 2001)

Readers responded avidly to the invitation to write in with their favorite
examples.

In place of deduction from a few (once) uncontroversial behavioral
and institutional axioms, economics has increasingly (if unknowingly
for the most part) moved toward an approach that combines the mathe-
matical advances of the last century with three of the methods of the
classical economists. From Adam Smith to John Stuart Mill and Karl
Marx (and excepting David Ricardo), the classical economists were
nondisciplinary (the disciplines had not been invented), concerned
about the empirical details of the social problems of their day, and mod-
est about the degree of generality to which their theories aspired.

First, the study of the economy must draw upon the insights of all of
the behavioral sciences, including ecology and biology. The Walrasian
assumptions provided a rationale for a rigid division of labor among the
disciplines. Its defining assumptions allowed Walrasian economists to
disavow an interest in other-regarding behaviors, norms, the exercise of
power, or history as some other discipline’s concern and in any case not
pertinent to the workings of the (Walrasian) economy. While the traffic
across the disciplinary boundaries has in the last half-century consisted
primarily in the export of economic methods to the other behavioral
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sciences, there is much to be imported if the role of power, norms, emo-
tions, and adaptive behaviors in the economy are to be understood.
Core economic phenomena such as the workings of competition, incen-
tives, and contracts cannot be understood without the insights of the
other behavioral sciences.

Second, relaxation of the Walrasian assumptions confronts us with an
embarrassment of riches. In the absence of some empirical restrictions
or theoretical refinements, the price of generality will be vacuousness.
This was the conclusion of Hugo Sonnenschein (1973b:405) concerning
Walrasian theory of market demand: “The moral . . . is simply this: if
you put very little in, you get very little out.” But the same applies to
any post-Walrasian paradigm. Few empirical predictions will be forth-
coming if individuals may be self-interested or not depending on the
person and the situation, if some interactions are governed by contracts,
others by handshakes, and others by brute force, and if there exist mul-
tiple stable equilibria.

The need for empirical grounding of assumptions is nowhere clearer
than in the analysis of individual behavior, where the process of enrich-
ing the conventional assumptions about cognition and preferences can
easily descend into ad hoc explanation unless disciplined by reference to
facts about what real people do. It is not enough to know that self-
interest is not the only motive; we need to know which other motives
are important under what conditions. These restrictions are most likely
to come from one of the sources that undermined the Walrasian para-
digm, namely, the great advances in empirical social science stemming
from new techniques in econometrics, the improvement in computa-
tional capabilities and data availability, experimental techniques, and
continuing progress in quantitative history.

Theory, too, can provide useful restrictions on the set of plausible as-
sumptions and outcomes. The modeling of genetic and cultural evolution,
for example, can help restrict the range of plausible behavioral assump-
tions by distinguishing between those emotions, cognitive capacities, and
other influences on behaviors whose emergence and diffusion can plausi-
bly be accounted for over the relevant periods of human history, and those
that cannot. Similarly, while generalized increasing returns may support a
large number of equilibria, some of these equilibria are extremely inaccess-
ible under any plausible dynamic process. By contrast, other equilibria
may be both accessible and robust. In this case, specification of an explicit
dynamic process — for example, an account of how individuals adapt their
behaviors in light of their recent experiences and the experiences of those
whom they observe —may allow the elimination of what may be termed
evolutionarily irrelevant equilibria. Making explicit the dynamics govern-
ing a system gives us an account of its out-of-equilibrium behavior and
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thus not only helps in the process of equilibrium selection but also in
studying the response to shocks and other problems for which the stan-
dard comparative static method is ill-suited.

Third, the quest for ever more general theories will continue to en-
gage students of the economy, and there is still much to be learned by
studying such topics as markets in general. But for the foreseeable fu-
ture it seems likely that insights will come from models that take ac-
count of the specific institutional and other aspects of particular types
of economic interaction. For the classical economists it was evident that
labor markets differ in fundamental ways from credit markets, which in
turn differ from shirt markets or foreign exchange markets, and so on.
Models may be more specific with respect to time and place, as a way of
capturing the importance of time-varying institutions or different cul-
tures. If the exciting novelties of the Walrasian era were highly abstract
theorems of surprising generality, the excitement in the coming years
may come from compelling answers to such questions as are raised by
the empirical puzzles concerning the wealth of nations and people, with
which I began.

It would be salutary for economists to focus more on answering such
questions and less on demonstrating the use of our increasingly sophisti-
cated tools. But it seems that a more problem-driven and less tool-
driven approach will require yet more sophisticated tools. The mathe-
matical demands of the theoretical framework I am proposing will be
greater, not less, than that of the Walrasian paradigm. The reason is that
models that represent noncontractual social exchanges among individ-
uals who are both heterogeneous and versatile in their behaviors and
who interact in the presence of generalized increasing returns do not
allow the standard simplifications such as price-taking behavior and
convex production sets that made Walrasian models tractable. As has
long been recognized in physics and biology, many important problems
do not yield simple closed form solutions, or indeed any solutions at all
that are susceptible to simple interpretation. In these cases —some of
which you will encounter in chapters 11 through 13 —computer simula-
tions of the relevant social interactions will prove insightful as a com-
plement (not a substitute) for more traditional analytical methods. Sim-
ulations have been extensively used in developing the ideas on which
this book draws. Simulations do not yield theorems or propositions that
are generally true; rather, like experiments, they yield a wealth of data
that may point to unambiguous conclusions but often do not.

THOUGH MOTIVATED by an interest in the impact of economic institu-
tions on human well-being, I have adopted an evolutionary rather than
a social engineering approach. Like the idea of “selfish genes” seeking
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to maximize their replication or an auctioneer presiding over a general
equilibrium exchange process, the omniscient and omnipotent social en-
gineer seeking to maximize social welfare is a fiction whose usefulness
depends on keeping in mind its fictive character. Social outcomes —even
those involving states and other powerful bodies—are the combined
result of actions taken by large numbers of people acting singly. Such
devices as fictive auctioneers, social engineers, or anthropomorphic
genes cannot substitute for an understanding of how real individuals
behave and the ways that distinct institutions generate population-level
dynamics that aggregate these behaviors to produce social outcomes.
The evolutionary character of the analysis will become evident in the
way that individual behaviors are modeled, the kinds of population-
level dynamics studied, the ways that behaviors and institutions co-
evolve, and the absence of any grand blueprints for human betterment.
The evolutionary approach is modest about what interventions can ac-
complish, but it does not restrict the economist to purely contemplative
pursuits. I take up questions of good governance and policy in the con-
cluding chapter.

The first part of the book introduces a variety of models applied to
what I have just called the generic social interaction, namely, noncon-
tractual social interactions among adaptive agents in the presence of
generalized increasing returns. I begin with two chapters on institutions
and the evolution of structures of social interactions before turning to
preferences and beliefs. The unconventional ordering of these topics —
most microeconomics texts start with preferences —reflects the impor-
tance of institutions as influences on the norms, tastes, and understand-
ings that individuals bring to the situations in which they act. I then
investigate allocational inefficiencies that occur in noncontractual inter-
actions, and the problem of dividing the gains to cooperation that arises
when these inefficiencies can be overcome. The middle part of the book
concerns the institutions of capitalism, and especially markets, lending
institutions, and firms. I give particular attention to the way that the
incomplete nature of most contracts gives rise both to a well-defined
political structure of the economy and to an important role for social
preferences. The last part concerns the process of cultural and institu-
tional change; I emphasize the role of technical change, collective ac-
tion, and intergroup conflict as constituent parts of the process by
which the rules governing social interactions and individual behaviors
coevolve. Here T address the evolution of familiar institutions such as
private property and customary rules of division, as well as the puzzling
evolutionary success of other-regarding individual behaviors. The con-
cluding chapter compares three structures governing economic interac-
tions — markets, states, and communities —and explores ways that they



Prologue « 19

might serve as complementary approaches to handling problems of al-
location and distribution.

In 1848, John Stuart Mill (1965) published Principles of Political
Economy, the first great textbook in microeconomics; it was the staple
of instruction in the English-speaking world until displaced by Mar-
shall’s Principles a half-century later. Mill’s readers may have been reas-
sured to read, “Happily, there is nothing in the laws of Value which
remains for the present writer or any future writer to clear up; the the-
ory of the subject is complete” (p. 420). When I studied economics in
the 1960s during the heyday of the Walrasian paradigm, a similar com-
placency reigned. This book conveys no such reassurance. Our under-
standing of microeconomics is fundamentally in flux. Little is settled.
Nothing is complete.
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Coordination and Conflict:
Generic Social Interactions






CHAPTER ONE

Social Interactions and Institutional Design

Two neighbors may agree to drain a meadow, which they possess in
common; because ’tis easy for them to know each others mind; and each
must perceive, that the immediate consequence of his failing in his part,
is the abandoning of the whole project. But ’tis very difficult and indeed
impossible, that a thousand persons shou’d agree in any such action; it
being difficult for them to concert so complicated a design, and still
more difficult for them to execute it; while each seeks a pretext to free
himself of the trouble and expense, and wou’d lay the whole burden on
others.

—David Hume, A Treatise of Human Nature, Volume II (1739)

This is how men could imperceptibly acquire some crude idea of mutual
commitments and the advantages to be had in fulfilling them. . . . Were
it a matter of catching a deer, everyone was quite aware that he must
faithfully keep to his post in order to achieve this purpose; but if a hare
happened to pass within reach of one of them, no doubt he would have
pursued it without giving it a second thought, and that, having obtained
his prey he cared very little about causing his companions to miss theirs.
— Jean-Jacques Rousseau, Discourse on the Origin
and Foundations of Inequality among Men (1755)

GETTING THE RULES RIGHT

Like the overnight train that left me in an empty field some distance
from the settlement, the process of economic development has for the
most part bypassed the two hundred or so families that make up the
village of Palanpur. They have remained poor, even by Indian standards:
less than a third of the adults are literate, and most have endured the
loss of a child to malnutrition or to illnesses that are long forgotten in
other parts of the world. But for the occasional wristwatch, bicycle, or
irrigation pump, Palanpur appears to be a timeless backwater, untouched
by India’s cutting edge software industry and booming agricultural
regions.

Seeking to understand why, I approached a sharecropper and his three

The first epigraph is from Hume (1964:304), and the second from Rousseau (1987:62).
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daughters weeding a small plot.! The conversation eventually turned to
the fact that Palanpur farmers sow their winter crops several weeks
after the date at which yields would be maximized. The farmers do not
doubt that earlier planting would give them larger harvests, but no one,
the farmer explained, is willing to be the first to plant, as the seeds on
any lone plot would be quickly eaten by birds. I asked if a large group
of farmers, perhaps relatives, had ever agreed to sow earlier, all planting
on the same day to minimize the losses. “If we knew how to do that,”
he said, looking up from his hoe at me, “we would not be poor.”

Planting on the right day, like successfully draining the meadow in
Hume’s example or preventing the unraveling of Rousseau’s stag hunt,
is a solution to a problem called a social dilemma or coordination prob-
lem. Thomas Hobbes and the other founders of European political phi-
losophy, as well as the great classical economists from Adam Smith to
John Stuart Mill, sought to discover the institutions that by addressing
problems like these would be most conducive to human well-being. For
them an over-arching question was: how can social interactions be
structured so that people are free to choose their own actions while
avoiding outcomes that none would have chosen? I call this the classical
constitutional conundrum.

We now would say: they were interested in getting the rules right. A
contemporary restatement of the conundrum would define “outcomes”
as equilibria of a game specified by the structure of social interactions
along with an account of how, given this institutional environment, in-
dividuals might come to act in such away that a particular outcome
(perhaps one of many stable equilibria) might occur and persist over
long periods. “Avoiding outcomes that none would have chosen” would
be refined as the pursuit of a Pareto-efficient outcome, namely one for
which no other feasible outcome would be preferred by at least one,
and not less preferred by any.

I will make extensive use of the notion of Pareto efficiency, so a com-
ment on its shortcomings is in order. As a basis for choice among al-
locations, the Pareto standard is at once too weak and too strong. It is
too strong because in any practical application, large numbers of people
will be involved, and it is almost always the case that a change in policy
or institutions inflicts costs on some participants, even in the long run.
This being the case, the Pareto standard has a strong status quo bias.
The Pareto standard is too weak because it abstracts from other de-
siderata of an allocation. The most important of these is the principle
that the distribution of benefits entailed by an allocation should be fair.

' Lanjouw and Stern (1998) provide a detailed account of the economy and social struc-
ture of Palanpur.
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Thus, the idea that good rules support Pareto-efficient equilibria hardly
exhausts constitutional desiderata, but, subject to these two caveats, it
is certainly among them. Unfortunately, including Pareto efficiency as a
desideratum does not provide much guidance in making policy choices.
There may be many reasons to prefer a Pareto-inefficient outcome over
a Pareto-efficient one; all that is precluded is a preference for a particu-
lar outcome when some other feasible outcome is Pareto superior to
that outcome. But few practical choices take this form: most policy al-
ternatives cannot be Pareto ranked in this way.

The constitutional conundrum has broad contemporary relevance, in-
cluding environmental protection on a global scale, the determination of
work effort among members of a production team, the production and
distribution of information, and the formation of the neighborhoods in
which people live. The fact that since the emergence of capitalism, the
aggregate effect of millions of individuals, each acting independently in
pursuit of their own objectives, has been a long-term improvement in the
material living conditions of most of those participating suggests that
tolerably good solutions can be found to problems much more challeng-
ing than the Palanpur farmers’ planting date, Hume’s meadow, and Rous-
seau’s stag hunt. How it comes about that large numbers of strangers with
little or no concern for one another’s well-being routinely act in mutually
beneficial ways is one of the great puzzles of human society, and one that I
will try to illuminate. But there is also unmistakable evidence of failures
to solve modern day coordination problems: systematic overuse of some
resources (the natural environment) and underutilization of others (hu-
man productive capacities), for example, and the enduring poverty of the
people of Palanpur and villages like it around the world.

The reason why uncoordinated activities of individuals pursuing their
own ends often produce outcomes that all would seek to avoid is that
each person’s actions affect the well-being of others and these effects are
often not included in whatever optimizing process or rule of thumb
results in the decisions made by self-interested actors. These unac-
counted-for effects on others are sometimes called externalities or spill-
overs. Economists once treated these external effects as exceptional, the
standard example being the one farmer’s bees transporting pollen
among a neighboring farmer’s apple trees. But as the above examples
suggest, they are ubiquitous in a modern economy.

The classical constitutional conundrum may be posed in this manner:
what rules governing interactions among people would simultaneously
facilitate the pursuit of their own ends, while inducing each to take
adequate account of the effects of their actions on others? The first
clause (“pursuit of their own ends”) simply recognizes that any solution
to coordination problems will be substantially decentralized, and none
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that seek to simply override individual intentions is either workable or
desirable. The key challenge is in the second clause: where a person’s
actions unavoidably affect the well-being of others, how can these ef-
fects be made sufficiently salient to influence the actor’s behavior in
appropriate ways?

If the “others” are our kin, or our neighbors, or friends, our concern
for their well-being or our desire to avoid social sanction might induce us
to take account of the effects of our actions on them. Reflecting this fact,
an important response to the constitutional conundrum — one that long
predates the classical economists —is that concern for the well-being of
others should extend to all of those with whom one interacts, thus inter-
nalizing the effects of one’s actions on others. With the increasing scope
of markets over the last half-millennium, however, individuals have
come to interact not with a few dozen, but with hundreds and indirectly
with millions of strangers. And so, with the maturation of capitalism and
growing influence of economic reasoning, the burden of good govern-
ance shifted from the task of cultivating civic virtue to the challenge of
designing institutions that work tolerably well in its absence.

Modern day implementation theory, the theory of mechanism design,
and optimal contract theory embody this tradition, asking what forms
of contracts, property rights, or other social rules might achieve some
desired aggregate social objective when that objective is shared by none
of the participants. A prominent example is the Fundamental Theorem
of Welfare Economics, which identifies the conditions under which well-
defined property rights and competitive markets support Pareto-efficient
competitive equilibria. The theorem thus provides a formalization of
Adam Smith’s argument that under the right institutional conditions,
individuals pursuing their self-interest will be “led by an invisible hand”
to implement socially desirable outcomes.

The problem of draining Hume’s meadow or preventing Rousseau’s
stag hunt from unraveling are interesting precisely because — like almost
all social interactions — they are situations for which the rather stringent
axioms of the Fundamental Theorem do not apply. How difficult it
might be to sustain the cooperation necessary for a socially beneficial
outcome in these cases depends on the underlying structure of the inter-
action, namely, the beliefs and preferences of the individuals, the cause-
and-effect relationships governing the translation of actions into out-
comes, whether the interaction is episodic or ongoing, the number of
people involved, and so on. The difficulty of solving the problem also
depends on the information structure of the interaction —who knows
what, when, and whether the information can be used to enforce con-
tracts or governmental regulations.

All of these influences on the likely success or failure of the drainage,
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the hunt, or any other common project depend on the particular institu-
tions governing the interactions among the participants. Markets, fami-
lies, governments, communities, and other institutions relevant to an
interaction influence the constraints and incentives as well as the infor-
mation, norms, and other evaluative concerns of the participants in the
interaction. An adequate analysis of coordination problems and their
possible attenuation must illuminate how these institutions work. For
this task the minimal representation of institutions in the Walrasian
paradigm is substantially inferior to the more elaborate modeling of
institutions made possible by game theory.

My main objective in this chapter is both to introduce some basic
ideas of game theory and to use these ideas to provide a taxonomy of
social interactions and their outcomes. I postpone until chapter 3 an in-
depth consideration of individuals and their preferences. Of course,
most institutions are not designed—or at least they do not function
according to any blueprint — but I will delay treatment of institutions as
evolved rather than designed until chapter 2. Questions of the stability
of equilibria (or why we should be concerned with equilibria at all) will
also be skirted in this chapter, as they are best handled once we have an
explicit model of how things change in out-of-equilibrium situations,
introduced in chapter 2. T begin with an example that illustrates the
formal structure of the challenges raised by Hume and Rousseau.

COORDINATION AND CONFLICT: AN EXAMPLE

Garrett Hardin (1968) famously described a group of herders overgraz-
ing a pasture and driving it to ruin, coining the term tragedy of the
commons and giving social science one of the most evocative metaphors
since Smith’s invisible hand. Indeed, Hardin called his tragedy a “rebut-
tal to the invisible hand.” These two metaphors are powerful because
they capture two essential but sharply contrasting social situations.
When guided by an invisible hand, social interactions reconcile individ-
ual choice and socially desirable outcomes. By contrast, the dramatis
personae of the commons tragedy pursue their private objectives to di-
sastrous consequences for themselves and others.

Hardin chose the bucolic setting for his tragedy for concreteness only;
the underlying problem applies to a wide class of situations in which
individuals typically cannot or do not take account of the effects of
their actions on the well-being of others. These include traffic conges-
tion, payment of taxes and other contributions to common projects, the
preservation of group reputations, team work, and many more.
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An example will illuminate the structure of the problem, raising a
large number of issues to be addressed in greater analytical detail in
subsequent chapters. Consider two fishers, Jay and Eye, who share ac-
cess to a lake and catch fish there which they consume. Fish are plenti-
ful enough so that additional fishing always yields more fish to each of
the two, but the more fish one catches, the fewer the other catches in an
hour of fishing. Each of them decides how much time to spend fishing,
selecting the amount that maximizes their own well-being. Suppose that
this optimization process, when carried out separately and without any
binding agreement between the two, leads each to fish eight hours a day
and that the net benefits (no pun intended) of this activity are just suffi-
cient to match the next best alternative for each (perhaps working for
wages in the nearby town). Define the benefits flowing from this so-
called fallback option (or reservation position) as # > 0 for both
fishers. They each know that if they both fished less, they could each be
better off, their smaller catch being more than offset by their greater
leisure. Assume that they study the matter and determine how they
would fare if they both limited their hours to six (we’ll assume that this
is the only alternative to eight hours), or if one fished eight and the
other six. They normalize their payoffs so that they assign a number 1
to the outcome of both fishing less, and zero to the one who fishes less
while the other continues fishing more. Table 1.1 shows the relevant
payoffs (according to convention, the row player’s payoffs are listed
first).

The tragedy of the fishers is a prisoners’ dilemma. This is a situation
in which for each individual there is an action that, if taken, yields
higher payoffs than any of the other available actions independently of
what the other does (the other actions are said to be dominated). But
when all individuals act to maximize their payoffs by taking this action
the outcome is worse for both than some other outcome they could
have achieved by acting differently. Thus fishing for six hours is domi-
nated because « > 0 and # > 0, and it is Pareto superior to eight hours
because u < 1.

It might seem a simple matter to determine that they should just agree
that each will fish six instead of eight hours, but this is far from the

TaBLE 1.1
Tragedy of the Fishers: A Prisoners’ Dilemma
Eye
Jay Fish 6 hours Fish 8 hours
Fish 6 hours 1,1 0,1 + «

Fish 8 hours 1+ a0 U, u
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case, for two reasons. The first is that they may have no way of enforc-
ing an agreement, or even knowing if the agreement has been violated.
While each may know how many hours the other has fished on a clear
day, on a foggy day it may be impossible to know, and in any case each
one’s knowledge of how much the other fished may be insufficient to
enforce an agreement judicially. This is the problem of asymmetric or
unverifiable information, the former describing a situation in which
what someone knows another does not, and the latter that in which
what someone knows cannot be used in court.

The second problem arises because the six-hours-a-day arrangement is
an agreement both to fish less and implicitly to divide the benefits of
fishing less in a particular way, namely, equally. But the fishers of course
realize that they need not agree on six hours each. They could instead
agree that Eye will fish eight hours and Jay four hours, or vice versa. The
fishers have two problems, not one. The first, concerning allocation, is to
determine how much fishing to do in total, namely, how to restrict the
total hours of fishing, and the second, concerning distribution, is how to
divide the benefits to fishing less, should they agree to do so.

Figure 1.1 illustrates the fishers’ opportunities and predicament. In
figure 1.1, as before, six and eight hours of fishing are the only alterna-
tive actions on a given day, but now Eye and Jay may adopt strategies
whereby they fish eight hours one day and six the next, as well as other
combinations over a period of time. Further, I assume that any alloca-
tion must be agreed to by both fishers.

The payoffs {1, 1} are feasible and implementable by the six hour
rule, but more complex agreements can implement any point within the
set abcd. For example, point d can be implemented simply by Eye agree-
ing to fish six hours every day, and Jay’s fishing eight. While Eye would
surely not agree to this (Eye does worse under this arrangement than if
each fishes 8 hours), Jay might offer to fish six hours a fraction of the
time equal to # + € (€ is a small positive number) and eight the rest,
while requiring Eye to fish six hours all the time, threatening to fish
eight hours all the time if Eye refused. Eye might well accept, for Eye
would then expect a net gain of one during (# + €) of the time and u
the rest, the alternative being to get  all of the time, which would occur if
Jay carried out the threat. Jay would then gain net benefits of one when
they jointly fished six hours, which would happen (z + €) of the time,
and (1 + «) the rest of the time when Jay fished eight hours and Eye
only six. Jay’s proposed contract is indicated by point fin figure 1.1. All
the points along cfd can be achieved by a contract of the form above: Jay
works six hours for a fraction of the time, B and eight hours the rest,
while Eye works six hours all the time, giving the utilities #; = B and
u; = B + (1 — B)(1 + a). Of course Eye would reject contracts along fd.

If Jay is able to precommit to such an offer, Jay is the first mover and
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Jay’s Utility

Figure 1.1 The tragedy of the fishers. Note at ¢ both the fishers fish 6 hours
while at a they both fish 8 hours.

has the first mover advantage. Of course, Eye might have made the
identical offer to Jay. In this case the order of play (including who gets
to be the first mover) makes a difference. A moment’s reflection will
confirm that there is not just one but rather an infinite number of agree-
ments that are at once mutually beneficial (compared to the eight-hour
rule) and efficient. An efficient agreement is one for which there exists
no alternative that benefits at least one of the fishers without making
the other worse off. These so called Pareto-improving (over the domi-
nant strategy equilibrium outcome) and Pareto-efficient agreements are
all the points along fcg in the figure (called the Pareto frontier.)

The fishers might have quickly agreed on the joint limitation to six
hours if that were the only alternative to both fishing eight hours. But
they might fail to agree once the range of possible agreements is en-
larged; they may find that more options may be worse than fewer. This
is because the indeterminate nature of the division of the benefits of
fishing less raises the question of fairness and thus brings to bear con-
siderations not captured in the game as described thus far. Eye, for ex-
ample, might reject the disadvantageous “take-it-or-leave it” offer by
Jay. But the same outcome might have been acceptable had it been ar-
rived at in an impartial manner (by flipping a coin, for example), or had
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the benefits to fishing less been donated to a good cause rather than
captured by Jay. If Eye and Jay cannot agree on a division, it may be
that no agreement to restrict fishing is possible. But a third party, the
government, might impose a seven hour limit on both fishers and then
let them bargain to some more refined agreement if they are able. Or
the fishers might come to adhere to an environmental norm inducing
each independently to restrict his catch. The norm would imply a new
payoff matrix in which the concern about environmental damage or the
imposition of costs on the other fisher were taken into account.

It is just this type of indeterminacy that economic and other institu-
tions address, answering such questions as who is positioned to make a
take-it-or-leave-it offer, what other actions are available to the relevant
parties, what information asymmetries or lack of verifiability bear on
the problem (and, as a result, what agreements are enforceable by third
parties), and what norms may affect the outcome of the conflict.

Real fishers, of course, are not acting out a tragic script, as Hardin
supposed; nor are they prisoners of the dilemma they face. They are
often resourceful in seeking solutions to the problem of overfishing.
Turkish fishermen, for example, allocate fishing spots by lot and then
rotate them. Information sharing among fishers discourages cheating,
while governmental regulations supplement local social-network-based
enforcement (Ostrom 1990).The extant rules regulating access to fishing
are a small selection —from a much larger set of rules once tried — that
have succeeded at least well enough to allow the communities using
them to persist and not abandon their rules in favor of some other. As
we will see, the persistence of rules does not require that they be effi-
cient, only that they be reproduced over time. Nonetheless, we might
expect a community of fishers who have hit on the ways of sustaining
joint limitation to six hours to do better in competition with groups
that overfish, and to be copied by other groups. We will return to the
example of the fishers in chapter four to explore the analytics of how
taxes, asymmetric power relations among actors, social norms, and
other aspects of social interactions affect outcomes.

How might game theory illuminate the tragedy of the fishers and sim-
ilar problems?

GAMES

Games are a way of modeling strategic interactions, that is, situations in
which the consequences of individuals’ actions depend on the actions
taken by others, and this mutual interdependence is recognized by those
involved. A game is a complete identification of the players, a list for
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each player of every course of action available to him (including actions
contingent on the actions taken by others, or on chance events)—
known as the strategy set—the payoffs associated with each strategy
profile (combination of strategies), as well the order of play and who
knows what, when. Players may be individuals or organizations such as
firms, trade unions, political parties, or national states. In biological
applications, subindividual entities such as cells or genes are also
players.

Even this brief introduction reveals two great virtues of game theory
as a contribution to the study of economic institutions and behavior (I
will consider the drawbacks presently). First, few social interactions can
be reduced to the interaction of an agent with a given environment (as
is accomplished by the price-taking axiom and the other unrealistic as-
sumptions of the Walrasian model). Most interactions have a strategic
component, and game theory is designed to analyze the manner in
which individual action is influenced by the fact that this interdepen-
dence is commonly recognized by one or more parties to an interaction.
Second, the complete specification of a game requires detailed attention
to the institutional environment in which the interaction takes place;
outcomes often hinge on these details (for example, who takes the first
move) in ways that would not be revealed in frameworks that suppress
rather than highlight institutional detail. Game theory does not provide
substantive insights any more than mathematics or any other language
does. But it often provides a clear way of expressing insights originating
elsewhere and for understanding the role of particular assumptions in a
line of reasoning.

The “tragedy of the fishers” example above is a game, presented in
what is called its normal (or strategic) form. This means that the time
sequence of the actions taken by each player is not explicitly repre-
sented, the assumption being made that each player moves without
knowing the move of the others. The extensive form of a game makes
explicit the order of moves, and who knows what at each stage in the
game. Moves made earlier in time need not be known by those making
later moves, of course. An example of a game in extensive form is the
representation of the experimental ultimatum game as a game tree in
chapter 3. The extensive form conveys more information about the
interaction in the sense that many extensive-form games may be repre-
sented by the same normal form game. When, as is common, the nor-
mal-form representation is used, this is because the additional informa-
tion in the extensive form is thought to be irrelevant to how the game
will be played.* As you will see in chapter 3, experimental subjects’

? Who moves first may affect behavior even if the second mover does not know what
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behaviors appear to be quite sensitive to details that at first glance
would not seem to affect the structure of the game (the name given to
the game, for example, or the labeling of the players). Thus it is not a
good idea to reduce an extensive form game to its normal form unless
there is good reason to think that the temporal order of play will have
no effect on the behaviors of the players.

The outcome of a game is a set of actions taken by the players (and
the associated payoffs). Game outcomes cannot be deduced from game
structures alone but require, in addition, a plausible solution concept,
that is, a specification of how those involved might play. The relation-
ship between games and their outcomes is far from settled, with sharply
contrasting approaches. Classical game theory stresses sometimes quite
demanding forward-looking cognitive evaluations by the players. By
contrast, evolutionary game theory stresses rule-of-thumb behaviors
that are updated by a backward-looking learning process, that is, in
light of one’s own or others’ recent experience.

Two solution concepts are widely used in classical game theory: dom-
inance and Nash equilibrium. Dominance purports to say what will zot
happen (and in some cases, by a process of elimination, is illuminating
about what will happen). Dominance gives strong predictions of out-
comes in such games as the prisoners’ dilemma in which every player
will choose some particular strategy irrespective of what the others do.
(Games solvable by dominance are degenerate strategic interactions in
that the action taken by each does not depend on the actions taken by
others.) The idea behind the Nash equilibrium is that there may be one
or more outcomes that no individual has any incentive to alter his strat-
egy given the strategies adopted by all the others.

Both dominance and the Nash equilibrium are based on the notion of
a best response strategy. A strategy may be an unconditional action
(such as drive on the right), but it may also be a prescription for acting
contingent on the prior actions of others or chance. “Fish six hours a
day no matter what” is a strategy, as is “Fish today as many hours as
the other fished yesterday” (called tit for tat). A firm’s wage offer and
promotion ladder contingent on worker performance is a strategy, as is
an employee’s choice of an effort level; a bank’s interest rate, system of
monitoring its clients, and method of handling their defaults is also a
strategy; and so on. Thus a strategy is a description of an action or
actions to take under every situation that may be encountered in the
game. In addition to the pure strategies that make up the strategy set,
an individual may adopt a mixed strategy, namely, a probability distri-

the first mover did. Examples are provided in Camerer and Weber (2003) and Rapoport
(1997).
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bution over some or all of the pure strategies in the set. For example,
one could let a coin flip determine if one fished six or eight hours.’

Let there be 7 players indexed by i = 1 ... n, and a strategy set for
each is called S;. Suppose the /" player selects a particular strategy s € S;.
Let s_; represent the strategies adopted by all other players (chosen
from their strategy sets S_;) and (s, s_;) the payoff to j under the
strategy profile (s, s_;). The payoff is j’s evaluation of the outcome pro-
duced by the strategy profile (s, s_;). Strategy s is j’s best response to the
strategies adopted by the others if no strategy available to j would result
in higher payoffs for j. That is,

mis,s_;) = ms,s_;)) Vs €S§,s #s

which may be read: js payoff to playing s against the given strategy
profile of all others (s_;) is not less than the payoff to playing any other
strategy s’ in j’s strategy set against s_;. A strict best response is a strat-
egy for which the strict inequality holds for all s’, while a weak best
response is one for which the above expression holds as an inequality
for at least one alternative strategy s'. A weakly dominant strategy is
one for which no strategy yields a higher payoff regardless of the strat-
egy choice of the others and that for some strategy profile yields higher
payoffs. So s is weakly dominant if

(s, s_;) = ms',s_;) Vs € S;andVs_;e S_;

with the strict inequality holding for at least one strategy profile. A
strategy is strictly dominant if no strategy weakly dominates it, that is,
when the above inequality is strict in all cases. I reserve the terms “best
response” and “dominance” (without the weak or strict modifier) for
the stronger concept. If there exists a dominant strategy for each player,
then the strategy profile in which all players adopts their dominant
strategy is termed a dominant strategy equilibrium. Overfishing in the
tragedy of the fishers is an example. Surprisingly, it may not always
make sense to play a dominant strategy, but to see why, I will need to
introduce another important solution concept —risk dominance — which
I will do presently.

A Nash equilibrium is a strategy profile in which all players’ strate-
gies are best responses to the other strategies in the profile; if all of the
best responses making up this strategy profile are unique (they include
no weak best responses), then the Nash equilibrium is said to be strict.
Because players have no reason to change their behaviors (the equilib-

3 While mixed strategies sometimes provide a handy modeling device (e.g., the monitor-
ing and working example in chapter 8), for technical reasons they have been given much
more attention by game theorists than is justified by any resulting illumination of human
behavior.
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rium is a mutual best response), it is said to be stationary, it is this
characteristic that justifies calling it an equilibrium. This interpretation
is based on the assumption that individuals will not jointly agree to
alter their strategies. Responding to John Von Neumann’s objection that
people are not really all #hat uncooperative, John Nash (to whom we
owe this and other contributions to game theory) once called it “the
American way.”

Finally, iterated dominance is a procedure by which a player may
eliminate from consideration any of the other players’ strategies that are
strictly dominated (i.e., would not be advantageous to adopt in any
strategy profile). Truncating the other players’ strategy sets in this man-
ner changes the structure of the game such that the game truncated by
iterated dominance may have a Nash or dominant strategy equilibrium
even though the complete game did not.

THE STRUCTURE OF SOCIAL INTERACTIONS

People interact in an endless variety of ways, but there are generic
classes of interaction. Some game theoretic terminology will provide an
insightful classification. The first distinction — between cooperative and
noncooperative games— refers to the institutional structure governing
the interaction. The second —between common interest and conflict
games — refers to the extent to which the game’s payoffs exhibit conflict
or common interest among the players.

Cooperative and noncooperative games. Imagine an interaction for
which it is the case that everything that both is affected by the actions
of the players and is of concern to any of the players is subject to bind-
ing (meaning costlessly enforceable) agreement. This is termed a cooper-
ative interaction (or a cooperative game; I use the terms game and inter-
action interchangeably, when appropriate). The term does not refer to
the feelings of the parties about each other but simply to the institu-
tional arrangements governing their interactions. As we will see, cooper-
ative games may be highly conflictual: for example, the purchase of a
house generally pits the interests of the buyer against the seller, but if a
deal is struck, it is generally enforceable and its terms cover all of the
aspects of the transfer that are of interest to the parties.

More commonly, however, something about the interaction is not
subject to binding agreement. Such situations are modeled as noncoop-
erative games. In some cases, part of an interaction may be addressed
cooperatively, as when an employer and an employee bargain over a
wage and working hours. Other aspects of the same interaction may be
noncooperative because of the impossibility of writing or enforcing the
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relevant contracts. Examples include how hard the worker works or
whether the employer will invest the resulting profits in this plant or
elsewhere. As is the case with cooperative interactions, the parties to
noncooperative interactions may have sharply conflicting interests, or
share broadly common objectives; the term “noncooperative” refers
simply to the fact that their interaction is not fully covered by a binding
agreement. By the same token, many aspects of loving relationships
among friends and family are noncooperative interactions, for example,
the promise to do one’s best to get a friend a job may be completely
sincere, but it is not a binding agreement.

Common interest and conflict. Some interactions have the character
of traffic patterns: traffic jams are a generally poor outcome, and man-
aging to avoid them would benefit everyone. In other interactions, like
settling on a price of a good to be exchanged or the division of a pie,
more for one means less for the other. Many of the differences among
scholars and policy makers grappling with questions of institutional de-
sign can be traced to whether they believe that the ills of society are the
result of common interest problems like traffic jams or of conflicting
interest problems like the division of a fixed pie. In one case, institutions
may be represented as problem solvers and in the second as claim en-
forcers. But most institutions do both. Thus, it may be impossible to
analyze the problem-solving and distributional aspects of institutions in
isolation. It will be useful to have some language to differentiate be-
tween these classes of problems; to do this I will refer to the common
interest and conflict aspects of an interaction, starting with pure cases.

A game in which the payoffs to only one of the strategy profiles is
Pareto optimal and the payoffs associated with all strategy profiles can
be Pareto ranked can be described as a pure common interest game.*
What this means is that one outcome is better than all other outcomes
for a least one participant and not worse for any participant, and there
is a second best outcome that, while Pareto inferior to the first best
outcome, is Pareto superior to all the rest, and so on. Thus, there is
no outcome that any player would strictly prefer over an outcome pre-
ferred by any other player. As a result, conflict among the players is
entirely absent.

Here is an example. A firm consists of an employer and an employee:

* The term “common interest game” has been used to refer to a payoff structure such
that all players prefer a given outcome to any other (for example Aumann and Sorin 1989
and Vega-Redondo 1996); the definition here is stronger (hence the “pure”) as it requires
not only that a mutually preferred outcome exist but that all outcomes be Pareto rank-
able. Outcomes can be Pareto-ranked if the preference orderings of the outcomes — most
to least preferred — of all the participants are such that if an individual prefers outcome A
to outcome B, no individual prefers B to A.
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TaBLE 1.2
Pure Common Interest Payoffs:
The Firm Survival Game

Invest Do not
Work 1,1 D2y D>
Do not 1, D1 0,0

Note: the employer is the column
player the worker is the row player:
and 1 > p; > p, > 0.

If the firm succeeds, both get 1; if it fails, both get 0. The probability of
success depends on actions taken (noncooperatively) by the two: the
employer may invest in the firm or not, and the employee may work
hard or not. If the employer invests and the worker works hard, the
firm will surely succeed. In the opposite case the firm fails with certainty
(table 1.2). If the employer invests and the worker does not work the
firm succeeds with probability p;, and in the opposite case the firm
succeeds with probability p, < p;. Suppose that both players choose
the action that maximizes their expected payoffs, namely, the weighted
sum of the payoffs occurring for each strategy chosen by the other(s),
weighted by likelihood the player assigns to each of these events. It is
easy to confirm that pure common interest games have a dominant
strategy equilibrium, namely, the single Pareto-optimal outcome. (This
is a game in which expected payoffs depend on a probabilistic out-
come —the firm’s success —which is influenced by the strategy profile
adopted by the players. A realization of a stochastic process is some-
times referred to as nature’s move.)

An interaction is termed a pure conflict game if all possible outcomes
are Pareto optimal. An example is any zero sum game (meaning that for
every strategy profile, the sum of the payoffs sum to zero). Pure conflict
is illustrated by the set of strict Nash equilibria in the Division Game
originally suggested by Schelling (1960). A dollar is to be divided be-
tween two individuals according to the following rules: without prior
communication each player submits a claim of any amount, and if the
claims sum to one or less the claims are met; otherwise, each gets zero.
A portion of the payoff matrix for this game is as shown in table 1.3
(assuming that claims must be made in units of pennies). The off-diago-
nal strategy pairs are clearly not strict Nash equilibria (e.g. the lower
right pair is a mutual weak best response and hence a nonstrict Nash
equilibrium, as a claim of zero is also a best response to a claim of 100).
The bold strategy pairs are the strict Nash equilibria of the game (there
are 101 of them). Notice that each is Pareto optimal, so the outcomes
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TaBLE 1.3

The Division Game

Claims 0 1 . 99 100
0 0,0 0,1 0,99 0,100
1 1,0 1,1 1,99 0,0
99 99,0 99,1 0,0 0,0
100 100,0 0,0 0,0 0,0

making up the set of strict Nash equilibria of the Division Game de-
scribe a pure conflict interaction. The fact that all outcomes of pure
conflict games are efficient in the Pareto sense does not mean that the
rules defining the game are efficient; there may be other rules (that is,
other ways of regulating the interaction given its underlying structure)
that would yield outcomes that are Pareto superior to those defined by
the pure conflict game. We will return to this.

Figure 1.2 depicts the payoffs in a generic two-person game in which
each player has two strategies; hence, there are four strategy profiles
and associated payoffs labeled a through d. For the pure conflict game,
the payoffs are arrayed in a “northwest-to-southeast” direction (be-
cause each is a Pareto optimum, no outcome can lie to the “northeast”
of any other), while in the pure common interest case they lie along a
“southwest-to-northeast” axis, indicating that they can be Pareto ranked.
The Firm Survival Game is an example of the class of pure common
interest games in that the payoffs to the players are identical for each
strategy profile (they share a “common fate”) so the outcomes in figure
1.2 would be arrayed along a 45° ray from the origin. Similarly, a zero
sum game is a strong form of a pure conflict game in which the payoffs
would be arrayed along a line with a slope of —1.

Most social interactions are such that both common interest and con-
flict aspects are present. Driving on the right- or the left-hand side of the
road is a matter of indifference to most people as long as others do the
same. By contrast, while there are mutual gains to all people’s speaking
the same language, people are far from indifferent about which lan-
guage they speak; thousands have died in wars on the subject. One of
the reasons why the prisoners’ dilemma has attracted so much attention
is that it combines both common interest and conflict aspects.

Figure 1.1 (the tragedy of the fishers) illustrates both the conflict
(northwest-to-southeast) and common interest (southwest-to-northeast)
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Figure 1.2 Pure conflict and pure common interest games. Note: the points a, b,
¢, and d indicate the payoffs to two players for each of four possible strategy
profiles.

dimensions of the payoffs. A natural measure of the extent of the com-
mon interest as opposed to the conflict aspect of the payoff structure is
available in symmetric games such as the tragedy of the fishers. (A sym-
metric game is one in which the payoff matrix for one player is the
transpose of the payoff matrix of the other.) This measure, 7, is given
by the size of the improvement over the dominant strategy equilibrium
made possible by cooperation (1 — u), relative to the difference in pay-
offs when the two adopt different strategies, 1 + a:

1-u

n= .
1+o

For values of # and « such that the payoffs describe a prisoners’ di-
lemma n € (0,1) with values approaching zero indicating virtually pure
conflict, and approaching unity virtually pure common interest.

The cooperative—non-cooperative and conflict—common interest dis-
tinctions give us the typology of interactions presented in figure 1.3
with some examples for illustration. For example, the repayment of
loans (analyzed in chapter 9) is a conflictual noncooperative interaction
because repayment benefits the lender at a cost to the borrower, but the
borrower’s promise to do so is not enforceable (if the borrower has no
funds). The evolution of individual property rights during the period of
human history before the existence of states may have been at least
initially a noncooperative common-interest interaction. By contrast,
modern property rights are determined through cooperative interactions
taking the form of enforceable restrictions on use and the like.
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Cooperative

Rules of the road Contractual exchange
Property rights (modern) Wage bargaining
Common Interest Conflict
Property rights (pre-state) Labor discipline
Evolution of norms Repayment of loans
Language evolution Crop shares

Noncooperative

Figure 1.3 Aspects of social interactions. Note: it is not difficult to think of some
property rights which should be placed on the conflict side of the graph; like-
wise some aspects of language evolution evolved by coercive imposition (that is,
cooperatively) rather than non-cooperatively.

Another important aspect of social interactions is their temporal
structure. An interaction may be repeated over many periods with the
same players, possibly for a known number of periods or with a known
probability of termination following each period. These are repeated
games; nonrepeated games are often called one-shot games. Finally,
many interactions resemble exchanges in which there is a single buyer
and single seller; but in addition to these dyadic, or two-person, games
there are many interactions involving large numbers, generically re-
ferred to as n-person games. Symmetric two person games with just two
strategies are called 2 X 2 games.

COORDINATION FAILURES

We now return to the constitutional conundrum, initially expressed as
the challenge of ensuring that the pursuit of individual interests does
not lead to “outcomes that none would have chosen.” These undesir-
able outcomes are coordination failures, which are said to occur when
the noncooperative interaction of two or more people leads to a result
which is not Pareto optimal.® I refer to coordination problems as those
situations in which coordination failures occur with significant likeli-

5 This is an inclusive definition of the term coordination failure, which is sometimes
restricted to situations in which a Pareto-inferior equilibrium obtains when another (Par-
eto-superior) equilibrium exists. My definition includes cases in which no equilibrium
exists.
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TaBLE 1.4
The Invisible Hand Game

Corn Tomatoes
Corn 2,4 4,3
Tomatoes 55 3,2

hood. Familiar market failures such as those resulting from environ-
mental externalities are a type of coordination failure, but the broader
concept includes all types of noncooperative interaction, not simply
those taking place in market interactions. Arms races and traffic jams
are thus examples of coordination failures. An important class of coor-
dination failures — state failures —arise when the equilibrium actions of
governmental officials result in a Pareto-inferior outcome. I use the
broader term coordination failure (rather than market failures) to draw
attention to the fact that all institutional structures share with markets
the tendency to implement Pareto-inefficient outcomes.

Coordination failures may arise in out-of-equilibrium situations, but
analytical attention has focused on equilibrium outcomes in which coor-
dination failures arise in two cases. In the first, one or more Pareto-
inferior outcomes may be Nash equilibria; in the second, there does not
exist any Pareto-optimal outcome that is a Nash equilibrium. As a
benchmark, consider a 2 X 2 game in which there exists a single Nash
equilibrium and it is Pareto optimal, as in table 1.4. I call it the Invisible
Hand Game because the self-interested actions of both actors yield an
outcome that maximizes the well-being of each. (Namely, if Row grows
tomatoes and Column grows corn, they each receive five, which is the
best that either could do.) In this case, each not only pursues self-inter-
ested objectives but benefits from the fact that the other does as well.
Row’s choice of a strategy will depend on what he believes Column will
do. Imagine that Rational Row notices that for Column, growing toma-
toes is dominated, and therefore (using iterated-dominance reasoning)
decides to grow tomatoes. But suppose that instead of pursuing his self-
interest, Crazy Column flips a coin and as a result of the toss, grows
tomatoes too. The example underlines that even if there is a unique
Nash equilibrium, we still need to understand how players arrive at it, a
topic to which we will return in chapter 2.

By contrast, in the Prisoners’ Dilemma Game we have seen that a
dominant strategy equilibrium exists and is Pareto inferior. A coordina-
tion failure results because the harm inflicted on the other by one’s de-
fection is not reflected in the payoffs of the defector, so neither prisoner
takes adequate account of their actions’ effects on the other.
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Coordination failures arise for the same reason in the Assurance
Game. But the game structure differs in an important way from the
prisoners’ dilemma: the Assurance Game payoff matrix is such that
there exist more than one equilibrium, one or more of which may be
Pareto inferior. (Games with this structure are sometimes called coor-
dination games, but I will not use this term so as to avoid confusion
with the terms “coordination failure” and “coordination problem” in-
troduced above.) Thus, while a Pareto-optimal strategy profile may be
the outcome of the game, it need not be. Examples include learning a
language or a word processing system (its value depends on how many
others have learned it), participating in a collective action such as a
strike or a cartel (the expected benefits depend on the numbers partici-
pating), and the determination of employment in an entire economy (if
all employers hire, the wages paid will support a level of aggregate de-
mand justifying a high level of employment.) Other examples include
the adoption of common standards (systems of weights and measures,
academic credentials, computer operating systems, VHS as opposed to
Betamax video technology), firms training skilled labor (if workers may
move among firms, the private returns for a given firm offering training
depend on the number of other firms engaging in training), and group
reputations (if your trading community is known to be opportunistic, it
may be a best response for you to behave opportunistically).

As these examples suggest, in Assurance Games, coordination failures
occur because of generalized increasing returns or what is sometimes
called strategic complementarity: individual payoffs are increasing in
the number of people taking the same action. If T adopt the same word
processing program as my colleagues, I confer benefits on them, but
these benefits are not included in my decision process. (Compare this
with the Invisible Hand Game above in which specialization is advan-
tageous, so one persons’ growing corn renders the other’s payoff to
growing corn lower.)

Because strategic complementarities may give rise to multiple equi-
libria, outcomes may be path-dependent in the sense that without
knowing the recent history of a population it is impossible to say which
equilibrium will obtain. In this case quite different outcomes are possi-
ble for two populations with identical preferences, technologies, and
resources but with different histories. To see this, return to the farmers
of Palanpur, whose crop yields would be higher if they all were to plant
earlier in the year. But if a single farmer were to plant early, the seeds
would be taken by the birds that would flock to his plot. Suppose there
are just two farmers who interact noncooperatively for a single period
with the payoffs in table 1.5. T'll assume that planting late gives a higher
return if the other farmer planted early than if both plant late. The first
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TaBLE 1.5
Planting in Palanpur:
An Assurance Game

Early Late
Early 4, 4 0,3
Late 3,0 2,2

planter gets all the predators, but if planting is simultaneous, predators
are “shared” equally. While the mutual early planting equilibrium
is clearly the only Pareto optimum, mutual late planting is also an
equilibrium.

The payoff matrix describes a poverty trap: identical individuals in
identical settings may experience either an adequate living standard or
deprivation, depending only on their histories. The planting in Palanpur
problem is a special kind of assurance game in which there exist two or
more symmetrical pure strategy equilibria (meaning that all players
adopt the same pure strategy). These equilibria are called conventions,
namely, mutual best response outcomes that are sustained by the fact
that virtually all players believe that virtually all other players will best
respond. (We return to the historical contingency of outcomes in chap-
ter 2 where the analytical tools of population level dynamics are intro-
duced.)

The games thus far introduced (plus a common children’s game) al-
low an illustration of the sources of coordination failures listed in table
1.6. In the children’s game, common around the world (English speakers
call it “Rock Paper Scissors” and for others it is “Earwig Human Ele-
phant”) there is no Nash equilibrium in pure strategies.® Thus, no Par-
eto optimum is a Nash equilibrium, but because the game is zero sum
(payoffs to each strategy profile sum to zero) all outcomes are Pareto
optima. Because Pareto inferior outcomes cannot result, Rock Paper
Scissors is not a coordination problem, even though there is no reason-
able way to play the game (which is why it is fun to play).

The representation of different structures of social interaction as
games has allowed a taxonomy of how coordination problems may
arise. It also suggests a strategy for addressing the constitutional conun-

¢ Here is a variant of the game: on the count of three you and your partner each put
forward either a flat palm (paper), a fist (rock), or two fingers in a V (scissors), with the
rule that rock beats (“smashes™) scissors, scissors beats (“cuts”) paper, and paper beats
(“covers”) rock, the winner and loser gaining and losing a point each respectively. (A tie
produces no score, but can result in mutual hilarity occasioned by rock fights, scissor
wars, and paper coverups.) How the earwig beats the human is still a mystery to me; but
then try explaining why paper beats rock. See Sato, Akiyama, and Farmer (2002).
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TaBLE 1.6
Sources of Coordination Failures
P-inferior Nash exists No P-inferior Nash
No P-optimum is Nash Prisoners’ dilemma
A P-optimum is Nash Assurance Game Invisible hand

drum: if the likely outcome of the an interaction is Pareto inferior to
some other feasible outcome, introduce policies or property rights that
will change the game structure to make the second outcome more likely.
An example follows.

The key difference between prisoners’ dilemmas and Assurance
Games is that in the former the undesirable outcome is the only Nash
equilibrium, so the only way that any of the other outcomes can be
supported is by a permanent intervention to change the payoffs or the
rules of the game. In the assurance game, by contrast, a desirable out-
come (mutual early planting, for example) is an equilibrium, so the
challenge to governance is limited to the less challenging how to get
there problem rather than also having to solve the more demanding
how to stay there problem. In debates on the appropriate type (and
duration) of government interventions in the economy, key differences
among economists and others concern whether one believes that the
underlying problem resembles a Prisoners’ Dilemma Game or an Assur-
ance Game. Interventions may be called for in both cases, but Assur-
ance Game problems may sometimes be reasonably well addressed by
one-time rather than permanent interventions. It is partly for this reason
that a common approach to averting coordination failures is to devise
policies or constitutions that transform the payoff matrix so as to con-
vert a prisoners’ dilemma into an Assurance Game by making the mu-
tual cooperate outcome a Nash equilibrium. An interaction that is a
prisoners’ dilemma if played as a one-shot game, may be an Assurance
Game with mutual cooperate a Nash equilibrium if played as a repeated
game, as we will see in chapter 7.

But while a Pareto-optimal Nash equilibrium exists in an Assurance
Game, that fact alone is not sufficient to guarantee a mutually beneficial
solution; unsolved coordination failures arising from Assurance Game—
like interactions are ubiquitous. An important reason is that one’s deci-
sion about how to play depends on one’s beliefs about how others will
play, and the way that people cope with this indeterminancy may result
in sub-optimal outcomes. The problem is illustrated in figure 1.4, in
which the expected payoffs of planting late and early (m; and ., respec-
tively) are just linear functions of the payoffs in the Planting in Palanpur
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Figure 1.4 Planting late is risk dominant. Note: p* = %5 so ;> w, for p =

1. The intercepts of the vertical axes are the payoffs in the payoff matrix on p.

matrix above. Suppose you are the Row farmer in Palanpur and have
no information on the likely play of the Column farmer, attributing
equal likelihood to Column’s two strategies. You will choose late plant-
ing because your expected payoffs are then 2'5 (that is, Y2(3) + Y2(2)),
while the expected payoff to early planting is 2. Even if the mutual early
planting equilibrium were somehow to be attained, if you thought that
the other might switch strategies by whim or by mistake, it might be
difficult to sustain the early planting convention. To see why, imagine
that the zeros in the figure were instead — 100, namely, the payoff asso-
ciated with the destruction of one’s crop and as a result being without
food.

As the underlying idea here will recur in the pages that follow, a few
definitions (restricted to 2X2 games) will help. Call a convention in
which both play strategy k, a k-equilibrium. The other is strategy k’.
Define the risk factor of a k-equilibrium as the smallest probability p
such that if one player believes that the other player is going to play k
with probability greater than p (and k' with a probability less than
(1 — p)) then k is the strict best response for the individual to make.
The equilibrium with the lowest risk factor is the risk dominant equi-
librium.

In the example above, the risk factor of the late planting equilibrium
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is V3, which is less than the risk factor of the early planting equilibrium
(¥5). Late planting is termed Row’s risk dominant strategy, namely, the
strategy that maximizes the expected payoffs of a player who attributes
equal probabilities to the strategies open to the other player. Because
this is true for the column player as well, mutual late planting is the risk
dominant equilibrium. Figure 1.4 illustrates these concepts. The fraction
planting early is p, while 7, and , are the expected payoffs to planting
late and early, respectively, conditional on one’s belief about p. The
early planting equilibrium is termed the payoff dominant equilibrium:
An equilibrium is payoff dominant if it there is no other equilibrium
which strictly Pareto dominates it. In our example, early planting is
payoff dominant because the payoffs in this equilibrium exceed the pay-
offs for both players in the late planting equilibrium.

Notice that the farmers are assumed to maximize expected payoffs,
which implies that they are risk neutral, so the fact that the risk domi-
nant but Pareto-inferior equilibrium may obtain does not presume risk
aversion on the part of the farmers. (Risk neutrality and risk aversion
are discussed in chapters 3 and 9.) Note also that the coordination fail-
ure does not arise in this case due to a conflict of interest between the
farmers, as it did in the prisoners’ dilemma faced by the fishers. Each of
the fishers prefers that he fish more and the other fish less. But both
farmers prefer mutual early planting over any other outcome. Their fail-
ure to coordinate on the mutually desired outcome is the result of un-
certainty about the actions to be taken by the others and not due to a
conflict of interest. The prediction that the risk-dominant equilibrium
will be favored over the payoff-dominant equilibrium is strongly sup-
ported by the actual play of experimental subjects in games capturing
the logic of the planting in Palanpur problem (Van Huyck, Battalio, and
Beil 1990). We will see (in chapter 12) that risk dominant equilibria
may persist over long periods even when a payoff dominant equilibrium
exists.

Thus even if a policy intervention succeeded in converting a Pris-
oners’ Dilemma Game to an Assurance Game, the desired Pareto-opti-
mal outcome may not result. A more ambitious objective is to convert
the underlying social interaction from a prisoners’ dilemma to an Invisi-
ble Hand Game. To see how this might work, consider a generic pris-
oners’ dilemma with the payoffs a, b, ¢, and d in table 1.7. (Ignore the
payoffs in bold type for the moment.) The interaction is a prisoners’
dilemmaifa > b > ¢ > danda + d < 2b, the second requirement ex-
pressing the fact that the expected payoff of both Row and Column is
greater if they cooperate than if one were to defect and the other coop-
erate, with the assignment of the two roles being decided by chance.
Suppose Row and Column decided to embrace “cooperate” as the norm
and to adopt a liability rule according to which anyone violating the
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TaBLE 1.7
Implementing a Desired Outcome by Transforming Property Rights
Column
Row Cooperate Defect
Cooperate b, b d,a
b, b d+(b—-d),a—-(b-d)
Defect a, d ¢ c

a—(b-d,d+ (b-d) o

Transformed payoffs are in bold.

norm must compensate those whose payoffs are reduced as a result of
the violation, with compensation sufficient to exactly offset the losses
(we will postpone the important question of the enforcement of the new
property rights). Thus if Row defects on Column, Row initially gets a as
before but then must compensate Column for the costs his defection has
inflicted, that is, compensation sufficient to give Column a payoff of b
(which would have occurred had the norm not been violated). If they
both defect, they both gain ¢ but then must compensate the other by a
transfer of & — ¢. The transformed payoff matrix for Row’s payoffs is
thus given by the bold entries in the figure below.

Did the improved property rights succeed? Because a — b + d < b
by the definition of a prisoners’ dilemma, cooperate is a best response to
cooperate and mutual cooperation is a Nash equilibrium. Cooperate is
also a best response to defect (because b > ¢), so cooperate is the domi-
nant strategy and mutual cooperation is the dominant strategy equilib-
rium. Thus a redefinition of property rights (to take account of liability
for damages) implements a social optimum by inducing each to take
account of the effect of his actions on the other. The property rights
redefinition transformed the game from a mixed conflict and common
interest game to a pure common interest game. However, as we will see
in subsequent chapters, most coordination failures do not allow such
simple solutions. The reason is that the identification of the defection
and the assessment of the relevant damages requires information that
either is not available to the relevant parties or is not useable in a court
of law or any other feasible body charged with enforcement of the rele-
vant rights.

GAMES AND INSTITUTIONS

Do games illuminate institutions? Institutions (as I use the term) are the
laws, informal rules, and conventions that give a durable structure to
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social interactions among the members of a population. Conformity to
the behaviors prescribed by institutions may be secured by a combina-
tion of centrally deployed coercion (laws), social sanction (informal
rules), and mutual expectations (conventions) that make conformity a
best response for virtually all members of the relevant group. Institu-
tions influence who meets whom, to do what tasks, with what possible
courses of action, and with what consequences of actions jointly taken.
It is clear from this definition that an institution may be formally repre-
sented as a game. The labor market institutions explored in chapters 8
and 10 are modeled in this way: the relevant institutions define what the
employer may do (vary the wage as first mover, terminate the job) and
may not do (physically punish the employee), and similarly for the
worker (vary the level of work effort) with the payoffs to the two de-
pending on the strategy profile. These labor market and firm-level insti-
tutions are modeled as games. Institutional innovations such as mini-
mum wages or regulations governing terminations may be considered as
ways of altering the strategy sets, payoffs, information structure, and
players such that the equilibrium of the game may be displaced.

But to understand why institutions might change, it will sometimes be
insightful to represent an institution not as a game but rather as the
equilibrium of an underlying game. Because institutions are persistent
rather than ephemeral it is natural to represent them as stable equilibria
of an underlying game in which the strategy set encompasses a wide
range of possible actions (whip the shirking worker, refuse to hand over
the goods produced to the employer) that are not observed in the insti-
tutional set up described above but could be part of some other equilib-
rium strategy profile. Thus, to continue the employer-employee exam-
ple, the expectation that the employer and not the employee will have
possession of the goods produced is a mutual best response, that is, an
outcome of some game (or, more likely, games), presumably one in
which the players include not only employers and employees, but also
police and judicial officials and many others. When a particular set of
mutual best responses is virtually universal in a population over an ex-
tended period of time, it constitutes one or more institutions.

In chapters 2 and 11 through 13, I will model property rights, crop
shares, rules governing resource sharing, and the like as equilibria, and
study the manner in which these equilibria may evolve in response to
chance events, collective action by those affected, and exogenously in-
duced changes in the structure of the relevant underlying games. In
chapter 2, T model the process of racial segregation of a residential
neighborhood to illustrate how an institution (segregated residences)
can be understood as the equilibrium of a game.

There is no inconsistency and little risk of confusion in representing
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TaBLE 1.8
Rousseau’s Stag Hunt
Hunt stag Hunt hare
Hunt stag 4 Stag 0
Hunt hare 1 hare 1 hare

Note: the entries are Row’s outcomes; payoffs
can be calculated using the fact that one-third of
a stag is worth one hare.

institutions both as games and also as equilibria of an underlying game.
Which is appropriate will depend on the analytical problem at hand. If
we are interested in understanding why the poor are credit constrained
(chapter 9), modeling the lender-borrower relationship as a game will
be adequate (and asking about the origins of limited liability and the
other underlying property rights is a distraction). On the other hand, if
we want to know why limited liability exists, we would model this as-
pect of property rights as the outcome of an underlying game. Similarly,
if we wanted to know why primogeniture is less common in Africa than
in Asia, we would need to model rules of inheritance as conventions,
that is, as equilibria of Assurance Games.

The term “institution” is sometimes also used to refer to such individ-
ual entities as a particular firm, a trade union, or a central bank; but to
avoid confusion I will call these entities organizations. One may also
treat organizations as if they were individual players in a game; this
may be insightful as long as one has reason to think that the entity does
indeed act as a unit; treating the firm as a single person may make more
sense than applying the same logic to “the working class.”

Rousseau’s stag hunt illustrates the relationship between games and
institutions. Suppose you observe a group of hunters, who hunt for
hare, though there are stag in the forests around them. You wonder why
they do not hunt stag, and consult the Stag Hunt Game (table 1.8)
seeking an explanation. Assume there are two hunters, who decide, in-
dependently and without knowledge of the other’s choices, either to
hunt for stag (capturing one and consuming it equally if they both hunt
stag, and otherwise capturing—and hence consuming —nothing) or to
hunt for hare (bagging one hare and consuming it, independently of
what the other does). For the moment, we assume that the hunters do
not expect to meet again. Finally, each hunter values a third of a stag as
much as one hare. The hunting technology (not the payoffs) is summa-
rized in table 1.8. The game captures important aspects of the relevant
institutions, for example, that they do not decide jointly what to hunt
(or to be more precise, they have no means of binding themselves to
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abide by any decision they might make), that if both participate in the
stag hunt, the kill will be shared equally, and that even if one hunts
hare, rendering the other’s stag hunting fruitless, one may consume the
hare without sharing. This exemplifies using a game to describe an insti-
tution, along with the relevant technologically given cause and effect
relationships.

By itself, however, the game is not very illuminating. Given the pay-
offs, both mutual hare hunting and a joint stag hunt are conventions (it
is an Assurance Game), so without knowing anything about the beliefs
of the hunters about the likely actions of the other we would not be
able to predict whether the hare or the stag would be in jeopardy. Imag-
ine, now, that the interaction is ongoing, and that in the previous period
both hunted hare (for whatever reason); one of the hunters considers
hunting stag this period instead. For this to be in the interest of the
hunter (considering only this period’s payoffs), she would have to ex-
pect that the other would do the same, attaching a likelihood of at least
two-thirds to this occurrence. In making this assessment she would need
to know something of the history of this group of hunters, and in par-
ticular, past outcomes of the game, possibly including complex out-
comes such as joint stag hunting on weekends or solitary hare hunting
on weekdays. If the undecided hunter has no such clues to go on and
therefore attaches equal likelihood to the other hunter’s two actions, she
will hunt hare, for it is transparent that while mutual stag hunting is the
payoff dominant equilibrium, hare hunting is risk dominant. Thus mu-
tual expectations (whether arising from historical experience or from
any other source) are as much a part of explaining why it is hare rather
than stag that they hunt as is the assumption that they have no way of
subjecting one another to binding agreements.

Notice, also, that some aspects of the game taken as exogenously
given in the above account may be explained as the result of other insti-
tutions, that is, as the equilibria of underlying games. The practice of
allowing the hare hunter to consume his catch even if the other has
nothing, or dividing the stag equally may (as we will see) be modeled as
outcomes of an underlying game in which these particular property
rights are an equilibrium and in which other property rights (share the
hare, for example, or, the stag goes to the one whose arrow felled it)
could have obtained.

While game theory illuminates many important aspects of institutions
and economic behavior, there are serious gaps in our current knowl-
edge. First, while much of the use of game theory in the social sciences
concern 2 X 2 games of the type introduced here, the relevant numbers
involved in many social interactions are much greater and the strategy
sets far more complicated. The analysis of n-person games or games
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with large strategy sets lacks the simplicity, tractability, and transpar-
ency of the above games. The 2 X 2 games introduced thus far are best
considered metaphors for much more complex problems, often pointing
to important aspects of interactions but falling far short of an adequate
analysis. Steps towards realism need not come at too high price in trac-
tability, however. Two-person interactions are often embedded in inter-
actions of much larger populations, as in the population level analysis
of the Hawk Dove Game presented in chapter 2, the exchange games in
chapter 7, and the conventions studied in chapters 11 through 13. And
it is often possible to model a complex set of interactions as a series of
separable two-person or larger interactions. When we turn to the anal-
ysis of the firm, for example, it will be analyzed using a two-person
interaction between employer and employee, a separate two-person in-
teraction between the firm and a lending institution, and a large-# inter-
action on competitive goods markets.

But many of the decentralized solutions to coordination problems
based on such things as game repetition and reputation (presented in
chapter 7) have far wider applicability to two-person (or very small #)
interactions than to the large-n interactions that characterize many of
the coordination problems of interest. The exaggerated emphasis on
two-person games (due in part to their pedagogical value) that are ame-
nable to solution in a repeated game framework may have contributed
to the view that coordination failures are exceptional rather than ge-
neric aspects of social interactions.”

The fact that game theory has made less progress with noncoopera-
tive n-person interactions than with either cooperative or two-person
games is hardly a criticism of the approach, for it arises because game
theory addresses intrinsically complex aspects of human interaction that
are abstracted from in other approaches. What makes the analysis of
interactions among many individuals intractable is the assumption that
they act strategically rather than taking the others’ actions as given.
Where one can abstract from strategic action —as in competitive mar-
kets for goods governed by complete contracts and in which only equi-
librium trades take place, namely, the paradigmatic Walrasian case—
much of the analysis is reduced to a single individual interacting with a

7 Pedagogy, not realism, must also explain why so much attention has been given to
symmetric games. The games that real people play are asymmetric in the sense that
players often come with (or acquire) labels that assign to them different strategy sets and
payoffs: men and women, insiders and outsiders, employers and employees, typically in-
teract asymmetrically. Asymmetrical games are common in game theoretic models of la-
bor markets, credit markets, and other situations in which institutions allocate individuals
to distinct structural positions (borrower, lender) with different strategy sets. These
models appear in chapter 2 and in chapters 5 through 10.
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given set of prices, technological blueprints, and constraints. But, as we
will see, there are many important interactions — labor markets, credit
markets, markets for information and for goods of variable quality —
for which this particular way to achieve tractability is not insightful.

Second, the main solution concepts of classical game theory —domi-
nance (direct, iterated, and risk) and Nash equilibrium — are intended to
supply the standard of reasonable ways that the game would be played.
But they are not entirely adequate as a guide to what will happen.
Other than the prisoners’ dilemma, few games have dominant strategy
(or iterated dominance) equilibria, and many (pure strategy) games do
not even have Nash equilibria. Iterated dominance may not be robust as
a solution concept because it is a reasonable way to play only if the
other players have the same understanding of the game and its payoffs,
are using the same solution concept, and are not prone to make errors
(the common knowledge and common rationality assumptions.)

The Nash concept is more robust: if we are concerned with the expla-
nation of durable (as opposed to ephemeral) phenomena, it is natural to
look at outcomes for which it is true that no one with the ability to alter
the outcome through his actions alone has an interest in doing so. Thus,
we can say that a Nash equilibrium is an outcome at which there are no
endogenous sources of change (this is an adequate definition of any
equilibrium). By confining our attention to stable Nash equilibria the
concept is made considerably more useful. But as a guide to outcomes,
even under the assumptions of common rationality and common
knowledge, the stable Nash equilibrium is incomplete in two ways.
First, we need to know how reasonable play would lead to a Nash
equilibrium and why it might be stable. This requires attention to what
the players do in out-of-equilibrium situations. In some cases, there is
little reason to think that reasonable play would lead to the Nash equi-
librium. If you doubt this, try to explain why one would expect players
in the Rock Paper Scissors Game to play the mixed-strategy Nash equi-
librium for that game (that is, play each with probability 3, the only
Nash equilibrium). Second, many games have many Nash equilibria, so
the Nash concept alone cannot predict outcomes; information about
initial conditions plus an analysis of out-of-equilibrium behavior are
required to understand which of many Nash equilibria will obtain.
Thus, historical contingency and dynamics (including learning) are nec-
essary complements to the Nash concept.

The problem of indeterminancy arising from the multiplicity of equi-
libria has been addressed in different ways by classical game theory and
evolutionary game theory. Classical game theory has sought to narrow
the set of possible outcomes through restrictions on the behaviors of the
players based on ever stronger notions of rationality. These additional
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restrictions, called refinements, preclude equilibria involving strategies
which include noncredible threats (i.e., those that would not be best
responses ex post should they fail to be effective), or are not robust to
small deviations from best-response play (“trembles”) or payoffs, or
that are supported by beliefs that fail to make appropriate use of all the
available information (e.g., that do not make use of backward induction
or iterated dominance).

By contrast, evolutionary and behavioral game theory addresses the
above limitations by relaxing the common knowledge and common ra-
tionality assumptions and by using empirically (mostly experimentally)
grounded assumptions about how real people interact. Evolutionary
game theory, for example, typically assumes that individuals have lim-
ited information about the consequences of their actions, and that they
update their beliefs by trial-and-error methods using local knowledge
based on their own and others recent past experience. In contrast to the
highly intelligent and forward-looking players in classical game theory,
the subjects of evolutionary game theory are “intellectually challenged”
and backward looking. Because there is little evidence that individuals
are capable of (or predisposed to) conducting the quite demanding cog-
nitive operations routinely assumed by classical game theory, I will pro-
ceed (in chapters 2 and 3) to develop a set of assumptions more in line
with empirical knowledge. A second reason for rejecting the classical
approach is that it is a mistake to think that indeterminacy among equi-
libria can be settled by game theory itself, without reference to the par-
ticular history of the players. Embracing rather than seeking to skirt the
fact that social outcomes will be influenced by the recent past—that
history matters —attests to a necessary insufficiency of theory, not its
weakness.

A third concern about game theory as the foundation of the analysis
of economic institutions and behavior is its narrow scope. Society is not
well-modeled as a single game, or one with an unchanging structure. An
approach to games that would be adequate to understanding society
would have to take account of the following characteristics. Games are
overlapping: people regularly participate in many distinct types of social
interaction ranging from firms, to markets, to families, to citizen-state
relationships, neighborhood associations, sports teams, and so on.
Credit markets are often linked to labor and land markets, for example,
and loan agreements that would be infeasible in a credit market taken
in isolation may be possible when the borrower is also the employee of
the lender, or the renter of his land, and in both cases subject to eviction
should default occur. The overlapping character of games is also impor-
tant because the structure of one game teaches the players lessons and
imparts direction to cultural evolution, affecting not only how they play



54 + Chapter 1

the game in subsequent periods but how they play the other games they
are involved in. Citizens endowed with well-defined individual liberties
and democratic rights in their relationship to their government may, for
example, seek to invoke these in the workplace. Games, in other words,
are constitutive of the players’ preferences. Furthermore, not only the
players evolve; the rules do as well. The games are thus recursive in the
sense that among the outcomes of some games are changes in the rules
of this or other games. In the pages that follow, I will introduce overlap-
ping and asymmetric games in the analysis of firms, credit markets, em-
ployment relationships, and class structure. Constitutive and recursive
games will be used to analyze the coevolution of preferences and
institutions.

CONCLUSION

Why, then, do the farmers of Palanpur remain poor, planting late and
bearing the costs of the other coordination failures that appear to limit
their economic opportunities? Why do meadows go undrained and
stags roam the forest unmolested? The long term persistence of Pareto-
inferior outcomes is a puzzle of immense intellectual challenge and
practical importance.

A number of possible impediments to solving coordination problems
have been mentioned thus far (I will return to them in subsequent chap-
ters). Coordination failures that are readily avoided among two individ-
uals may pose insurmountable obstacles if a hundred or a thousand
individuals are interacting, as Hume pointed out in his comment on the
difficulty of securing the drainage of the meadow. The underlying inter-
action may be such that the dominant strategy is noncooperation (as in
the prisoners’ dilemma). Because of nonverifiable information or for
other reasons, there may be no way of transforming the relevant game
to remove this obstacle. The changes in the rules of the game necessary
to avert a particular coordination failure may be resisted due to the
open endedness of institutions and the losses some players might as
result fear due to the effect of institutional changes on some other game.
Even if a payoff dominant equilibrium exists, it may not obtain because
some other equilibrium is risk dominant and there is no way of coor-
dinating expectations. If, as is often the case, an acceptable division of
the gains from cooperation cannot be assured, those involved may pre-
fer noncooperation to cooperation. Finally, where the degree of com-
mon interest is small (as opposed to conflict), the gains to mutual coop-
eration may be insufficient to justify the risk or the cost of securing
conditions to implement cooperation.
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It was once widely thought that governmental intervention could
readily attenuate the most serious coordination failures. But few would
now share Hume’s optimism, expressed in the sentence immediately fol-
lowing the passage quoted in the epigraph: “Political society [meaning a
government] easily remedies . .. these inconveniences” (Hume 1967:
304). “There are persons,” Hume wrote, “whom we call . . . our gov-
ernors and rulers, who have no interest in any act of injustice . . . and
have an immediate interest . . . in the upholding of society” (pp. 302—
3). Among the reasons for our modern skepticism that “political society
easily remedies these inconveniences” is the realization that institutions
and policies are not simply instruments ready to be deployed by Hume’s
well-meaning public servants. Rather, they are the products of evolution
as well as design and are themselves subject to the same kinds of coor-
dination failures introduced above.

So far I have identified a number of Pareto-inferior outcomes as Nash
equilibria. Understanding the underlying coordination failures, the im-
pediments to their solution, and how they might be overcome requires
an understanding of why individuals take the actions that implement
and sustain inefficient Nash equilibria over long periods. To answer
these questions we need to understand how both individual behaviors
and social institutions evolve over time. In chapter 2 we introduce the
tools of evolutionary modeling to address these issues.



CHAPTER TWO

Spontaneous Order: The Self-organization
of Economic Life

Such were the Blessings of that State;
Their Crimes conspir’d to make them Great;
Thus every Part was full of Vice;
Yet the whole Mass, a Paradise; . . .
The worst of all the Multitude
Did Something for the Common Good
—Bernard Mandeville The Fable of the Bees, or Private Vices,
Publick Benefits (1705)

I observe, that it will be for my interest to leave another in the
possession of his goods, provided he act in the same manner with regard
to me. . . . And this may properly be call’d a convention. . . . [TThe
stability of possession . . . arises gradually, and acquires force by a slow
progression, and by our repeated experience of the inconveniences of
transgressing it. . . . In like manner are languages gradually establish’d
by human conventions without any promise. In like manner do gold and
silver become the common measures of exchange.

—David Hume, A Treatise of Human Nature, Volume II (1739)

IN MiLwaUKEE, Los Angeles, and Cincinnati, over half of white resi-
dents, when asked, said they would “prefer” to live in a neighborhood
in which 20 percent or more of their coresidents were African American
(with one in five preferring equal numbers of each; Clark 1991). Few
live in integrated neighborhoods; their preferences were elicited in litiga-
tion concerning housing segregation in these and other cities. (Most Af-
rican Americans preferred fifty-fifty neighborhoods.) The respondents
may have misrepresented their preferences, of course; but those sin-
cerely seeking integrated neighborhoods would have been disappointed.
The housing market in these cities produced few mixed white—African
American neighborhoods even though these were apparently in substan-
tial demand. In Los Angeles, for example, virtually all whites (more
than 90 percent) live in neighborhoods with fewer than 10 percent

The first epigraph comes from Mandeville (1924) reprinted on page 24 of the sixth
edition (1732). The second comes from Hume (1964:263).
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black residents, while 70 percent of blacks live in neighborhoods with
fewer than 20 percent whites (Mare and Bruch 2001). Why is the aggre-
gate result so seemingly at odds with the distribution of preferences?
Imagine your surprise had I reported that one in five wanted a backyard
swimming pool and were prepared to pay the going cost of it, yet few
had pools? Why does the ability to pay get you a pool but not an inte-
grated neighborhood?

One of the great challenges in the social sciences is to understand
how aggregate outcomes are often different from anyone’s intent, some-
times better (as Bernard Mandeville in the epigraph above and Adam
Smith, in the epigraph to chapter 6 suggest) but sometimes worse, as an
American family seeking a multi-racial neighborhood might suspect.
Economists specialize in unintended consequences and, since Bernard
Mandeville and David Hume, have studied the way the actions of many
individuals acting on their own produce aggregate outcomes that no-
body intended. The many sophisticated models of this process are one
of the distinctive contributions of economics. More important than the
models is the insight that no obvious relationship links the motives of
the people engaging in an interaction and the normative properties of
the aggregate outcomes occurring as a result of their interactions. For
example, what are called “invisible hand arguments” show how the
alchemy of good institutions can transform base motives into valued
outcomes, so that, as in Mandeville’ s Fable, “the worst of all the multi-
tude did something for the common good.”

This brings us back to the classical economists problem of “getting
the rules right.” Of course, even the “right” institutions are for the most
part not designed at constitutional conventions. Rather, particular prop-
erty rights and other forms of economic governance owe their existence
and their mode of operation to the path-dependent consequences of of-
ten uncoordinated and accident-prone actions of a multiplicity of actors
over a long period. Examples include the emergence and persistence of
customary division rules and other aspects of property rights (such as
fifty-fifty crop shares and “finders keepers”), norms supporting market
exchanges, and the conventional use of pronouns expressing deference
or solidarity.

In this chapter, I will ask: in large populations, how do persistent
structures of interaction evolve in the absence of deliberate design? This
is but a modern statement of the age-old question of institutional evolu-
tion: what accounts for the emergence, diffusion, and disappearance of
social rules? The classical economists were no less interested in how we
got the rules we have than in getting the rules right. A prominent mod-
ern exponent of the evolutionary tradition initiated by Hume and Smith
is Frederick Hayek, whose approach sometimes is termed “the theory of
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spontaneous order” or “the self-organization of society.” By contrast to
the constitutional design approach, which posits a benevolent social
planner or other actors seeking to implement socially optimal aggregate
results, in evolutionary models none of the actors has preferences de-
fined over aggregate outcomes.

The two traditions — constitutional and evolutionary —deploy differ-
ent analytical techniques and distinct metaphors. The “institutions by
design” tradition represents social rules as analogous to devices originat-
ing in the human imagination, evaluated by their problem-solving capac-
ity and implemented if they meet a test of efficacy. Classical cooperative
and noncooperative game theory are now the standard analytical tech-
niques of this approach, not only by economists but also by philosophers
such as Robert Nozick, John Rawls, and David Gauthier as well. By
contrast, the spontaneous order tradition sees institutions as analogous
to languages: the evolution of social rules, like the acquisition of an
accent, is the product of countless interactions, the aggregate conse-
quences of which are often unintended. Institutions thus evolve by trial
and error, taking place, as Marx once put it, behind the backs of the
participants. The title of Richard Dawkins’ best-selling book likens evo-
lutionary processes to a Blind Watchmaker. But the evocative metaphors
of Dawkins or Marx do not tell us what the process is, only what it is
not. Evolutionary game theory is a way of illuminating this process and
is the favored analytical technique of this approach.

I begin with an overview of the basic structure of evolutionary rea-
soning. I follow that with an example —residential segregation— de-
signed to illustrate some of the tools of evolutionary modeling. I then
present a formal model of the process of differential replication — the
replicator dynamic model. The concepts of evolutionary stability intro-
duced in the next part along with the replicator dynamic provide a be-
havioral foundation for the Nash equilibrium. To illustrate how these
analytical tools can be used to study economic institutions, I then use an
extension of the Hawk Dove Game to model the evolution of property
rights. I conclude with a critical evaluation of the evolutionary approach.

EvVOLUTIONARY SOcCIAL SCIENCE

We study individual behavior primarily to understand aggregate results.
Our concern is not why this particular person is without a job but with
the rate of unemployment, not how scrupulous a given person is in
paying taxes but the distribution of tax compliance in the population.
Understanding an individual’s preferences and beliefs, and the way insti-
tutions structure the constraints he faces, allows the prediction of indi-
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vidual behavior. But to explain aggregate outcomes we cannot simply
sum the predicted individual behaviors, because the actions taken by
each typically affect the constraints, beliefs, or preferences of the others.
Taking account of these feedback effects can be done with population-
level models that link individual actions to outcomes for the population
as whole.

By far the most fully developed population-level approach in the so-
cial sciences is the model of general competitive market equilibrium,
perfected in the middle of the last century by Kenneth Arrow, Gerard
Debreu, Tjalling Koopmans, and others. Under rather restrictive as-
sumptions, it aggregates the individual actions of producers and con-
sumers to an economy-wide vector of prices, outputs, and the allocation
of resources to alternative uses. The general equilibrium model provides
the setting for the Fundamental Theorem of Welfare Economics men-
tioned in chapter 1 and explored more fully in chapter 6. Simplified
versions of this model have attracted wide application not only in eco-
nomics but also in the social sciences generally, where analogies to com-
petitive economic equilibrium are found in electoral competition, the
marriage market, and the like. I have mentioned the model’s shortcom-
ings in the prologue and will return to them briefly in the pages to
follow, especially chapters 6 through 10.

Other than the Walrasian general equilibrium model, the only fully
developed class of population-level models are those depicting evolu-
tionary dynamics of biological systems under the combined influences
of chance, inheritance, and natural selection. The similarity between the
two approaches is striking: both model systems of competition in which
practices or designs with higher payoffs proliferate. Nor is this surpris-
ing: Charles Darwin (1809-1882) got the idea of natural selection in
1838 while reading the classical economist Thomas Malthus (1766-
1834). The close association of the two approaches predates even this;
the first explicit treatment of an evolutionary dynamic in a biological
model that I am aware of (a predator-prey model of the type made
famous by Alfred Lotka [1880-1949] and Vito Volterra [1860-1940])
was published just ten years after the Wealth of Nations, by Joseph
Townsend (1971) in his A Dissertation on the Poor Laws by a Well
Wisher to Mankind.

But the biological models differ in important ways from the eco-
nomic. While biologists employ equilibrium concepts in ways similar to
economists, they have given much more attention to the explicit model-
ing of the dynamic processes governing the distribution of traits in a
population. This task is facilitated by the fact that they have a model of
the process of heritable innovation based on mutation and recombina-
tion. By contrast, economics has no generally accepted theory of inno-
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vation despite widespread recognition of its importance. Application of
the biological model to human evolution has produced insights but
misses the important fact that humans produce novelty intentionally
and often through collective action and not simply by chance. (I address
this problem in chapter 12.) A related difference is that while optimiza-
tion is a behavioral postulate in the economic approach, it is necessarily
an as if shortcut in biological modeling, where the work of optimization
is done by the process of competition and selection rather than through
the conscious choice of strategies by individual members of a species. If
the economic models make excessive demands on individual cognitive
capacities, the biological models applied to humans make far too few.

In recent years, anthropologists, biologists, economists, and others
have adapted models from biology to the study of human populations
in which traits may be transmitted by learning as well as genetically.
One strand of this literature has developed models of cultural evolution
by modifying the biological models to take account of distinctive hu-
man capacities, notably our ability to learn from our own experiences
and from one another and to update our strategies in light of the infor-
mation we process. A second strand, evolutionary game theory, has
modified classical game theory to take account of our limited cognitive
capacities by positing agents who update their behaviors using imper-
fectly observed local information. Thus, the two strands — the theory of
cultural evolution and evolutionary game theory —have amended very
different starting points — models of natural selection and classical game
theory, respectively —in the first case, augmenting the assumed level of
human cognitive prowess, and diminishing it in the second.

Both evolutionary game theory and models of cultural evolution de-
scribe the interactions of adaptive agents, eschewing both the zero-intel-
ligence agents of the standard biological models and the highly cogni-
tive agents of classical game theory. Adaptive agents adopt behaviors in
a manner similar to the way people come to have a particular accent or
to speak a particular language. Forward-looking payoff-based calcula-
tion is not entirely absent (those aspiring to upward mobility may adopt
upper-class accents), but conscious optimizing is not the whole story.
The answer to “why do you talk like that?” is generally “because I was
born where people talk like that” not “because I considered all the ways
of speaking and decided that my utility would be maximized by speak-
ing this way.”

Thus individuals are the bearers of behavioral rules. Analytical atten-
tion is focused on the success or failure of these behavioral rules them-
selves as they either diffuse and become pervasive in a population or fail
to do so and are confined to minor ecological niches or are eliminated.
The dramatis personae of the social dynamic thus are not individuals
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but behavioral rules: how they fare is the key; what individuals do is
important for how this contributes to the success or failure of behav-
ioral rules.

Other distinctive characteristics of the evolutionary approach include
the modeling of chance, differential replication, out of equilibrium dy-
namics, and population structure.

First, chance plays a central role in evolutionary dynamics, even when
the stochastic events are small or infrequent. Chance events may take
the form of heritable novelty (as with mutations). Chance may also be
introduced as bebavioral innovations, which (like mutations) are not
best responses. Unlike mutations, behavioral innovations are not trans-
mitted genetically. Rather, they may be passed on to the next generation
and copied by others by cultural transmission, that is, through the
learning processes of adaptive agents. What is called matching noise is
another way that chance affects evolutionary dynamics. When small
numbers of individuals in a heterogeneous population are randomly
paired to interact, the realized distribution of types with whom one is
paired over a given period may diverge significantly from the expected
distribution. The difference between the realized distribution and the
expected distribution reflects matching noise and may have substantial
effects.

Nobody doubts that chance events make a difference: exogenous
shifts in tastes or technologies will displace the price and quantity equi-
librium in the standard comparative static model of a market equilib-
rium. How, then, are evolutionary models different? First, mutations,
behavioral innovations, and matching noise are distinct because these
sources of stochastic events are endogenous to evolutionary models.
Second, in the presence of generalized increasing returns, small chance
events often have large and persistent effects due to positive feedbacks,
rather than being counteracted by negative feedbacks.

It might be thought that chance events would introduce noise in evo-
lutionary models, affecting nothing more than the pace of change or the
second order question of whether we should expect to observe exact
equilibrium states in the real world or only states in the neighborhood
of equilibria. But this is far from true: taking account of chance often
affects the direction (not just the pace) of evolutionary change, and,
perhaps surprisingly, far from muddying the analytical waters, introduc-
ing noise in evolutionary models often allows us to say more rather
than less about the likely outcome. (Examples appear below, and in
chapters 5 and 12.)

Neither chance nor intentional innovation is sufficient to understand
the evolution of human institutions and behaviors. It is these sources of
novelty in combination with the second characteristic of the evolution-
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ary approach —differential replication (sometimes called selection)—
that gives direction to evolutionary processes. A key idea here is that
the institutional and behavioral characteristics of individuals and soci-
eties that we commonly observe are those that have been copied and
diffused —in short, replicated — while competing rules, beliefs, and pref-
erences have suffered extinction (or have been replicated only in margi-
nal niches).

As the models introduced shortly will show, differential replication
takes many forms, broadly grouped under the headings genetic and cul-
tural. The population distribution of behaviors that are influenced by
genes may change because of the proliferation of some genotypes at the
expense of others. The distribution of genotypes changes over time due
to random events (drift) and natural selection. In models of this process,
payoffs measure the reproductive success of the associated phenotypes,
that is, fitness. It is simplifying, and sometimes not misleading, to ignore
the details of genetic inheritance and of the relationship between ge-
notype and phenotype and to treat a behavior as if it was the phe-
notypic expression of a single gene and to study the determinants of the
reproductive success of that gene. (This is done in studying the dy-
namics of the hawk-dove game below.) The mapping from genes to be-
haviors is for the most part unknown and certainly contains few if any
of the simple gene-behavior correspondences assumed by this method.

Cultural traits refer to behaviors that are learned rather than trans-
mitted genetically from parents. Learning from parents is sometimes
termed vertical cultural transmission, while learning from teachers and
others of one’s parents generation is called oblique transmission, and
learning from members of one’s age group is called horizontal transmis-
sion. The analogue to differential fitness in models of cultural evolution
is the rate at which people give up one behavior in favor of another.
This differential copying process, like genetic inheritance, is poorly un-
derstood, but it involves a tendency to adopt a given behavior for one
or more of the following reasons: because it is common in one’s locality
(conformism, exposure), because in one’s own past experience it yielded
higher payoffs than other behaviors (reinforcement learning), or be-
cause the behavior maximizes expected payoffs given the individual’s
beliefs about the distribution of others’ behaviors in the population
(best-response updating). Because it is simple, plausible, and versatile, I
model cultural transmission with best-response updating, sometimes
combined with conformist learning.

The processes of genetic and cultural evolution are strongly influ-
enced by social structure —assortative mating, patterns of residence and
migration, and the like. Because these and many other aspects of social
structure are based on learned behaviors, the distribution of culturally



Spontaneous Order * 63

transmitted traits in a population can influence genetic evolution. This,
and the converse process—genetic distributions influencing cultural
evolution —are termed gene-culture evolutionary processes (I model an
example of this in chapter 13). While mutually determining, there is a
major difference in the pace of cultural and genetic change. Changes in
gene distribution occur with the passing of generations and in response
to rare chance events, while cultural learning may take the form of epi-
demic diffusion of behaviors, as occurred with the proliferation of the
general use of familiar pronouns in many European languages during
the course of a single decade, the 1960s.

Whether cultural or genetic, the process of differential replication is
commonly modeled using replicator equations describing a replicator
dynamic, introduced below. The replicator dynamic provides an alterna-
tive to comparative static analysis and other approaches in which time
is not explicitly modeled. It gives us a complete account of out-of-equi-
librium movements in population frequencies based both on empirically
plausible assumptions about individual cognitive capacities and behav-
iors and on a representation of the details of social interactions (who
meets whom, to do what, with what payoffs, with what information,
and the like). Thus, taking explicit account of out-of-equilibrium dy-
namics is a third characteristic of evolutionary approaches.

Two advantages follow from explicit dynamic analysis. First, one dis-
covers what I call evolutionarily irrelevant equilibria. Explicit dynamics
illuminate the relationship between the solution concepts of the pre-
vious chapter — Nash equilibrium and dominance —and the more com-
plete and robust notion of evolutionary stability. We will see (here, in
chapter 6, and especially in chapter 12) that under plausible models of
differential replication, some Nash equilibria may turn out to be vir-
tually irrelevant to how real societies work, once we take evolutionary
processes into account.

A second advantage of explicitly modeling dynamical processes is
that there exist nonequilibrium states of substantial importance in the
functioning of real-world economies. Because this claim challenges a
basic tenet of conventional thinking in economics, let me illustrate it
with an empirical example. Many markets exhibit a remarkable long-
term coexistence of what one would think of as winners and losers,
contrary to what one would expect if economies were approximately in
equilibrium. Among firms producing the same products and selling to
the same customers in the highly competitive metal-forming industry in
the United States in the early 1990s, for example, the most successful
firms (as measured by labor productivity) were well over three times as
productive as the least, with the 75th percentile about twice the 25th
percentile (Luria 1996). In Indonesia’s electronics industry —a part of
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the highly competitive global market—data from the late 1990s show
that the firms at the 75th percentile were eight times as productive as
those in the 25th percentile (Hallward-Driemeier, Iorossi, and Sokoloff
2001). Of course, the Indonesian case is extreme, some of these differ-
ences are just statistical noise, and the high-performance firms will ex-
pand and the low-performance firms will tend to exit the industry. But
the selection process is apparently sufficiently weak, even in these very
competitive industries, to cast doubt on the usefulness of the assump-
tion that all firms are operating on the production possibility frontier.
The instantaneous implementation of equilibria is of course even less
likely to be observed in environments in which entry and exit is more
restricted, or in which the actors in question are not specialists in mak-
ing money but individuals simply going about life.

Abstracting from disequilibrium states on grounds that they are
ephemeral is generally a poor guide on practical matters. Continuing
the above example, a significant contributor to the end of the post—
World War II golden age of rapid productivity growth in the U.S econ-
omy was a reduction in the rate at which low productivity firms were
being weeded out (Bowles, Gordon, and Weisskopf 1983). The rapid
rate of productivity growth in the Swedish economy during the third
quarter of the past century was in part due to the shift in labor and
other resources from low- to high-productivity firms induced by a delib-
erate policy of wage equalization and the consequent failure of low-
performing firms (Hibbs 2000).

Though insightful on these and other policy issues, the analysis of
out-of-equilibrium dynamics is considerably more demanding than the
conventional comparative static approach. But long term average be-
havior of the variables of interest can often be studied analytically or
simulated, often yielding quite strong results. Examples are provided in
chapters 11 through 13.

A fourth characteristic idea in evolutionary modeling is that popula-
tions are structured hierarchically, and differential replication can take
place at more than one level. Individuals interact with individuals, but
individuals also constitute groups (e.g., families, firms) and other higher
order entities (e.g., nations, ethnic groups), and these multi-individual
groups also interact. Individuals in turn are a grouping of interacting
cells. The process of differential replication is typically taking place at
many levels simultaneously: within individuals, among individuals, among
groups, and so on. For example, within a firm, different behaviors (work-
ing hard or being laid back, for example) are being copied or aban-
doned by individuals, while among firms the organizational structures
of the more profitable enterprises are being copied while the least prof-
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TaBLE 2.1
Some processes underlying the evolution of behaviors

Level of Selection

Replicator Individual Group of Individuals
Learned behaviors ~ Social learning (conform- Emulation of other groups’
ism, reinforcement learn- conventions, cultural as-
ing, best response) similation of unsuccess-
ful groups
Genes Differential reproductive Biological extinction of un-
success, drift successful groups, re-

duced fitness of
subjugated populations

itable firms are failing. Thus, what is replicated (or not) may be traits of
individuals such as their preferences or beliefs; but the institutions and
other group-level characteristics of firms, ethnic communities, or na-
tions are also subject to differential replication. An adequate theory
must illuminate the process by which group structure emerges in a pop-
ulation of individuals, how the boundaries among the resulting higher-
level entities are maintained, and how they pass out of existence. The
simultaneous working of differential replication at more than one level,
called multi-level selection (or group selection), produces what is termed
a coevolutionary process governing the dynamic trajectories of both in-
dividual and group level characteristics. (An example — the coevolution
of individual preferences and group structures —is provided in chapter
13.)

Table 2.1 summarizes the varieties of the processes introduced above,
distinguishing between the replicators (the traits being copied) and the
levels of selection (the units among which the implicit competition for
success in replication takes place). A replicator is something that is cop-
ied; genes and jokes are replicators, as are individual preferences and
beliefs, and group-level conventions and other institutions.

Explaining behaviors and institution by reference to differential repli-
cation may seem an obvious tautology. True, differential replication is
an accounting system invaluable as a check on the logic of a complex
argument. But it is also an analytical framework offering insights that
are unlikely to emerge from other perspectives. Of course, making good
this claim will require an account of the replication process itself,
whether it be the profit-based regulation of the survival or demise of
firms with differing organizational structures, the differential biological
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fitness or cultural emulation of individuals with differing behavioral
patterns, the diffusion or demise of society-level institutions through the
process of intergroup conflict, or some other selection process.

An example will illuminate some of the distinctive features of the
evolutionary approach.

RESIDENTIAL SEGREGATION: AN EVOLUTIONARY PROCESS

How might an evolutionary social scientist explain the coexistence of
preferences for multi-racial neighborhoods with the observation that
few neighborhoods are integrated? Here is an example, one that illus-
trates some characteristic outcomes of evolutionary modeling: multiple
equilibria and the historical contingency of outcomes, the pattern of
local homogeneity and global heterogeneity and the long term persis-
tence of Pareto-inferior outcomes. Consider a single neighborhood (one
of many) in which all housing units are equally desirable to all members
of the population. Individuals’ preferences for living in this neighbor-
hood depend solely on the racial composition of the neighborhood. In
this neighborhood and in the surrounding population, “greens” prefer
to live in a mixed neighborhood in which they outnumber the “blues”
by a small fraction, and “blues” correspondingly do not prefer segrega-
tion but would rather not be outnumbered by the “greens.” T will ex-
press these preferences by the price, p, and p,, that greens and blues,
respectively, would be willing to pay for a house in the neighborhood,
each depending on the fraction of homes in the neighborhood occupied
by greens, f € [0,1]. The following equations are a way to express the
preferences described above (see figure 2.1):

Pulf) = YA(f + B) = A(f + B) + p
Plf) = A = 8) = Valf = B + p

with & € (0,2) where p is a positive constant reflecting the intrinsic
value of the identical homes. Differentiating both functions with respect
to f and setting the result equal to zero, we see that the ideal neighbor-
hood for greens (that which maximizes p,) is composed of Y2 + &
greens, while blues prefer a neighborhood with Y2 — & greens. As the
difference between the optimal neighborhoods (that for which they
would pay the highest price of a home) of the greens and the blues is 23,
I will refer to 8 as the extent of discriminatory tastes of the two types (8
could differ between the two groups, or one group might not care about
the racial composition at all, of course). I will normalize the size of the
neighborhood to unity so I can refer indifferently to the fraction of
greens and the number of greens.

(2.1)
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Suppose that during each time period some fraction a of both the
greens and the blues in this neighborhood consider selling their house to
a member of the surrounding population. Prospective buyers from out-
side the neighborhood visit the neighborhood in proportion to the cur-
rent composition of the neighborhood. The fraction of prospective
buyers who are green is thus /. Prospective buyers and sellers are ran-
domly matched; imagine that the house-hunting visitors just knock on
the door of a randomly selected house. Thus, in any period the expected
number of greens seeking to sell their house who are contacted by a
house-hunting blue is af(1 — f). Each prospective seller meets just one
buyer per period, either making a sale or not, the probability of making
the sale depending on the difference between the buyer’s valuation of
the home and the seller’s valuation if the former exceeds the latter, both
given by eq. (2.1). Thus, if a blue considering selling meets a green and
if f is such that p, > p,, then the probability that a sale will take place is
B(pe — pp) where B is a positive constant relating the price difference to
the probability of a sale.

We are interested in the evolution over time of the distribution of
types in the neighborhood. Assuming the neighborhood is large enough
so that we can take the expected values to be a close approximation of
realized values, and using a prime (') to indicate “next period” we can
write /' as a function of f to take account of the fact that in any period
some of the greens may sell to a blue while some of the blues may sell to
a green. Thus

f' =1 = oftl = NpeBlpr = Pe) + (1 = f)fpeB (g — o) (2.2)

where p, = 1 if p, > p, and is zero otherwise, and p, = 1 if p, = p,
and is zero otherwise. (Obviously, p, + p, = 1.) The equation may be
read as follows: the expected fraction green next period is the fraction
green this period minus any greens who sold to a blue (the second term
on the right hand side), plus any blues who sold to a green (the third
term). The second term on the right hand side, for example, is the loss
of greens through sales to blues; of is the number of greens seeking to
sell, of these (1 — f) will be matched with a blue, and if the blue’s price
exceeds the greens’ price, the sale will take place with probability
B(pp — Pg). The third term may be interpreted analogously, in the case
that green prices exceed blue prices, in this case blues selling to greens.
Using p;, + p, = 1, we can rearrange the equation as follows:

Af = f" = f=of1 = IBbg — Pb) (2.3)

from which it is clear that Af = 0 if p, = p, (no sales take place
among those prospective buyers and sellers of different types who do
meet because buyers do not value the homes more than sellers). Note
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Prices

Py(0) Py(1)

f*

Fraction of the homes owned by greens, f

Figure 2.1. Spontaneous segregation in a residential community. The two func-
tions give the maximum value a blue and a green is willing to pay for a home as
a function of f, the fraction of the community that is green. Note that both
greens and blues prefer an integrated neighborhood to living with their own
kind in a completely segregated community.

that Af = O alsoif f = 0 or f = 1 (the neighborhood is visited only by
prospective buyers of the same type as the homogeneous population
already there). Equation (2.3) is called a “replicator dynamic equation.”
With some further rearranging it can be rewritten in the sometimes
more convenient form Af = afB(p, — p) where p is the average price
orp = fog + (1 = flps.

A stationary value of [ is a stable equilibrium if an exogenous change
in f produces (by the dynamic described in eq. 2.3) a Af of the opposite
sign, that is, if dAf/df < 0. If this inequality holds, a change in f is self-
correcting. Figure 2.1 illustrates this model. Inspection of the figure (or
a little calculation) confirms that a half-blue-half-green composition of
the neighborhood is an equilibrium (Af = 0, because p, = p;), but it is
not stable (because dAf/df > 0) so a small chance displacement of the
fraction from the fifty-fifty distribution will not be self-correcting but
rather will cumulate, leading to a completely segregated neighborhood.
Notice, too, that for 8 < Y4 both greens and blues would prefer the
integrated neighborhood to the segregated outcome, even if the segrega-
tion resulted in only “their” types living in the neighborhood. (The above
can be confirmed by checking that p,(V2) = p4('2) > p,(1) = p.(0).)

Thus, the segregated stable equilibria that we expect to be the only
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durable outcomes of this interaction are Pareto inferior to a set of inte-
grated neighborhood compositions that are unsustainable as stable
equilibria in this model. Remarkably, this result holds even if 8 is arbi-
trarily small; complete segregation results even if the two groups have
virtually identical tastes and the optimal neighborhood for both is very
close to fifty-fifty. Finally, confirming that complete segregation (of ei-
ther type) is a stable equilibrium is easy. Thus, neighborhoods will be
locally homogeneous while otherwise identical neighborhoods will be
composed entirely of the other group, exhibiting global heterogeneity.
Which composition a neighborhood will exhibit will be historically con-
tingent: if, in the recent past, f was less than f*, we would expect to find
f = 0, for example.

The coordination failure arising in this case comes about because when
a household decides to live in a community, its choice affects the well-
being of residents in the community to which it moves as well as the
one it left. The composition of a community is thus both the “commod-
ity” that the family is choosing and the unintended product of the
choices of all families. There is no reason why the resulting outcome
will be efficient, whether sorting is based on preferences for racial com-
position, as here, for highly educated neighbors (Benabou 1993), or for
neighbors who are homeowners (Hoff and Sen 2002), or for other rea-
sons.

I have modeled the process of market equilibration by explicitly
tracking the results of social interactions (who meets whom, and what
do they do). Individuals made use of only local knowledge: they did
not seek out the very best deal, they simply made a transaction with
positive probability as long as it was mutually beneficial and not other-
wise. The racial composition of the neighborhood was determined by a
replication process that determined the occupation of residences by
members of one or another group. The dynamics of neighborhood com-
position was derived by studying which residences replicated their own-
ership pattern and which ones switched. In chapter 6 I will contrast this
social interaction approach to modeling markets with the Walrasian
model.

MODELING THE EVOLUTION OF BEHAVIOR

Like the racial composition of the neighborhood, the distributions of
individual behavioral rules or institutional characteristics of groups in a
population and their evolution over time depends on which traits are
copied and which are abandoned. “Traits” are any characteristic of an
individual or group that may be adapted by others, abandoned, or re-
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tained. If the children of Catholics are likely to retain their parents’
religion and the children of Protestants are not, the fraction of Catholics
in the population will rise (assuming that all families have the same
number of children and that these are the only two types in the popula-
tion). If firms recognizing a trade union among its employees fail at a
higher rate than nonunion firms, and if new firms tend to copy the more
profitable firms, union density will fall.

Differential replication may result from people or organizations delib-
erately seeking to acquire traits, rules, and so on that have proven suc-
cessful to others. Differential replication, however, may also take place
through less instrumental means: the process of copying may be de-
scribed by a conformist transmission process according to which the
replication of traits is frequency dependent, the more prevalent traits in
a population being favored.! And though sometimes called “sponta-
neous,” the process of differential replication may work through the
coercive exercise of power by nations, classes, or organizations, as when
those who lose wars are constrained to adopt the culture, schooling,
and constitutions of winners.

The details of the transmission process are important, and I will take
up these and other more complicated cases in subsequent chapters when
I model how economic and other institutions shape the evolution of
preferences. Here I model an important, if overly simple case in which
successful behaviors are copied. This is the process of payoff monotonic
updating, namely, the class of transmission mechanisms with the prop-
erty that behaviors with above-average payoffs are adopted by others
and thus increase their share of the population. I also assume that indi-
viduals are randomly paired to interact.

Let there be one of two mutually exclusive traits (x and y) present in
each member of a large population.? The traits may be adherence to
differing behavioral rules, food tastes, or any durable aspect of behavior
that affects payoffs. Thus x might be “price goods at their marginal
cost,” “work hard,” “have an additional child,” “reciprocate gifts,” or
“eat a healthy breakfast each day.” The trait y represents an alternative
rule in each case. The model is readily extended to populations with
more than two traits. I model the evolution of cultural traits, namely,
those that are acquired through learning (from parents, others in the
previous generation, peers, etc.) rather than through genetic inheritance.

' Some reasons for thinking conformist transmission to be important are offered in
Boyd and Richerson (1985) and Bowles (2001). A model of conformist updating is pre-
sented in chapter 11.

? The mathematics of dynamical systems analysis underlying the models presented here
is clearly reviewed in Weibull (1995) and presented more fully in Hirsch and Smale
(1974).
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Thus, the model below represents behavioral updating as a process of
switching from one trait to another rather than the differential produc-
tion of offspring. (But the model below is readily adapted to the case of
genetic transmission of traits, as I will show in the Hawk Dove example
below.) I ask how many copies of each trait are made at the end of each
period. (An individual who leaves no copies in the next period has
switched to another trait; one who leaves two copies has retained his
trait and been copied by another.) Notice that the individuals live for-
ever and are simply bearers of the traits; it is the traits themselves that
will be more or less successful in generating copies. I normalize the size
of the population to unity.

The structure of the transmission process is this: individuals imple-
ment the strategy dictated by their trait in a game that assigns payoffs
to each depending on their and others’ behaviors. Following this, the
traits are replicated with the traits whose bearers gained higher payoffs
making relatively more copies and thus generating a new population
frequency of the traits. Suppose members of the population are ran-
domly paired to interact in a symmetrical two-person game, the payoffs
of which are denoted w(i, j), the payoff to playing trait i against a
j-playing partner. For any population frequency of the x trait, p € [0,1],
the expected payoffs are thus

bx(p) = P“T(xa x) + (1 - P)"T(xa y) (2 4)
by(p) = P"T()’, x) + (1 - P)"T(% )’) ’

Read the first equation: “With probability p an x-person is paired with
another x-person gaining payoff m(x, x), and with probability (1 — p)
is paired with a y-person gaining payoff m(x, y).”

At the beginning of each period, some fraction of the population,
o € (0, 1], may update their trait upon exposure to a “cultural model”
(a competitor, a teacher, a coworker, or a neighbor, for example). The
remainder of the population does not update irrespective of their expe-
riences. The fact that not all members of the population are in updating
mode captures the fact that we typically adopt behaviors — often during
adolescence —and then retain them over a period of time. Of course, the
updating concerning some traits may be very frequent — preferred man-
ner of dress, for example — while we update other traits only very occa-
sionally — religion, for example. How quickly we update, like the other
aspects of the learning process being modeled, is not given but itself
responds to evolutionary pressures, but we simplify here by abstracting
from the endogenous nature of the updating process itself.

If the cultural model and the individual have the same trait, it is
retained by the individual; this will happen with probabilities p and
(1 — p) for the x’s and y’s, respectively (both the model and the individ-
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ual produce a single replica — themselves — in the next period). But if the
individual and the model have different traits, then the individual re-
tains or replaces the trait on the basis of the payoffs enjoyed by the two
in the previous period. The payoffs experienced by the cultural model
and the individual depend on the particular pairing experienced by the
two and hence vary with the population frequency of each trait. Of
course, the individual could sample from the payoff experiences of a
larger group rather than simply comparing his own payoffs with the
model’s, but this would make little difference at this point. If the indi-
vidual switches, then the model has made two replicas, and the individ-
ual none. (In chapter 11, I use this model to study the emergence and
spread of individual property rights.)

Consider a cultural model (a y-person) and an individual x-person,
who experienced payoffs B, and B,, respectively, the previous period
(these will not generally be equal to b, and b,, respectively, due to
matching noise). A small difference in payoffs need not induce a switch
or even be noticed, so we say that with probability B(B, — B,) the
x-person will switch if B, < B,. If B, = B,, the individual does not
switch. The coefficient B is a positive constant reflecting the greater ef-
fect on switching of relatively large payoff differences, scaled so that the
probability of switching varies over the unit interval. Letting p,-~, = 1
if the payoff of the y-person exceeds that of the x-person and zero oth-
erwise, and taking expected values (the population is large), we can
write the expected population frequency with trait x in time ¢ + 1, de-
noted by p’, as

p, =p - wP(l - p)py>xB(by - bx)
+ 0.)[)(1 - P)(l - py>x)B(bx - by) (25)

This expression may be read as follows: in any period there are p x-per-
sons, and a fraction of these, o, will be eligible for updating, each of
these wp x-persons will be paired with a y-model with probability
(1 — p), and with probability p,-,B(b, — b,) the information they ac-
quire about payoffs will lead them to switch. Offsetting the x’s lost in
this manner, some of the y-individuals will encounter x-models and by
an analogous process will convert to x-persons. Rearranging, we can
rewrite eq. (2.5) as

Ap =p" —p = wp(l = p)B(by — b)) (2.6)

From eq. (2.6) it can be seen that the direction and pace of updating
depends on the value of p in two ways. First, p(1 — p), the variance of
the trait, measures the number of x-persons who will be paired with a
y-person, extreme values of p making this very unlikely. Second (writing
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it so as to make explicit the functional dependence of the b’ on p) the
expression wB{b,(p) — b,(p)} captures the effect of p on payoffs and
thereby on updating. Notice that larger values of w and B—a larger
fraction in updating mode, and individual switching more responsive to
payoff differences —accelerate the dynamic when b, # b,. Writing
b = pb, + (1 — p)b, as the population average payoff, eq. (2.6) is
more compactly expressed as

Ap = wa(bx - é)a (26,)

which is the general form (applicable to any number of traits) of the
discrete-time replicator dynamic, a way of modeling dynamical systems
formalized by Taylor and Jonker (1978) with wide applicability in pop-
ulation biology and the evolutionary social sciences.’

As eq. (2.6) makes clear, there are two necessary components in this
analysis of evolutionary change: variance and differential replication.
Variance, represented by the term p(1 — p), is essential because the
more nearly homogeneous a population is, the slower will be the evolu-
tionary process. Notice that p(1 — p) reaches a maximum for p = %,
so an evenly divided population will maximize the rate of change in p,
holding other influences constant. Differential replication —sometimes
termed selection—is represented by the term wB{b.(p) — b,(p)}. The
pressure of differential replication (or selective pressure) will be weak if
a small fraction of the population is in updating mode, if payoff differ-
ences are small, or if the response to payoff differences is small. Eq.
(2.6) or (2.6') gives a complete description of the relevant one-dimen-
sional dynamical system. As there are just two traits, the state space in
this application, namely, all possible outcomes, is simply all of the
values that p may take over the unit interval. For this reason the result-
ing dynamical system is termed “one-dimensional.” Notice that eq.
(2.6) is identical to the expression describing the dynamics of the segre-
gated residential housing market, eq. (2.3).

For every value of p the replicator equation gives the mapping
Ap = v(p), where the function v, termed a vector field, defines for each
state in the state space the direction and velocity of change at the state.
We are generally interested in knowing the states p* such that y(p*)
= 0, called stationary states (also called rest points or a critical points
of the dynamic), and the stability properties of these states, determined

I have expressed the replicator equation in discrete rather than continuous time be-
cause many of the problems to be addressed in the pages that follow are characterized by
natural units of time (such as a generation), giving the discrete time version a more trans-
parent interpretation. The continuous and discrete time dynamics differ somewhat,
though not in ways that are important for what follows (Weibull 1995).
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by v(p* + €), where € is an arbitrarily small perturbation of p. From
eq. (2.6’) it is clear that Ap = 0 if

or if p is either 0 or 1 (because when p = 1, b, = b). For p € (0,1) Ap
takes the sign of b, — b,, expressing the fact that updating is payoff-
monotonic.

Given the one dimensionality of this dynamical system, the stability
properties of its stationary states are easy to describe: an equilibrium is
asymptotically stable (self-correcting) if the derivative of eq. (2.6') with
respect to p is negative (that is dAp/dp < 0) requiring that:

db, db

dp dp

This says, as one would expect, that should the population frequency of
x’s increase for some exogenous reason, the expected payoff difference
between the y’s and the x’s will increase (so the increase in x will be
negated by the fact that it creates a situation differentially favoring the
y’s.) Asymptotic stability of a stationary state, p*, means that all suffi-
ciently small perturbations in the population composition will result in
changes leading back to p*. Lyapunov stability requires only that all
small perturbations in p will not result in further movements away from
p*. (Lyapunov stability is sometimes termed neutral stability.) I will use
the term “stability” (without adjective) to refer to the stronger, asymp-
totic (self-correcting) concept. Asymptotic stability obviously implies
Lyapunov stability. The distinction between the two stability concepts
becomes important when individual behaviors are subject to (even arbi-
trarily small amounts of) stochastic influences such as mutation, or
idiosyncratic (non—best response) play. An illustration is provided in
chapter 11. Eq. (2.8) expresses the intuition that asymptotically stable
equilibria must be characterized by negative feedbacks: increases in the
frequency of x’s reducing the relative advantage of the x’.* Where eq.
(2.8) fails to obtain (and is strictly less than zero), the equilibrium is
unstable due to positive feedbacks: a chance increase in p will benefit
the x’s more than the y’s and thereby displace p away from p*.

The process of updating can then be explored in two ways. First, if an
interior equilibrium is stable, we can study the way that exogenous in-
fluences might displace the equilibrium by exploring how p* is affected

X

=m(y, x) =7(y, y) - mw(x, x) +w(x, y) > 0. (2.8)

* There is a technical difficulty that I do not address. In the discrete time dynamic
treated here it is possible that the updating process moves p in the direction of p* when it
is perturbed, but that overshooting takes place. I assume that the time period is short
enough (and hence  is small enough) to preclude this.



Spontaneous Order * 75

by changes in the underlying game and updating process. This would be
done by differentiating the equilibrium condition (2.7) with respect to
exogenous determinants of the replicator equation, including not only
whatever technological and other data determine the structure of payoffs
and other aspects of the game but also such institutionally determined
aspects of the transmission process as the pairing rule for the game or for
meeting cultural models, the frequency of given actors meeting, and the
possible presence of influences on updating other than payoffs, such as
conformism. I will use this approach to study the effect of economic
institutions on the evolution of preferences in chapters 3, 7, and 11.

Second, if a unique interior unstable equilibrium exists, we will have
two stable equilibria with a homogeneous population of either all x or
all y (as in the case of the segregated housing market). In this case we
may want to study the path-dependent process by which we may end
up at one or the other. To do this we would look at the basin of attrac-
tion of each stable stationary state, defined as the set of initial states
for which the unperturbed dynamical system moves toward that
equilibrium. In the one-dimensional system studied here, should the
unique interior stationary state p* be unstable, then the basin (or inter-
val) of attraction of p = 0 is the range of values of p over which
Ap = vy(p) < 0 and hence the population will gravitate towards p = 0.
Thus the interior (unstable) equilibrium p* divides the unit interval into
the two basins of attraction, with Ap > 0 for p > p* and Ap < 0 for
p < p*. In the housing segregation model the basin of attraction of the
all blue equilibrium is given for values of f < f*.

As we will see, many of the simplifications used in deriving the model
can be relaxed. But there is a crucial assumption in the above reasoning
that is at once essential, hard to do without, and quite limiting. I took
expected values as a reasonable approximation of actual payoffs, but
the size of many of the populations we study —the residents in the
neighborhood studied in the previous section, or the employees of a
firm —is far too small to justify this assumption. Thus, for example, if p
is the frequency of x-persons and pairing is random, the expected num-
ber of x’s paired with an x was given as p> but by chance the value
could be as large as p (assuming an even number of x’s) or as few as
zero, and both will happen quite frequently in small groups. This prob-
lem of matching noise and other small-# influences on the evolutionary
dynamic may seem a quibble, but it is not. In chapters 12 and 13 you
will see that the small size of groups combined with chance makes a big
difference not only in the pace but also in the direction of evolutionary
dynamics.

A second limitation of the replicator dynamic is that the equations
defining the system do not depend on time, that is, the system is autono-
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mous or time homogeneous. Thus, the system abstracts from histori-
cally varying influences on the equations, such as the state of knowl-
edge, technology, institutional facts taken as given, or the weather. Of
course, if we understood the dynamics of these time-varying influences,
we could include them as state variables in the dynamical system.
Whether the time-homogeneous nature of the replicator dynamic is a
problem or not depends on the question at hand; for many problems,
abstracting from, say, climate change is reasonable and for some it is
not. The interpretation of the emergence of individual property rights in
chapter 11 is a case in which variations in weather make a significant
difference. If the selection processes described by the replicator dynamic
are slow relative to the changes in the underlying technologies and other
exogenous data defining the underlying game, the dynamical system
may never reach the neighborhood of the stationary values of p (as
these will be continually displaced by exogenous changes.)

A third problem with the replicator dynamic is suggested by its name:
it cannot be used to study innovation. To study genuine novelty (as
opposed to differential replication of existing traits), I need to introduce
the complementary concept of an evolutionarily stable strategy.

EVOLUTIONARY STABILITY AND SOCIETAL OUTCOMES

Under what conditions can a population be “invaded” by a new trait?
Concrete examples of such an invasion include the rapid spread of the
practice of having small rather than large families in many countries
over the past century. Or think of late feudal European society, “in-
vaded” by a small number of Italian and other merchants using entirely
new business practices such as double-entry bookkeeping and the com-
munity responsibility system of contractual enforcement (Greif 2002,
Padgett 2002). The invaders prospered and eventually transformed the
feudal order. Other examples include corrupt business practices invad-
ing a community of honest traders, or the deferential forms of address
of a linguistic community being invaded by familiar pronouns.

While the replicator dynamic is a convenient analytical tool, a trait
absent from a population in period ¢ cannot be copied in period ¢ + 1.
Recall that the stationarity condition for p is satisfied at p = 1 and
p = 0, irrespective of the payoffs that might accrue to the absent strat-
egy, were it present. These values of p are always stationary in the repli-
cator dynamic but may not be Nash equilibria and may not be asymp-
totically stable: small perturbations around p = 0 and p = 1 may not
be self-correcting. It is not difficult to extend replicator dynamic models
to take account of both innovations and chance; we will return to these
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stochastic evolutionary models in the closing chapters. Here, rather
than explicitly incorporating chance into the replicator equation, we
will introduce a handy shortcut for getting innovation into the picture,
the notion of evolutionary stability.

Not surprisingly, biologists pioneered the modeling of innovation.
Their interest in whether a small number of mutants could proliferate in
a large population motivated the key concept of an evolutionarily stable
strategy. The basic idea is that a population all playing an evolutionary
stable strategy will repel an invasion of individuals playing some other
strategy. Consider a large (strictly, infinite) population in which individ-
uals are randomly paired to interact (along the lines of the model imme-
diately above.) Suppose, as above, that we are considering two behav-
ioral traits, x and y. Trait y is evolutionarily stable against x if there
exists some positive fraction of the population, p~, such that if the frac-
tion of the population playing x is less than p~, then the incumbent
strategy (y) will produce more replicas than x and hence will eliminate
the entrant. I will introduce a case shortly in which you will see that the
“invasion barrier” p~ € (0, 1) is an unstable interior equilibrium and it
defines the boundary of the basin of attraction of p = 0 and p = 1
mentioned above.

To see what evolutionary stability entails, we want to know what will
happen in a large population composed entirely of y’s if a small number
of x’s are introduced. Using eq. (2.6’), this means evaluating Ap at
p = € where € is arbitrarily small. We know that Ap will have the sign
of

bx(s) - by(e) =
{8’1T(x, X) + (1 - S)Tf(x, )’)} - {8’"()’, x) - (1 - 8)"7(3’, )’)}

A behavioral trait y is an evolutionarily stable strategy (ESS) with re-
spect to some other strategy x if and only if b,(e) — b,(e) < 0, which
for arbitrarily small € is the case when

w(y, y) > m(x, y) (2.9)

or when
w(y,y) = m(x,y) and  w(y, x) > mw(x, x).

Thus, an ESS is a best response to itself (at least weakly, and if it is a
weak best response to itself then the other strategy is not a best re-
sponse to itself). As small perturbations of p around an ESS are (by the
above reasoning) self-correcting, we know that every ESS is a symmetric
Nash equilibrium that is asymptotically stable in the replicator dy-
namic. Where the mutant may be a weak best response to itself (that is,
the last inequality in eq. (2.9) is not strict, but instead m(y,x) = w(x,x))
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then y may be neutrally stable: the invader may not be eliminated, but it
will not proliferate as a result of payoff monotonic updating, either.’ Of
course, such a neutrally stable state (NSS) can be invaded through a
process of drift (that is, further exogenously generated innovations) and
this has important implications in some applications (see, e.g., chapter
11). The NSS and the ESS are thus increasingly stringent evolutionary
refinements of Nash equilibria. Every ESS is an NSS and every NSS is a
Nash equilibrium; but of course the converse is not true.

The converse of evolutionary stability is the capacity to invade, which
Axelrod and Hamilton (1981) termed initial viability.® If x is initially
viable against y then y is not an ESS. Notice that y’s status as an ESS
with respect to x says nothing about its status with respect to some
other trait k or two mutants k and x occurring simultaneously.

We often want to know if a mixed population (that is, one for which
p € (0, 1)) is invadeable by a rare mutant. We can do this by noting
that a population, all of which adopts the same mixed strategy, is for
this reason homogeneous in strategies even though it is behaviorally
heterogeneous in the sense that at any given moment different individ-
uals take different actions. Representing the polymorphic population as
one in which all individuals adopt a mixed strategy (playing x and y
with probability p* and (1 — p*) respectively), we can refer to this
mixed strategy as an interior (or mixed) ESS with respect to some other
strategy k if, should a small number of k’s be introduced, they would be
eliminated. For p* to be an ESS, it must be stationary and asymp-
totically stable in the replicator dynamic; were this not the case, the
expected payoffs to the strategies making up the mixed population
(called the support of the mixed strategy) would be unequal in the
neighborhood of p*, so the payoff to one of these strategies in the sup-
port would exceed the payoff to the mixed strategy and a mutant bear-
ing this pure strategy could invade.

Just as the replicator model is uninformative about dynamics on the
“edges” of a population (that is, for p = 0 or p = 1), the concepts of
initial viability and evolutionary stability are unilluminating about the
dynamic governing p when it is interior. It is generally useful to combine
the two approaches, asking of the stationary extreme values of p
whether it is an ESS, that is, asymptotically stable.

The Hawk Dove Game illustrates these concepts. As everyone knows,
Hawks are hawkish, and Doves are peace loving. The game is com-
monly applied to culturally or genetically transmitted human behavioral
traits such as aggression and sharing, but it was initially developed to

* Thus every NSS is Lyapunov stable.
¢ In biological usage, “viable” means capable of living and developing normally.
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TABLE 2.2
Hawk Dove Game (row player’s payoffs)
Hawk Dove
Hawk a = (v-c)/2 b=v
Dove c=0 d=v/2

Note: fitness (number of offspring produced)
is equal to ¢ plus the game payoffs.

study contests among other animals. Here is the game. Doves, when
they meet, share a prize, while when Hawks meet, they fight over the
prize, inflicting costs on one another; and when a Hawk meets a Dove,
the Hawk takes the prize. A similar account maintaining the feathered
metaphor but actually applying to automobiles, makes it a “chicken”
game in which the “hang tough” drivers never swerve, so when they
meet, they crash, but when they meet a “chicken” (one who swerves),
they garner (presumably psychological) benefits, while the swerver is
humiliated. The prize to be divided is v, the cost of losing a fight is c,
and the probability of a Hawk winning a contest against another Hawk
(they are identical) is Y2. Doves divide the prize equally and without
cost. Thus, the payoff matrix is as shown in table 2.2, from which it is
readily seen that as long as ¢ > v neither H nor D is an ESS. (A handy
way to search for ESS’ in large matrices of row payoffs is to ask: is the
entry in the main diagonal the largest entry in the column? If it is, that
column represents an ESS.)

Members of this population are randomly paired, so letting b,(p) and
b4(p) be the expected payoff to being a Hawk and a Dove, respectively,
in a population in which the fraction of hawks is p, the expected pay-
offs illustrated in figure 2.2 are:

byp) = pa + (1 — p)b
balp) = pc + (1 — p)d (2.10)

To illustrate the use of the replicator equation in a fitness-based evolu-
tionary process, assume that at the end of a period, each member of the
population produces a number of exact replicas (excluding mutations)
equal to ¢ plus the payoff to the game, so the payoffs are in units of
offspring surviving to reproductive age, that is, fitness (¢ is called the
“baseline fitness”). The assumption that a single member (rather than a
pair) produces offspring simplifies the modeling; this clonal or asexual
reproductive assumption is a simple (and often useful) alternative to the
more realistic modeling of replicator processes based on sexual re-
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Figure 2.2 Frequency-dependent payoffs in the Hawk Dove Game. The number
of replicas is equal to the payoffs plus a constant.

production. Normalizing the total population to unity, we can write
next year’s population frequency of hawks, p' as

pl — P(bh +‘P)
pb, +(1-p)by; + ¢

Read the numerator to say, “There were p Hawks in the population this
year and each of them made b, + ¢ offspring, giving us p(b, + o)
Hawks next year.” The denominator gives us the total number of Hawks
and Doves combined, next year. Given the normalization of population
size to unity, the total replicas made is also equal to the average or b.

We are interested in Ap, so subtracting p from both sides of eq. (2.11)
we have

(2.11)

/ (b, +@)  plpb, +¢)+(1—p)by +¢)}
Apzp—p=ph _ piplo, p)o, (2.12)
b b
which, with a little rearranging, and using the values in the payoff ma-
trix to express (b, — by) as Ya2(v — pc), gives us

bAp = p(1 — p)by, — by) = p(1 — p)slv — po),  (2.127)

which is exactly the replicator dynamic equation already derived (by

different routes) for the model of residential segregation and the general

case of cultural trait updating presented in previous sections.
Stationary interior values of p are those for which b,(p) = b,(p), so
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using eq. (2.10) and solving for p*, the stationary frequency of Hawks
in the population, we have
«___ b=d v
p b+c—a-d ¢ (2.13)
from which it can be seen that the equilibrium fraction of Hawks is
increasing in the prize and decreasing in the cost of fights, as one would
expect. (You can check that p* = wv/c is stationary by substituting this
value into eq. (2.12').) The equal payoff condition defining stationarity
of p makes it clear that p* is a Nash equilibrium: if the fraction of
Hawks is p*, then both strategies are weak best responses.
Is the equilibrium above stable? We see that

d(b, — b,) _ d{A(v —pe)} =-1hc<0

dp dp

so an increase in the prevalence of Hawks will disadvantage Hawks
relatively speaking (thereby inducing a reduction in Hawk frequency
next period). The stability condition (2.14) requires that the Hawks’
expected payoff function in figure 2.2 is “steeper” (the absolute value of
its slope is larger) than that for Doves, expressing the negative feed-
backs referred to above. Both p = 0 and p = 1 are also stationary in
the replicator dynamic (the latter because b, (1) = b(1)). However, nei-
ther is a Nash equilibrium as can be seen from the fact that b, (0) > b, (0)
and b, (1) < b, (1). This is just a reminder that if there is only one
strategy to replicate, a population frequency governed by a replicator
dynamic will remain unchanged. But such a population may be invade-
able by a mutant.

The existence and stability properties of an interior equilibrium are
related to the ESS concept in the following way (for the general case in
which the strategy set is (x, y) and p is the fraction of the population
who are x-types: if neither strategy is an ESS there will be an asymp-
totically stable interior equilibrium. Likewise, if both strategies are ESSs
there will be an unstable interior equilibrium while both p = 0 and
p = 1 are asymptotically stable (as you can confirm is the case in the
Assurance Game introduced below). In this case, the unstable interior
equilibrium is the invasion barrier (p~) that is part of the definition of
the ESS. These correspondences are summarized for a population game
with two strategies, x and y, in table 2.3.

Does the analysis of evolutionary stability support predictions about
outcomes? If neither x nor y are ESSs, if innovation is not precluded
and if the updating process is governed by the replicator dynamic, we
get a clear prediction: population frequencies at or near p* should be

(2.14)
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TABLE 2.3
ESS and the existence and stability of interior equilibrium
y is an ESS y is not an ESS
x is an ESS p* € (0, 1) unstable p* = 1 stable
x is not an ESS p* = 0 stable p* € (0, 1) stable

Note: p* is a fraction of the population that are x-types that is station-
ary in the replicator dynamic.

commonly observed. If this is the case, returning to the examples, we
would expect to find the coexistence of large and small families, corrupt
and honest business practices, and the like. We get clear predictions in
two other cases as well: if one strategy is an ESS and the other is not,
then we would expect to find a population composed entirely of the
ESS. This is because under the stated conditions any practice that can
invade will continue to gain adherents until it is universal.

What of the case in which both x and y are evolutionary stable strate-
gies? As we have seen in chapter 1, this is a case in which history will
matter, but can we say more than that? Suppose the members of a large
population are paired randomly to play the symmetric Assurance Game
whose payoffs appear in table 2.4 — for example, a variant of the Palan-
pur planting problem in chapter 1 with cooperating and defecting repre-
senting planting early and late, respectively, and with the payoff as indi-
cated. As it is an Assurance Game, both CC and DD are mutual best
responses, so the payoffs must be such that ¢ < g and b < d, and (con-
tinuing the Palanpur example), we will further assume that a > d. Then
letting p € [0,1] be the fraction of defectors in the population, we can
write expected payoffs as a function of p, and equating the expected
payoffs to Cooperate and Defect we find the stationary value of p,

s c—a
b b-—a+c-d
TaBLE 2.4
Assurance Game (row payoffs)
Cooperate Defect
Cooperate w(C, C) = a w(C, D) = b
Defect w(D, C) = ¢ w(D, D) = d

Note: m(D, C) < w(C, C) > (D, D) > u(C, D)
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Writing b, and b, as the expected payoffs to Cooperate and Defect, the
denominator is just the effect of variations in p on the difference be-
tween the payoffs to Cooperate and the payoffs to Defect or

%;bd)zﬂ(c, D)= w(C, C)+ m(D, C)= (D, D) =b—a+c—d <0.
What this means is that if € > 0, then b (p* + €) < by(p* + €) so de-
fectors are relatively advantaged, and a small increase in the frequency
of defectors will cause further increases in p. Similar reasoning shows
that p = 0 and p = 1 are ESSs (and hence are symmetric Nash equi-
libria that are stable in the replicator dynamic).

“History matters” in this situation because, barring exogenous
events, a population for which p < p* in the recent past, will move
towards p = 0. But to see that we can sometimes say more, suppose we
were to observe a large number of islands on which isolated groups of
individuals play this same single-shot Assurance Game over a long pe-
riod of time. We are told that at some prior point, their strategies had
all been determined randomly, after which they updated according to
the above replicator dynamic. If the unstable interior equilibrium p* is
less than 2, then we would be right to predict that most of the groups
would be composed entirely of defectors. If strategies were initially ran-
domly chosen, then the expected value of the initial population fre-
quency would be %2, and therefore it would be true that for most
groups p > p*, which implies that Ap > 0. As a result, most groups
would have evolved to uniform defection. Notice that this may occur
even if (as in the Palanpur example) mutual cooperation is payoff domi-
nant: where the mutual defect equilibrium is risk dominant we know
(from the definition of risk dominance) that p* < %2 so the basin of
attraction of the all defect equilibrium will be the larger of the two. The
outcome with the larger basin of attraction occurs with higher proba-
bility simply because chance events are more likely to place the popula-
tion in larger rather than smaller basins of attraction.

The Assurance Game with stochastically determined initial conditions
illustrates two important if somewhat counterintuitive results. First,
adding stochastic variation to a model may allow stronger predictions
than would be attainable in a model without chance. Predicting that all
Defect in the above example as the likely outcome is more informative
than saying that “history matters.” In this case, chance provides what is
called an equilibrium selection device, that is, a way of identifying a
particular equilibrium as more the likely outcome of a game when there
is more than one equilibrium. Second, even asymptotically stable Nash
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equilibria may be virtually irrelevant to predicting societal outcomes; in
this case, chance selects against the payoff-dominant equilibrium.

Cases of this type are the subject of stochastic evolutionary game
theory. In chapter 12, I will apply the idea that chance sometimes is a
strong equilibrium selection device to explain why some institutions are
more common than others, and to investigate the process of institu-
tional innovation. What determines the size of the basin of attraction of
an equilibrium and what stochastic or other processes might propel a
population from one basin of attraction to another thus emerge as key
questions. But a simpler example of the relationship between games and
institutional evolution will be more useful here.

THE EvOLUTION OF PROPERTY RIGHTS

The Hawk Dove Game may shed some light on the constitutional issues
raised in chapter 1. Is the population equilibrium p* = v/c a desirable
outcome? Clearly not. The average payoff is maximized for p = 0, that
is, when there are no Hawks at all. Thus the equilibrium in this popula-
tion is Pareto inferior to any p < p* (notice in figure 2.2 the payoff to
both Hawks and Doves is declining in the fraction of Hawks, so both
are better off the fewer Hawks there are). The Hawk Dove equilibrium
is a biological analogue to a market failure: the stationary distribution
of genetically determined behavioral types in the population generated
by natural selection based on differential fitness fails to maximize aver-
age fitness. At p*, both Hawks and Doves are best responding; neither
could increase fitness by switching type (were this possible). But average
fitness is maximized at p = 0. This is hardly surprising given that the
reproductive success of each type —its fitness — fails to take into account
the effect each exerts on the fitness of the others.

Given the Hobbesian nightmare of grabbing and fighting that the
Hawk Dove equilibrium describes, it is not surprising that the game has
been used to explore the possibility of a spontaneous emergence of con-
ventions concerning ownership and division of valued resources. The
possibilities include banning Hawks, labeling Hawks and giving Doves
the option to refuse any interaction with a Hawk, adopting a pairing
rule that makes like-with-like pairings more common (and thereby en-
suring that the costs of Hawkery will be more fully borne by Hawks,
thus internalizing the external dis-economies they generate), flipping a
coin when Hawks meet rather than fighting to determine who gets V,
and so on.

The constitutional and evolutionary issues can now be joined: how
can the structure of social interactions —who is paired with whom, to
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TaBLE 2.5
Hawk Dove Bourgeois Game (row player’s payoffs)

Hawk Dove Bourgeois
Hawk (v-c)/2 v vi2 + (v-c)l4
Dove 0 v/2 vl4
Bourgeois (v-c)/4 vl2 + v/4 v/2

play which games—be arranged to yield desirable outcomes in popula-
tions of autonomous actors like those described above? And under what
conditions are these institutional remedies likely to be evolutionarily
successful (that is, to be capable of proliferating when rare)? For the
game above this means: what changes in the structure of social interac-
tions could reduce p*, the equilibrium fraction of Hawks, or even elimi-
nate Hawks entirely?

The waste that characterizes the Hawk-Dove equilibrium results from
Hawks fighting, not from their exploitation of Doves (the latter may
seem unjust, but it is carried out without waste). So a solution is to find
a way to reduce the number of contested interactions. One way, pro-
posed by one of the originators of the game, the biologist John May-
nard Smith (1974), is to suppose that the prize is a site, such as a spi-
der’s web or a foraging territory, that is occupied or possessed at any
moment by one of the two in the pair, and then to introduce a strategy
that is conditioned on one’s ownership status. The strategy Maynard
Smith suggested is “if owner play Hawk, if intruder play Dove,” which
he labeled “Bourgeois” (see table 2.5).

Assume that possession is never in question and that in any interac-
tion the members of the pair have an equal probability of being an
owner. For example, when a Bourgeois meets a Hawk, half of the time
Bourgeois is not the possessor and so acts like a Dove, avoiding a fight,
while the other half of the time Bourgeois, as owner, fights (which the
Hawk of course also does) and with probability 2 wins, yielding an
expected payoff of (v — ¢)/4. Then the expanded strategy set and ex-
pected payoff matrix looks like the figure (the bold entries simply repro-
duce the payoffs of the standard game). It can be seen at once that
Bourgeois is an ESS (compare the diagonal payoff with the other entries
in the Bourgeois column). Thus a Bourgeois population could not be
invaded by either Hawks or Doves. Male Hamadryas baboons and a
number of other animals appear to behave according to a Bourgeois
strategy, respecting the possession of females or food by other even
smaller members of the same species (Sigg and Falett 1985).

The possibility that property rights could have emerged this way does
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not preclude the emergence of other and possibly competing rules of
division and ownership. Notice that while Bourgeois defends what is
his, an equivalent strategy that I’ll call “Robin Hood” would be: “if
intruder, act like a Hawk; if possessor, act like a Dove.” (You may think
this fanciful, but Maynard Smith (1974) reports that at least one ani-
mal—a spider with the improbable name Oecibus civitas— does just
this, leading to a spider’s version of musical chairs.) Without further
elaboration, the evolutionary properties of Bourgeois and Robin Hood
are identical because both reduce the frequency of fights in exactly the
same way (if you doubt this, write down the relevant payoff matrix).
The key to the success of Bourgeois and Robin Hood is that they both
make use of additional information —who is the possessor —to create
an asymmetry among the players (because only one of the pair can be a
possessor) that allocates contested claims without fighting (assuming
that multiple Robin Hood intruders do not arrive simultaneously). Any
other asymmetry, as long as it is not easily mistaken, would have done
as well. But it is harder to come up with workable asymmetries than
you might think; try using “if taller than the other, play Hawk.” What
happens between players of about the same height?

But even more so than with superiority in height, possession may be
ambiguous. Among the male Hamadryas, for example, fights occur fre-
quently when there is ambiguity of possession. Let us consider the case
in which some fraction of the time w e [0, 1] intruding Bourgeois
players mistakenly believe they are possessors, or in any case act that
way, playing Hawk, while in the role of possessor they always play
Hawk as before. Can this strategy, which T’ll call Contested Bourgeois,
be an ESS? To answer this, we need to consider the expected payoffs to
this strategy, when played against itself to determine if Contested Bour-
geois can be a mutual best response (and hence an ESS). Using B(u) to
refer to the Contested Bourgeois strategy, we have

m(B(w), B(w)) = 21 = pv + p'2(v — ¢)] + Y2p'2(v — ¢
= (v — uo).

The first term on the right-hand side expresses the fact that with proba-
bility one-half the individual is a possessor, playing Hawk, facing an
intruder who as a contested Bourgeois “correctly” plays Dove (1 — w)
of the time, granting V to the possessor, but w of the time “mistakenly”
plays Hawk, leading to the conflict payoff (v — ¢)/2. The second term
on the left repeats this mistaken conflict payoff for the cases in which
the individual is an intruder. As expected, the payoff is declining in the
degree of property rights contestation, w, and reproduces the Hawk-to-
Hawk payoff when u = 1, and the mutual uncontested Bourgeois pay-
off when u = 0.
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Could an invading Hawk proliferate in a homogeneous population of
Contested Bourgeois individuals? Its expected payoffs against Contested
Bourgeois are

m(H, B(n)) = Ya(v — pe) + Va(l — w)(v —¢)

As this expression is clearly less than w(B(uw), B(n)) for w < 1, the
Hawk invasion will fail.

But the expected payoff to a mutant Dove in a Contested Bourgeois
world is (1 — w)v/4, which, for some values of u < 1 exceeds (v — pc)/2
so that Dove is a best response to Contested Bourgeois. Thus Contested
Bourgeois need not be an ESS. If contestation over property rights is
sufficiently likely, the Dove mutants will proliferate. A Dove invasion of
a Contested Bourgeois population may seem surprising. But it follows
directly from the fact that if because property rights are ill-defined or
for some other reason contested, the Contested Bourgeois strategy does
not fully eliminate costly conflicts. By contrast, Dove does accomplish
this, even if possession is ambiguous, for the simple reason that Dove
behavior is not conditioned on possession. Thus, where conflicts are
costly, equal sharing rules may be evolutionarily successful, even if they
are vulnerable to occasional exploitation by those not observing the
rule.

The Contested Bourgeois’s “mistakes” are an example of nonbest re-
sponse play (sometimes called idiosyncratic). Like the treatment of risk
dominance in chapter 1 and chance in the Assurance Game above, the
analysis of Contested Bourgeois strategy suggests that chance (in the
form of idiosyncratic play) may add more than just noise to an evolu-
tionary dynamic. But thus far idiosyncratic play, like mutation, has been
simply odd rather than purposeful. As we will see, sometimes actions
modeled as “mistakes” are done for a reason (though possibly one not
captured by the model). The importance of nonbest response play is
developed further in modeling the process of collective action and insti-
tutional change (chapter 12) and in the coevolution of preferences and
institutions (chapter 13).

CONCLUSION: ACCIDENTAL INSTITUTIONS?

I conclude with two questions: are evolutionary models illuminating
about real historical processes? And, if institutions did evolve sponta-
neously, how good a job of coordinating human activity would they do?

The above model shows that private property rights could have
evolved spontaneously, that is, without definition and enforcement by
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states or other third parties. But did they? That question is far from
settled.

Not only property but other economic institutions as well —money
and markets, for example —are said to have evolved this way, as a mat-
ter of historical fact. Hayek (1945:528) wrote: “The price system is just
one of those formations which man has learned to use ... after he
stumbled upon it without understanding it.” Robert Sugden (1989:86)
seeks to explain how “rules regulating human action can evolve without
conscious human design and can maintain themselves without there be-
ing any formal machinery for enforcing them.” He terms this “sponta-
neous order” and goes on to suggest “that the institution of property
itself may ultimately be a form of spontaneous order.” By contrast,
Marx (1967:742), described the eclipse of common property in favor of
individual property as “the forcible creation of a class of outlawed pro-
letarians, the bloody discipline that turned them into wage-laborers,
[and] the disgraceful action of the State which employed the police to
accelerate the accumulation of capital,” and concludes (1967:760): “If
money ‘comes into the world with a congenital blood stain on one
cheek,’ capital comes dripping from head to foot, from every pore, with
blood and dirt.” One would not describe this process as spontaneous.

Of course nobody supposes that a single model as simple as the Hawk
Dove Bourgeois game provides an adequate framework for understand-
ing something as complex and historically contingent as the process by
which property rights have been modified over the years. Models do not
explain history, but they may tell us where to look. Seriously assessing
the explanatory adequacy of any such model (or models) would require
careful study of the type that has been devoted to the transformation
from feudal to modern property rights (Aston and Philpin 1985), the
end of slavery (Genovese 1965, Fogel and Engerman 1974), or the mod-
ification of property rights in the course of the colonialism or industrial
revolution (Horwitz 1977, Sokoloff and Engerman 2000), or the mod-
ernization of simple societies (Ensminger 1996). Differences in the thrust
of Hayek’s and Sugden’s thinking on the one hand and Marx’s on the
other concern not the idea of evolutionary modeling per se but what the
basic ingredients of an adequate evolutionary model must be. For exam-
ple, from the above quotation it is clear that in a model of Marxian
inspiration there would be a substantial role for coordinated collective
action and intergroup conflict, while the other authors might give less
importance to these aspects of historical processes. Evolutionary model-
ing will have done the study of institutional change a great service if it
can provide a framework for integrating the aggregate effects of large
numbers of individuals each acting singly and seeking their own ends
while occasionally acting jointly with others for whom institutional
change is a project, not an accident. I will return to these questions in
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chapter 11 (where the model I develop will be in the spontaneous order
tradition) and chapter 12 (where the model will represent a Darwin-
Marx hybrid).

My second concluding question is: how good is the “blind watch-
maker”? If the rules governing social actions spontaneously evolved
rather than having been designed, might they nonetheless be efficient?
The striking claim of invisible hand theories is that they may be. A
celebrated result in biology, Fisher’s fundamental theorem, asserts that
under appropriate conditions natural selection generates increasing av-
erage fitness levels (Fisher 1930, Price 1972). Analogous reasoning is
common in the social sciences: Douglass North (1981) summarized this
view as follows, “Competition in the face of ubiquitous scarcity dictates
that the more efficient institutions will survive and the inefficient ones
perish.”” Just as fitness maximization suggests certain features of species
design in distinct ecologies, the axiomatic status of efficient outcomes in
some economic models supports strong propositions about the types of
institutions one would expect to find in particular environments (Wil-
liamson 1985, Ouchi 1980). Similarly, a core idea in Marx’s historical
materialism (expressed in the epigraph to chapter 11) is that the ad-
vance of technology may make status quo institutions anachronistic.
When this happens they are replaced by institutions better able to coor-
dinate economic activity given what he called the new “forces of pro-
duction.” In Marx’s view, institutions eventually adapt to the problem-
solving needs dictated by the advance of technology.

But analytical models supporting claims of this type are rarely offered
and difficult to develop. The best known invisible hand results do not
apply: the assumptions of Fisher’s fundamental theorem are no less re-
strictive than those of the economic theorem of the same name. Both
exclude empirically important types of interactions: in the case of
Fisher’s theorem, epistatic (nonadditive) and other frequency-dependent
fitness effects of genes and, for the economists’ theorem, interpersonal
effects not subject to complete contracting (externalities). Interactions
with frequency-dependent individual payoffs, like those considered in
this and the previous chapter, violate these assumptions. Recall that the
average fitness of a hawk dove population is maximized not at the equi-
librium frequency of hawks, v/c, but at zero. This average fitness maxi-
mum, Dawkins (1989b:200) pointed out, might be implemented by “a
conspiracy of doves” but it would not come about through the sponta-
neous evolutionary processes described in this chapter.

Neither the economists’ nor the biologists’ fundamental theorem ap-

7 See Jensen and Meckling (1979). North, whose work has done much to dispel this
view, commented: “But the fact that growth has been more exceptional than stagnation or
decline suggests that ‘efficient’ property rights are unusual in history” (North 1981:6).
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plies in cases in which the interactions are of the type described in these
simple, and seemingly common settings. The key idea here is simply
that individual optimization — either intentional or implicit as is the case
with natural selection based on fitness differences —does not generally
produce globally optimal results, even if the individuals are far sighted
and the selection process operates over a very long time horizon.® The
idea that competitive selection of group-level institutions (for example,
the conventions studied in chapter 1) might yield optimal results raises
problems even more severe than those confronting invisible hand argu-
ments applied to individual traits or to the provision of individual
goods. There are four reasons why this is true.

First, institutions exhibit analogues to both external economies (spill-
overs) and generalized increasing returns: the feasibility and effective-
ness of an institution typically depends both on the fraction of a popu-
lation governed by it and on the set of coexisting institutions. Some
institutions may be complementary, each enhancing the functioning of
the other, while some institutions may reduce the effectiveness of other
institutions leading to what is termed institutional crowding out. (We
shall return to these questions—with examples—in the concluding
chapter.) These are institutional analogues to positive and negative spill-
overs among individuals, and they make it highly unlikely that any pro-
cess of competitive selection among group-level institutions would hit
upon the most effective combination. Because the behaviors prescribed
by an institution are mutual best responses and because of institutional
complementarities, there typically exist multiple stable configurations of
institutions. Some of these may be very inefficient and yet persist over
long periods. Examples are amply documented in the anthropological
and historical literature. The Fore people in New Guinea persisted in a
form of cannibalism fatal to themselves. Hungry Tasmanians and Ice-
landers were surrounded for centuries by oceans teeming with fish that
they did not bother to catch.” (The Tasmanians had been a fishing peo-
ple but for unknown reasons gave it up 4000 years ago.)

Second, even where there exist evolutionary processes selecting among
group level institutions, these will generally fail to implement efficient
solutions. A group’s military prowess (rather than any plausible mea-
sure of efficiency) may account for success in intergroup conflict (chap-
ter 13). A payoff-dominant convention (e.g., planting early in Palanpur)

* The most that can be said is that strictly dominated strategies will be eliminated under
plausible evolutionary dynamics—this is because dominated strategies are never a best
response, independently of what others do, so the problem of noncontractual social inter-
actions does not arise. Remarkably, even this weak statement is not true in discrete time
dynamics (Weibull 1995).

’ Durham (1991), Edgerton (1992), Eggertsson (1966), Henrich (2002).
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may be bypassed by a within-group evolutionary dynamic because the
other equilibrium is risk dominant and therefore has a larger basin of
attraction (chapter 12).

Third, the range of institutional or behavioral variation among which
selection is taking place may be highly restricted. As Ugo Pagano (2001)
has pointed out, the creation of novel institutions is akin to the emer-
gence of new species; it requires the confluence of a large number of
improbable variations in the status quo. But ever since Darwin grappled
with the problem in The Origin of Species, the production of novel
designs through random variation has remained a puzzle. Biologists rec-
ognize “unoccupied ecological niches” that persist over very long pe-
riods, capable of supporting organisms that occupy similar niches else-
where but lacking mutations and other chance events that would have
brought them into existence (Maynard Smith 1998:289). Similarly,
common human behavioral traits, such as punishing those who violate
norms, could not have appeared fully developed as the result of either a
single mutation or a behavioral innovation by a single individual (a
shared norm is also needed, a solitary punisher would run fitness reduc-
ing risks, and so on). There are a great many varieties of human behav-
ior and institutions that have not yet been tried.

Finally, the rates of change induced by real world selection pro-
cesses —whether the operate on genetically or culturally transmitted
characteristics —may be slow relative to the pace of changes induced by
other sources, such as chance events, or exogenous changes in knowl-
edge, or the number and types of competing individuals, organizations,
or technologies.

These four points may be expressed more visually. Selection processes
implement a kind of hill climbing, but the hilltop need not bear any
close relationship to normative criteria such as efficiency. There may be
many hilltops, so a population may never explore much of the topogra-
phy and may climb the wrong hill; the rate of ascent may be over-
whelmed by shifts in the underlying topography so no hilltop is ever
reached. Hayek was a leading proponent of invisible hand arguments,
and advanced a prudential argument against tinkering with the prod-
ucts of evolutionary selection processes. But he was nonetheless circum-
spect about any claims to optimality for what evolution produces: “I do
not claim that the results of [evolutionary processes] are necessarily
‘good’ any more than I claim that other things that have long survived
such as cockroaches have moral value” (Hayek 1988:27).

While showing that existing invisible hand arguments are misleading
when applied to institutions and behavioral traits, the above reasoning
does not preclude other models by which evolutionary processes might
be shown to implement efficient solutions, at least in some approximate
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or second-best sense. And even if we were to conclude that the blind
watchmaker is not a very good craftsman, this would not diminish the
importance of evolutionary approaches. We will return to these ques-
tions when we consider the efficiency properties of the process of insti-
tutional change in chapters 11 through 13, introducing two modeling
approaches — stochastic evolutionary game theory and evolutionary dy-
namics based on multi-level selection. Both approaches give analytical
expression of surprisingly strong versions of invisible hand arguments.
A conspiracy of doves will also make an appearance.



CHAPTER THREE

Preferences and Behavior

Political writers have established it as a maxim, that in contriving any
system of government . . . every man ought to be supposed to be a
knave and to have no other end, in all his actions, than his private
interest. By this interest we must govern him, and, by means of it, make
him, notwithstanding his insatiable avarice and ambition, cooperate to
public good.

—David Hume, Essays: Moral, Political and Literary (1742)

Let us return again to the state of nature and consider men as if . . .
sprung out of the earth, and suddenly, like mushrooms, come to full
maturity without any kind of engagement to each other.

— Thomas Hobbes De Cive (1651)

GROWING CORN IS BIG business in Illinois. Using highly capital-intensive
technologies and computer-generated business plans, some farmers cul-
tivate a thousand or more acres, much of it on plots rented from multi-
ple owners. In the mid-1990s, over half of the contracts between
farmers and owners were sharecropping agreements, and over four-
fifths of these contracts stipulated a fifty-fifty division of the crop be-
tween the two parties. In the southern part of the state where the soil is
on average less fertile, there are counties where contracts giving the
tenant two-thirds of the crop are common. In these counties there are
few contracts of fifty-fifty or any division other than two-thirds, despite
considerable variation in land quality within these counties.

Rice cultivation in West Bengal in the mid-1970s seems light years
away from Illinois. Poor illiterate farmers in villages isolated by impass-
able roads much of the year, and lacking electronic communication,
eked out a bare living on plots that average just two acres. We have
already seen (in the Prologue) that they shared one similarity with Illi-
nois’s farmers, however: the division between sharecroppers and owners
was fifty-fifty in over two-thirds of the contracts. (Ibn Battuta, whose
visit to Bengal was also mentioned in the prologue, had noted —and
deplored —exactly the same division of the crop six centuries before.)
Other contracts were observed, but none of them constituted more than

The first epigraph is from Hume (1964:117-18), the second from Hobbes (1949:100).
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8 percent of the total." An even more striking example is from the U.S.
South following the Civil War, where sharecropping contracts divided
the harvest equally between the landlord and tenant irrespective of the
quality of the land or whether the tenant was a freeborn white or a
newly freed slave: “This form of tenancy was established everywhere in
the South. It flourished with all possible combinations of soil quality
and labor conditions”(Ransom and Sutch 1977:91, 215).

The puzzle of fifty-fifty sharecropping is the following: an equal split
of the crop means that tenants on fertile land will have higher payoffs
to their effort and other inputs than those on poor land. But if tenants
are willing to work for the lower returns on the less good land, why
should the owners of good land concede half of the crop to their ten-
ants? The conventional economic theory of sharecropping predicts that
the owner will capture the returns to land quality through variations in
the crop share (Stiglitz 1974). But Burke and Young (2000) show that
the Tllinois sharecropping contracts allow the tenants on good land to
capture a third of the differential return attributable to land quality,
effectively transferring millions of dollars from owners to farmers.

A plausible interpretation of these facts is that farmers and owners
around the world have hit on fifty-fifty as a seemingly fair division, and
that attempts by owners to capture all of the returns to high quality
land through the use of variable shares would be defeated by the ten-
ants’ retaliation. If true, this interpretation suggests that a predisposi-
tion to fairness, as well as the desire to punish those who violate local
norms, may be motives as powerful as profit maximization and the pur-
suit of individual gain.

John Stuart Mill (1965[1848]) noted the striking global pattern of
equal division in sharecropping, as well as local conformity to alterna-
tive shares in which fifty-fifty is not observed. Mill’s explanation? “The
custom of the country is the universal rule” (149). Custom may well be
the proximate cause, but this explanation begs the question: why fifty-
fifty as opposed to fifty-two—forty-eight? Why did the Bengalis and the
Americans come up with the same number? We know from the analysis
of the division game in chapter 1 that any exhaustive division of the
crop is a Pareto-efficient Nash equilibrium: why this particular one?
Even more puzzling: why does it persist when there appear to be huge
profits to be made by offering lower shares on higher quality land? And
when the shares do change, as we have seen happened in West Bengal in
the 1980s and 1990s, why do they all change at once, reflecting the
pattern of local homogeneity and punctuated equilibrium we encoun-
tered in chapter 2?

' Young and Burke (2001), Burke and Young (2000) and Bardhan (1984).
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If motives such as fairness and retribution or simply adherence to
convention override material self-interest in the highly competitive en-
vironment of Illinois agriculture it may be wise to reconsider the be-
havioral assumptions of economics, which conventionally has taken
self-interest — summarized by the term Homo economicus — as its foun-
dation. The need for a second look at Homo economicus is clear when
considering problems of distribution such as sharecropping and other
bargaining situations in which concerns with equity are likely to be sa-
lient. But the problem is much more general, and the canonical model
of behavior seems to frequently fail even when fairness issues are absent.

Consider the following case (Gneezy and Rustichini 2000). Parents
everywhere are sometimes late in picking up their children at day-care
centers. In Haifa, at six randomly chosen centers, a fine was imposed
for lateness (in a control group of centers, no fine was imposed). The
expectation was that punctuality would improve. But parents responded
to the fine by even greater tardiness: the fraction picking up their kids
late more than doubled. Even more striking was the fact that when after
sixteen weeks the fine was revoked, their enhanced tardiness persisted,
showing no tendency to return to the status quo ante. Over the entire
twenty weeks of the experiment, there were no changes in the degree of
lateness at the day-care centers in the control group.

The authors of the study reason that the fine was a contextual cue,
unintentionally providing information about the appropriate behavior.
The effect was to convert lateness from the violation of an obligation
that the parents were at some pains to respect, to a commodity with a
price that many were willing to pay. They titled their study “A Fine is
a Price” and concluded that imposing a fine labeled the interaction as a
market-like situation, one in which parents were more than willing to
buy lateness. Revoking the fine did not restore the initial framing of
punctuality as an obligation, it just lowered the price of lateness to zero.
The fact that monetary incentives for punctuality induced even greater
tardiness is both counter to the predictions of the standard economic
model and of general relevance to the problem of designing effective
contracts and economic policies. In Hume’s terms, the Haifa day-care
centers designed a constitution for knaves, and they seemingly produced
knaves rather than improved behaviors.

The weaknesses of the conventional model suggested by the puzzle of
the fifty-fifty crop share and the fact that fining the Haifa parents back-
fired are evident in arenas of more conventional economic interest, such
as labor markets, team production, tax compliance, the protection of
local environmental commons, and other forms of public goods provi-
sion. Included is the importance of fairness motives in wage setting and
other exchanges (Bewley 19935, Blinder and Choi 1990). Equally puz-
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zling in the standard paradigm is the fact that individuals bother to vote
given that the likelihood that their vote is decisive is vanishingly small,
as well as their significant support, when they do vote, for tax-sup-
ported income transfers to the poor even among those sufficiently rich
and upwardly mobile to be very unlikely ever to benefit directly from
them (Fong 2001, Gilens 1999). Finally, studies at Continental Airlines,
Nucor Steel, and other companies have found that group incentives are
effective even where the gains are shared among such a large number
that the individual payoff to one’s own effort is negligible (Hansen 1997,
Knez and Simester 2001).

Seeking a more adequate behavioral foundation for economics and
the other social sciences, in this chapter I draw upon recent research to
present a reformulation of the standard approach, one that retains a
central role for individuals’ preferences, beliefs, and constraints in ex-
plaining what people do, while emending the conventional model in
three ways.

First, many behaviors are best explained by what are termed social
preferences: in choosing to act, individuals commonly take account not
only of the consequences of their actions for themselves but for others
as well. Moreover they often care not only about consequences but also
about the intentions of other actors. An important example of social
preferences are reciprocity motives, according to which people are gen-
erous toward those who have behaved well (toward them or others)
while punishing those who have not behaved well. Reciprocity motives
induce people to act this way even in situations (such as one-shot inter-
actions) in which generosity and punishing behaviors are personally
costly and bear no expectation of subsequent or indirect reward. (These
cases are examples of what I term strong reciprocity, to distinguish this
behavior from reciprocation with the expectation of future reward,
sometimes termed reciprocal altruism.) Other social preferences to be
considered are inequality aversion, envy (or spite), and altruism.

By contrast, the conventional assumption is that individual behavior
is entirely explained by what is loosely termed self-interest, by which I
mean self-regarding preferences defined over outcomes. According to
this view, our concerns extend neither to the outcomes experienced by
others nor the processes generating the outcomes. F. Y. Edgeworth, a
founder of the neoclassical paradigm, expressed this view in his Mathe-
matical Psychics (Edgeworth 1881:104): “The first principle of eco-
nomics is that every agent is actuated only by self-interest.” Self-interest
is not presumed by rationality (one could have transitive and complete
altruistic or masochistic preferences), but it is commonly treated as axi-
omatic in economics (and sometimes confused with rationality). Thus,
while self-interest is not formally implied by the conventional approach,
it is generally assumed in practice. The assumption acquires consider-
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able predictive power in strategic situations when it takes the form of
what I term the self-interest axiom, namely, individual self-interest cou-
pled with the belief that others are also motivated by self-interest.

Second, individuals are rule-following adaptive agents. By this I mean
that we economize on our limited cognitive resources by acting accord-
ing to evolved rules of thumb. The term “boundedly rational” is some-
times used to describe the cognitive limits of real human actors, but I do
not use it as it suggests irrationality. It is not the boundedness of our
rationality that I would like to stress but rather our limited capacity and
predisposition to engage in extraordinarily complex and costly cognitive
exercises. Among these evolved behavioral rules are ethical prescrip-
tions governing actions toward others, namely, social norms, confor-
mity to which is both valued by the actor (i.e., the norm is internalized)
and supported by social sanction. This approach contrasts with the con-
ventional view in which behavior is the result of often quite demanding
individual cognitive processes addressing both evaluative and causal is-
sues (is this state desirable? how can I bring it about?). This conven-
tional individual cognition-centered view excludes behavior based on
such things as visceral reactions (like disgust, fear, or weakness of will),
habit, or evolved rules of thumb, and it presumes (against a consider-
able body of evidence) that individuals are both able and predisposed to
make quite advanced inferences about what others will do and about
the way the world works.

Third, behaviors are context dependent, in three senses. Situational
cues are used to determine the behaviors appropriate in any given set-
ting. Moreover, we evaluate outcomes from a particular point of view,
namely, our current state or the state experienced by a member of our
reference group. Finally, social institutions influence who we meet, to do
what, and with what rewards; as a result, our motivations are shaped
through the process of cultural or genetic transmission introduced in
chapter 2. Thus, our preferences are situationally specific and endo-
genous. If one’s experiences result in durable changes in preferences,
they are said to be endogenous, which will happen if experiences affect
either social learning or (over the very long run) genetic inheritance.
This may be compared with situation- or state-dependent preferences
that are time invariant (over time, one behaves the same way in the
same situation). Because endogenous preferences involve learning or ge-
netic changes, behavior in the same situation changes over time.

This approach contrasts with the conventional view that preferences
do not depend on one’s current state and are either unchanging or
change solely under the influence of influences exogenous to the prob-
lem under investigation. George Stigler and Gary Becker (1977) ex-
pressed this view in their essay De Gustibus Non Est Disputandum:
“One does not argue about tastes for the same reason that one does not
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argue about the Rocky Mountains—both are there, and will be there
next year, too, and are the same to all men” (76). They were repeating,
in less poetic terms, Hobbes’ point about mushrooms.

Nobody takes the conventional assumptions literally, of course. Edge-
worth observed that the self-interest assumption is literally true only in
limiting situations (“contract and war”), and Hume, in the sentence
immediately following this chapter’s first epigraph, mused that it is
“strange that a maxim should be true in politics which is false in fact.”
Hobbes invoked a deliberately fanciful analogy to abstract from the
social formation of preferences as part of a thought experiment, not as
a description of real people.

While recognizing that the standard assumptions are often violated
empirically, most economists have shared Becker and Stigler’s endorse-
ment of the simple canonical model of exogenous and self-regarding
preferences. The broad acceptance of its tenets — not as empirical truths
but as close enough approximations to be useful analytical shortcuts —
is explained in part by their substantial contribution to both intellectual
discipline and clarity. The standard assumptions provide a common in-
tellectual framework resistant to ad hoc explanation on the basis of
empirically unobserved individual differences or changes in tastes over
time. Abandoning the standard model opens the door to explanations
of behaviors on the basis of vague concepts like “psychic income” or
“animal spirits.”

For a new behavioral foundation to be a contribution to social sci-
ence rather than an invitation to ad hoc explanation, we need more
empirical information about preferences and how we come to have
them as well as more adequate models of behavior under less restrictive
preference assumptions. The extraordinary production of empirical
findings by experimental and behavioral economists and other social
scientists in recent years has made such a reformulation not only possi-
ble but overdue. Here and in later chapters, I make extensive use of
experimental results. The reason is that this relatively new method in
economics has for the first time allowed the testing in controlled settings
of well-formulated hypotheses concerning the behavioral assumptions
of economics.

In the next section I introduce what I call a behavioral interpretation
of preferences and rational action, followed by a review of a number of
empirical anomalies in the conventional treatment of preferences. I then
turn to recent research on social preferences, introducing both experi-
mental results and two new utility functions. I postpone until chapters
7, 11, and 13 the formal modeling of how preferences evolve, why peo-
ple often adhere to ethical norms, and why other-regarding motives
such as generosity and fairness are common.
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PREFERENCES, REASONS, AND BEHAVIORS

When individuals act, they are generally trying to do something, how-
ever wisely or otherwise. An implication is that individuals’ purposes
and their understandings about how to carry them out, along with the
constraints and incentives posed by societal rules and individual capaci-
ties, are key ingredients in accounting for individual actions. What peo-
ple do in any situation therefore depends on their preferences and their
beliefs.

Beliefs are an individual’s understandings of the relationship between
an action and an outcome. In many cases beliefs enter trivially in choice
situations and so are not explicitly addressed: we routinely assume for
example that people know the payoff consequences of their actions in
simple games. In other situations — particularly in strategic interactions
without dominant strategies — beliefs may become all important: the ef-
fect of my attending a meeting may depend on who else is there and so
my decision to attend or not will depend on my expectation of who else
will attend, which in turn will depend on their beliefs about whether
others will attend, and so on. In other situations the structure of the
interaction may be ambiguous and understood differently by different
players. In these situations, how we come to have the beliefs we do and
how we update our beliefs in light of our experience assumes central
importance.

Preferences are reasons for behavior, that is, attributes of individ-
uals —other than beliefs and capacities —that account for the actions
they take in a given situation.? Preferences thus include a heterogeneous
melange: tastes (food likes and dislikes, for example), habits, emotions
(such as shame or anger) and other visceral reactions (such as fear), the
manner in which individuals construe situations (or, more narrowly, the
way they frame a decision), commitments (like promises), socially en-
forced norms, psychological propensities (for aggression, extroversion,
and the like), and one’s affective relationships with others. To say that
persons act on their preferences means only that knowledge of the pref-
erences would be helpful in providing a convincing account of the ac-
tions (though not necessarily the account that would be given by the
actor, for as is well known, individuals are sometimes unable or unwill-
ing to provide such an account).’

This “reasons for behavior” interpretation of preferences may be con-

2 A more precise term for this conception of preferences might be the cumbersome
expression suggested by Nowell-Smith (1954): “pro and con attitudes.”

* See Nisbett and Wilson (1977). Shafir, Simonson, and Tversky (2000) provide an in-
terpretation of what they call “reason-based choice” similar to that in Nowell-Smith and
here.
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trasted with two conventional approaches. The first postulates that indi-
viduals seek to maximize their utility, equating utility to well-being,
pleasure, or happiness, in the tradition of Jeremy Bentham and the early
nineteenth-century utilitarians. In the more recent revealed preference
approach, by contrast, a preference ordering is nothing more than a
complete description of consistent behavior, and any connection to a
hedonistic calculus is gratuitous. Neither approach is entirely adequate.

If our objective is to explain behavior, the revealed preference ap-
proach is vacuous because it is silent on the question of motives and
reasons: while these are hardly sufficient to an explanation, they are
rarely uninformative. The revealed preference view once attracted ad-
herents impressed by the now-antiquated methodological fiat that sub-
jective states are not knowable, so a scientific approach must focus on
observable behaviors. By contrast, the utilitarian approach is substan-
tive; the subjective states central to this view — pleasure, pain, satisfac-
tion, anxiety, and other hedonic experiences — are now an active field of
scientific study and measurement. But treating behavior as synonymous
with the pursuit of well-being is misleading: the reasons for our actions
also include addictions, weakness of will, myopia, and other well-docu-
mented dysfunctional aspects of human behavior. The fact that the same
term — utility —is conventionally used both as an explanation of behav-
ior and as a standard for evaluating social outcomes has forced econo-
mists to take an unduly limited view of both behavior and social
evaluation.

To review thus far, along with the set of feasible actions and the asso-
ciated outcomes, beliefs and preferences provide an account of individ-
ual action. Recall that I have defined institutions as the population-level
laws, informal rules, and conventions that give a durable structure to
social interactions. In game theoretic terms, an institution is a game
(which, as we have seen in chapter 1, may also be the outcome of an
underlying game), preferences are the evaluation of the payoffs, and
beliefs are the players’ understandings of the expected payoff conse-
quences of each strategy in their strategy set (i.e., their understanding of
the game and its payoff structure plus the likelihood of others’ actions).

As preferences, beliefs, and institutions are easily confounded, con-
sider a concrete case. The common practice in many countries of driv-
ing on the right-hand side of the road is an institution; it is a conven-
tion, that is, an equilibrium of an Assurance Game, and the convention
is supported by laws. In these countries it is a best response to drive on
the right, and it is also illegal to do otherwise. People do not prefer
driving on the right, per se, they prefer avoiding crashes and fines, and
were everyone else to drive on the left without breaking the law, they
would drive on the left as well. The belief that others will drive on the
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right sustains the institution of driving on the right, which in turn sus-
tains the belief. Beliefs and preferences are facts about individuals that
sustain this particular equilibrium, while institutions —represented in
this case by the driving-on-the-right equilibrium — are facts about groups
of people.

A version of the beliefs and preferences framework, which I will term
“conventional,” has provided the behavioral foundation for economics
and is increasingly applied throughout the social sciences. An individ-
ual’s behavior is modeled using a utility function: U = U(x, vy, z). The
arguments of U—x, y, and z— describe a state that may be a simple list
of goods consumed or more complex formulations like a cold beer on a
hot evening three days from now in the company of friends in an Is-
lamic society that prohibits the consumption of alcohol. The utility
function is taken to be a numerical representation such that higher
values of U are chosen (said to be preferred) over lower values, the state
(x, y, z) being chosen over (x’, v, z) if U (x, y, 2) > U(x', y, 2).

The utility function is complete, meaning that every state can be or-
dered by a relationship of either preference or indifference with respect
to every other state. The ordering is also tramsitive, meaning that the
orderings it gives do not include inconsistent orderings such as (x, y, z)
preferred to (x', y, z), which is preferred to (x”, y, z), but (x", vy, z) is
preferred to (x, y, z). Finally the utility function is (usually implicitly)
assumed to be time invariant over the relevant period: when, say, prices
change exogenously, the individual responds to the new prices and not
also to coincident changes in the utility function. When individuals act
according to a complete and transitive utility function they are said to
be rational.* Other ways of acting —inconsistency of choice induced by
whim or incompleteness of preferences over unimaginably horrible out-
comes, for example —are not thereby deemed irrational, of course, they
are simply forms of action not covered by this model perhaps better
deemed nonrational.

The conventional model is routinely extended to cover risk and un-
certainty. Risk is said to exist if a consequence of an action in the indi-
vidual’s choice set is a set of possible outcomes each occurring with a
known probability. By contrast, if one or more of the actions open to
the individual may cause more than one outcome, the probabilities of
which are unknown, uncertainty exists. Both are ubiquitous aspects of
choice. Deciding whether to rent a cottage at the beach knowing that
with probability p it will rain is an example of risk. In these cases the

* Other rationality restrictions are sometimes imposed. For example, the weak axiom of
revealed preference requires that if (x, y, z) is preferred to (x', y, z) then (x, y, z, a) will be
preferred to (x', v, z, a).
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individual is assumed to maximize expected utility. The expected utility
of an action is the utility associated with each possible consequence of
the action multiplied by the probability of its occurrence: U(beach cot-
tage) = (1 — p)U(beach cottage in the sun) + pU(beach cottage in the
rain).

The maximization of expected utility requires more than the simple
ordering of each possible state (that suffices to determine behavior un-
der certainty) as it uses information about how much better one state is
than another. In a pioneering work on game theory, John von Neumann
and Oskar Morgenstern (Neumann and Morgenstern 1944), showed
that an expected utility maximizing individual’s choices are invariant
for additive or linear transformations of the utility function. (What this
means is that if an individual’s behavior is described by the utility func-
tion u then her behavior is also described by any function of the form
v = a + Bu where B > 0.) What are termed von Neumann-Morgen-
stern utilities embody this restriction. They have already made two un-
announced appearances in chapter 1: in the treatment of risk domi-
nance, and when I normalized the payoffs associated with the fallback
positions in the conflict of interest games. Von Neumann-Morgenstern
utilities exhibit cardinality over the states for a given individual but not
between individuals; they indicate how much better the beach in the sun
is compared to the beach in the rain for you, but not how much better
either is for you than for me. All of the payoffs subsequently used here
are Von Neumann-Morgenstern utilities unless specified otherwise.

In the case of uncertainty, the known probability weights are replaced
by the individual’s subjective estimates of the unknown probabilities. It
is generally assumed that individuals modify their estimates on the basis
of recent experience by a process termed Bayesian updating; Reverend
Thomas Bayes (1702-1761) was an early writer on probability theory.
The Bayesian approach to rational action assumes that individual deci-
sion making under uncertainty is based on expected utility maximiza-
tion based on subjective probabilities updated in this manner. (The
Bayesian approach obviously presumes von Neumann-Morgenstern
utilities.) The difference between risk and uncertainty in practice is of-
ten blurred except in limiting cases, where truly known probabilities are
involved such as allocation mechanisms that are randomized by a coin
toss.

An important application of these ideas is the concept of risk aver-
sion, measured by the degree of concavity of a utility function U(W),
where W is the wealth of the individual. The intuition is that if the
marginal utility of wealth is sharply declining in wealth, as will be the
case for a “very concave” utility function, then one would value
$75,000 with certainty a lot more than an even chance of $50,000 or
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$100,000. Thus, an individual whose utility is concave in wealth will be
averse to a lottery over two prizes if she could have, instead, a certain
prize equal to the expected value of the lottery. For this reason, a mea-
sure of the degree of risk aversion is — U"/U’, called the Arrow-Pratt
measure.” An individual is risk neutral if utility is linear in wealth or
U = 0; U” > 0 implies risk seeking.

A second essential extension is to choices over states at different
dates. This is accomplished by discounting future states at a constant
discount factor 3, which is an inverse measure of the degree to which
we discount future events due to myopia, the unlikelihood of surviving
to some future date, and other reasons.® For a person who values future
states the same as current states, 8 = 1 while for more present oriented
individuals, 8 < 1. According to the discounted utility approach, d is
defined such that an individual is indifferent between adding x to her
consumption y at time ¢ and adding some other increment, x’, # periods
later, at ¢ + n if

Uly + x)8" + Uy)d'™™" = U(y)d* + Uly + x') 8" (3.1)

Thus, extended to cover risk and intertemporal choice, the conven-
tional model captures the important intentional aspect of human behav-
ior and combines broad applicability with formal tractability. At first
glace it appears to impose few substantive restrictions on the analysis of
behavior other than the exclusion of the perhaps unimportant cases of
incompleteness and inconsistency just mentioned. But this is not correct:
the above formulation is a substantive theory of behavior, and embodies
strong claims about what kinds of things people take account of and
how they do this. This model does not fare well in light of recent empir-
ical research about behavior.

SITUATION-DEPENDENT PREFERENCES

One of the best documented falsifications of the conventional model
arises because preferences (and hence behaviors) are situation depen-
dent in the following sense. Suppose w; is a vector representing a state i
(e.g., one described by (x,y,z) above), an element of the set of possible
states (), and Uj(w;) is the utility associated with state w; €Q for an
individual currently experiencing state w;. Let U o) represent this indi-
vidual’s preference ranking of all the possible states when that individ-
ual is in state i. Then preferences are situation dependent if the rankings

’ See Mas-Colell, Whinston, and Green (1995) for further elaboration.
¢ The discount factor & = 1/(1 + r) where r is the rate of time preference.
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by the same individual in a different state, given by U(w) differ from
those given by U,(w) for some i and k. Situation dependence is also
called state dependence, but I use the former in recognition of the sub-
stantial literature in psychology on the importance of situations as influ-
ences on behavior.

An important example of situation dependence, termed loss aversion,
arises because people value losses (negatively) more highly than equiva-
lent gains. The size of the loss aversion coefficient is surprisingly large:
estimates from both experiments and natural settings find that the dis-
utility of a small loss is between two and two-and-a-half times the util-
ity of a small gain. The utility function is thus sharply kinked at the
status quo (and the kink moves when the status quo changes). Closely
associated is the endowment effect: the minimal price that would induce
an individual to sell something she now possesses is substantially higher
than the maximum price she would be willing to pay to acquire the
same good. (Loss aversion and the endowment effect are examples of a
broader class of situation-dependent effects, namely status quo bias.)

Loss aversion and endowment effects have been extensively docu-
mented in experiments by economists and psychologists, and they pro-
vide plausible explanations of important anomalies in everyday eco-
nomics. For example, the fact that U.S. stock returns have consistently
exceeded bond returns by a wide margin is an outstanding puzzle in
economics. It was once thought to be a result of risk aversion among
investors, but a simple calculation (Mehra and Prescott 1988) shows
that the level of risk aversion necessary to explain the difference is im-
plausibly large. For risk aversion to account for the stock return puzzle,
investors would be indifferent between an even chance of $50,000 and
$100,000 and a sure thing of $51,209. A more compelling account (Be-
nartzi and Thaler 1995) holds that investors are not averse to the vari-
ability of returns per se (after all, most are quite rich), but they react
strongly to the prospect of losses, and stock returns over a year are
negative much more often than bond returns.

The loss aversion interpretation of the stock return puzzle makes it
clear that a precise formulation of loss aversion and other aspects of
situation-dependence requires explicit treatment of the time dimension;
if investors had a five-year time horizon, they would experience few
negative returns, so the loss aversion explanation implies a particular
time horizon, evidently a rather short one. An individual who experi-
ences a loss will eventually treat the new situation as the status quo. We
know, for example, that people who anticipated that a severe physical
handicap would be unbearable often become quite satisfied with life
after living with the handicap for a matter of years. A well-documented
situational determinant of preferences is simple exposure (Zajonc 1968).
People come to value more the things (for example, foods) they’ve been
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exposed to longer. Rats are no different: those brought up on Mozart
prefer his music to Schoenberg (Cross, Halcomb, and Matter 1967).
Sometimes preferences adjust to situations virtually instantaneously —
students in endowment-effect experiments bonded with the coffee mugs
given them in a matter of minutes! —but the lags are considerably
greater in many cases.

Situation dependence —in the form of loss aversion, endowment ef-
fects, and long-term endogeneity of preferences — by no means exhausts
the empirical shortcomings of the conventional model. Like the assump-
tion of situation independence, the conventional treatment of intertem-
poral choice is strikingly counterintuitive and strongly contradicted by
behavioral evidence.” Suppose you were indifferent between one meal at
your favorite restaurant now and two such meals a year from now.
Then according to eq. (3.1) you would also be indifferent between one
meal (call it x) twenty years from now and two meals (that’s x’) twenty-
one years from now. To see this, notice that this indifference relation-
ship can be equivalently expressed (divide both sides of (3.1) by &) as

Uly + x) — Uly) = {U(y + x") — U(y)}d".

Thus the difference in your utility made by the delay of the two meals
does not depend on when it happens in real time, but only on the
amount of time elapsed between the time of the first (one-meal) and the
second (two-meal) event. This so called stationarity property of the dis-
counted utility model is a temporal analogue to state independence:
how one evaluates states is assumed not to depend on where one is
evaluating them from. This is not only counterintuitive; it is contra-
dicted by extensive experimental and other evidence (interestingly, for
other animals as well as humans). For most people, as the example
suggests, the delay of a year is a lot more salient if it occurs sooner
rather than later, suggesting what is called a hyperbolic discount func-
tion, according to which a state in year ¢ is discounted not at the rate &
but instead at the rate

3(t) = (1 + at)™P*  with o, B>0 (3.2)

which for large values of « indicates that the value of future states is
rapidly declining in the near future, after which the decline is sharply
attenuated (so that, for example, you might be quite impatient about
waiting a year for your favorite meal but only somewhat less impatient
in evaluating the long-term consequences of global warming).® Hyper-
bolic discounters will exhibit preference reversal behavior: of two prizes

7 This paragraph draws on Loewenstein and Prelec (2000).
* The departure from constant discounting is governed by a; you may confirm that as «
goes to zero eq. (3.2) reproduces the standard exponential discount function () = e~ P’
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A and B of differing amounts and occurring at different future dates,
one may prefer A over B at the present but with the passage of time
prefer B over A. A hyperbolic discounter might, for example, take the
one meal now over the two meals a year from now but also choose the
two meals twenty-one years from now over the one meal twenty years
from now. But if this is the case, after the passage of nineteen years, the
hyperbolic discounter would choose the one meal sooner over the two
meals later, thus reversing his choice. A number of studies (surveyed in
Angeletos, Laibson, Repetto, Tobacman, and Weinberg 2001) suggest
that the hypberbolic discounting approach provides better predictions
than the conventional approach of individual savings behavior, account-
ing for the empirically-observed significant increases in consumption
from predictable increases in income, and the sharp reduction in con-
sumption upon retirement.

As in the case of intertemporal choice, well-established empirical reg-
ularities are anomalous from the standpoint of the conventional ex-
pected utility analysis of choice in the presence of risk. Recall that this
framework requires that individuals evaluate the actions they may take
according to the linear sum of the probability of each possible conse-
quence occurring, multiplied by the utilities associated with each conse-
quence. Thus, events occurring with arbitrarily small probability should
be treated virtually indistinguishably from events that will certainly not
occur. But it is well established that people do not evaluate lotteries over
risky events this way: an event that will happen with certainty is re-
garded as quite different than something that will happen with proba-
bility (1 — ¢€), no matter how small € is. Conversely, knowing that one
is not HIV positive is hardly the same thing as knowing that one may be
HIV positive, but with an arbitrarily small probability €. Paul Sam-
uelson (1963) called this the “epsilon ain’t zero” problem.

A second problem arises: if risk aversion (as measured by the concav-
ity of the utility function in wealth) is used to explain why people turn
down bets over stakes in the 0 to $1,000 range, then it cannot possibly
explain why virtually any bets are accepted over large stakes. An econo-
mist who had observed an individual reject the opportunity to flip a
coin to either win $1010 or lose $1000 would invoke risk aversion as
the explanation. But Matthew Rabin (2001) pointed out that the level
of risk aversion necessary to explain this choice would also imply that
the same individual would turn down a coin flip for either an $80,000
loss or a $349,400 gain. The problem is that for small stakes, a concave
utility function is approximately linear, and the amount of concavity
necessary to explain why small stakes bets are sometimes rejected im-
plies that most bets over large stakes—even very lucrative ones in ex-
pected value terms —would never be accepted.
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The idea that sharply diminishing marginal utility of wealth arising
from a concave utility function would disincline an individual from risk
taking over large stakes is surely correct. But the two problems above
suggests that concavity alone cannot explain behavior in the face of
risk. The first is familiar: the conventional approach abstracts from loss
aversion. The second is deeper: even if the utility function were continu-
ously differentiable (not kinked at the status quo state, as would be the
case if loss aversion were present), its concavity fails to capture the
reasons people have for wishing to avoid risk and the emotions they
experience in the face of risk. Among these are anxiety and fear when
they do not know what will happen or the possibility of regret (or
shame) at having taken a chance which ex post did not pay off. The
model correspondingly fails to understand the reasons why people of
very limited wealth engage in risky activities such as gambling: it is
unlikely that their utility functions are convex in wealth, and if they are,
it then begs the question of why the same individuals also purchase
insurance. A more plausible explanation of gambling, and of driving
too fast, too, is that some people enjoy taking particular kinds of risks.

Situation-dependent utilities, as well as the specific shortcomings of
the expected utility maximization approach to risk and the discounted
utility approach to intertemporal choice, suggest that a more empiri-
cally grounded view of the reasons for behavior is called for. Daniel
Kahneman, Amos Tversky, Richard Thaler, and their coauthors have
suggested a series of reformulations called prospect theory (the key pa-
pers are presented in Kahneman and Tversky 2000). Its main contribu-
tion is to take account of four aspects of choice not well handled in the
conventional paradigm. The first is the problem (mentioned above) that
people do not evaluate risky decisions according to the expected utility
hypothesis: they overweigh the importance of unlikely events. The sec-
ond is to take account of framing, namely, the fact that equivalent out-
comes are treated differently depending on the manner in which either
the outcomes or the decision setting are described. One of the reasons
for situation-dependent behavior is that situations often frame choices
in a particular manner. (Examples will be given in the next section.)
Third, Kahneman and others, returning to an aspect of classic utilitarian-
ism, have reintroduced substantive measures such as actually experi-
enced hedonic utility.

Fourth, prospect theory has developed a conceptual framework for
dealing with the situation-dependence of behaviors. This fundamental
reformulation is that if the utility function is to explain actual behavior,
its arguments should be changes in states or events rather than states.
Thus, the value individuals place on states depends on the relationship
of the state to the status quo (or possibly some other reference state,
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Value(V)

Wealth Losses Wealth Gains

Figure 3.1 A situation-dependent value function. AW is the change in wealth.
Note: the ‘kink” at AW = 0 indicates loss aversion.

such as an aspiration level or the states enjoyed by peers). Experimental
and other empirical studies suggest that the resulting so-called value
function has the three characteristics illustrated in figure 3.1, namely,
that value is defined on changes in wealth rather than levels, that the
value function is “kinked” at the status quo with a loss aversion coeffi-
cient of about two or a bit more (the function immediately to the left of
the status quo is twice as steep as to the right), and that the marginal
value of changes is diminishing with larger deviations from the status
quo having ever smaller marginal effects on the individual’s valuation of
the event so that the value function is convex in losses and concave in
gains (called the reflection effect).

A shortcoming of this literature to date, as the loss aversion inter-
pretation of the stock premium puzzle revealed, is that situation depen-
dence is an incomplete representation of preferences unless it is joined
with an account of how preferences dynamically adjust to new situa-
tions, which is to say, how preferences evolve. The experiments and
other data introduced here show that situations induce preferences; but
they tell us little about the process by which people adjust to a new
situation, whether it be stock market losses, the lost of sight, the pro-
motion into a managerial position, or the transformation of a simple
hunter-gatherer society to a modern market-based economy. I will re-
turn to the evolution of preferences under the influence of changing
economic situations in chapter 11.
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The shortcomings and reformulation considered in this section have
addressed the formal core of the conventional theory of rational action.
The recent accumulation of empirical anomalies concerning the sub-
stantive aspect of the theory, namely, the axiom of self-interested behav-
ior, has also motivated reformulations based on the concept of social
preferences.

SOoCIAL PREFERENCES

In one-shot prisoners’ dilemma experiments, the rate of cooperation is
commonly between 40 and 60 percent, despite mutual defection being
the dominant strategy equilibrium (Fehr and Fischbacher 2001b). Many
subjects prefer the mutual cooperation outcome over the higher mate-
rial payoff they would get by defecting on a cooperator. When they
defect, it is because they hate being taken advantage of; many defect to
avoid risking this, not because it is the payoff maximizing strategy inde-
pendently of the other’s actions. These results suggest that people care
about others, and they care about why things happen independently of
the outcome. Social preferences are these other-regarding and process-
regarding reasons for behavior.

Here is an example of process-regarding preference: you may accept
with equanimity a bad outcome determined by a coin flip, while angrily
refusing the outcome were it imposed by someone whose intention was
to harm you. A process-regarding preference is defined as an evaluation
based on the reasons why a state occurred rather than any intrinsic
characteristic of the state. Other examples include a desire to help the
less well off only if their poverty is the result of bad luck rather than
laziness, keeping promises, and a predisposition to share things ac-
quired by chance but not those acquired by one’s effort. The key aspect
of process-regarding preferences is that the evaluation of a state is con-
ditional on how it came about. Behaviors are process sensitive for two
reasons: the processes that determine an outcome often reveal impor-
tant information about the intentions of others (e.g. the deserving poor),
and they often provide cues concerning socially appropriate behaviors.

Other-regarding preferences include spite, altruism, and caring about
the relationship among the outcomes for oneself and others. What
Hobbes called the desire for “eminence” or a preference for “fair” out-
comes are examples, as is Thorsten Veblen’s “pecuniary emulation”
exemplified by a desire to “keep up with the Joneses” (Veblen 1934
[1899]). The key aspect of other-regarding preferences is that one’s eval-
uation of a state depends on how it is experienced by others. In analyz-
ing preferences defined over the experiences of others (as well as one-
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TaBLE 3.1
A taxonomy of behaviors: costs and benefits to self
and others

Cost to self Benefit to Self
Benefit to other Altruism Mutualism
Cost to other Spite Selfish

self), it will be helpful to consider the following taxonomy (see table
3.1) of the distribution of benefits and costs when two people interact.

The left-hand column lists behaviors that are specifically precluded by
the self-interest axiom. A behavior is altruistic if it confers a benefit on
another while inflicting a cost on oneself (this standard biological defini-
tion is restricted to benefits and costs and does not concern intentions).
Inflicting a cost on another at a cost to oneself (the lower left) may be
motivated by spite, envy, inequality aversion (if the other is richer), or
the desire to punish those who have done harm to you or to others or
who have violated social norms. The right-hand column is familiar ter-
ritory for economists. Because in the conventional model market ex-
change is undertaken for self-interested reasons, it must confer benefits
on both parties and hence is an example of what biologists call mutual-
ism (when it occurs between members of different species). Other exam-
ples include seemingly generous behaviors that increase an individual’s
payoffs over the long term due to repeated or indirect interactions. Fol-
lowing Robert Trivers (1971) these behaviors are sometimes called “re-
ciprocal altruism,” a misnomer given that the reciprocal altruist benefits
from the behaviors in question. The Dalai Lama’s terminology is more
accurate: “The stupid way to be selfish is ... seeking happiness for
ourselves alone. . . . The intelligent way to be selfish is to work for the
welfare of others” (Dalai Lama 1994:154). I restrict the term self-inter-
ested to the behaviors in the right column to avoid the tautological use
of the term to mean any act that is voluntarily undertaken. The altruist
may give with pleasure, but clarity is not served by calling this self-
interest.

Everyday observation of others as well as introspection suggests that
other-regarding and process-regarding preferences are important. I will
shortly introduce experimental evidence that confirms these impres-
sions. But I want to stress that the main evidence for social preferences
comes not from experiments but from real world economic and other
behaviors that are inexplicable in terms of self-interest (without resort
to extensive ad hoc reasoning). Some of these behaviors were referred to
in the introduction of this chapter. Others include volunteering for dan-
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gerous military and other tasks, tax compliance far in excess of that
which would maximize expected incomes (in some countries), partici-
pating in various forms of collective action, and conforming to norms
and laws in cases in which one’s transgression would not be detected.
Humans are unique among animals in the degree to which we cooperate
among large numbers of non-kin; some of this cooperation is surely the
result of institutions that make cooperative behavior a best response for
people with self-regarding preferences (making cooperation a form of
mutualism), but nobody seriously thinks that all of it can be explained
this way.

There is an extensive literature on altruism, social comparison and
other aspects of social preferences. I will illustrate the importance of
social preferences by reference to strong reciprocity, not to be confused
with the self-interested behaviors described by Trivers’s “reciprocal al-
truism” and related concepts such as “indirect reciprocity” (conferring
benefits on those who have benefitted others and receiving benefits in
return as a result). By contrast to these “intelligent ways of being self-
ish,” strong reciprocity motives may induce behaviors that are altruistic
in the biologists’ sense, conferring benefits to others in one’s group at a
cost to oneself. But reciprocity differs from altruistic behavior, which is
not conditioned on the type or actions of the other.

The commonly observed rejection of substantial positive offers in the
experimental Ultimatum Games is an example of reciprocity motives.
Experimental protocols differ, but the general structure of the Ulti-
matum Game is simple. Subjects are anonymously paired for a single
interaction. One is the “responder,” and the other the “proposer.” The
proposer is provisionally awarded an amount (“the pie,” “the pot,” or
some other culinary metaphor) known to the responder to be divided
between proposer and responder. The proposer offers a certain portion
of the pie to the responder. If the responder accepts, the responder gets
the proposed portion and the proposer keeps the rest. If the responder
rejects the offer, both get nothing. Figure 3.2 presents a version of the
game in extensive form, with A’s payoffs first. In this version the pro-
poser simply chooses between two offers: divide the pie equally (5,5) or
keep 8 and offer the respondent 2.

In this situation, the self-interest axiom predicts that an individual’s
actions are best responses defined over the outcomes of the game based
on beliefs that other players also conform to the self-interest axiom. The
self-interested proposer A will (by backward induction) determine that
the responder B will accept the offer of 2 (because A believes that B is
also self-interested) and so will propose the 8,2 split, which B will ac-
cept. In games in which an offer lower than 2 is possible, the self-inter-
est axiom predicts that the proposer will offer either zero or the smallest
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A offers

B accepts or rejects

Reject

(8,2) (0,0) (5,5) (0,0)

Figure 3.2 An ultimatum game. Note: Unlike the typical game, A’s offer is re-
stricted to just (5, 5) or (8, 2).

possible amount (in most games, the proposer can choose all values in
whatever unit the pie is denominated from zero to the entire pie).

This game has been played anonymously for real money in hundreds
of experiments with university student subjects in all parts of the world.
The prediction of the self-interest axiom invariably fails. Modal offers
are typically half of the pie, mean offers generally exceed 40 percent of
the pie, and offers of a quarter or less are rejected with probabilities
ranging from 40 to 60 percent. In experiments conducted in the United
States, Slovakia, Japan, Israel, Slovenia, Germany, Russia, Indonesia,
and many other countries, the vast majority of proposers offer between
40 and 50 percent of the pie (Fehr and Gaechter 2000b).

These results are interpreted by many as evidence for reciprocity mo-
tives on the part of the responder, who is willing to pay a price (forgo-
ing a positive payoff) to punish the proposer for making an offer
deemed unfair. The behavior of proposers is more complicated. Whether
the large number of even splits (and other seemingly fair or near-fair
offers) is explained by adherence to fairness norms or altruism by the
proposer or to self-interestedness informed by a belief that the re-
sponder may reject an unfair offer cannot be easily determined. Sub-
stantial offers violate the self-interest axiom in either case, but the pro-
poser does not exhibit reciprocity for the simple reason that as first
mover he has no information about B on which to condition his behav-
iors. The evidence for reciprocity motives thus comes from the respond-
ers’ behaviors, not the proposers’. Other interpretations — the respon-
dents may be seeking to implement an egalitarian outcome rather than
to punish the proposer, for example —have been suggested, but as we
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will see presently, the evidence for reciprocity motives is quite com-
pelling.

Results challenging the fundamental behavioral model in economics
were bound to be subjected to critical scrutiny. Some wondered if the
results were due to the relatively low stakes in the game. But subsequent
experiments conducted among university students in Indonesia for a
“pie” equal to three months average expenditures reproduced the same
results (Cameron 1998). Experiments with U.S. students with a pie of
$100 to $400 did not alter the results (Hoffman, McCabe, and Smith
1996, Fehr and Fischbacher 2001b). Behavior consistent with social
preferences has been common in other high-stakes game — for example,
a gift exchange game in Russia with earnings two- to three-times the
monthly income of the subject (Fehr and Fischbacher 2001b). It appears
that the violations of the predictions of the standard model are not the
result of the stakes being too small to focus the attention or elicit the
true motives of the experimental subjects. Others suggested that sub-
jects’ may have misunderstood the game, but later experiments in which
subjects played the game many times with different partners lent no
credence to this concern (Fehr and Fischbacher 2003). A final skeptical
suggestion was that the subjects may not have adapted their behavior to
the nonrepeated nature of the interaction, perhaps following rules of
thumb derived from more common repeated interactions. But experi-
mental subjects readily distinguish between repeated and nonrepeated
interactions (adapting their behaviors accordingly). And in any case, use
of a rule of thumb consistent with the observed play contradicts the
standard model, however it came about. While debate concerning the
interpretation of the games continues, there is a consensus that other-
regarding motives are involved.

That other-regarding motives are important is not the only lesson.
Suppose the ultimatum game in figure 3.2 were to be played with slight
modifications in the protocol. In the experiment called T';, the designa-
tion of proposer (occupied by A in the figure) is determined, as it is in
most experiments, by a coin flip: if the coin says that A is the proposer,
the game is as in figure 3.2. In T, the proposer is selected as in T'; but a
second coin is then flipped determining which action A will take. A then
makes the indicated offer and finally B rejects or accepts. Introspection,
as well as experimental results, suggest that the two games are funda-
mentally different in the behaviors they will evoke from B, even though
B is choosing among the identical payoffs in both. In games like T',, low
offers are accepted that in T'; would be rejected. A plausible explanation
of the difference concerns reciprocity. In T, reciprocity motives will not
come into play because B knows that, should the coin flip dictate the
8,2 proposal, A did not intend to make an unfair offer but was merely
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TaBLE 3.2

Chapter 3

Varieties of ultimatum game play

Game

Results

Interpretation

Source

I'; Standard

I'; Randomized
offers

I'; Roles chosen
by quiz

I'y “Exchange
Game”

I's No “fair” of-
fers possible

I'¢ Punishment
by third party

I'; Standard: Au/
Gnau

I'g Standard:
Machiguenga

Modal offer Y,
offers < 20%
rejected

Few rejections of
low offers

Many low offers,
few rejections

Many low offers,
few rejections

Low offers not
rejected

C punishes A’s
low offer to B

Offers > 12 com-
mon and are
rejected

Many low offers,
very few rejec-
tions

Reciprocity by
respondent

Proposer not re-
sponsible

Proposer “de-
serving”

Situational fram-
ing

Proposer’s inten-
tions matter.

Generalized fair-
ness norms

Endogenous and
situation-
dependent
prefs

Endogenous and
situation-
dependent
prefs

Cited in text

Blount (1995)

Hoffman,
McCabe, Shac-
hat, and Smith
(1994)

Hoffman,
McCabe, Shac-
hat, and Smith
(1994)

Falk, Fehr, and
Fischbacher
(2003)

Fehr and
Fischbacher
(2001a)

Henrich, Bowles,
Boyd, Cam-
erer, Fehr,
Gintis, and
McElreath
(2001)

Henrich (2000)

constrained to do so by the rules of the game. The comparison illustrates
process-regarding preferences: in both cases B got a bad offer, but in the
second case the process determining the bad deal made it clear that it did
not come about as a result of A’s bad intentions. Had rejections of low
offers in T'; been motived by inequality aversion rather than reciprocity
motives, for example, I';, would have been played the same way.

Now consider I's, in which the proposer position is designated not by
a random draw but on the basis of a current events quiz taken prior to
the play of the game, with A, the higher scorer, becoming the proposer,
to whom B responds. Experimental subjects play I's differently than the
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standard T'y: proposers are more likely to keep a substantial fraction of
the pie to themselves, and quite unequal proposals are frequently ac-
cepted. Now alter the game again, this time simply by naming T4, “The
Exchange Game” rather than “Divide $10.” What the game is called
should have not effect on behavior in the conventional framework, but
it does: proposers offered less and lower offers were accepted. These
and other experiments are summarized in table 3.2.

It is not difficult to think of reasons why people play T'; differently
from T';: responders may feel that the proposers’ low offers should not
be punished as they reflect the proposers’ greater deservingness (having
earned the role of proposer by their test score). But what of Ty, “The
Exchange Game”? It seems likely that the experimental subjects took
the name of the game as a situational cue and as a result acted on the
more self-regarding motivations in their behavioral repertoires. But
however one understands the differences, they cannot be accounted for
by the structure of the game’s payoffs, for these remain unchanged by
the differing processes of role designation, framing, and selection of ac-
tions. Another variant of the game (I'5) reaffirms the impressions that
rejections are motivated by the desire to punish unfairness on the part
of the proposer, not simply by the desire to avoid accepting an uneven
split: retain the 8,2 offer of the standard game, but restrict the proposer
to 10, 0 (an even more “unfair” offer) as the only alternative to 8,2.
Rejections of the 8,2 offer were less than a quarter as frequent in T
than in Ty.

An important role for ethical values is suggested by Ty, which in-
volves three people and is not strictly an Ultimatum Game. A assigns
some part of the pie to B (who simply receives the offer and has no
other role); then C, who has observed the pie size and the offer, may
choose to reduce A’s payoff by allocating some of C’s endowment (like
the pie provided by the experimenter) for this purpose. Allocations by A
of half or more of the pie to B are never punished; but when A gives B
less than half, C is willing to pay to punish A. In this case C acts very
much like the responder in the standard Ultimatum Game but is re-
sponding to a seemingly unfair offer not to himself but to another
(anonymous) person. Fehr and Fischbacher found than punishment by
such third parties as C is only slightly less strong than punishment by
the recipient of a low offer in the standard ultimatum game setup.

I report also two experiments in which the subject pool is not—as is
usually the case—composed of university students but instead were
members of fifteen small-scale societies with little contact with markets,
governments, or modern institutions. My colleagues and I (a team of 17
anthropologists and economists) designed the experiments to explore
whether the results reported above are common in societies with quite
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different cultures and social institutions (Henrich, Bowles, Boyd, Cam-
erer, Fehr, Gintis, and McElreath 2004). The fifteen societies included
hunter-gathers, herders, and farmers. Among the Au and Gnau people
in Papua New Guinea, offers of more than half of the pie were com-
mon, and high and low offers were rejected with equal frequency. This
seemingly odd result is not surprising in light of the practice of competi-
tive gift giving as a means of establishing status and subordinacy in
these and many other New Guinea societies. By contrast, among the
Machiguenga in Amazonian Peru, almost three-quarters of the offers
were a quarter of the pie or less and there was just a single rejection, a
pattern strikingly different from the experiments conducted thus far.
However, even among the Machiguenga, the mean offer was 27 percent,
suggesting that offers exceeded the expected payoff maximizing offer.

Analysis of the experiments in the fifteen simple societies we studied
led us to the following conclusions: behaviors are highly variable across
groups, not a single group approximated the behaviors implied by the
self-interest axiom, and between group differences in behavior seem to
reflect differences in the kinds of social interaction experienced in every-
day life. The evidence for economic conditions affecting behavioral
norms is quite compelling. For example, the Aché in Paraguay share
equally among all group members some kinds of food (meat and honey)
acquired through hunting and gathering. Most Aché proposers contrib-
uted half of the pie or more. Similarly, among the Lamalera whale hunters
of Indonesia, who hunt in large crews and divide their catch according
to strict sharing rules, the average proposal was 58 percent of the pie.
Moreover the Indonesian whale hunters played the game very differ-
ently from the Indonesian university students mentioned above.

The Ultimatum Game is one of many in which experimental subjects
have behaved in ways that are strongly at variance with the predictions
of the self-interest axiom. Colin Camerer and Ernst Fehr (2004) survey
seven games in which experiments have suggested the salience of social
preferences. One of these, the Public Goods Game, is both important as
an analogy to many real world economic problems, and instructive
about human behavior. It is sometimes called an #n-person prisoners’
dilemma because it has the same incentive structure: if players conform
to the self-interest axiom, contributing nothing to the public good (anal-
ogous to defection) is the dominant strategy equilibrium, but universal
contribution maximizes total payoffs. Here is the game: n players are
each given an “endowment” y and then simultaneously select an
amount ¢; € [0,y] to contribute to the public good. Each player’s pay-
offs are m; = y — ¢; + mZ;c; for j = 1 ... n. This describes a Public
Goods Game if m < 1 < mmn. The first of these inequalities implies that
the individual’s best response is to contribute nothing, and the second



Preferences and Behavior + 117

implies that total payoffs (summing over the group) are maximized if
everyone contributes his entire endowment. Variants of the Public
Goods Game have been used to model individual extraction from a
common pool environmental resource; applications include contribu-
tion to joint projects such as payment of taxes and participating in
strikes.

The prediction of the self-interest axiom (¢; = 0 V i) is consistently
contradicted in experiments (surveyed by Ledyard 1995). In one-shot
games contributions average about half of the endowment, while in
multi-period games contributions begin around half and then decline, so
that a majority of players contribute nothing in the final round of a ten-
round game. This decline in contribution was initially thought to con-
firm the conventional model, the idea being that once the subjects had
figured out the game, they contributed nothing. But an experiment in
which a second ten-round public goods game was unexpectedly begun
at the end of the first ten-round game suggests that this is not the case:
in the second game players again began with contributions of about
half. Many have interpreted the decline in contributions as a reflection
of the disappointment of expectations that others would contribute
more, along with the desire to punish low contributors (or at least not
to be taken advantage of) in a situation in which this could only be
done by reducing one’s own contributions.

Strong support for this latter view is provided by an ingenious experi-
ment designed by Fehr and Gaechter (2002): it has the same public
goods structure as above except that after individuals contributed, their
contributions were made known (by an identifying number only, not by
name, of course) to all group members, who then had the opportunity
to punish others in the group, imposing a cost (payoff reduction) on
both the punisher and the punished.’ In one experiment with this game,
Fehr and Gachter adopted what is called the perfect strangers treat-
ment: after each round of the ten-round experiment the groups were
reshuffled so that players knew that no player would ever encounter any
other player more than once. Thus, the motivation for punishment
could not be self-interest. If low contributors respond to punishment by
contributing more in subsequent rounds, they raise the payoffs of others
but not of the punisher (due to the perfect strangers treatment). Thus
punishment is no less a public good than the initial contribution. This is
transparently the case on the last round of the game, when the last
action taken by any player is the decision to engage in costly punish-
ment of fellow group members: those who punish under these condi-

° An earlier experiment of this type with similar results is Ostrom, Gardner, and Walker

(1994).
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tions must value punishment per se rather than any anticipated conse-
quence of punishment for their game payoffs based on the modification
of the behaviors of others.

In Fehr and Gaechter’s Public Goods Game with punishment, contri-
butions started at about half the endowment (as in the standard game)
but then rose rather than fell over the course of the game. My coauthors
and I (reported in Bowles and Gintis 2002b) implemented a similar
game in which we confirmed what one would expect: punishment is
directed at low contributors, and they respond strongly to punishment.
Those who thought they could cheat on the last round by reducing their
contributions paid dearly for their mistake. We also found something
quite unexpected. When those contributing above the mean were pun-
ished (as they occasionally were), they sharply reduced their contribu-
tions. Even more striking is the fact that the positive response to punish-
ment by the low contributors was not a best response defined over the
game payoffs. Taking account of the observed relationship between the
expected amount of punishment and one’s offer, zero contribution re-
mained the best response, but nonetheless those punished responded by
contributing more.

A reasonable interpretation of these experiments is that, as in the
Ultimatum Game, people are willing to pay to punish those who violate
social norms even when there is no expectation of future or indirect
payoff. In other words the subjects were acting in accordance with reci-
procity motives. But something else seems to be at work. The fact that
punishment induced more contribution by the shirkers (contrary to the
payoff-maximizing choice, even when the likely punishment is taken
into account) suggests that social sanction by peers may mobilize feel-
ings of shame in situations in which the punishment carries some legit-
imacy (in the eyes of the person punished). In two similar experi-
ments —one in the laboratory and one in the field among farmers in
Zimbabwe — “punishment” merely conveyed displeasure and did not re-
duce the payoffs of the one punished. But the fact that those punished
contributed more in subsequent periods shows the strong effects of so-
cial sanction, consistent with the “shame” interpretation (Barr 2001,
Masclet, Noussair, Tucker, and Villeval 2003). In chapter 4 I provide a
model of how social preferences such as shame and reciprocity may
support cooperation in public goods interactions.

The Public Goods Game provides a nice example of situation-depen-
dent behaviors and framing. Jean Ensminger conducted public goods
experiments with the Orma, a herding people in Kenya, as part of the
multi-cultural experimental project mentioned above. When the Orma
need some public good —a new primary school or the repair of a road,
for example —members of the community are asked for a voluntary
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contribution to the project, the amounts increasing in the amount of
wealth (cattle) of the family. This system of voluntary public goods pro-
vision is called harambee. When Ensminger explained the Public Goods
Game to her subjects, they promptly dubbed it the “Harambee Game,”
and their contributions were strongly predicted by their (real world)
wealth, just as would have been the case in a real harambee. When the
Orma subjects played the Ultimatum Game, they did not analogize it to
the harambee (or apparently to any other aspect of their everyday life)
and wealth did not predict any aspect of their experimental play.

Do people behave in natural settings the way they do in experiments?
The relationship between experimental play and real world behaviors is
complex, and I do not want to claim an overly close correspondence
between the two. Contrary to the (misguided, in my view) hopes of
some experimenters, experimental games do not tap abstract motives
uncontaminated by situations. In this, experimental play is much like
any other behaviors and the experiment is just another situation." The
game situation, the instructions of the experimenter, and the like are a
very strong frame and we cannot expect them to be without effect. Ex-
periments do not reveal the essence of a universal human nature.
Rather, they simply show that common behaviors in generic social inter-
actions are readily explained by social preferences, thus suggesting that
the many real world examples of seeming violations of the self-interest
axiom are not the result of the peculiarities of the particular real world
examples.

AN EMPIRICALLY BASED SOCIAL PREFERENCE FUNCTION

In response to the violations of the self-interest axiom in a number of
experiments, economists have attempted to reformulate a utility func-
tion capable of explaining the above behaviors in a parsimonious man-
ner. Is there a utility function that is at once simple enough to be tract-
able and sufficiently robust to explain not just one of the experimental
anomalies but all of them? There now exist a number of utility func-
tions that are capable of explaining a wide range of experimental be-
haviors (Falk and Fischbacher 1998, Fehr and Schmidt 1999, Bolton
and Ockenfels 1999, Rabin 1993, Charness and Rabin 1999, Levine

1 Loewenstein (1999) provides a skeptical but balanced assessment. Behaviors in games
have been shown to predict real world behaviors in a few cases: those who trusted in a
trust experiment by Glaeser, Laibson, Scheinkman, and Soutter (2000), for example, ex-
hibited more trust in a number of real world situations. By contrast, answers to standard
survey questions on trust were completely uncorrelated with any measured behaviors (ex-
perimental or non-experimental).
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1998). The basic ingredients of the proposed utility functions are self-
interest, altruism, spite, fair-mindedness, and reciprocity. The functions
differ in the way that these components are combined, and the types of
behaviors the authors wish to stress.

Here is a utility function (proposed by Fehr and Schmidt) that takes
account of both self-interest and what they term “inequality aversion.”
A fair (i.e., inequality averse) utility function of person i (interacting
with just one other person, j) is given by

U; = m; — §max(m;—m;, 0) — aymax(m; — m;, 0) (3.3)

where m; and m; are the material payoffs to the two individuals, and
3, = o; and «; €[0,1]. This utility function expresses individual #’s valu-
ation of her own payoff as well as her aversion to differences in payoff,
with disadvantageous differences (m; — ;> 0) being more heavily
weighted (3;) than advantageous differences (;). The upper bound on «
precludes what might be termed “self-punishing” levels of aversity to
advantageous inequality: an individual with @ = 1 cares only about the
other’s payoffs (if they fall short of his own). By contrast, a person (i)
very averse to disadvantageous inequality might prefer m;, = m; = 0 to
m; = 1 and m; = 2, so 8 may exceed 1.

To see the implications of fair-mindedness for both sharing and pun-
ishing behaviors, suppose the two are to divide one unit (m; + m; = 1)
and that a; > %. In this case dU,/dm; < 0 for all divisions such that
m; — m; > 0. Thus individual 7’s preferred share would be to divide the
unit equally (so if the share initially favored i over j, i would prefer to
transfer some of the payoff to j). Similarly, if §; = 2 and payoffs were
divided so that j was to receive 0.6 and i 0.4, i would be willing to pay
0.1 to reduce the payoffs of j by 0.3 so that both received 0.3. Even
more striking, in this case, i would refuse an offer of less than 0.25 if by
doing so both would receive nothing (as in the Ultimatum Game).

Fair-mindedness may explain another experimental anomaly men-
tioned at the outset: a substantial number of experimental subjects in
one-shot prisoners’ dilemma games cooperate (despite defecting being
the dominant strategy in the game payoffs). A fairminded row player
(one with the above Fehr-Schmidt utility function) facing the standard
prisoners’ dilemma material payoffs a > b > ¢ > d would cooperate
if he knew the column player would cooperate as long as the disutility
he experienced from advantageous inequality is sufficiently large, or
o> (a — b)/(a — d) (see table 3.3).

If this inequality obtains (which it may because the right-hand side is
necessarily less than unity), then the resulting game is no longer a pris-
oners’ dilemma but rather an Assurance Game, so there exists some
critical value p* € (0,1) such that if Row believes that Column will
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TABLE 3.3
Standard Prisoners’ Dilemma and Fair-minded
Utility Payoffs for Row

Cooperate Defect
Cooperate b d
b d — d(a — d)
Defect a ¢
a — ala — d) c

Note: utility payoffs for fairminded row player are in

bold.

defect with probability less than p*, then his best response is to cooper-
ate. You can also readily show that dp*/da > 0 while dp*/dd < 0, so
if this interaction took place among randomly paired fairminded players
in an evolutionary setting of the type modeled in the previous chapter,
increasing the disutility of advantageous inequality enlarges the basin of
attraction of the mutual cooperate equilibrium while increasing the dis-
utility of disadvantageous inequality does the opposite.

In an experiment designed to estimate the parameters of a function
like eq. (3.3) Loewenstein, Thompson, and Bazerman (1989) created a
variety of scenarios that had in common that an amount had to be
divided, but the situations differed in the personal relationship among
the participants (negative, neutral, or positive) and in the nature of the
interaction (business, other). They found that disadvantageous inequal-
ity was strongly disliked, irrespective of the nature of either the personal
relationship or the transaction. By contrast, advantageous inequality
was disliked by 58 percent of the subjects in the nonbusiness transac-
tion but was preferred by most in the business transaction, being dis-
liked by only 27 percent. The nature of the personal relationship mat-
tered, too: in the positive personal or neutral relationship setting, 53
percent disliked advantageous inequality, while in the negative relation-
ship setting only 36 percent did. This experiment provides direct evi-
dence on inequality aversion and is also consistent with the view that
behaviors are commonly conditioned on one’s belief about the other
person (positive or negative) and are situationally specific (business or
not).

Fairminded preferences are defined over outcomes, but reciprocal
preferences depend as well on one’s belief about the intention or type of
the individual one is dealing with. Following ideas initially laid out by
Rabin (1993) and Levine (1998), the following function incorporates
self-interest, altruism, and reciprocity. An individual’s utility depends on
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his own material payoff and that of other individuals j = 1 ... n ac-
cording to
U,‘ = m; + E/B,I"‘T/ fOr li] (3.4)
where B;;, the weight of j’s material payoff in i’s preferences, is
a;, + Aa; o
By=— Tl (3.5)
1+ 4,

and g; € [—1,1] and \; = 0. The parameter a; is i’s level of uncondi-
tional good will or ill will (altruism or spite) toward others, and g;
e [—1,1] is #’s belief about ;s good will, while \; indicates the extent to
which i conditions his evaluations of others’ payoffs on (beliefs about)
the other’s type. If ; = 0 and \; > 0, then individual 7 is a nonaltruistic
reciprocator (exhibits neither good will nor spite unconditionally but
conditions her behavior on the goodness or spitefulness of others).

If \; = 0 and g; # 0, then i exhibits unconditional altruism or spite,
depending on the sign of a;. The denominator is augmented by A; so that
B; = 1, thereby restricting one’s valuation of the others’ payoffs to be-
ing no greater than one’s own. Note that dp;/d\; has the sign of
(a,— a;), which means that the level of reciprocity affects the extent to
which others’ payoffs enters into one’s own evaluation, increasing it if
the other is kinder than oneself, and conversely. If a; = a; then B; = 4;
for any level of reciprocity.

Like the inequality-averse function, this reciprocity-based utility func-
tion can be used to explain generous and punishing behaviors. The
analysis is considerably more complicated, however. In most social in-
teractions we have some prior beliefs about the others’ types based on
knowledge of their prior behavior, cues based on other facts about them
(including their status as an “insider” or an “outsider” in the current
interaction), and the situation itself. Thus one’s beliefs about the others’
types and hence one’s valuation of their benefits plausibly depends on
their past actions, which depend on their beliefs on one’s own type, and
so on. If one is a reciprocator and believes that others are altruistic, one
may engage in conditional generosity. But if the generosity is not recip-
rocated, one may update one’s beliefs about the others’ types and en-
gage in punishment or at least withdrawal of generosity, as was wit-
nessed in the public goods experiments. Thus, behaviors may be both
path dependent and situationally specific: a situation that induces beliefs
that others are altruistic may support high and sustainable levels of gen-
erosity, while the same individuals interacting in another situation may
engage in mutually costly spiteful punishment. The path-dependent and
situationally specific nature of behaviors may explain why subjects’ play
is so affected by changes in experimental protocols that would be irrele-
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vant were the conventional model correct. It also might illuminate why
such large differences in behaviors are found in our cross-cultural study.

CONCLUSION

The inequality-averse and reciprocity-based functions just presented are
important steps toward the construction of a more adequate conception
of behavior. But the process is ongoing and far from completion. The
evidence that inequality aversion and reciprocity motives are common
does not suggest that people are irrational. Indeed, strong experimental
evidence indicates that when individuals give to others (e.g., in a Dicta-
tor Game) their behavior conforms to the transitivity assumptions and
other requirements of rational choice (Andreoni and Miller 2002).
Moreover, people respond to the price of giving, giving more when it
costs them less to benefit the other. The importance of other-regarding
motives thus does not challenge the assumption of rationality but rather
suggests that the arguments of the utility function should be expanded
to account for individuals’ concerns for others.

The experimental and other evidence also suggests an adequate for-
mulation should take account of the behavioral heterogeneity of most
human groups. Using data from a wide range of experiments, Ernst
Fehr and Simon Gaechter estimate that between 40 and 66 percent of
subjects exhibit reciprocal choices. The same studies suggest that be-
tween 20 and 30 percent of the subjects exhibit conventional self-
regarding outcome-oriented preferences (Fehr and Gaechter 2000b,
Camerer 2003). Loewenstein, Thompson, and Bazerman (1989) distin-
guished among the following types in their experiments:

Saints consistently prefer equality, and they do not like to receive higher pay-
offs than the other party even when they are in a negative relationship with
the opponent . . . loyalists do not like to receive higher payoffs in neutral or
positive relationships, but seek advantageous inequality when in negative re-
lationships . . . Ruthless competitors consistently prefer to come out ahead of
the other party regardless of the type of relationships. (p. 433)

Of their subjects, 22 percent were saints, 39 percent were loyalists, and
29 percent were ruthless competitors (the rest could not be classified).
Thus, the objective of a reformulation of the behavioral foundations
of economics should not be some new Homo sociologicus to replace
Homo economicus, but a framework capable of taking account of het-
erogeneity. This task is essential because heterogeneity makes a differ-
ence in outcomes, but it is challenging because the effects are not ade-
quately captured by a process of simple averaging. The outcome of
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interaction among a population that is composed of equal numbers of
saints and ruthless competitors will not generally be the average of the
outcomes of two populations with just one type, because small differ-
ences in the distribution of types in a population can have large effects
on how everyone behaves.

Moreover, seemingly small differences in institutions can make large
differences in outcomes. Imagine a one-shot Prisoners’ Dilemma Game
played between a self-interested player (for whom Defect is the domi-
nant strategy in the simultaneous moves game) and a reciprocator (who
prefers to Cooperate if the other cooperates and to Defect otherwise)
(Fehr and Fischbacher 2001b). Suppose the players’ types are known to
each. If the game is played simultaneously, the reciprocator, knowing
that the other will Defect, will do the same. The outcome will be mutual
defection. If the self-interested player moves first, however, she will
know that the reciprocator will match whatever action she takes, nar-
rowing the possible outcomes to {Cooperate, Cooperate} or {Defect, De-
fect}. The self-interested player will therefore cooperate and mutual co-
operation will be sustained as the outcome. Recall, as another example,
that in the Public Goods-With-Punishment Game, those with reciprocal
preferences not only acted generously themselves, but they apparently
also induced the selfish types to act as if they were generous. But had
there been too few reciprocators, all players (reciprocators and self-in-
terested types alike) would have converged to zero contribution.

In addition to heterogeneity across individuals, versatility of individ-
uals must also be accounted for. In the Ultimatum Game, proposers
often offer amounts that maximize their expected payoffs, given the
observed relationship between offers and rejections: they behave self-
interestedly but expected responders not to. Moreover, the same indi-
viduals when in the role of responder typically reject substantial offers if
they appear to be unfair, thus confirming the expectations of the pro-
poser and violating the self-interest axiom.

Finally, as we have noted earlier (and will discuss in chapter 11),
preferences are to some extent learned rather than exogenously given:
durable changes in an individual’s reasons for behavior often take place
as a result of one’s experience. This means that populations that experi-
ence different structures of social interaction over prolonged periods are
likely to exhibit differing behaviors, not simply because the constraints
and incentives entailed by these institutions are different but also be-
cause the structure of social interaction affects the evolution of both
behavioral repertoires, the ways in which situations cue behaviors, and
the way outcomes are evaluated. (Because the functioning of institutions
depends on the preferences of the individuals involved, it will also be
the case that institutions are endogenous with respect to preferences; I
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model the resulting process, called the coevolution of preferences and
institutions, in chapters 11 through 13.)

Progress in the direction of a more adequate behavioral foundation
for economics must take account of these three aspects of people:
namely, their heterogeneity, versatility, and plasticity.

New theories must also address two challenges. The first concerns the
normative status of preferences. If preferences are to explain behaviors,
they cannot unassisted also do the work of evaluating outcomes. The
reason is that some common reasons for behavior —weakness of will,
spite, and addiction come to mind —often induce behaviors the out-
comes of which few would condone.

The second challenge arises because the experimental and other evi-
dence indicating the importance of social preferences poses a difficult
evolutionary puzzle. If many of us are fairminded and reciprocal, then
we must have acquired these preferences somehow, and it would be a
good check on the plausibility of social preference theories and the em-
pirical evidence on which they are based to see if a reasonable account
of the evolutionary success of these preferences can be provided. Gener-
osity toward one’s genetic relatives is readily explained. The evolution-
ary puzzle concerns nonselfish behaviors toward non-kin (meaning be-
haviors bearing individual costs with no benefit, or the lefthand column
in table 3.1, above.) Among non-kin, selfish preferences would seem to
be favored by any payoff-monotonic evolutionary processes, whether
genetic or cultural. Thus, the fairmindedness that induces people to
transfer resources to the less well off, and the reciprocity motives that
impel us to incur the costs of punishing those who violate group norms,
on this account, are doomed to extinction by long term evolutionary
processes. If social preferences are common, this conventional evolu-
tionary account must be incorrect.

In later chapters I return to this question and provide a series of
models explaining the evolutionary success of social preferences. In par-
ticular T will explore the contribution to the evolutionary success of
nonselfish traits made by characteristic structures of human social inter-
action, namely, social segmentation, repeated interactions, and reputa-
tion building (in chapter 7) and the enforcement of group-level norms
and intergroup conflict (in chapters 11 and 13). In many cases the evo-
lutionary success of what appear to be unselfish traits is explained by
the fact that when an accounting of long-term and indirect effects is
done, the behaviors are payoff-maximizing, often representing forms of
mutualism. But I will also introduce plausible models accounting for the
evolutionary success of behaviors that benefit other members of ones’s
group at a cost to oneself.

Like the theory of social preferences, prospect theory also raises evo-
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lutionary puzzles. Hyperbolic discounters act in time-inconsistent ways;
their average payoffs over a long period would be increased if they con-
formed to the dictates of the discounted utility model. Similarly, those
who overweigh low probability events will earn lower expected payoffs
than competitors who do the proper expected utility maximization.
This does not mean that those using time-inconsistent discounting and
violating the expected utility axioms are doomed, but given that either
genetic or cultural evolution tends to favor those with higher payoffs, it
does pose a puzzle. Similarly, loss-averse individuals forgo opportunities
for substantial expected gains in risky situations. Their loss aversion
thus disadvantages them in competition with others whose utility func-
tion is not kinked at the status quo. These evolutionary conundrums
raised by prospect theory have received less attention than the puzzle of
social preferences. I will not address them further, except to note that
the initial evidence for hyperbolic discounting came from pigeons and
rats, so this is not a uniquely human behavior."

In chapter 4 T generalize the kinds of coordination problems intro-
duced in chapter 1 as 2 X2 games, and analyze the impressive variety of
institutions, norms, and other ways people have developed to avoid or
attenuate coordination failures. Social preferences, we will see, play a
central role in this process.

" Hyperbolic discounting in humans and other animals is described in Ainslie (1975),
Green and Myerson (1996), and Richards, Mitchell, de Wit, and Seiden (1997).
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Coordination Failures and Institutional Responses

In such a condition, [in the state of nature] . . . there is no place for
Industry; because the fruit thereof is uncertain, and consequently no
Culture of the Earth . .. And therefore every thing is his that getteth it
and keepeth it by force: which is neither Propiety nor Community; but
Uncertainty.

—Thomas Hobbes, Leviathan (1651)

Right now, my only incentive is to go out and kill as many fish as I can
... any fish I leave is just going to be picked by the next guy.
— John Sorlien, Rhode Island lobersterman

JouN SoRLIEN, the lobsterman, would not strike you as the kind of
Homo economicus you might find in a textbook or in Hobbes’ state of
nature. He is actually an environmentalist of sorts, and as president
of the Rhode Island Lobsterman’s Association he is up against a serious
problem of incentives, not a shortcoming of human nature. When he
started lobstering at age twenty-two, he set his traps right outside the
harbor at Point Judith, within a few miles of beach, and made a good
living. But the inshore fisheries have long since been depleted, and now
his traps lie seventy miles offshore. He and his fellow lobstermen are
struggling to make ends meet (Tierny 2000).

Across the world in Port Lincoln, on Australia’s south coast, Daryl
Spencer, who dropped out of school when he was fifteen years old and
eventually drifted into lobstering, has fared notably better. During the
1960s the Australian government assigned licenses —one per trap —to
fishermen working at the time, and from that time on, any newcomer
seeking to fish off of Port Lincoln had to purchase licenses. Spencer
bought his first licenses for the present-day equivalent of about a thou-
sand U.S. dollars each. His licenses are now worth well over a million
U.S. dollars (considerably more than his boat). More than giving
Spencer a comfortable nest egg, the policy has limited the Australian
loberstermen’s work: Spencer has sixty traps, the maximum allowed;
Sorlien pulls eight hundred traps and makes a lot less money.

Point Judith and Port Lincoln represent extremes along a continuum

The first epigraph is from Hobbes (1983: 186, 296), the second from Tierny (2000: 38).
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of failure and success in solving coordination problems. One wonders
of course why the Point Judith fishermen do not simply emulate the
Australians, especially since one of Solien’s friends and a fellow Point
Judith lobsterman visited Port Lincoln, returning with tales of mil-
lionaire fishermen living in mansions. But getting the rules right is a lot
more difficult than the Port Lincoln story may suggest, and good rules
often do not travel well. One of the common impediments to successful
coordination in social dilemmas is that the rules that solve the problem
also implement a division of the gains to cooperation. Had the young
Daryl Spencer not agreed one day to help out a lobsterman friend by
filling in as a deck hand, someone else would now be a millionaire, and
Spencer might still be painting houses and complaining about the high
price of lobsters.

Conflicts over the distribution of the gains to cooperation have sunk
many otherwise viable agreements to limit the depletion of fishing stocks.
A confederation of tribes of northwest Native American salmon fishers
seeking to limit their catch decided to allocate shares of a given maxi-
mum catch to each tribe." In the course of months of debate and bar-
gaining, the following principles of division were advanced, with each
proposal more or less transparently benefitting one or another tribe or
class of individual: shares allocated in proportion to a tribe’s number of
members; shares proportionate to the number of fishermen in a tribe;
individual shares based on each fisher’s investment; one tribe, one share;
shares to each tribe based on their aggregate investment in hatcheries
and protection of the habitat; shares to each tribe based on the tribe’s
expenditure on lobbying efforts vis a vis the U.S. federal government;
and, finally, shares to each tribe in proportion to the relative quantities
of fish taken at the time of the initial treaty. Neither unrestricted compe-
tition nor marketable permits to catch specified amounts was proposed.
The variety of proposals and their disparate effects on the distribution
of income among the tribes suggest how challenging it may be to agree
on a rule for sharing the gains to cooperation.

Coordination problems are ubiquitous —depleting a fishing stock is
little different in the formal structure of its incentives than clogging the
freeways or the Internet, arms races, free-riding on work mates, con-
spicuous consumption, fiscal competition among nation states, or leav-
ing it to somebody else to tell the neighbors to turn down the volume
on their TV. The ubiquity of these so-called commons problems ex-
plains the resonance of Hardin’s famous tragedy, introduced in chapter
1, and the impressive amount of human ingenuity that has been in-
vested in finding ways to avoid or mitigate their costly consequences.

! Described in Singleton (2004).
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TaBLE 4.1
A taxonomy of goods

Rival Non-rival
Excludable Private goods Spite goods
Non-excludable Common property Public goods

Hardin’s tragedy has a particular setting—a common property re-
source problem —but the underlying structure exhibits a problem com-
mon to all coordination problems, which we saw in chapter 1, arise
when one individual’s actions confer benefits or costs on others that are
not subject to contracts rewarding the actor for the benefits and penaliz-
ing him for the liabilities. As a result, these “external” effects are not
taken account of when the individual chooses an action. Common prop-
erty resources (also called common pool resources) are defined by two
characteristics: it is difficult to exclude users (nonexcludability), and the
use of the resource by one diminishes the benefits available to other
users (rivalness). Shirts exhibit rivalness (my wearing this shirt precludes
your wearing it), while information typically is nonrival (the fact that I
know what time it is does not preclude your benefitting from the same
information.) These two characteristics give the taxonomy in table 4.1.

Examples of common property resources and their associated coor-
dination problems include congestion in transportation and communi-
cations networks, overuse of open access forests, fisheries, and water
resources, and even status symbols and the social-climbing rat races
they engender. An important example of common property goods in-
spired by Thorsten Veblen’s concept of conspicuous consumption are
termed positional goods, examples of which include power and prestige:
rivalness exists because the value of the good depends on its distribu-
tion — one person’s power is enhanced by someone else’s lack of power.
Similarly, conspicuous consumption of luxury goods is valuable pre-
cisely because it is not emulated by everyone.

Goods that are nonrival but for which users may readily be excluded
(the opposite of common property resources) might be called “spite
goods” because exclusion may not be welfare enhancing under these
conditions. Examples include collecting a toll on a little used highway
or charging admission to an uncrowded museum. Common property
resources share the defining characteristic of difficulty of exclusion with
public goods, and characteristic of rivalness with private goods. By con-
trast, public goods are both nonexcludable and nonrival, differing in
both these respects from private goods. The incentive structure of public
goods and common pool resource problems is the following.
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A group of n members have a common project to which each may
contribute effort and from which they all may benefit. Letting ¢; = 0 be
the effort devoted to the project by the jth member, the utility function
of member ; (identical for all members) is

u; = be; + ¢y — d(e;) (4.1)

with y = y(Ze) for k = 1 ... n, where the disutility of contributing,
(), is increasing and convex in its argument and the total supply of the
public good, v, is increasing in the sum of contributions of the mem-
bers, so y' > 0. The project is producing a public good if ¢ > 0. (It is a
public “bad” if ¢< 0, and the terms below apply in this case, too, but
for ease of presentation I will assume ¢ > 0.) The good is nonexclud-
able because be; + ¢y > 0 may occur when ¢; = 0 (i.e., when member
j is free riding on the contributions of others). The good is nonrival
because the benefit enjoyed by j conditional on the level of the public
good produced, namely, c, is independent of the numbers participating.
If c>0and b = 0, we have a pure public good; if c > 0 and b > 0,
the project is producing an impure public good. (Of course, if ¢ = 0
and b > 0, it is a pure private good.)

Public goods are underprovided (and public bads overprovided) be-
cause ¢ # 0, so individuals acting noncooperatively do not take account
of the benefits their effort confers on others, namely, cy'. To see this,
assume b = 0 (a pure public good) and, ignoring subscripts (because
the members’ utility functions are identical), the sum of their sum of
utilities, w, is

o = n(cy — d(e)) (4.2)

Setting e to maximize o requires cny’ = ', thereby equating the margi-
nal benefit of effort devoted to the public good to the marginal disutility
of effort. Each individual, selecting e to maximize utility (eq. 4.1) non-
cooperatively, will, however, set ¢y’ = &, and will thereby contribute
suboptimally (this is a maximum only if ¢y” < &, namely, that the dis-
utility of effort is increasing in effort at a greater rate that the marginal
product of effort).

By contrast to the public good case, a common pool resource prob-
lem has the following form. Assume vy = y(Ze,) is increasing and then
decreasing in its argument. And let the individual benefit from the proj-
ect (which was be; + cy in the public goods case) be s(¢;)y , where Zs;
= 1forj = 1...n, with s{) increasing in its argument and identical
for all agents. The jth member’s utility for this common pool resource
case is thus

u; = sje))y — d(e) (4.3)
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Thus, member j gets a share of the good, s;, determined by his level of
effort, and the shares are exhaustive, so the good is rival. The good is
nonexcludable because any member is free to devote effort to the proj-
ect. Again making use of the fact that identical members will contribute
the same amount, e, total utility in this case is

o = y(ne) — nd(e) (4.4)

Because the common pool resource is a rival good, the social optimum
(found by setting e to maximize w) requires (for positive e) that y' = &',
which, as one would expect, requires that the marginal benefit equals
the marginal disutility of effort. But the individual noncooperative opti-
mization (varying e; to maximize ; in eq. 4.3) gives the first order con-
dition for each member

Sl','y + 'Y,Sj = 8,/

The terms on the left are the marginal benefit of increased contribution;
they capture the effect of greater effort on one’s individual share of the
resource plus the effect of additional effort on the value of the resource
times the individual’s share. If v < 0, as would be the case if the re-
source were a fishery or other environmental resource of the type de-
scribed above, total utility would be maximized by setting ¢ = 0 for
each member. But unless the individual’s share of the degradation of the
resource, 's;, is large, noncooperative determination of effort levels will
result in overexploitation. This is because s;'y + y's; will be positive
(even with vy < 0), leading to a positive level of effort being expended.
When the actions open to individuals are limited to a set of distinct
strategies, both public and common property goods problems take the
form of n-person Prisoners’ Dilemma Games with a Pareto-inferior domi-
nant strategy equilibrium, introduced in chapter 1. In this chapter I will
analyze a more general case in which actors may vary their strategies
continuously in two generic models of a coordination problem. I call it
generic because it encompasses the underlying reason for coordination
failures —incomplete contracts—and yet includes the “invisible hand”
interaction as a limiting case. Virtually all interesting common property
or public goods problems involve large numbers of people, but the under-
lying structure of incentives and possible resolutions of the problem are
more transparently introduced in the two-person example (returning to
the fishers), with which I will begin in the next section. I then present an
n-person version of the same model, illustrating it with the problem of
team production. I show how social preferences such as shame, guilt, and
reciprocity may allow coordination of the actions of large numbers of
people in their mutual interest. I close with a taxonomy of coordination
problems based on the nature of the underlying noncontractual effects.
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THE TRAGEDY OF THE FISHERS REVISITED

The setting. We return to the two fishers, now called Upper and Lower
for ease of notation, who fish in the same lake, using their labor and
their nets. They consume their catch and do not engage in any kind of
exchange, nor do they make any agreements about how to pursue their
economic activities. Yet the activities of each affect the well-being of the
other: the more Upper fishes, the harder it is for Lower to catch fish,
and conversely. To be specific (using lower case letters for Lower, upper
case for Upper):

y = a(l — BE)e

Y = ol - Be)E (4-3)

where y,Y = the amount of fish caught by Lower, Upper over some
given period; a = a positive constant which varies with the size of the
nets of each; B = a positive constant measuring the (adverse) effect of
Upper’s fishing on Lower’s catch and conversely; and e, E = the
amount of time (fraction of a twenty-four-hour day) that Lower, Upper
each spend fishing.? Of course, we would generally expect o and B to
differ for the two fishers (one may have larger nets, and for this reason
may have a larger impact on the fishing success of the other than con-
versely), but for simplicity they are equal. Each derives well-being from
eating fish and experiences a loss of well being with additional effort,
according to the utility functions:

u=1y— e

U=Y-E (4-6)

Best Responses and Nash Equilibria. Best responses are no longer a
single strategy conditional on a given action by others (as in chapter 1,
where the strategy sets were discrete) but are now best response functions,
indicating for every action that may be taken by the other what is the best
response, namely, that which maximizes the actor’s utility for that level of
the other’s action. The best response function is derived by maximizing the
utility of each agent conditional on the actions taken by others.

The fact that we derive the best response function this way does not
imply that individuals consciously solve this (sometimes quite compli-
cated) optimizing problem every time they take an action. The general
point here, relevant to the rest of the book, is that the use of optimizing

2 The average and marginal productivity of a fisher does not vary with the amount of
fishing he does but is reduced by the fishing of the other (recall that in any practical
setting, the other is the total fishing effort of a large number of others). Assuming that
output is linear in the effort of each, but declining in the effort of the sum of the others’
effort, is a reasonable approximation for large 7.
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2e

ol —Ep)

Fishing time by Lower, e

Figure 4.1 Lower’s choice of e equates the marginal disutility of labor to the
marginal benefit of fishing time given Upper’s action, E.

models as analytical tools does not require that the models be accurate
descriptions of way that individuals arrive at decisions, as long as the
individuals act as if they were solving such problems. In many, perhaps
most, cases a reasonable assumption about humans is that we act like
the adaptive agents modeled in chapters 2 and 3; that is, we occasion-
ally observe what others like us are doing and tend to copy those who
seem to be doing better. We may consciously decide on a behavioral rule
of thumb designed to work well on the average and then abide by it
unless it produces unsatisfactory results. Adapting one’s behaviors in
this way will lead the fishers to act as if they were maximizing, at least
on the average and in the long run.

The optimum problem that yields Lower’s best response function,
then, is to vary e so as to maximize

u = a(l — BE)e — &%

Differentiating # with respect to e and setting the result equal to zero to
find the optimal level of effort gives us the first order condition

u, = a(l — BE) — 2e = 0,

which clearly requires Lower to equate the marginal (utility) produc-
tivity of her labor (the first term) with the marginal disutility of her
effort (the second term), as is illustrated in figure 4.1.

This first order condition gives us a simple closed form best response
function:
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o= a(l —ZBE) (4.7)

The best-response function for Upper is derived in the same way.

There is another way to represent the best response function that will
be illuminating for what follows. Using the utility functions above we
can write Lower’s utility function as a function of her and Upper’s effort
levels:

v = vle, E)
V = Vie, E)

Presented in (e,E) space, as in figure 4.2, these functions describe famil-
iar indifference loci (only Lower’s are presented), and by setting

dv = v, de + vgdE = 0
we see that

dE _ Y.
de Vg

Thus, we know that the slopes of the indifference loci (for Lower) are
—v/vg, and analogously for Upper. The thought experiment that gives
the best response function is to hold constant some level of Upper’s
fishing time and ask how much fishing Lower would do under these
circumstances. In figure 4.2 this is represented by treating the horizontal
dotted line at E (an arbitrarily selected level of Upper’s effort) as a con-
straint, and letting Lower maximize her utility, finding the point of tan-
gency between her highest feasible indifference locus and the constraint.
The slope of the constraint is zero, so the optimum requires that the
slope of Lower’s indifference locus be zero as well, and this requires
that v, = 0, as we saw above.

I write Lower’s best response function as e* = e¢*(E), the asterisk
indicating a solution to an optimum problem. The representation of
e*(E) in figure 4.2 is the locus of points for which v, = 0 and at which
Lower would therefore have no incentive to change what she did. We
know that the Nash equilibrium must be a mutual best response. The
Nash equilibrium value of e can thus be calculated by substituting Up-
per’s best response function into Lower’s best response function and
solving for e, as is illustrated in figure 4.3. Because of the (assumed)
symmetry of the problem, we have, for both Lower and Upper:

2+ap
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by Upper, E

Fishing time by Lower, e

Figure 4.2 Lower’s best response function, e*(E).

What do these values tell us? Without knowing the institutional
structure of the interaction between the fishers we have no way of say-
ing what their levels of fishing will be: these Nash equilibrium values
might be irrelevant if one of the fishers is the first mover, for example.
But it might be an unlikely outcome for an even simpler reason: this
Nash equilibrium might be unstable.

Disequilibrium Dynamics and Stability. Stability requires that small
perturbations of the equilibrium values be self-correcting. To see if this
is true we need to know something about the out-of-equilibrium be-
havior of the fishers: what do they do when they are not at a Nash
equilibrium? It is sometimes illuminating to think of the figure as a
topographical map with e* = e*(E) describing a ridge. Lower’s opti-
mizing process is a hill-climbing algorithm: for e # ¢* Lower’s first or-
der conditions are not satisfied, and for e < e* we can see from figure
4.1 that a(1 — BE) > 2e, or the marginal benefit of fishing exceeds the
marginal (disutility) cost of fishing, so Lower will choose to fish more.

The out-of-equilibrium dynamics of the system are modeled as fol-
lows: consistent with the idea that people have limited cognitive capaci-
ties, we assume that the fishers use a rule of thumb: at the end of this
period, change one’s behavior in the direction of what would have been
optimal given what the other individual did this period. This is short-
sighted in both directions: it looks backward only one period (using
only this period’s information to determine what to do next period),
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Fishing time by Lower, e

Figure 4.3 Out-of-equilibrium dynamics and a stable Nash equilibrium. Note:
the arrows indicate the response to disequilibrium of the two fishers (horizontal
movement for Lower, vertical for Upper.) The point z is the Nash equilibrium

and it does not look forward at all (assuming that the other’s action will
not change between this period and next). It amounts to the following
rule: next period, move in the direction of the action that would have
been optimal this period. Letting ¢’ and E’ be the fishers action next
period, this rule of thumb gives us

Ae=e' — e = y(e* — ¢)
AE=E" — E =T(E* — E)

where vy and I are both positive fractions € (0,1] reflecting the speed of
adjustment (how much of the gap between desired and actual level of
fishing this period is closed by the choice of next period’s level of fish-
ing). Of course the speed of adjustment might differ between the two
fishers (Lower might be a creature of habit with vy close to zero, and
Upper a lightening responder like Homo economicus with I' = 1). The
dynamics of the system expressed by these equations say that each
moves towards her or his best response function, as indicated by the
arrows in figure 4.3.

But perhaps surprisingly, the fact that each fisher moves towards his
or her best response function is not sufficient to insure stability of the
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by Upper, E

Fishing time by Lower, e

Figure 4.4 An unstable Nash equilibrium (z). Note there are also two stable
Nash equilibria (z' and z")

Nash equilibrium outcome defined by their intersection. To see why this
is so, suppose that the best response functions were such that if Upper
fished one more hour, Lower would fish two fewer hours (de*/dE = —2),
and conversely; and imagine that the two are currently fishing at the
Nash equilibrium values. Figure 4.4 gives the out-of-equilibrium dy-
namics: the Nash equilibrium is a saddle, and a perturbation of the
Nash values is not self-correcting.

Whether a Nash equilibrium is asymptotically stable depends on the
relative slopes of the two best response functions. Consider first a stable
case, figure 4.3. For the Nash values to be stable, it must be that neither
fisher is overly responsive to the other; that is, in figure 4.3, the E*(e)
function should be “flatter” than the ¢*(E) function. Using the best re-
sponse function’s derived above this requires that

af 2 (4.9)
2 ap

requiring that aff < 2, which implies that the effect of variations in
Upper’s fishing on Lower, de*/dE, be smaller in absolute value than 1.
The expression is more complex where a and B differ for the two
fishers, but the underlying intuition is the same: stability requires that
actors do not over react.
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Stability may be considered a necessary but not sufficient condition
for a Nash equilibrium to be a good prediction of actual behavior. One
reason why this is true is familiar: as we saw in chapter 2, there may be
many stable Nash equilibria, as in figure 4.4. The second reason is less
transparent: realistic rules for how individuals adapt their behavior to
recent experience may fail to move players to the Nash equilibrium,
even if it is unique and stable. In very complicated interactions, individ-
uals may fail to “learn” how to play the Nash equilibrium. But even in
a seemingly simple game — for instance, Rock, Paper Scissors —neither
real people nor computer simulated agents generally play the Nash
equilibrium strategies even after hundreds of rounds of the game (Sato,
Akiyame and Farmer 2002). Rock Paper Scissors has a single mixed-
strategy Nash equilibrium (play each randomly with probability one-
third), but few players do this. Games with a single pure strategy Nash
equilibria are much easier to play, even if their structure is much more
complicated than Rock Paper Scissors.

Pareto-Inferior Outcomes. Is the Nash equilibrium Pareto optimal?
We know that this would require a tangency of the two fishers indif-
ference loci, or

v \%

e - e
vg Vg

This equation defines the efficient contract locus, namely, the locus of
all Pareto-efficient pairs of fishing times by the two. We know that from
any allocation at which both are fishing and the indifference loci are not
tangent — that is, at which they intersect — there exists a different alloca-
tion that would make both better off. But the Nash equilibrium is a
point on both best response functions, defined respectively by v, = 0
and Vi = 0. At the Nash equilibrium, the two indifference loci cannot
be tangent; in fact, they are perpendicular. So the Nash equilibrium is
not Pareto optimal in this case. Two points on the efficient contract
locus, p and o, are indicated in figure 4.5.

To see why the Nash equilibrium is Pareto inferior, imagine that the
two fishers could agree each to fish an arbitrarily small amount less.
How would this affect their well-being? We know that V, < 0 and
vg < 0 (because each’s fishing gets in the way of the other, as indicated
by B in their production functions). So for de < 0 and dE < 0, repre-
senting their hypothetical agreement to fish a little less, we need to eval-
uate the change in the utility of each:

dv = dev, + dEvg

dV = deV, + dEVj (4.10)
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Figure 4.5 Nash equilibrium: stability and nonoptimality

Note that v, = 0 and Vi = 0 because these equalities define the
fishers’ best response functions and the Nash is a mutual best response.
Thus, both expressions above are positive: the utility of each would be
enhanced by an agreement to fish a little less. Notice the basic logic
here: each one would like the other to fish less, and (this is the impor-
tant part) because they have set their own fishing at its optimum level,
they do not care about (infinitesimally small) reductions in their own
fishing. The lens created by the two indifference loci in figure 4.5 con-
tains the Pareto improvements over the Nash equilibrium, z.

If a deal can be enforced, there’s a deal to be made. But how might
such an agreement be arrived at, and how might it be enforced?

AVERTING THE FISHERS’ TRAGEDY

The tragedy of the fishers illustrates the generic source of coordination
failures: given their preferences, the property rights relevant to the case,
and other aspects of the incentives that shaped their decisions, the nega-
tive impact of their fishing on each other (vg and V,, respectively) was
not part of in the optimizing process of each. Indeed, under the pre-
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sumed rules of the game—a non-repeated, non-cooperative interac-
tion — and preferences — self-regarding — it is hard to see how they could
have averted the tragedy. But, like the south Australia loberstermen,
some real fishers manage their common resource very well. When indi-
viduals cooperate to sustain a commons it is generally because they
have managed to convert the commons tragedy into a different game or
they do not have entirely self-regarding preferences, or both. This is
where institutions come in.

Hardin (1968) believed that “freedom in the commons means ruin to
all” (p. 1244), and as a result he advocated — “mutual coercion mutu-
ally agreed upon” (p. 1247). His Hobbesian pessimism overlooked the
many noncoercive ways that local communities have averted the trag-
edy (Ostrom, Burger, Field, Norgaard, and Policansky 1999). Ap-
proaches include better definition and fewer impediments to the ex-
change of property rights, mutual monitoring, adherence to collectively
beneficial social norms, and many more. Three basic approaches to
commons regulation may be identified: privatization of the commons,
regulation of the commons by a government or other outside party, and
regulation through local interactions among the fishers themselves.
These three approaches are sometimes referred to as markets, states,
and communities, respectively (Ostrom 1990, Ouchi 1980, Taylor 1997,
Bowles and Gintis 2002b). The ability of each of the above approaches
to avert or attenuate the tragedy depends on the ways in which each
approach exploits the available information relevant to the problem and
affects its use by the relevant parties, as well as on the distinctive capa-
bilities of the relevant institutions — states, markets, and communities —
to affect behaviors. While most approaches observed in practice (those
mentioned above, for example) will pragmatically combine elements of
all three, I will introduce them singly to clarify their properties.

The models below will greatly oversimplify the actual institutions by
which local communities address these and other coordination failures.
The diversity and complexity of the institutions actually involved is
stunning. For example, Ostrom (1999) and her colleagues’ field research
uncovered twenty-seven different local rules for excluding others from
access to common property resources. These were based on such things
as residency, age, caste, clan, skill level, continued use of the resource,
use of a particular technology, and so on. As these exclusion rules were
often used in combination, the number of institutionalized boundary
definitions greatly exceeds twenty-seven. The rules governing the access
to the resource for those not excluded were equally diverse (as the com-
peting allocation rules proposed by the northwest coast fishers men-
tioned in the introduction suggests). The observed rules governing
membership, allocation, and other aspects of commons governance in
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combination generate literally thousands of hypothetical commons gov-
ernance institutions. Many hundreds are observed in practice.

Privatization. Suppose one of the fishers, Lower, say, owned the lake
and as owner could exclude Upper or could regulate the amount that
Upper fished. In this case, Lower will maximize her utility by varying
both e and E. Assume that Upper’s options are such that his utility is
zero in the next best alternative. An obvious constraint on Lower’s opti-
mization problem is the requirement that if Upper is to do any fishing at
all, Upper must receive at least as much as his next best alternative. This
restriction is termed Upper’s participation constraint (if it is violated,
Upper will not participate; if it is satisfied even weakly (as an equality)
we assume that Upper participates). I will consider below why it is not
optimal for Lower to exclude Upper from fishing entirely.

Two types of interaction among the fishers might take place under
privatization. Lower might issue a permit allowing Upper to continue to
fish independently but to catch not more than a given number of fish,
requiring Upper to pay for the permit a sum that does not violate the
participation constraint. Alternately, Lower might offer Upper an em-
ployment contract under which Upper would fish under Lower’s direc-
tion and the fish caught by Upper would be Lower’s property, Upper’s
compensation being a wage (paid in the fish caught by the two of them)
sufficient to offset the disutility of Upper’s labor (and thus to satisfy the
participation constraint).

In the permit case, Lower determines both optimal levels of fishing
effort (¢” and E") and then issues Upper a permit to fish at level E™ in
return for Upper paying a permit price of F. To take account of the
participation constraint, we express Lower’s offer to Upper as the solu-
tion of a standard constrained maximization problem, namely, to vary e
and E to maximize

o =oal —BE)e —¢* + F subject to a(1 — Be)E — E> = F

We know that satisfying Upper’s participation constraint will be costly
to Lower (the two are not satiated, nor do they love work so much that
providing for the other is costless), so the constraint will be satisfied as
an equality. We can use this expression to eliminate F from the above
expression. Thus Lower should select e and E to maximize

o =a(l — BE)e — ¢* + a(l — Be)E — E?

Note that this is just the joint surplus (total catch minus the total dis-
utility of labor). The solution to this problem (¢” and E) is Lower’s
allocation plan, which is implemented along with a distribution plan
that requires Upper to pay a fee of F~ = «(1 — Be’)E- — E™ for per-
mission to fish E™ hours. Because the participation constraint is satisfied
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as an equality, the solution will be Pareto efficient (it is one of the points
on the efficient contract locus).

Lower’s allocation plan is determined by setting e and E according to
the first order conditions:

w. =0ao(l —BE) — 2¢e —aBE =0
o = a(l — Be) — 2E — aBe = 0

Note how these differ from the first order conditions defining the indi-
vidual best responses in the noncooperative interaction above: they are
identical except for the last term, which captures the effect of Lower’s
fishing on Upper’s well being (in the first equation) and conversely (in
the second). Solving for the level of fishing of each, we have:

P S (4.11)
2+2aB

which is obviously less than the Nash equilibrium level (a/(2 + aB),
from eq. (4.8)) for the noncooperative interaction modeled in the pre-
vious section. Notice that as B goes to zero, eliminating the overfishing
interdependence, the Nash equilibrium becomes the joint surplus maxi-
mizing solution, as one would expect. The joint surplus maximizing
allocation is indicated by point o in figure 4.5.

The optimal allocation plan is based on the assumption that the par-
ticipation constraint had to be met. But why would it not be optimal for
Lower to simply select E = 0 and have exclusive access to the lake?
The reason (in this case) is that the marginal cost of compensating Up-
per’s fishing effort goes to zero as E goes to zero, so some positive level
of E will be optimal. (Alternative reasonable specifications of the model
would have Lower exclude Upper from fishing — for example, if Upper
had a very advantageous next-best alternative, making it expensive for
Lower to satisfy his participation constraint.)

Instead of issuing a permit, Lower might have employed Upper. This
case differs because Lower now owns the fish that Upper catches but
must devote some of this fish to paying a wage W to Upper sufficient to
satisfy Upper’s participation constraint. Knowing that the participation
constraint is satisfied as an equality allows us to use the fact that the
wage paid must just offset Uppers disutility of effort or W = E2. Lower
now must choose ¢ and E to maximize the expression

a(l — BE)e — ¢* + (1 — Be)E — W,
which (substituting in the value of W given by the participation con-

straint) is identical to the problem solved in the permit case. The basic
structures of the permit and the employment cases are thus indis-
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tinguishable: because in both cases Upper will gain only an amount
equal to the disutility of labor, Lower chooses e and E to maximize the
joint surplus, recompenses Upper for the disutility of Upper’s labor, and
keeps the rest.

Privatization produces Pareto-efficient outcomes because the decision
maker optimizes subject to the other’s binding participation constraint.
The utility gained by the other is simply given by his next best alterna-
tive, so the question of distribution between the two is settled in ad-
vance. As a result, the owner—as residual claimant on the joint sur-
plus —maximizes her utility by choosing an allocation which maximizes
the total utility of the two. The key here is that the owner is powerful
enough to determine the distribution of gains independently of the al-
location of fishing times and so has no incentive to adopt any but the
most efficient allocation. In chapter 5 I will show that this is not gener-
ally the case and that when the independence of distribution and alloca-
tion fails, private allocations tend to be inefficient.

External Regulation. It is often impossible for a single party to own
an entire common property resource (imagine establishing property
rights in fish in the open ocean). And for many such common property
resources, were a single ownership unit to exit, it could easily be suffi-
ciently large to preclude effective competition on the relevant markets,
thereby inducing familiar market failures associated with the exercise of
market power. In this case a government or some other external party
may be able to improve on the Nash equilibrium of the noncooperative
game described above.

As with privatization, two alternatives suggest themselves. First, the
planner (the government), knowing all the relevant information, could
select e and E to maximize total surplus. The planner might then imple-
ment this outcome by direct regulation, simply issuing a fishing permit
allowing each fisher to fish a given number of hours. Thus point w in
figure 4.5 is the planner’s optimal allocation. Assuming the planner had
no reason to favor one fisher over the other from the standpoint of
distribution, @ would be both the allocation and the distributional plan.
Notice the same point represents the allocational outcome (but not the
distributional outcome) for the privatization case.

Rather than implementing the optimal allocational plan by fiat, how-
ever, the planner might desire to let the fishers each decide how much to
fish but to alter the incentives facing them in such a way as to avert the
coordination failure that occurs without government intervention. This
is the approach to welfare economics pioneered by early twentieth cen-
tury economists Alfred Marshall and A. C. Pigou (1877-1959); the
modern form of this approach is implementation theory, mentioned in
chapter 1. According to this approach, the planner proposes a fax on
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fishing designed to eliminate the discrepancy between the social and
private marginal costs and benefits of fishing. Assume that the proceeds
will be given back to the fishers as a lump sum, and that they ignore this
lump sum in their calculations (as they would were there two thousand
rather than just two fishers, as in a more realistic case.) The problem is
thus for the planner to select a tax that will maximize the sum of the
fishers utilities when the fishers choose how much to fish, given the tax.

What is the optimal tax? The problem can be posed this way: find the
tax that would transform the objective functions of the two fishers so
that their individual best response functions would be identical to those
implied by the first order conditions of the joint surplus maximum
problem, namely,

, _ all=2E)
2

£ - all=2e)
2

Working backward from the desired first order conditions to the im-
plied individual payoffs and hence the tax rate, we see that the trans-
formed utility function #™ would have to have the form (for Lower)

u" = a(l — BE)e — ¢* — 7e

and that if Lower’s first order condition is to mimic that implied by
joint surplus maximization, namely,

du” _ 1-BE)—2e—aBE =0

de
the tax rate per hour of Lower’s fishing time must be 7 = aBE. Check
this by substituting the tax rate into Lower’s maximum problem and
differentiating with respect to e. The result should reproduce the first
order conditions for the joint surplus maximum problem. Lower’s tax
obligation depends on Upper’s fishing time because the effect of
Lower’s fishing on Upper’s well-being depends on how much Upper
fishes.

I assume that as the government is able to compel obedience to its
regulations, the planner can implement his desired plan whether in the
form of the direct regulation or the tax incentive. But how can the plan-
ner acquire the necessary information? Notice that to set the appropri-
ate tax or determine the optimal levels of e and E, the planner used
information on both the preferences and the fishing technology of both
fishers. To see that getting this information might be an insurmountable
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task, suppose the fishers were many, each with a distinct technology
unobservable by the planner, given by «; for the i fisher. Now assume
as the i fisher, you know the above optimal tax will be implemented,
and the planner asks you to reveal your «;. What is your answer? And
assuming that the fishers know one anothers’ technologies, if the plan-
ner asks you about the a’s of the other fishers, what is your answer? A
plausible answer is that you might report to the planner the values of
the various as that maximized your utility but would be inaccurate.
(You would overstate yours and understate theirs.)

Local Interactions. Maybe the fishers themselves could arrive at a
solution, making use of the fact that they know things that the planner
does not. If there were truly just two fishers on this lake, then their
relationship would almost certainly be ongoing, and the repetition of
the interaction would allow each to use the threat of retaliation to en-
force a more nearly optimal outcome. In dyadic relationships (for exam-
ple of buyer and seller), repeated interactions works well to maintain
cooperation; in chapter 7, I introduce game repetition as a way of sus-
taining norms that underpin the process of exchange in most real world
markets. But in the many-person settings appropriate for most public
goods and common property resource problems, cooperation is much
more difficult to sustain in this manner. It will be easier to explain why
this is so once repeated games are introduced, so I postpone this.

There are two types of local interactions approaches: those based on
asymmetries among the fishers, and those that are not and that may
require some rough equality or at least solidarity among them.

Among the former are those based on the disproportionate wealth or
power of one of the fishers. Suppose that Lower had the ability to select
her level of fishing and commit to it in such a way that Upper under-
stood that nothing Upper could do would alter Lower’s fishing activity.
Upper of course could then select his level of fishing given what Lower
had done. Then Lower is the first mover or Stackelberg leader. (Hein-
rich von Stackelberg [1905-1946] used this model to represent price
setting among duopolists.) How would Lower decide how much to fish?
The first mover will begin by determining what the second mover will
do in response to each of the first mover’s actions, and then select the
action that maximizes her own utility given the second mover’s best
response function. This is a simple but important change in the assumed
behavior of the fishers: Lower now recognizes and takes advantage of
the fact that by choosing various levels of fishing she can affect the level
chosen by Upper. Lower’s behavior is thus strategic (it takes account of
the effect of her actions on the actions of the other).

Notice that in this case Lower’ optimization was constrained not by a
given level of Upper’s utility (as when the participation constraint is
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binding), but by Upper’s behavior as given by the his best response
function. As a result, the solution will not be Pareto optimal. Lower’s
first-mover advantage allows her to better her position by comparison
to the Nash equilibrium, in this case at the expense of Upper, whose
outcome as second mover is worse than the Nash equilibrium. The dete-
rioration of Upper’s position as a result of his being second mover is not
a general result: perhaps surprisingly, the second mover may be better-
off or worse-off by comparison to the Nash equilibrium of the simul-
taneous moves game. (An example of the second mover doing better as
“Stackelberg follower” than in the Nash equilibrium will be offered
presently.)

If Lower had even more power, she could make Upper a take-it or
leave-it offer, specifying not only how much she would fish, but how
much Upper is to fish, too, along with the threat that should Upper not
accept the offer, Lower would simply fish at the level of the Nash equi-
librium of the simultaneous-moves game. This situation simply repro-
duces the ownership case but with the participation constraint now be-
ing that Upper must do at least as well as at the Nash outcome. The
outcome is obviously Pareto efficient.

Like the privatization and state solutions above, the local interac-
tions-based solutions relying on asymmetries among the fishers may en-
counter serious information problems due to the fact that the underly-
ing information is private, and the fishers may find it advantageous to
hide or distort the information they make available. This will be partic-
ularly the case when the information is required by an outsider (as in
the state solutions) or is provided from one of the fishers to the other in
which the resulting outcomes are highly unequal (and therefore likely to
foster social distance or lack of common norms such as reciprocity).

An approach based on more symmetrical relations among the fishers
would be a bargained outcome enforced by mutual monitoring. The
two fishers might share their information and decide to fish at the joint
surplus-maximizing optimum (each fishing the same amount and enjoy-
ing equal utility as a result), using mutual monitoring to detect noncom-
pliance, and threatening to return to fishing at the noncooperative level
(the Nash outcome of the simultaneous moves game) should the other
violate the agreement. Thus they might define the noncooperative out-
come as their fallback position (or threat point) with the efficient con-
tract locus of the initial problem representing and the fallback position
defining the bargaining set, namely, the set of all outcomes that are
Pareto superior to the fallback. We will develop the analytical tools for
studying this case in chapters 5 and 7.

Notice that the bargaining cum mutual monitoring solution relies on
three important facts about many small group interactions: (1) partici-
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pants are likely to have good information about the others’ preferences,
technologies, and actions, (2) they agreed on what both considered a
fair division rule (in this case fifty-fifty), and (3) they may discipline
each other at limited cost due to their proximity and shared norms.
These three characteristics of small groups often give them capabilities
in solving coordination problems that are unavailable to purely state- or
market-based approaches. The Public Goods Game experiments de-
scribed in chapter 3 make it clear that people are willing to punish
fellow group members whose behaviors violate norms, even when inflic-
ting the punishment is costly and in situations when there can be no
material benefit stemming from the fact that those punished generally
modify their behavior (for example, on the last round of a game). I will
return to mutual monitoring (among members of a production team) in
the next section.

A second approach is to take account of the fact that frequent social
interaction among the fishers gives them not only information about
one another but also a concern about the others” well-being. We know
from experiments with Prisoners’ Dilemma and Public Goods Games
(Frey and Bohnet 1996, Sally 19935, and Kollock 1992) that solving or
attenuating these and related coordination failures is facilitated by so-
cial identification and communication among the participants —even
when no binding agreements can be made —and is impeded by social
distance. Thus, the preferences and beliefs relevant to the problem may
depend on the institutional approach to solving the problem: states,
markets, and communities (hierarchical or egalitarian), each evoking
differing preferences.

To see how a concern for the other might help solve the underlying
coordination problem, imagine that the utility of each was as defined
above plus some weight a €[0,1] placed on the utility of the other, so
that Lower’s utility would now be

u=a(l — BE)e — ¢* + aU

and analogously for Upper. Then the first order conditions defining the
individual best responses would be

a(l — BE) — 2¢e — aaBE =0
a(l — Be) — 2E — aoBe = 0

which shows that each would then take account of a fraction, a, of the
disutility that their fishing impose on the other. A concern for the well-
being of the other might thus substitute for the tax approach to attenu-
ating the coordination failure.

What level of concern for the other would implement the social opti-
mum? For the above first order conditions to mimic those of the joint
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surplus maximization problem, each fisher would have to be fully as
other-regarding as self-regarding (namely, a = 1). This may suggest
why most successful communities (even the most utopian, such as the
contemporary Amish or Hutterites) do not rely entirely on good will,
but supplement it with mutual monitoring and punishment for trans-
gression of norms.

A common feature of the above approaches to averting the tragedy is
that whoever is making the the allocation (e,E), it is determined by
taking account of the costs inflicted on one by the fishing of the other.
In the altruism case this is obvious, and only a bit less so when the
planner jointly maximizes the utilities of the two. But it is also true in
the more surprising case of privatization and the powerful first mover
making a take-it-or-leave-it offer. Because, in these two cases, the partic-
ipation constraint is binding, and the owner or first mover takes ac-
count of the well-being of the less fortunate fisher in a manner no differ-
ent than this fisher would himself. These two cases highlight a major
difference. While all of the approaches (except incomplete altruism and
Stackelberg leadership) implement a Pareto-optimal allocation, they dif-
fer substantially in the distribution of well-being in the resulting outcome.

I will now introduce another important example, team production, to
illustrate an n-person interaction and to see how clever contracts or
social preferences can sometimes surmount coordination problems.

TeaMm PRODUCTION

In modern economies a ubiquitous example of a common pool resource
problem arises from the team nature of production; groups of pro-
ducers — often employees of a given firm, sometimes numbering in the
hundreds — contribute to production and share in the resulting output.
The team might also be a group of professionals sharing a practice
(common among doctors and lawyers) or a cooperative firm owned by
its workers.

Suppose members of a team of # members jointly produce a good, the
level of output depending on an action (call it “work effort”) taken by
each of the » members, a; € [0,1], according to the production function

q=ga—k (4.12)

where a = Zg;, summed over the # team members and g and k are
positive constants (known to the team members). As team members are
identical, I will drop the subscripts, except where they are necessary to
avoid ambiguity. There are evidently no inputs other than the actions of
the team members (maybe this is a dance company that performs in
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public places). The identical utility functions of each of the producers
are u = u(y, a), where vy is the income of the worker and « is decreasing
and convex in g and increasing and concave in y. Team members’ reser-
vation utility is z.

The members of the team seek to devise a method of allocating the
income produced by the team among its members, recognizing that
members may seek to free ride on the efforts of their teammates. To
provide an efficiency benchmark, the team members engage in a
thought experiment, dusting off the ever-useful Robinson Crusoe, who
as a social isolate does not have to worry about coordination failures.
They know that if production could be carried out by a single producer
who also owned the resulting output, the producer-owner would select
a level of effort to maximize utility, giving the first order conditions

ug + u, =0 (4.13)

or g = —u,lu,, equating the marginal productivity of the action to the
marginal rate of substitution between effort and goods in the producer’s
utility function. The team members then seek to implement the alloca-
tion (the level of the a’s) implied by this first order condition for each
member. They first consider disbanding the team so that each may work
alone as Robinson did. But there is a reason why the team exists: I
assume that due to the fixed costs &, the level of effort implementing the
above first order condition, a*, is such that u(ga® — k, a*) < z. The
Crusoe solution is not feasible due to the high level of fixed costs.

Of course, if the members could credibly agree on the actions each
would take, then they could easily implement Crusoe’s effort level as a
cooperative solution. But it is commonly the case that while output is
readily measured, the actions taken by the individuals are either not
fully observable or, more generally, the information concerning the ac-
tions taken by each is not sufficient to enforce contracts written in a
(that is, it is not verifiable).

Suppose the team meets to devise a solution that will take the form of
a contract expressed in terms of the information that is verifiable. They
reason as follows: the team offers its members a contract, and each
individual member of the team then best responds. Notice the similarity
to the hypothetical social planner’s problem in the fishers’ tragedy. De-
vising the right contract thus requires that for any contract proposed at
the meeting, the group will first determine the members’ best responses,
then aggregate these responses to get total output that would result un-
der this contract and the resultant incomes of the members. The mem-
bers’ best response functions are thus a constraint — called the incentive
compatibility constraint— on the team’s optimizing problem. Of course,
the contract must give the team members a level of utility not less than
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their fallback position, thereby satisfying their participation constraint.
The team as a whole has the role of first mover (and is also the principal
in a single-principal multi-agent problem of the type analyzed at length
in chapter 8).

Suppose the members consider a proposal that shares net income
equally, offering each member a per period income of

q—x
n

y:

where x = 0 is whatever amount of income the team decides to allocate
to common projects, and is selected to satisfy the team members partici-

pation constraint or
fexo
u q ,a“ |2z
n

The asterisks indicate the equilibrium levels of team member effort and
resulting output under the contract. How would this work? A given
member’s optimizing problem is to vary a; to maximize

{g(a1+...+an)—x) }
u; = - a

n

(Here I have retained the subscript 7 for the member in question, as it is
essential to remember that while the members are — for analytical con-
venience —assumed to be identical, each acts independently and takes
the actions of the others as exogenous when making her own decision.)
Setting du;/da; = 0, we have the first order condition:

ug
2 t+u,=0
n
or
§__H
n u

requiring that the marginal rate of substitution be equated to the margi-
nal product of the action divided by the team size. Comparing this to
Robinson Crusoe’s first order conditions (eq. 4.13), we see that the in-
centives the proposed contract is providing to the team members are
diluted by team size. This example of free riding is called the 1/n prob-
lem in team production.
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Undeterred, the team continues looking for the right contract. Some-
one comes up with the clever idea of paying each member the entire
output minus a constant, that is, offer each member of the team
y = g* — v where v is a constant chosen so that g* — n(g* — v) = x
(thus, as before, x remains for common projects once all members are
paid) and, as before, the asterisks indicate the values resulting when team
members have best responded to the contract. It is easy to see that team
members, independently maximizing their utility, will choose the action
according to Crusoe’s first order condition, namely, u,g + u, = 0,
thereby mimicking Robinson Crusoe and surmounting the 1/n# problem.
This contract implements the efficient outcome because it induces each
member to take account of her entire (marginal) contribution to pro-
duction (rather than just one nth of it). Arrangements like this, which
implement Pareto-optimal allocations, are termed optimal contracts.

Pleased with his clever idea, the inventor of the optimal contract is
sure that his teammates will endorse it. But they do not. To see why,
introduce some real world risk to the problem. Let output now be

g ={ga — k}1 + ¢)

where € is a stochastic influence on production (with zero mean and
variance ¢ known to the team members). Were € observable (and veri-
fiable) then the previous contract written in terms of expected rather
than realized output could be implemented as long as the firm could
borrow when necessary to allow the required payments of ga — k& — v
to each member. But if € is nonverifiable, then the contract would neces-
sarily be written in terms of actual output. Suppose the optimal contract
ensured that team members received an expected income sufficient to
satisfy their participation constraint. Given the stochastic nature of out-
put, however, for teams of any significant size each member’s realized
income in any period could be a large multiple of that figure of either
sign. This is because each member is residual claimant on the entire
team’s realized output, and shocks to total output would realistically
dwarf any individual’s reservation position. A contract under which a
team member would be required in some periods to pay the team a
substantial amount is not likely to be attractive for any but risk-neutral
members or those with virtually unlimited access to credit. As a result,
for all but very wealthy team members or very profitable teams, no
contract of this type could satisfy the participation constraint.

The members try another approach: peer monitoring. While the ac-
tions taken by each are not verifiable, each member has some informa-
tion about what his or her teammates are doing and could use this
information to implement an agreed-upon level of effort, through the
use of informal sanctions such as social disapproval or perhaps even
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fines imposed by the members on those who contribute less than the
stipulated amount. It might seem at first glance that if it is costly (either
materially or psychologically) to the members to sanction one another,
they would refrain from doing so, for while the costs are borne by the
individual punisher, the benefits of greater compliance with the agreed
upon effort norm are shared equally by the members as a whole. Thus,
punishing norm violators would seem to confront the same 1/1 problem
that induces free riding in members’ choice of an effort level. But both
Ultimatum and Public Goods Games experiments surveyed in chapter 3
show that people are willing to punish those who they consider to have
violated a norm.

A review of the social preference functions introduced there confirms
that either fairness-based or reciprocity-based utility functions readily
motivate this kind of costly punishment of norm violators. The norm
violator imposes disadvantageous inequality on the norm followers
who, if fairminded, may wish to reduce the violator’s payoffs even if it
reduces their own payoffs, too. Moreover, the violation of the norm is
an indication of lack of deservingness on the part of the violator, and
reciprocity motives would imply that team members could enhance
their utility by punishing the miscreant (quite apart from any antici-
pated behavior modification by the shirker). Moreover, emotions of
shame may be evoked by punishment of fellow group members, as the
experiments in chapter 3 suggest. An example will clarify how this
might work to attenuate the coordination problem arising in team pro-
duction. The example will also show how social preferences can be used
in the analysis of social interactions.

Suppose members of the team have the following motivations. They
are self-interested and thus care about their own material payoffs.’ They
are unconditionally altruistic or spiteful and thus place some weight,
positive or negative (or zero), on the payoffs of others players indepen-
dent of their beliefs about the others’ types or past behavior. They are
reciprocators and thus the value they place on the payoff of others (pos-
itively or negatively) depends on their beliefs about the others’ type.
They have norms about how much they should contribute; if they vio-
late the norm they experience guilt. Finally, they experience shame if
they violate their own norms and are publically sanctioned for this be-
havior. These motives (excepting spite) may induce team members to
take more adequate account of the effects of their actions on fellow
team members. The altruism and reciprocity of the members may lead
them to value the payoffs of team members and thus to contribute more
on their behalf. Reciprocity motives may induce a member to punish

* The model that follows is presented in more detail in Bowles and Gintis (2002a).
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those contributing little to the team’s output. Shame may enhance the
effects of being punished by others. Finally, guilt may induce a high
level of contribution.

Consider a team with two members, i and j. As before, the output of
the team varies linearly with the contributions of the members, each
member receiving an amount ¢ < 1 times the sum of the contributions.
Each may allocate a fraction a; € [0, 1] for kK = i, j of one unit to the
team and the remainder (1 — a;) to a private project. After each has
made an allocation, the contributions of each to the project are made
known to the other, and i may impose a penalty w; on j, while j may
impose u;; on i, at a cost c(u), which is cu?/2. Abstracting from the cost
of one’s own punishing of others for the moment, the material payoff to
member 7 is thus

™ = 1 - a; + (.p(a,- + af) - l‘l’]t (4.14)

Each member suffers a guilt cost y(a* — a)? if his contribution deviates
from his contribution norm (a*). It may seem odd that the member
experiences guilt in contributing too much, but contributing less than
1 — a* to the private project may violate a norm (the private project
may be care of one’s own children, for example). Below, I assume that
members contribute less than their norm, but this is just a simplification
to facilitate interpretation of the results. As in the reciprocity-based util-
ity function in chapter 3, the weight B (“benevolence”) placed by the
member on the other member’s payoffs depends on both unconditional
altruism (or spite) and reciprocity. Member #’s benevolence towards j is

Bij = a; + Nla; — a;) (4.15)

where o; € [—1,+1] is ’s unconditional spite or altruism, and \; his
degree of reciprocity € [0, 1]. The level of reciprocal motivation there-
fore depends on the extent to which j has deviated from #’s contribution
norm: if j has contributed to their joint project more than #’s norm, and
\; > 0, then i experiences good will toward j and positively values his
payoffs. But if j and contributed less than a;* then i may experience
malevolence toward j (B;; < 0) and enhance his utility by paying to re-
duce j’s payoffs. (To reduce notational and computational clutter, I have
eliminated the \; in the denominator of the expression in chapter 3.) I
do not include in #’s valuation of j’s payoffs, the costs to j of punishing i,
because it seems implausible that i will increase his contribution because
he cares about j and realizes that j will have to bear the costs of punish-
ing him if he (i) contributes too little.

Finally, to reflect the fact that shame is a social emotion evoked by
the contempt of ones associates as expressed by their willingness to in-
cur costs to punish a behavior, shame is measured as
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si = ola;® — a;)w; (4.16)

Thus o is a measure of one’s susceptibility to shame. Punishment by
others thus inflicts both material costs and subjective costs, the total be-
ing w;(1 + o,(a;* — a;)). If both members have the same contribution
norm and abstracting from spite, it will not occur that a member who
has exceeded his own norm will nonetheless be punished. To avoid this
complication in the numerical case I consider below, I assume g;* =
a;*, and o; and «; are both nonnegative.

Combining the above terms we have the utility of the ith individual

2
Hi (417

2
) 2

u; = m; +B;m —v,(a* —a;

—oi(a” —a;)l;; —
Utility is thus the sum of the individual’s own material payoffs (includ-
ing the cost of being punished) plus the valuation of the others material
payoffs minus the subjective valuation of guilt and shame, minus the
cost of punishing j. An analogous function describes j’s utility (change
or reverse the subscripts). Note that i makes two choices; first choose a;,
then in light of what j has contributed, decide what if any punishment
to direct at j.

If j is contributing an amount such that B;; = o; + \; (¢, — ;%) <0,
member 7 will choose to punish j. The utility-maximizing level of pun-
ishment, found by differentiating #; with respect to w,; and setting the
result equal to zero, is given by cu; = —B;;, namely, choose the level of
punishment that equates the marginal cost of punishment (the left-hand
side) to the marginal benefit of punishment, namely, the negative of the
valuation placed on the payoff of the other (as long as B; < 0, and
choose zero punishment otherwise). Where punishment is positive, it is
clearly increasing in N and decreasing in «, as one would expect.

We assume that i knows that the punishment by j, if positive, will be
mji = —Bji/c, and substituting this value into #’s utility function, 7 will
choose the level of contribution to satisfy

N | By, o\

—1+o(1+B;)+ 7] +2v,(a;* —a;) + 0; _TI +(a* _ﬂ,’)Tl =0. (4.18)

This condition requires that a; be chosen so as to equate the marginal
cost and benefits of contributing. The term —1 + ¢(1 + B;) gives the
marginal cost of contributing and the marginal increment both to one’s
own material payoffs, and to the other as well, the latter valued by s
benevolence towards j, while \j/c is the marginal reduction in punish-
ment occasioned by contributing more. The next term is marginal re-
duction in guilt, and the last term is the reduction in shame occasioned
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j's contribution, a; a,-(aj;...) ai(aj;...AO(i)

i's contribution, g;

Figure 4.6 Equilibrium contributions to the team project, with social prefer-
ences. The dashed lines show the effects of increased altruism by i and increased
guilt by ;.

both by more closely approximating one’s norm and by invoking less
punishment. Recalling that B;; = o; + N\(a; — a;*), for \; > 0 total dif-
ferentiation of the first order condition reveals that da;/da; > 0, so s
contribution increases with ;s contribution. It is also true that for
a;* > a;, da;/dy; > 0 and da;/do; > 0, so an increase in guilt motives
and the susceptibility to shame raise i’s contribution. Member ;’s utility
maximization yields the analogous first order condition.

One can rearrange the first order condition (4.18) to give a closed
form expression for 4; as a function of @; and the parameters introduced
above. This is member i’s best response function. (It is cuambersome, and
unnecessary, as the comparative statics are readily inferred from the first
order condition.) The best response functions given by i’s and ;’s first
order conditions are shown in figure 4.6. The dashed lines in the figure
illustrate the comparative static effects: an upward shift in ;’s best re-
sponse function induced by an increase in susceptibility to guilt, Ay,
and a rightward shift in i’s best response function induced by an in-
crease in 7’s level of altruism. The model is readily generalized to a team
of n members.

Were social motives absent, neither member would contribute (be-
cause the marginal material benefit is less than the marginal cost of
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contributing, as long as ¢ < 1). But significant levels of reciprocity will
induce members to punish their low-contributing mates, and this alone,
or in combination with shame, may support high levels of contribution.
Even in the absence of punishment, altruism or guilt can also support
high levels of contribution. As the interaction is somewhat complex,
it is a good idea to check that a plausible Nash equilibrium exists. As-
sume i and j are identical non-altruistic reciprocators, and dropping
subscripts, suppose ¢ = 0.6, « = 0.0, a* = 0.5, A = 0.3, v = 0.6,
o = 0.6, and ¢ = 0.75. Then 4" = 0.5; that is, members implement
the common contribution norms, and as a result, they experience no
shame or guilt and do not punish one another. As a result, both gain 0.1
in material benefits net of their contribution from the project (that is,
0.6(0.5 + 0.5) — 0.5).

Recall that lacking social preferences they would not have contrib-
uted at all, so the fact that in equilibrium they do not experience shame,
guilt, or benevolence toward the other does not imply that these mo-
tives are unimportant. As confirmation, consider the same two individ-
uals in a disequilibrium state, at which j is contributing 0.4 and i is
contributing only 0.1. By shirking, i captures 0.2 in net material benefits
from the project (that is, 0.6(0.1 + 0.4) — 0.1). But j would experience
strong malevolence toward i (B; < 0) and as a result would punish i
heavily, inflicting 0.16 in material costs and inducing additional subjec-
tive costs of 0.04 in shame on i. These, along with #’s subjective costs of
guilt (0.10), would reduce #’s utility to —0.1. In this situation, i’s best
response is an increase in contribution. There is no reason why social
preferences will not be experienced in equilibrium (though it seems
unlikely that high levels of shame, guilt, and mutual punishment would
be persistent). To see how this might arise, suppose the two members
held different contribution norms, with a;* > g;*. Both might adhere
to their own norms when in equilibrium and hence not experience guilt
or shame. But at these equilibrium values, the fact that i was a shirker
according to j’s norms might induce j to punish i, and this punish-
ment would be part of the incentives accounting for i meeting his own
norm.

The following attributes of the model are noteworthy. First, altruism
and reciprocity may be mutually offsetting, because a reciprocal mem-
ber, if sufficiently altruistic, will not punish a shirking teammate, but
may harbor no (net) benevolence toward the shirker either. The result
will be low levels of contribution by both. Second, a person who con-
tributes little, due to a low contribution norm, a*, will also be less
responsive to punishment. This can be seen from the effect of punish-
ment on utility, namely, —1 — o; (2;* — ;). Third, when one or more
members have reciprocal preferences, the interaction will exhibit posi-
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tive feedbacks, with the actions of one of the team inducing changes in
the actions of the others. Figure 4.6 describes a unique stable Nash
equilibrium in the presence of these feedbacks. But it is not difficult to
conceive of interactions with multiple stable equilibria, some with high
contributions and some with low, separated by unstable equilibria —
tipping points defining the boundary of the basins of attraction of the
stable equilibria.

A TaxoNomMy OF COORDINATION PROBLEMS

The underlying structure of both the fishers and the team production
problems can be simply expressed in a symmetric game framework. A
population engages in an activity, each individual taking some action,
a € [0,1], with the resulting reduced-form utility function of one of the
identical members # = u(a; p, a) where p is a vector of any relevant
prices assumed to be common across all members of the population and
a is a vector of the actions taken by the other individuals. The price
vector and a are to the right of the semicolon indicating that they are
taken to be exogenous by each individual when each varies a to maxi-
mize u. Thus we are considering interactions in which there are many
agents, and each agent’s effect on the economic environment (p) and
others’ actions (a) is negligible. The function is a reduced form because
the detailed description of the states that it evaluates —the amount of
effort, leisure, goods of various types, on which a has an effect—are
suppressed to focus on the interaction among the members of the popu-
lation. The activity is joint because #, # 0: what the others do, directly
affects the individual’s well-being. The outcome of a noncooperative
interaction among these individuals is likely to be Pareto inefficient, be-
cause the direct effects on one’s actions on the others utility (that is, #«,,)
are not accounted for in the individuals’ optimization.

One solution to the problem would be to transform it from a nonco-
operative to a cooperative game, perhaps by letting a state determine
the values of a for each individual. The reasons why this solution may
be infeasible or undesirable have already been mentioned. Within the
noncooperative game framework, there are three generic ways to avert
the coordination failures that may arise in joint activities. None are
practical ways of averting the problem entirely, but understanding their
logic will help clarify some of the relevant institutional options.

The first idealized solution is to alter the institutional setup so that
individual utility is maximized subject to a binding participation con-
straint for each of the others. The allocation resulting from this maxi-
mum problem must be a Pareto optimum (by definition). To see this,
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suppose an allocation is such that the chooser’s own indifference locus
is not tangent to the indifference locus representing the participation
constraint of one of the others. This allocation cannot be a solution to
the stated constrained optimizing problem, for in that case the chooser
could do better by adopting a different allocation. The privatization
solution to the fishers’ problem, by establishing residual claimancy on
the lake’s entire output and control of its use by a single individual,
while constraining the owner to satisfy the other’s participation con-
straint as an equality, made a single person the owner of all of the
consequences of his actions, a kind of fictive Robinson Crusoe. Ill call
this the binding participation constraint solution.

A second way of averting a coordination failure is to alter the under-
lying interaction so that the actions of others affect each individual only
through the price vector, so #, = 0 . The Pigouvian taxes in the fishers
example approximated this result by imposing a price (in the form of a
tax) on one’s own fishing equal to the costs that it imposed on others. In
this case the utility function becomes # = u(a; p(a)), and the individual
takes the price vector as an exogenous constraint on the optimizing
process. The resulting allocation will be such that for every individual
the common price vector is tangent to their indifference locus (the argu-
ments of which are the various proximate determinants of their utility,
such as work effort, goods, and the like mentioned above). But this of
course means that the indifference loci of all members of the population
have a common slope (all marginal rates of substitution are equal
among all pairs of goods), thus implementing a Pareto optimum. This is
the complete contracting solution.

A third way of averting the coordination failure is the simplest: it
may be possible to structured the interaction so that social preferences
can substitute for complete contracts. In the fishers case we saw that
complete altruism by all individuals (each caring about the others as
much as about themselves) would implement a social optimum. While
this utopian approach has little practical relevance, it is sometimes the
case that the peer monitoring and sanctioning by a minority of group
members who are motivated by other-regarding preferences can induce
other individuals to act as if they cared about the others. The public
goods game with punishment introduced in chapter 3 is an example.
This is the social preferences solution.

While sharing a common structure and a common set of possible
institutional responses, coordination problems also differ in two impor-
tant ways: the sign of the direct effect of the others’ actions on one’s
utility (positive or negative externalities) and the sign of the effect of
others’ actions on one’s own actions (determining whether strategies are
complements or substitutes). These two distinctions will be clarified by
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a two-person example in which we abstract from the price effects repre-
sented by the p vector, above. Consider two symmetric individuals
(Lower and Upper, again) with identical utility functions:

u = fla, A)
U= f(A a)

where g and A are the actions taken by the two individuals, and the f
function is concave in its first argument. (Symmetry allows us to use the
same function f{) for the two individuals, but with the arguments re-
versed.) The coordination problem arises because of the direct effect of
the action of each on the utility of the other: that is, f,, the derivative of
f with respect to the second argument, is not zero. Suppose these two
functions take the following form:

u=o+ PBa+ yA + daA + \a?
U=oa+ BA + va + daA + \A?

(4.19)

where N < 0 to reflect the fact that taking the action is subjectively
costly to the individual. The best response functions of these two indi-
viduals (varying a and A to maximize # and U respectively) are

) B+3A
4= —

2\ (4.20)
B+ da

2\

The first distinction mentioned above concerns the effects of other’s
actions on the level of individual’s utility, that is,

These effects may be positive, as in the team production example, or
negative, as in the case of the fishers. These are called positive and nega-
tive external effects, respectively.

The second distinction concerns the effect of the others’ action on the
marginal utility of one’s own action:

uspa = 06 = Uy,

If 6 < 0, the actions are strategic substitutes. As can be seen from eq.
(4.20), this means that the individual will best respond to a change in
the other’s action by changing his action in the opposite direction. The
tragedy of the fishers is an example. If § > 0, by contrast, the individual
will best respond by changing his action in the same direction as the
other. These are called strategic complements. In the public goods prob-
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TaBLE 4.2
A taxonomy of coordination problems
Externalities
Strategies Negative: uy < 0 Positive: uy > 0
Substitutes: u,, < 0 Tragedy of the fishers Team production
Complements: u,, > 0 Conspicuous consumption Fiscal competition

lem presented in the introduction of this chapter, the effort levels of the
group members are strategic complements if y' > 0 and v” > 0. The
reason is that if the total output of the public good is increasing and
convex in the total effort provided, then the marginal benefit of member
i’s effort is increasing in the level of effort of member j, so de;* /de; > 0.
As this example shows, strategic complementarity generates positive
feedbacks. By contrast, the effort levels are strategic substitutes if
¥ < 0.

Examples of the four cases implied by these two distinctions — posi-
tive and negative externalities, and strategic substitutes and comple-
ments —are given in the table 4.2.

It may seem puzzling that a negative externality may induce a strate-
gic complementarity. But think of the phenomenon of conspicuous con-
sumption, first analyzed by Thorsten Veblen (1934 [1899]) over a cen-
tury ago. The other’s luxury consumption not only makes the individual
feel less well-off (1, < 0, U, < 0), but it induces her to consume more
to attenuate her status anxiety (because #,4 > 0, U,y > 0). The result
may be a kind of a consumption arms race.* Other examples include
literal arms races: one country’s increased arms reduce the security of
the other, and may raise the marginal utility of that country’s arma-
ments, thereby inducing a positive response. Biology provides many ex-
amples of such arms races, with competition for mates leading to such
otherwise dysfunctional features as peacocks’ elaborate tails. Another
example of negative externalities and complementary strategies are cor-
rupt practices: one’s corrupt activities reduces others’ well-being but
may increase the marginal benefit to them of also engaging in corrupt
practices. In these cases the effect of the others’ action on the level of
one’s utility is of opposite sign than the effect on the marginal returns to
ones own action.

Positive externalities with strategic substitutes is the converse case.
Consider team production with an equal sharing contract as above, but
assume (more realistically than above) that each individual’s marginal

* See Schor (1998), Frank (1997), and Bowles and Park (2001).
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utility of goods is declining in the amount of goods consumed. In this
case, the externality is positive (I benefit from your action, as we both
get 1/n of the result). But my diminishing marginal utility of goods in-
duces me to reduce my effort when you increase yours (your and my
effort are strategic substitutes).

A final example illustrating positive externalities and complementary
strategies is fiscal competition among nations or jurisdictions within na-
tions. Consider two nations in both of which the government (consid-
ered as an individual) seeks to maximize a weighted sum of employment
and the level of government expenditure that is financed by a linear tax
on profits at the rate a and A. Because firms relocate among nations in
response to after-tax profit rate differentials, the level of employment in
one of the countries is determined by its own tax rate and the other
country’s tax rates. Employment declines in the own-country tax rate
and increases in the other country’ tax rates: thus the external effect is
positive. If it is also true that the negative responsive of employment to
the own-country tax rate is greater, the lower is other countries’ tax
rates, then the two countries’ tax rates are strategic complements.
(Working problem 12 will clarify this case.)

For a two-country world (Upper and Lower) the two best response
functions are as shown in figure 4.7, with their intersection, labeled N,
the Nash equilibrium, and the level of utility of each nation given by the
indifference loci, labeled Uy and uy. Preferred indifference loci for Up-
per are those above Uy (because Upper benefits when Lower’s tax rate
is higher), and Lower’s preferred indifference loci are to the right of .
It can be seen at once that there exists a Pareto-improving lens of mutu-
ally beneficial higher tax rates defined by the tax rates above Uy and to
the right of uy. The proof that this lens exists is identical to the proof
that the Nash equilibrium in the fishers case is Pareto inefficient. But
here, Pareto improvements require increases in the actions taken by the
two agents rather than reductions as was the case with the fishers. The
reason is that the externality is positive, so the countries’ actions (taxes)
are sub-optimal at the Nash equilibrium. Notice two things about this
case.

First, were Lower to be in a position to act as first mover, it would of
course benefit. But Upper would also be better off as a result. To see
this, recall that in selecting its tax rate, Lower would not, as in the Nash
case, take Upper’s tax rate as exogenous but would take account of the
impact of its choice of a tax rate on Upper’s best response. Thus coun-
try Lower would vary a to maximize u(a, A) subject to A = A(a). This
optimum problem gives us the Stackelberg equilibrium (with Lower the
leader) labeled S. Notice that S is within the lens of Pareto improve-
ments over the Nash equilibrium. It is not surprising that Lower has
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Lower’s
tax rate,a

Upper’s tax rate, A

Figure 4.7 Fiscal competition: Nash and Stackelberg equilibria. Note: Lower is
the Stackelberg leader.

benefitted by being first mover; but it is a bit counterintuitive that the
Stackelberg follower is better off than in the symmetric Nash equilib-
rium. The reason is that in the presence of strategic complementarity,
the leader’s action induces the follower to take a similar action; we
know that at the Nash equilibrium both countries are adopting sub-
optimal levels of taxation. Thus there exists a common increase in the
action that will benefit both players. In this case, the self-interested exer-
cise of power by one player is mutually beneficial. (You may wish to
return to the example of the fishers and be sure you understand why the
exercise of first-mover advantage by one fisher did not benefit the other:
the difference arises because in the fishers’ activities were strategic sub-
stitutes.) Of course there is no reason in the model why Upper could not
have been the Stackelberg leader (the game is symmetric). In cases like
this, the outcome is indeterminate and the model needs to be supple-
mented by information about military, geopolitical, or other asymme-
tries among the nations that may influence their power to make the
binding commitments required of a first mover.
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The fact that the first-mover advantage may benefit the second mover
(by comparison to the Nash equilibrium of a simultaneous moves game)
is a reminder that the exercise of power has both allocative and distrib-
utive effects. In this case, making the first move and the ability to com-
mit to it is not just redistributive, it is also productive: power is used to
get a larger slice of the pie, but its exercise also enlarges the pie. Thus,
even when power is exercised in a self-interested way, it may be mutu-
ally beneficial. The idea is not new. Thomas Hobbes (1968 [1651]) used
it three-and-a-half centuries ago to justify allocating executive powers
to a sovereign ruler, for reasons explained in the epigraph. In chapter
10, T will return to the productive as well as distributive use of power in
economic relationships.

The second important feature of this case is that there is no guarantee
that the Nash equilibrium will be either stable or unique. Assume as in the
case of the fishers, that players’ out of equilibrium behavior moves them
towards their best response function. Thus for Lower, Aa = B{a*(A) — a},
with B > 0, and analogously for Upper. Given this dynamic, figure 4.7
illustrates a stable Nash equilibrium. But the fact that the best response
functions have slopes of the same sign could have produced additional
intersections (that is, multiple Nash equilibria). In this case, we could
Pareto rank the stable Nash equilibria (U and # are increasing along the
best response functions, and both are upward sloping).

An interesting line of inquiry — one inspired by invisible hand reason-
ing with respect to institutions discussed in chapter 2 —would be to ask
if we have any reason to expect that a system modeled in this way, if
perturbed by stochastic influences, would spend most of its time in a
state near the Pareto-superior high tax equilibrium. The problem is sim-
ilar to the cases of multiple equilibria with discrete rather than contin-
uous strategies already encountered in assurance games (e.g., planting in
Palanpur in chapter 1). Without knowing the recent history of the inter-
actions and the details of how the players change their strategies when
out of equilibrium, one cannot say much about the likely state of the
system. But it seems likely that risk-dominant equilibria would be more
persistent than payoff dominant equilibria, should both exist. We will
return to this question in the closing chapters.

CONCLUSION

Any solution to a coordination problem implements not only an alloca-
tive outcome —how much fishing each will do, the tax rates of the var-
ious countries, and so on— but a distributive outcome as well, the level
of well-being for each of the players implied by the allocative outcome
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and whatever redistributive measures are part of the solution (such as
the purchase of the fishing permit in the privatization case). The distri-
bution of the benefits of cooperation, should cooperation occur, de-
pends on the particular transformation of the game which makes coop-
eration possible. An implication is that conflicts may arise about how
best to address the coordination problems that people face: some partic-
ipants may prefer a less efficient solution to the allocational problem
because it supports a distribution of the benefits of cooperation that
favors them.

As a result (and for other reasons as well), differences among the
players —in wealth, skills, political rights, group identity, information —
will influence both the nature of the coordination problem and the
types of solution that may be implemented. In his classic treatment of
collective action problems, Mancur Olson (1965) reasoned that small,
highly unequal groups would most readily solve these problems. It is
easy to see, for example, that if there were decreasing marginal returns
to the aggregate level of fishing and one of the fishers had a much larger
net than the others and so could be assured of catching most of the fish,
then his best response would approximate the allocation of a single
owner of the lake. In this case inequality in wealth among the fishers
would attenuate the coordination failure. Similarly, if one among the
nations were much larger than the others, and powerful enough to com-
mit to a given tax rate, it could, as first mover, implement a Pareto
improvement over the Nash equilibrium in the simultaneous moves game.

But inequality may also be an impediment to cooperation. Had the
production team members modeled above been of different ethnic
groups, or of vastly differing wealth, the altruism and reciprocity
among them might have been insufficient to induce high levels of effort.
Increased social distance among members might have undermined the
effectiveness of mutual monitoring and sanctioning by peers. The rea-
son is that sanctioning may be ineffective in heterogenous populations
due to the less powerful shaming effect of social disapproval by some-
one not of one’s own group. Moreover, members might have had less
demanding norms of contribution if the beneficiaries of the public
goods were heterogeneous, including those considered by some mem-
bers as “outsiders” as well as “insiders.” Thus, the results of a recent
study of participation in church, local service, and political groups, as
well as other community organizations providing local public goods in
the U.S. by Alesina and Ferrara (2000), are not altogether surprising.
They found that participation in these groups was substantially higher
where income is more equally distributed, even when a host of other
possible influence are controlled.

Thus the feasibility of an efficient allocation may depend on the dis-
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tribution of wealth and power and on the extent and kinds of non-
economic heterogeneity in a group. Moreover, even in homogeneous
groups there is little reason to expect that observed solutions will be
efficient, given the fact that the the actors typically pursue distributional
objectives, with the efficiency properties of the allocational outcome a
by-product rather than an objective. Only in those rare cases where
allocational and distributional outcomes are independent (as modeled in
the privatization case, above) will this problem not arise.

Field studies confirm the inseparability of distributional and alloca-
tional aspects of the governance of common property resources.” A
study of water management in forty-eight villages in the South Indian
state of Tamil Nadu found lower levels of cooperation in villages with
high levels of inequality in landholding. Moreover, lower levels of com-
pliance were observed where the rules governing water supply were per-
ceived to be crafted by the village elite. A similar study of fifty-four
farmer-maintained irrigation systems in the Mexican state of Guana-
juato found that inequality in landholding was associated with lower
levels of cooperative effort in the maintenance of the field canals. In
other cases inequalities based on traditional hierarchies have made a
positive contribution. Another study of Mexican water management,
for example, found that increased mobility of rural residents under-
mined the patron-client relationships that had been the foundation of a
highly unequal but environmentally sustainable system of resource man-
agement (Garcia-Barrios and Garcia-Barrios 1990). And in the port of
Kayar, on the Petite Cote of Senegal, a cooperative effort to limit the
catch (to support higher prices, not to protect fishing stocks) owed its
success in part to the leadership of the wealthy local traditional elite of
elders. Heterogeneity within groups of commons users affects outcomes
in other ways. The fishing agreement in Kayar, for example, was threat-
ened by conflicts between locals and outsiders using differing technolo-
gies, and other attempts to limit fishing failed due to the indebtedness of
fishers to fish sellers (who opposed the limits) and because the wives of
many of the fishermen were fish sellers.

A field experiment among commons users in rural Colombia suggests
that inequality may impede cooperation by obstructing communication.
Juan Camilo Cardenas implemented common pool resource experi-
ments among villagers who rely for their living on the exploitation of a
nearby forest. In Cardenas’ game, the subjects choose to withdraw a
number of tokens from a common pool, and after all subjects had taken

* Studies surveyed below are collected in Baland, Bowles, and Bardhan (2004). See par-
ticularly the essays by Gaspart and Platteau, Cardenas, and Bardhan and Dayton-John-
son, on which the following account is based.
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their turn, the tokens remaining in the pool were multiplied by the ex-
perimenter and then distributed to the players, the tokens then being
exchanged for money. This is similar to the Public Goods Game experi-
ment in chapter 3 except that subjects decide how much to withdraw
rather than how much to contribute. For an initial set of rounds of the
game, no communication was allowed. But in the final rounds of the
game, subjects were invited to converse for a few minutes before mak-
ing their decisions. Cardenas expected that communication would re-
duce the level of withdrawals from the common pool (as has been the
case in similar experiments), even though it does not alter the material
incentives of the game.

Communication was indeed effective among groups of subjects with
relatively similar wealth levels (measured by land, livestock, and equip-
ment ownership); their levels of cooperation increased dramatically in the
communication rounds of the experiment. But this was not true of the
groups in which there were substantial differences in wealth among the
subjects. In one group, one of the wealthiest subjects tried in vain to
persuade his mates to restrict their withdrawals, thus maximizing their
total earnings. “I did not believe Don Pedro,” one of the less well-off
women in his group later explained. “I never look him in the face.” She
was right: Pedro (not his real name) had withdrawn the maximal amount.

We turn in chapter 5 to the distribution of the gains to cooperation and
how distributional conflicts may preclude solutions which would other-
wise be feasible.



CHAPTER FIVE

Dividing the Gains to Cooperation:
Bargaining and Rent Seeking

[TThe efforts of men are utilized in two different ways: they are directed
to the production or transformation of economic goods, or else to the
appropriation of goods produced by others.

— Vilfredo Pareto, Manual of Political Economy (1905)

. .. The balance between these modes of economic activity — the one
leading to greater aggregate wealth and the other to conflict over who
gets the wealth — provides the main story line of human history. . . . Karl
Marx, though a flop as an economist, did appreciate the importance of
the dark side, the conflict option.
— Jack Hirshleifer, (1994) Presidential Address,
Western Economic Association

[I]t is lamentable to think how a great proportion of all efforts and
talents in the world are employed in merely neutralizing one another. It
is the proper end of government to reduce this wretched waste to the
smallest possible amount, by taking such measures as shall cause the
energies now spent by mankind in injuring one another, or in protecting
themselves against injury, to be turned to the legitimate employment of
the human faculties . . .

—J.S. Mill, Principles of Political Economy (1848)

IN RESPONSE TO judicial harassment, indebtedness, and poverty, the
plebs of the Roman Republic sought economic and legal relief by a
time-honored strategy; secession. In 494 B.C., they left Rome en masse
and threatened to settle permanently outside its walls and to draw up
their own constitution. The worried Roman patricians, wrote Livy,
wondered, “What would happen, if in the present situation, there were
a threat of foreign invasion” (Livy 1960 [27 B.c.]:141). The plebs were
bargaining, of course, and they repeated the ploy on three other occa-
sions over the next two centuries. Their effective use of what we now
call their outside option got them their own magistrates (the famous

The first epigraph is from Pareto (1971:341), the second from Hirshleifer (1994:2), the
third from Mill (1965:979).
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tribuni) and a measure of self-government including the passage of their
own laws, called plebiscita, from which the word plebiscite is derived
(Jones 1968:55-56).

A major production bottleneck in the late nineteenth-century Califor-
nia food-canning industry was the highly skilled work of putting tops
on the cans, or “capping” as it was called. The few difficult-to-replace
cappers exacted substantial rents from their employers because of their
indispensable role in production and the perishable nature of the goods
at harvest time.' The invention of a contraption called Cox’s capper
changed this, but the firms that avidly purchased the device did not
initially use it to cap cans, as it was not cost effective at the going
wages. Rather, it was deployed as a part of the firms’ bargaining strat-
egy and simply held in abeyance should the (human) cappers’ demands
become excessive. Writing twenty-six years after he invented the ma-
chine, James Cox recalled the canning owners’ strategic need for the
mechanical capper: “The helplessness of the canner [vis-a-vis the human
cappers] made him a willing advocate of every mechanical means, and
made possible the working out, through frequent failures and heavy
losses, the perfected mechanical means now in use” (Phillips and Brown
1986:134). Sometimes firms invest in technologies whose primary aim is
to improve their bargaining position: the installation of on-board com-
puters, called trip recorders, in company-owned trucks, described in
chapter 8, is another example.

When people collaborate in a productive activity —a firm, a marriage,
a group of fishers seeking to restrict overexploitation of their resource, a
landlord and a sharecropper —they typically produce a joint surplus, a
level of benefits net of costs such that each may be better-off engaging in
the joint activity than if they did not. When this is the case, the partici-
pants receive a share of the entity’s joint surplus, or what Aoki (1984)
termed organizational rents. The joint surplus is just the difference be-
tween the benefits (net of direct costs) each gains from the joint activity
and the benefits each would receive in their next best alternative.

For concreteness, return to the two fishers of the previous chapter,
now seeking to determine how they will resolve their conflict of interest
over the distribution of the joint surplus that would result should they
cooperate to restrict their catch.? The change in focus from allocation to
distribution is paralleled by a change in assumptions about institutions.
The allocational outcomes studied in chapter 4 were determined nonco-

' T describe similar examples in Bowles (1989). The canning case is from Phillips and
Brown (1986).

2 Virtually all useful bargaining theory refers to the two-person case, so I set aside
n-person bargaining situations.
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operatively — we assumed the fishers could not jointly agree to and im-
plement a given number of hours of fishing each. By contrast, here we
assume that if the fishers agree on an allocation and its implied distribu-
tion of the joint surplus, the institutional environment is such that it can
be implemented.

As before, using lowercase letters to refer to the first (or “Lower”)
and upper case for the second (“Upper”), e and E are respectively the
fishing effort of Lower and Upper. We write their (von Neumann-Mor-
genstern) utility functions compactly as v = v(e, E) and V = V(e, E),
with v, > 0, vy < 0, V, < 0, and Vi > 0 over the economically rele-
vant range of and E. When the fishers acted noncooperatively (in chap-
ter 4), the resulting Nash equilibrium levels of exploitation of the lake
of N and EN were shown to be Pareto inefficient in that each fisher
would be better-off if both fished less. In chapter 4, I considered a num-
ber of ways the fishers might seek to improve on this outcome, includ-
ing establishing private ownership of the lake and implementing a tax
on fishing. We found that these and the other improvements in the gov-
ernance of the fishers’ interactions enhanced the utility of one or both
and could (under idealized conditions) implement a Pareto-optimal al-
location. This is an outcome on the efficient contract locus defined by
\%

v e

e _
b
vg Vg

meaning that the indifference loci of the two are tangent, as is shown in
figure 4.5.

We can also represent the same efficient contracts locus in (v, V) space
as in figure 5.1. The Nash equilibrium of the noncooperative game yields
utilities (e, EN) = z and VN (e, EN) = Z. The efficient contract
locus can be expressed as the implicit function y(V(E, e),v(e, E)) = 0.
Points above and to the right of the efficient contract locus are infeas-
ible. (You may want to check that you understand figure 5.1 by locating
the points p and o from figure 4.5 on this figure.) Figure 5.1 represents
the bargaining problem first defined by John Nash: a set of bargainers
(in this case, just two) with conflicting interests may either fail to agree,
in which case they receive their reservation positions given by point z in
the figure, or reach an agreement yielding outcomes giving the utility
pairs in the (convex) bargaining set given by zab. The bargaining fron-
tier are the utilities associated with is the locus of agreements satisfying
(5.1) such that v = zand V = Z, that is, points on the efficient contract
locus that are in the bargaining set.

Suppose the fishers may agree on any technically feasible outcome
(e, E) and that any outcome agreed to can be implemented without cost.
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Figure 5.1 The bargaining set and the bargaining frontier. The fallback position
is the Nash equilibrium of the noncooperative game indicated by point z while
the Nash bargain is indicated by n. The bargaining frontier is ab and the bar-
gaining set is zab.

What will be the outcome of the bargaining? We can restrict the range
of possible bargains to the bargaining set (settlements outside it are ei-
ther infeasible, violate the participation constraint, or both). But other
than that, if there is a single lesson of both bargaining theory and the
behavioral economics of bargaining, it is that the outcome depends on
the institutions governing the bargaining process, with seemingly minor
differences in the structure of interaction sometimes yielding major dif-
ferences in distributional outcomes. These institutional differences are
captured —if only very approximately—in the two approaches pre-
sented below.

But first I will explain why bargaining problems are so common in
modern economies.

THE BARGAINING PROBLEM

As the Roman patricians discovered, each participant in a joint project
must receive benefits at least as great as in his next best alternative
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(otherwise he would refuse to participate). This participation constraint
restricts the range of possible distributions of benefits among those col-
laborating. If the participation constraints of all participants are satis-
fied as an equality, then the question of distribution is settled; each par-
ticipant gets a payoff equivalent to the next best alternative. But when
there is a joint surplus, the participation constraint need not be binding
(satisfied as an equality) for any of the participants; it must fail to bind
in the case of at least one (from the definition of a joint surplus). Thus
as the example of the fishers shows, those participating in joint activities
implement not only allocational outcomes — namely, what, when, where,
and how to produce — but also distributional outcomes — who gets what,
when.

There may exist a single participant who is able to claim virtually the
whole of the joint surplus by credibly making to the other participants
take-it-or-leave-it offers that are only barely superior to their next best
alternatives. But where this is not the case, people engaged in a common
project yielding a joint surplus face what is called a bargaining problem:
they must determine how the organizational rents are distributed. The
term bargaining power conventionally refers to the relative share of the
joint surplus gained by a participant in a bargaining problem. When the
sharecropping tenants in West Bengal increased their shares from half to
three-quarters during the late 1970s and early 1980s (Prologue), we call
this this an increase in their bargaining power. (In chapter 10, I point to
some of the ambiguities and problems with the term, but retain it for
now.’) Because the joint surplus is net of the participants’ next best
alternatives, bargaining power bears no obvious relationship to a partic-
ipant’s total income: the sharecropper may be in dire poverty and the
landlord extremely rich, but if they share equally in the joint surplus,
their bargaining power is said to be equal.

A long tradition in economics dating back to John Stuart Mill and
Vilfredo Pareto has distinguished between allocational issues that are
the subject matter of economics, and the bargaining problem and other
issues of distribution that are the proper concerns of other disciplines.
Robbins’s famous definition of economics equates its subject matter to
the study of allocational problems. By contrast, who gets what, when,

* Briefly, as the West Bengal case illustrates, the conventional usage is tautological: bar-
gaining power does not explain what share of the joint surplus participants get, it simply
is what they get. The usage is unsatisfactory in other respects as well: in principal agent
models, introduced subsequently, it is generally in the interest of the principal to assign a
share of the joint surplus to the agent. The reasons have nothing to do with bargaining as
it is commonly understood, but rather with incentives. As we will see in chapter 10, in
many of these situations, the principal, not the agent, exercises power even when the
agent receives all of the joint surplus.
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how, is the influential definition of the subject matter of political science
given by Lasswell and Kaplan (1950).*

Others have acknowledged that distribution is central to economics,
but they have addressed it independently of allocation. This would make
sense if allocational outcomes had no effect on distributional outcomes,
and conversely. This might occur, for example, if an unquestioned norm
postulated that the joint surplus of a firm should be distributed equally.
In this case all participating would favor the allocation that maximized
the joint surplus. As a result of the question of distribution being set-
tled, there would be no conflict of interest over questions of allocation.
The Lamalera whale hunters encountered in chapter 3 provide an exam-
ple: they cooperate in the hunt without conflict about how best to catch
the whale because the division of the catch is settled in advance and
does not depend on how the whale was hunted.

Another reason sometimes proposed for separating the bargaining
problem from the allocational problem sees bargaining as a conse-
quence of disequilibrium or lack of competition. According to this inter-
pretation, except in the short run, the competitive process will eliminate
all organizational rents so that in equilibrium all participants are indif-
ferent between their current transaction and their next best alternatives.
In this case, the distribution of benefits within the collaborating group is
entirely determined by the members’ participation constraints. The bar-
gaining problem vanishes.

The two key ideas underpinning the separation of distribution and
allocation may thus be summarized as follows: competition eliminates
organizational rents, and causal effects among distribution and alloca-
tion are absent. These assumptions are useful simplifications in the anal-
ysis of a class of problems in which it is reasonable to posit two ad-
ditional assumptions. First, all aspects of individual interactions are
governed by complete and costlessly enforceable contracts. Second, only
competitive equilibrium transactions take place. However, it is now
widely recognized that these assumptions define a rather special case.” I
adopt three less restrictive assumptions.

First, organizational rents are a ubiquitous feature of all systems of
production, and certainly of modern competitive capitalist economies.
For example, firms operating in competitive product and labor markets
generate substantial rents, some of which are distributed to employees
in the form of pay and working conditions superior to the employees’

* They added that “distribution depends on myth and violence (on faith and brigand-
age) as well as bargaining” (Lasswell and Kaplan 1950:291).

5 Aoki (2001), Milgrom and Roberts (1990b), Hart (1995), and Williamson (1985) are
examples with particular relevance to what follows.
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next best alternatives. As we will see in some detail in later chapters,
these and other organizational rents arise when utility-maximizing pri-
vate individuals are unable to write complete and costlessly enforceable
contracts. That is, rents arise in private competitive interactions because
of the scarcity of optimal institutions. Organization rents do not owe
their existence to government interventions (though their levels and dis-
tribution are certainly affected by public policies).® Nor are they simply
reflections of the out-of-equilibrium and noncompetitive aspects of real
economies (though both disequilibrium and noncompetitive transac-
tions do influence organizational rents).

Second, advancing one’s distributional claims is a resource-using ac-
tivity; thus, individuals will seek to implement allocations that favor
their claims on organizational rents. The employers who purchased
Cox’s capper, and the trucking companies that install on-board com-
puters, are doing just this. Anticipating conflict over the distribution of
the joint surplus, collaborators in a joint project allocate their time and
other resources between organizational rent-seeking activities and pro-
ductive activities. The allocation of resources to advance distributional
claims is not confined to organizational rent seeking, of course, and
includes theft, political activities aimed at creating and capturing rents,
the use of force among nations, and many other examples that I will not
address.

Third, conflicts over the distribution of organizational rents may con-
tribute to inefficiency in three ways. The most obvious example is bar-
gaining breakdowns leading to foregone mutually beneficial oppor-
tunities. If a group of potential participants in a project cannot agree on
how organizational rents are to be distributed, they may delay its imple-
mentation or abandon the project, forgoing entirely the joint surplus
rather than agreeing to a lesser share. The pleb’s departure from Rome
is an example; mutually beneficial interactions between patricians and
plebs were foregone during the period of secession. Other examples of
bargaining breakdowns are strikes and lockouts and failures to con-
clude a transaction even when there exist terms that would confer bene-
fits on both seller and buyer. Another example is the rejection of sub-
stantial offers in ultimatum game experiments because they are deemed
unfair.

Even where these breakdowns are avoided, distributional conflicts
may contribute to inefficiency in a second way, by providing incentives

¢ Buchanan, Tollison, and Tullock (1980) and other contributors to the literature on
rent seeking trace persistent rents to government activities, and distinguish between the
“good” results of rent dissipation through competition in the economy and the “bad”
results of rent seeking arising through government interventions.
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for diversion of resources from productive use to unproductive rent
seeking activities. (The terms “productive” and “unproductive” have no
normative connotation. A scarce input that appears as an argument in a
firm’s production function is a productive resource; when it is used for
some other purpose, a productive resource is being devoted to an un-
productive activity.) Substantial amounts of resources may be devoted
directly to organizational rent seeking —lawyers and labor relations ex-
perts exemplify this in trade unions’ bargaining with employers. As we
will see, resources devoted to competitive rent seeking may (under rea-
sonable conditions) entirely eliminate the joint surplus. A third source
of inefficiency is distortion in the allocation of productive resources.
The bargaining power of those contributing to the joint surplus will be
affected by the technologies in use (think of Cox’s capper), the location
of production, and other aspects of the allocation of inputs. As a result,
participants will each seek to implement allocations that maximize their
own returns rather than the joint surplus.

My conclusion is that organizational rent seeking is common and that
it has important effects on how resources are used in the process of
production. Thus, understanding bargaining is as important for under-
standing resource allocation —the canonical core of economics—as it is
in analyzing distributional outcomes. While the economics of bargain-
ing has benefitted from advances in game theory and experimental eco-
nomics, there is as yet no empirically supported and widely endorsed
theory of bargaining. To some extent, this unsatisfactory state simply
reflects the fact that scholars studying bargaining have not all been
studying the same problem.

Some have sought —through the empirical study of labor relations or
through controlled laboratory experiments, for example —to under-
stand how people behave in bargaining situations and how institutions
governing the bargaining typically lead to distinct outcomes.” A second
approach has been to determine theoretically what outcomes would oc-
cur if individuals were characterized by a high level of cognitive capac-
ity and particular motivations —the canonical self-regarding and out-
come-based preferences. Finally, some have sought to determine what
bargaining outcome would be socially desirable, that is, an outcome
that meets a normative criterion such as fairness or efficiency. Of course,
the insights from behavioral studies of bargaining may shed little light
on what kinds of bargains a very brainy Homo economicus might strike
(were he to exist), and conversely. And neither of these approaches has
any obvious relevance for the third approach, normative bargaining
theory.

7 Roth (1995) and Card (1990), for example.
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In this chapter, I will review the two main contributions to the second
and third approaches—the process-based alternating offers model due
to Rubinstein (1982) and others, and Nash’s normative bargaining
model (Nash 1950a) —and point out a number of important lacunae in
our current understanding of bargaining.® I then introduce an evolution-
ary model of bargaining designed to address some of the shortcomings
of the existing models. In the penultimate section, I show how organiza-
tional rent seeking may lead to inefficient allocations. In the conclusion
I review evidence on the extent of inefficient bargaining and suggest
some reasons why bargaining inefficiencies are so common.

BARGAINING POWER AND DISTRIBUTIONAL OUTCOMES:
TaE NAsSH MODEL

John Nash developed his bargaining model to determine what outcomes
(if any) would meet a set of conditions that may best be described as
principles that would guide an impartial arbitrator committed to the
proposition that interpersonal comparison of utility is meaningless (u#il-
ities are ordinal). These conditions are as follows: first, the outcome
should be Pareto optimal (that is, on the bargaining frontier). Second,
the outcome should be symmetrical in the sense that if the game-defin-
ing interaction is symmetrical, then the bargained payoffs should be
equal. Third, the outcome should be invariant to linear transformations
of the utility functions of the parties. A fourth condition—termed the
independence of irrelevant alternatives —requires that if the bargaining
set shrinks (so that the new set contains no outcomes not in the old set)
but the previous Nash outcome remains feasible and the reservation
position remains unchanged, then the bargaining outcome should re-
main unchanged. Similarly, if the bargaining set should expand, then the
new Nash outcome must be either the ex-ante Nash outcome or some
outcome that was not in the first bargaining set.

While the first two of Nash’s conditions are uncontroversial, it is not
difficult to think of situations in which we would regard the decision
taken by a Nash-informed arbitrator as unfair. The most obvious prob-
lem is that by precluding interpersonal utility comparisons, the arbitra-
tion scheme cannot take account of the relative need of the two parties.
One might think that the fairness of a bargain should be judged by the
final states that result, so that whether a surplus should be split fifty-
fifty or some other way would depend on how wealthy the two parties

 Important contributions to the alternating offers model include Shaked and Sutton
(1984) and Stahl (1971).



176 « Chapter 5

are, independently of this particular bargain. Effectively, Nash sets aside
any consideration of the fairness of the fallback positions (and the pos-
sible need for a fair bargain to compensate for unfair next best alterna-
tives). Note, also, that it follows from the fourth condition that an
improvement in one (but not the other) of the bargainers’ opportun-
ities— for example a large increase in the maximum amount that she
could gain —may have no effect on the bargained outcome. This aspect
of Nash’s bargaining solution strikes many as unfair, and it is addressed
in the alternative solution proposed by Kalai and Smorodinsky (1975).
But as Nash’s model has been used primarily to study how bargains are
struck, not how they should be, we will set aside the normative origins
(and possible shortcomings) of this approach and present it simply as an
account of the bargaining process.

The unique bargain that meets Nash’s four conditions is that which
maximizes the product of the gains in utility over the fallback position
(or simply the product of the shares of the joint surplus going to the
two bargainers if these are expressed in the appropriate utility units).
Suppose Lower and Upper are dividing a prize normalized to unity, x is
Lower’s share, and each have concave von Neumann-Morgenstern util-
ity functions v(x) and V(1 — x). Their fallback positions are zero. Then
the so called Nash product w is

o = vx)V(1 - x).
The value of x that maximizes this expression must satisfy the first or-
der condition

vix) _ Vl-x) (5.1)

vix) V({I-x)

and this division, x*, constitutes the Nash solution to the bargaining
problem. Equation 5.1 makes it clear that if Lower and Upper have
identical utility functions (or one is a linear transformation of the other)
they will split the prize evenly. It is also the case (as will become clear if
you work problem 13) that if they have different utility functions, the
bargainer whose marginal utility of the prize diminishes most rapidly
will receive the smaller share. Recognizing this fact, it is sometimes said
that the more risk averse bargainer (the one with the more concave
utility function) will receive less. But behavior in the face of risk is not
an explanation of why the one with the more concave utility function is
disadvantaged because the determination of x* is unrelated to risk in
the Nash bargaining framework, which is entirely deterministic.

Applications of this approach generally introduce the bargainers’ fall-
back positions, z and Z explicitly. It is conventional to define the fall-
back position as the utility they get if their interaction ends. But many
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interactions endure “for better or for worse”: think of couples, neigh-
bors, and jobs. It is insightful in these cases to represent the alternatives
as interacting either cooperatively (agreeing) or noncooperatively (fail-
ing to agree), rather than the more standard interpretation, namely in-
teracting cooperatively or not at all.” The term “outside option” is ap-
plied to the conventional interpretation of z and Z (termination of the
relationship) while z and Z are the “inside option” when defined as the
payoff to an ongoing noncooperative interaction. Because in the latter
case the fallback position is given by the Nash equilibrium of a nonco-
operative interaction, and Pareto improvements over this outcome may
be secured by a bargained agreement, the outcomes in the bargaining
set may be termed the gains to cooperation over noncooperation. The
Nash solution is one way of determining how these gains will be shared.’

It is also common in applications to take account of differences in the
bargainers’ capacities and situations, leading to differing bargaining
power. This requires dropping Nash’s symmetry assumption, to model
what is termed the generalized Nash bargain. Introducing the fallback
positions z and Z explicitly, this is the allocation (x, 1 — x) that maxi-
mizes the generalized Nash product w(a) where

o(a) = (¥x) = 4V(1 — x) — Z)17

The exponent a € [0,1] (which is Y2 in the case of symmetry) is some-
times termed the bargaining power of Lower. The allocation that maxi-
mizes this expression (for a € (0,1)) is that which distributes utilities to
Lower and Upper to satisfy the first order condition:

av' _ (1-a)V’

v-2) (V-2)

A simplification will make this result a bit more transparent. Let the
bargainers’ utilities be linear in the prize according to v = x and
V = (1 — x). This amounts to assuming that the bargainers are dividing

* Applications of this bargaining structure to relationships between members of a cou-
ple are in Lundberg and Pollak (1993) and to employer employee relationships in chapter
8 below.

" If the fallback position yields no joint surplus (i.e., the noncooperative interaction
gives both parties their next best alternative), then the gains to cooperation are identical
to the sum of the organizational rents (or the joint surplus). However, as we will see in
chapters 8 and 9, the payoffs in the noncooperative outcome may exceed the next best
alternative for one or more of the parties. The organizational rents constituting a joint
surplus need not arise through cooperation and their distribution need not be determined
by bargaining. For example, they may arise as incentive devices in noncooperative interac-
tions and be distributed unilaterally by a principal as in a standard principal agent prob-
lem (chapters 7-10).
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a prize worth one util. Thus the joint surplusis 1 — (z + Z). Simplifying
the above first order condition in this manner and solving for x*, we get
Lower’s utility resulting from the Nash bargain. I denote this ¢", with the
lower-case n superscript indicating the Nash bargaining solution (not the
noncooperative Nash equilibrium denoted by N). Thus we have

M=z+all - (z+Z)=(1- o)+ a(l - Z) (5.2)

Lower’s utility is equal to her fallback position (z), plus a share a of the
joint surplus. The second expression makes it clear that if Lower had all
the bargaining power, (« = 1), she would get 1 — Z (namely, her fall-
back plus all the joint surplus), and with no bargaining power would
get 2.

The Nash solution accounts for bargaining outcomes in a way that
both is simple and corresponds to many common intuitions. For exam-
ple, it implies that one’s fallback position will influence the outcome
and that a fifty-fifty split is a likely outcome among people who are not
different in any relevant ways. Given the importance of norms of fair-
ness in actual bargaining situations, the Nash approach also has the
advantage of being explicitly normative. The fact that Nash may have
failed to capture many people’s intuitive ideas of what makes a fair
outcome is a separate point.

The drawbacks are there by design: Nash wanted to characterize a
good bargaining outcome; he did not intend the model to illuminate
real world bargaining processes. As a result, Nash bargaining never
fails; nobody ever receives the fallback payoff (unless they have zero
bargaining power). This unrealistic implication is deliberate: Nash’s ax-
ioms require that the outcome is on the Pareto frontier. Equally impor-
tant, bargaining power is simply assumed (with the symmetry assump-
tion,a = 1 — a = %) and the process of bargaining — with its threats,
offers, and counteroffers —is absent.

ENDOGENOUS BARGAINING POWER
IN THE ALTERNATING OFFERS MODEL

The alternating offers model, as its name suggests, addresses the prob-
lem of bargaining power by explicitly modeling the bargaining process,
effectively inverting Nash’s approach." Nash had asked what outcome

" This is sometimes termed the noncooperative approach to bargaining, in contradis-
tinction to Nash’s cooperative approach. But in view of the fact that in the alternating
offers model —like the Nash model — the parties can costlessly implement whatever terms
they agree on, the distinction diverts attention from the real differences in approach.
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is consistent with a set of social welfare axioms expressing a concept of
collective rationality, without considering why individual bargainers
might arrive at this outcome. By contrast, the alternating offers model
describes the process of bargaining as a sequence of offers and counter-
offers governed by an explicit set of rules and asks what outcome is
consistent with the axioms of individual rationality. It makes no norma-
tive judgement about the outcome. The approach captures two key fea-
tures of real world bargaining. First, the process of bargaining is time
consuming and delay is costly due to the bargainer’s impatience, risk of
breakdown, opportunities forgone, or for other reasons. Second, the
party for whom these costs are least has greater bargaining power and
secures a larger share. Bargaining power thus derives from the capacity
to benefit by inflicting costs on the other.

If the Nash model corresponds to a case in which the two fishers had
simply hired an arbitrator to hand down a solution to their bargaining
problem, in the alternating offers framework Upper and Lower deter-
mine the outcome themselves, within the constraints set by the rules of
the bargaining process. These rules determine that the party designated
“first mover” makes an offer to the other that, if accepted, ends the
interaction. If the offer is rejected, each bargainer receives reservation
payoffs z and Z during that period. Consistent with our interpretation
of the fallback as the payoffs to noncooperative play, this means that
following the rejection of any offer (and hence in every period prior to
an agreement) the bargainers interact noncooperatively and receive z
and Z (imagine a work team and an employer continuing production
without a contract while the negotiation is taking place). If the first
mover’s offer was rejected, a given amount of time, A, passes and then
the second mover makes a counteroffer. The process goes on over an
infinite time horizon until an offer is accepted. Along with these rules,
the discount factors measuring Upper’s and Lower’s patience will be
important determinants of the outcome: we express these as 3, and §,."

Remarkably, this game has a unique equilibrium outcome. I will not
provide a proof —for this see Osborne and Rubinstein (1990)—but
rather explain how it is determined. We assume, as before, that the the
bargainers are dividing a one-util prize so v + V = 1, and we simplify
even further setting the reservation positions z = Z = 0. Suppose that
Lower is the first mover and that there is some amount v~ that is the

These are the attention to individual optimizing behaviors in the alternating offers model
and to collective rationality in the Nash approach.

2 The discount factor is 1/(1 + p), where p is the rate-of-time preference (sometimes
called the rate-of-time discount). Thus, a discount factor of unity indicates infinite pa-
tience, that is, a rate-of-time preference of zero.
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maximum that Lower can receive in any round of the game when in the
role of offerer. Of course, we do not know what this amount is (yet)
and neither does Lower. But it will be the same in every period in which
it is Lower’s turn to offer, as the game is assumed to be stationary (time
invariant), so that if we get to round # (a round in which Lower is to
make an offer), the game is no different in any way from the situation
that confronted lower at + — 2, ¢+ — 4, and so on.

Let the first round of the game be ¢+ = 0 and suppose that the bar-
gainers engage in backward induction, thinking ahead to the situation
that would confront them if they got to ¢t = 1, namely, Upper’s turn to
make an offer. At that point Upper would know that if he were to offer
Lower an amount 7, it would be accepted. The reason is that given
Lower’s rate of time preference, Lower is indifferent to getting 8¢~ in
t = 1 or getting v” in t = 2 when Lower is the offerer. If this offer were
made and accepted, Upper would keep an amount (1 — 37). This be-
ing the case, in ¢t = 0 Lower would know that offering 3,(1 — 3p7)
would induce Upper to accept, while Upper would reject a smaller offer
(knowing that Lower would be prepared to accept an offer of 8, one
period later). In other words, Lower knows that 1 — §,(1 — dup7) is the
most she can get in period 0. But we already know that the most Lower
can get when in a position to make an offer is ¢”, so equating these two
expressions we have

v =1-=3,1 - 8"

and solving for v,

S el (5.3)
1-3,,

Lower will reason that if this is the most she can get whenever she is
making an offer, she should make this offer at the start and avoid post-
poning the payoffs until a subsequent round. So Lower will make this
offer, Upper will accept, and the bargain will be concluded.

If we drop the assumption that fallback positions are both zero we
have a more general case, and one which will allow a comparison be-
tween the alternating offers bargain and the Nash bargain. Reintroduc-
ing Z and z gives Lower’s share as

s _1=2)(1-3,)  B,(1-3)
1-85, 1-55,

This will be more transparent if we express (1 — 3,)/(1 — 33,) = B,
with (1 — B)=3,(1 — §;)/(1 — 33,). Then the above outcome can be
written
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v=p1-2)+(1-B)z=z2+B(1—-z2—-2), (5.4)

which reproduces eq. (5.3) above when z = Z = 0, as we would ex-
pect.” Eq. (5.4) shows that Lower receives her fallback z plus a share 8
of the joint surplus, (1 — z — Z).

The model identifies four determinants of the outcome: the bar-
gainers’ discount factors, other costs of delay (which vary inversely with
the fallback utilities), which bargainer has the first move, and the period
of time elapsing between offers. Notice that had Lower been infinitely
patient (3; = 1), she would have gained the entire surplus irrespective
of Upper’s discount factor, unless he too were infinitely patient. In this
case, the equilibrium bargain is undefined for the transparent reason
that infinite patience eliminates the key element of the bargaining pro-
cess, namely, the costly passage of time.

To get some idea of the magnitudes involved, assume thatz = Z = 0
and imagine that Upper is poor, has limited access to credit, and regu-
larly borrows against his credit card, paying a real interest rate of 15
percent, while Lower is very wealthy and can borrow and lend unlim-
ited amounts at the real prime rate of interest, say, 4 percent. If these
figures indicate the annual rates of time preference of the two, and if A
is one year, then the discount factors are §; = 0.96 and 3, = 0.87 and
(using eq. (5.3)), v~ = 0.76, so Lower gets three times a much as Upper.

How much of Upper’s disadvantage stemmed from being second
mover, and how much from Upper’s greater impatience? It turns out
that the first-mover advantage does not matter much. Here is why. If the
two had the same rate of time preference with discount factor 8, we can
use eq. (5.3) to show that Lower would have received

~_1-% __(1-% __1
1-82 (1-3)(1+9d) 1+d

v

This means that if Upper had the same rate-of-time preference as Lower
(4 percent), Lower’s share would have been reduced from 0.76 to 0.51;

B This result is easily derived. If at ¢ = 2, Lower can secure an agreement for v~ in
perpetuity, to avoid a rejection Upper will have to make her an offer with a present value
of atleastz + §; v /(1 — §;)int = 1. Note: Lower will settle for less than v~ if offered
int = 1 because to get v™ she has to wait a period, and the reservation utility z does not
offset the waiting costs. So the best Upper can do then is offer her a share
1 — VT =21 —8§) + 87, retaining V' (in perpetuity if the offer is accepted). But if
Upper can get V' in ¢ = 1, Lower will have to offer him at least an equivalent amount in
t = 0 to secure an agreement. So reasoning as above, the most Lower can get is
1-2Z(1 -3, — 3,V'. We know that the best Lower can get in any period in which
she makes an offer is also v~ itself, so v~ =1 — Z(1 — 3,) — §,V". Substituting
VY =1 — 2(1 — §) — § v into this expression and solving for v~ gives eq. (5.4).
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virtually all of Lower’s larger share is due to Lower’s greater patience,
not to her first-mover advantage. Even if both had Upper’s higher rate-
of-time preference, Lower’s share would still have been close to Y2
(namely 0.53). Evidently, only if bargainers are extremely impatient is
the first-mover advantage of significance, even when the time elapsed
between offers (which in this case is assumed to be a year) is quite large.
As A, the time between periods, goes to zero, the first-mover advantage
disappears entirely, as one would expect. Perhaps surprisingly, the sub-
stantial impact of differential rates of time preference remains even as A
goes to zero; we will return to this anomaly.

How is the equilibrium bargain, 7, in the alternating offer game re-
lated to the Nash bargain, v"? A transparent comparison is possible if
we assume identical fallback positions Z = z, take the limit as A goes
to zero, and denote the rates of time preference (not the discount rates)
by p. Then we have:

1-
=2 (=2,
P, t+ P p, t P

which, using B° = p,/(p, + p;) as a measure of Upper’s rate of time
preference relative to Lower’s, can be written as

v =(1 - 8% + B°1 — 2) (5.5)

Comparing egs. (5.5) and (5.2) shows that the parameter of the gener-
alized Nash model measuring Lower’s bargaining power («) is identical
to the relative size of the rates-of-time preference expressed by B° (with
Lower’s share being favored by a higher time preference rate for Upper)."
Where the two have the same rate-of-time preference (and A goes to
zero), the limit result is identical to the Nash bargain under the assump-
tion of symmetry (first-mover advantage in the alternating offers case
having vanished by our assumption of arbitrarily short bargaining pe-
riods).

The transparency of this comparison relies on the assumption that the
fallback position in both cases is not the payoff to ending the interac-
tion, but is rather the payoff associated with an ongoing noncooperative
interaction with the same partner. What matters in the alternating offers
model is the cost of waiting another period (which varies inversely with
2), called the bargainer’s inside option. The payoff associated with some
other interaction that the bargainer might undertake if the current one
entirely broke down is irrelevant in the alternating offers model (unless

" The magnitude of the first-mover advantage is indicated by B — B°, where the rates
of time preference are equal, B = 1/(1 + 3) and B° = Y. First-mover advantage vanishes
as the time elapsed between offers is reduced because as A goes to zero, & goes to unity.



Dividing the Gains to Cooperation * 183

it exceeds the equilibrium offer, in which case the latter will be rejected
and the relationship will end). By contrast, a conventional interpreta-
tion of the Nash bargain defines z as the payoff if interacting with the
next best alternative partner (the outside option), not as the payoff to
interacting with the same partner but without an agreement.

The alternating offers approach does not preclude taking account of
outside options. Recall that the outcome of the noncooperative interac-
tion was the inside option in the above example; but this noncoopera-
tive outcome generally depends on outside options. For example, in the
labor discipline model of the employment relationship developed in
chapter 8, the Nash equilibrium of the noncooperative game between
employee and employer depends on the employee’s access, should his
employment be terminated, to unemployment insurance, and to an al-
ternative job. In this case, the outside option is the employee’s fallback
position for the process determining the noncooperative equilibrium
wage. The employer and employees might seek to improve their trans-
action by “bargaining up” from this noncooperative equilibrium, the
terms of which would constitute the inside option for their bargaining
process. (A model of bargaining nested in a noncooperative model of
employer-employee interaction is presented in chapter 8.)

SHORTCOMINGS AND EVOLUTIONARY EXTENSIONS

Is the alternating offers model, then, an adequate basis for studying real
world bargains? Its strength is that by going inside the black box of the
bargaining process, the alternating offers model requires the detailed
specification of the institutions governing bargaining. It also provides an
account—in terms of relative time preferences and (to a lesser extent)
first-mover advantage — of the bargaining power parameter assumed to
be exogenous in the Nash model. But the approach also has shortcom-
ings.

First, as eq. (5.5) makes clear, what matters in determining the out-
come is the relative cost of waiting (which is why the infinitely patient
partner gets the whole surplus, even if the other is very patient — but not
infinitely so). The total cost of waiting (or the amount of waiting) can
be vanishingly small without diminishing the importance of differences
in time preference in determining the bargainers’ shares. As Kreps
(1990b:562) points out, even if offers and counteroffers are returned
every few seconds, the effects of differences in the bargainers’ rates-of-
time preference are undiminished. Moreover, among bargaining part-
ners with the same rate of time preference, the bargainer who can reply
to an offer in two seconds will take three-quarters of the surplus if she
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is paired with a slowpoke who takes six seconds to reply. Where bar-
gaining is not time consuming or costly in other ways, it is surprising
that the relative costs of bargaining (even if trivial) will determine the
result. Thus, the way that bargaining outcome is determined by the rela-
tive costs of waiting is implausible for many applications.

Second, as in the Nash approach, bargaining never breaks down and
outcomes are always Pareto efficient. Both models thus fail to capture
some salient facts of real world bargaining (reviewed shortly).

A third concern is that not all bargaining situations allow the role of
outside options to be introduced into the alternating offers framework
in the manner above. Yet we find it strongly counterintuitive to think
that in these cases outside offers make no difference. To see why, sup-
pose A and B are partners in a project and they each has outside op-
tions normalized to zero. Their alternating offers bargain gives B some
amount v, that is close to one-half of the joint surplus. Now suppose
that B’s outside option improves so that the payoff to terminating the
project is no longer zero, but v, — €, where € is a small positive num-
ber. No other aspect of the bargaining environment is changed. This
change in the outside option has no effect on the equilibrium of the
alternating offers bargaining game, but it transforms the situation from
one in which A and B are splitting the joint surplus about equally to
one in which A receives virtually all of it.

Finally, the individuals assumed by the alternating offers approach
are only barely recognizable as human actors. There is considerable ex-
perimental evidence that people (mostly college students) do not engage
in the cognitively demanding backward induction on which the model is
based (Crawford 2002, Binmore et al. 2002)." Moreover, in both the
alternating offers model and in the Nash approach (as a model of how
actual bargainers act), it is assumed that the bargainers know the utility
functions of their counterparts. This is not only untrue, it is confounded
by the fact that in bargaining situations people typically go to great
lengths to falsify their preferences. (In a bargaining situation during the
Cold War, President Richard Nixon is said to have considered trying to

' There is something paradoxical about a model of bargaining as a process in which no
bargaining ever takes place (because the first offer is always accepted if the bargainers are
acting according to the assumptions of the model). There may be a good reason why
experimental subjects do not generally do much backward induction in situations like
this: to do it, they would have reason inconsistently, namely, that they are hypothetically
at time ¢t = 1 or ¢t = 2 and that both bargainers are acting on the same backward induc-
tion. But if this behavioral assumption were true, one would never get to ¢t = 1, so if they
actually were at t = 1 they would have to reconsider their behavioral assumptions, in
which case they would not act as the model posits.
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convince his Russian counterparts that he was irrationally committed to
a particular U.S. position.)

The fact that the cognitive assumptions of the models just reviewed
are unrealistic may not be a decisive shortcoming, however. What is
critical is not that people think like that but rather that they act like
that. It seems likely that real individuals in bargaining situations eschew
complex backward induction and iterated dominance thinking, and in-
stead adopt customary rules of thumb that have served them well or
have been seen to be successful when used by others. Of course, to say
that a share is customary is not to explain it. But it does say something
about how to explain it, namely, by modeling the evolution of distribu-
tional norms and customs under plausible assumptions about cognitive
capacities and learning. It may well be that the behavioral rules that
emerge from this process of learning by adaptive agents support out-
comes that are approximated by the alternating offers model or the
Nash approach, or both. Let us see if this is true.

Suppose there is a norm dictating that a fractional share, x, of a pie
normalized to one is to be allocated to a player called Row, the remain-
der (1 — x) going to another called Column. Their (concave, von Neu-
mann-Morgenstern) utility functions are u#(x) and (1 — x), respec-
tively. Their interaction differs from the population games modeled thus
far in which individuals were paired randomly with other members of
the population. The population now includes subpopulations —Rows
and Columns—and the matching is done across the population seg-
ments, Rows being randomly paired with Columns. Rows do not inter-
act with Rows, nor do Columns interact with Columns. Rows, for ex-
ample, might be employers, and Columns, employees. Or they might be
buyers and sellers. Row and Column do not have recourse to Nash’s
impartial arbitrator, nor are they inclined to do the backward induction
required of Rubinstein’s bargainers. They have limited memories and
even more limited foresight, basing their actions entirely on the recent
past behavior of those with whom they interact, and occasionally trying
to improve on their current bargain. We will see that under some condi-
tions, the Nash bargaining solution emerges as the likely outcome of
this interaction.

Rows and Columns number n; and 7, respectively, and are ran-
domly paired to play the division game introduced in chapter 1. If the
shares claimed by the two sum to one or less, they receive their claims,
with associated utility #(x) and v(1 — x), both functions being increas-
ing and concave. Otherwise, they get zero, the utility of which is nor-
malized to zero for both. Assume for the moment that nyz = nc.

Individuals know the distribution of play in the previous period and
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best respond to this distribution with probability (1 — ¢€), where € is a
small positive fraction measuring the rate of nonbest response (or idio-
syncratic) play. With probability € they “probe” to see if they can get a
better deal by increasing their claim, the Rows claiming x + A and the
Columns claiming 1 — x + A, where A is a discrete change in claim.
Assume that A = 0.1, so a probe is an attempt to increase their claim
by this amount. As long as € is small, the norm will be sustained over
long periods, as both Rows and Columns best respond to the past dis-
tributions in which virtually everyone is adhering to the norm. But oc-
casionally the chance occurrence of a large fraction of nonbest respond-
ing probers in one subpopulation, say the Rows, will induce the best
responding Columns to claim less. Knowing this, in the next period all
of the best responding Rows will demand more, and (unless additional
chance idiosyncratic play interferes) a new norm will have been estab-
lished by a kind of “tipping” process.

Because this process works by the bunching of chance events, it is
clear that norms will evolve, and over a sufficiently long period all
norms over the interval 0.1 to 0.9 will be observed with positive proba-
bility. (I assume that no individual ever makes a claim of zero, as such a
claim could not occur as a chance probe, nor could it be a strict best
response.) But some norms will be more robust than others, persisting
over long periods and recurring quickly when displaced.'® What can we
say about these persistent norms?

Define A as the probability of moving from norm x to x + A in a
given period as the result of a “tipping” event as described above, with
. the probability of moving from x to x — A. The norm will tend to
increase if A > ., and conversely. These probabilities will depend on the
minimum number of nonbest responses required to induce best re-
sponding players to adopt a lesser claim. Consider Row’s best response,
given that last period a fraction k of Columns claimed not the norm of
(1 — x) but instead (1 — x + A). Row knows that reducing his claim
to x — A will guarantee this lesser payoff, while persisting with the
norm risks getting nothing with probabily k. Row’s best response is to
adhere to the norm if

(1 — k)u(x) = u(x — A) (5.6)

'® What follows is a variant of the evolutionary model of bargaining due to Young
(1993), the main difference being that in my formulation, differing subpopulation size has
the same effect as differing amounts of information (sample size) in Young’s model (large
sample size or small population size confers an advantage).
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and to claim the lesser amount otherwise. (I assume that the norm is not
abandoned unless it is a strict best response to do so.) Expressing eq. (5.6)
as an equality and solving for k gives us the critical value of k, namely,
_u(x)—u(x —A)

u(x)
such that if in the previous period k > «*, the best response of the
Rows in this period is to reduce their claim. Similar reasoning shows

that if p is the fraction of idiosyncratic responses among the Rows, the
best response for the Columns is adhering to the norm if

v(l —x)(1 —p)=v(l —x — A)
and to claim the lesser amount otherwise. The critical value of p is thus

_v(l-x)—v(l-x—-A)
B v(1 - x)

An example will clarify how a norm changes. Suppose the current
norm is x = 0.2, and A = 0.1, so when Rows “probe” they demand
0.3 and when Columns probe they demand 0.9. Having observed some
fraction of “probers” on the other side the previous period, what is the
expected payoff to conceding (w') and to conforming to the norm (w*)
for the Row player? Suppose # = x and v = (1 — x). Then:

R = (1 - k)x and R =x - A

The minimum fraction of Columns who probed last year that is suffi-
cient to induce the Rows to concede, k*, is the value of k that equates
these two expected payoffs, or k* = A/x, which for this numerical ex-
ample gives k* = 2. Reasoning in a similar manner for the Columns,
the minimum fraction of probing Rows last period sufficient to induce
the Columns to concede is the value of p that equates

mC=1-p(l-x)=1-x—-A=ma°

giving p* = A/(1 — x), or, for our numerical example, p* = Y. The
result is that because p* < k*, it takes fewer probing Rows to induce
the Columns to concede than vice versa, so if the rates of probing and
group sizes are equal, the norm is more likely to tip “up” to 0.3, than
down to 0.1.

Note that the critical values p* and k* are just the utility difference
between the norm-determined payoff and the lesser claim, divided by
the utility of the norm-determined payoff. Writing these two critical
values as a function of the norm, the concavity of the utility functions
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insures that p*(x) is increasing in x, while k*(x) is decreasing in x. The
probability of a transition from one norm to the other varies inversely
with the critical number of nonbest responses required to dislodge it.
Thus to summarize so far, A = Ap*(x)) and u = u(k*(x)) with p’ > 0,
k' <0,\N <0, and ' < 0. We thus define a stationary norm as one
for which

Mp*(x)) = p(c*(x)) (5.7)

Because we have assumed that group size and the error rates are identical
across subpopulations, eq. (5.7) requires simply that p*(x) = k*(x) or

v(l—x)—v(l—x—A)  wulx)—ulx—A) (5.8)

v(l1—x) u(x)

If A is small, this can be approximated by

Av'(1-x)  Au'(x)
vl-%) wulx)

Note that, eliminating A from eq. (5.8), we have an expression similar
to eq. (5.1), namely, the condition defining the Nash solution to the
axiomatic bargaining problem. Does this similarity suggest that under
some conditions, the evolutionary model approximately replicates the
axiomatic Nash solution? It does. Equation 5.8 is the first order condi-
tion giving the maximum of

M = Alny(1 — x) + Alnu(x) = Av(l — x)u(x)

Recalling that the no-contract utility is zero, m is just A times the “Nash
product” of utility gains over one’s fallback; the x that maximizes this
expression gives the Nash solution to the bargaining problem. Thus, a
plausible evolutionary process among individuals with limited knowl-
edge and cognitive capacity yields this common bargaining solution as
its most likely outcome. The solid lines in figure 5.2 illustrate a case in
which the Rows and Columns are equally numerous and equally aggres-
sive, the stationary norm x* thus approximating the Nash outcome.
But this is a rather contrived result, stemming from the assumptions
adopted. If subpopulation sizes differ, or if one group is more aggressive
than the other, probing more frequently, we get a result that differs from
the standard Nash outcome in ways that shed some light on the determi-
nants of bargaining power. To see this, first note that for critical values,
k* and p*, that exceed the error rate, the probability that nonbest re-
sponses exceed the critical values will vary positively with the rate of
nonbest response play and inversely with the size of the group. The first
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Probability
ofa
transition

1
Row’s share, x

Figure 5.2 Evolutionary determination of bargaining outcomes. The proba-
bilities of a transition to a larger or smaller share for Row are N and ., respec-
tively, and x* is approximately the Nash solution when nc = ny and ec = &g.
The dashed lines show the effects of Column players being more aggressive
(larger €c) and more numerous (larger nc).

is obvious; the second results from the fact that in very small groups the
realized fraction of nonbest responses will frequently assume substantial
values, while this will happen only very rarely with large groups. Thus,
subscripting the error rate for the two groups, we have

N = Np*(x); ng, €r)
and
po= p(k*(x); g, &)

with both functions decreasing in their first and second argument and
increasing in the third. The dashed lines in fig. 5.2 show the effect of an
increment in Column error rate, shifting upwards its p function and
enhancing its share, and an increase in the size of the Column popula-
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tion (shifting w downwards and decreasing its share). Equating A and
and differentiating totally with respect first to Rows’ group size and the
norm, and then with respect to the error rate and the norm, and setting
the results to zero, we have

dx*
—>0

deg g
and

dx*

< 0.
dng

We may conclude that the smaller and more aggressive a group is, the
larger its share in the stationary norm.

Remarkably, the Nash solution was proposed by Frederik Zeuthen
(1930) with an application to employer-employee bargaining. Unlike
Nash, who derived his result from postulates of collective rationality,
Zeuthen’s solution to what he called the problem of “economic war-
fare” was psychologically motivated. Zeuthen’s key idea is that in a
bargaining situation, the party whose loss from a concession is least is
more likely to concede. Zeuthen’s concession rule replicates eq. (5.6),
with x being some demand Row has made against Column, with x — A
a demand that Column would surely accept, and 1 — k being Row’s
belief concerning the probability that Column will concede. Thus
(1 — k) is Row’s estimate of the likelihood that 7ot making a conces-
sion will result in a successful transaction under the favorable (no con-
cession) terms, that is, the likelihood that the Column player with
whom Row is paired will adhere to the norm, rather than seeking to do
better than the norm by probing.

A limitation of the evolutionary approach is that the “probing” for a
better deal is uncorrelated across individuals, while in many bargaining
situations the Rows and the Columns participate in some organiza-
tion —a business association or a trade union, for example —and their
efforts to better their share of the prize are collective rather than indi-
vidual. In chapter 12, I return to this problem, by embedding a model
of collective action in an evolutionary dynamic.

ORGANIZATIONAL RENT SEEKING AND THE INEFFICIENCY
OF BARGAINING

Three sources of inefficiency in bargaining were identified in the intro-
duction: bargaining breakdowns leading to foregone mutually beneficial
opportunities, the diversion of resources from productive use to un-
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productive rent-seeking activities, and the distortion in the allocation of
resources engaged in productive activities undertaken to enhance indi-
vidual shares. The distinction between the second and third source is
not always easy to make, as the case of Cox’s capper suggests. Did
expenditure on this device constitute a diversion of resources from pro-
ductive uses to unproductive rent seeking? Or was it a distortion in the
allocation of productive resources? The security guard at the workplace
who deters employee theft is clearly the former, but what of the work
supervisor who both monitors employees’ effort levels and engages in
production problem solving? Expenditures whose sole purpose is to en-
force a contract or to enhance bargaining power are sometimes called
“transactions costs” as distinct from “production costs.” But the dis-
tinction lacks precision, as the above examples suggest. The vagueness
of the term is especially evident once one recognizes that the production
technologies in use — Cox’s capper or labor saving harvesting equip-
ment — will reflect current or past conflicts over the division of the joint
surplus. This is the reason why I generally avoid the term. Even if trans-
actions costs cannot easily be disentangled from production costs, how-
ever, the distinction is sometimes clear enough to be illuminating.
Consider the case of bargaining inefficiencies arising from the distor-
tion in the allocation of productive resources. Suppose each of two con-
tributors to a joint project can allocate their efforts to two different
activities, both of which contribute to the pair’s joint surplus and both
of which also may affect the individual’s fallback position. To be con-
crete, the two may be engaged in joint production, and the choice of
activities might be the development either of a general skill or of a skill
specific to this particular production process and of no value except in
this particular transaction. Both skills contribute to surplus production,
but only the former enhances the fallback position of the individual (gen-
eral skills improve one’s next best transaction, while specific skills do not).
We can model the resulting inefficiency as follows. Suppose each indi-
vidual (Lower and Upper, again) contributes one unit of effort to pro-
duction, dividing it between the first activity and the second, with e and
E the amounts devoted to the second (transaction specific) activity by
Lower and Upper, respectively. Having chosen e and E, then produce
the joint surplus O = Ole, E) with Q,(0, E) and Qp(e, 0) both positive
and Q,(1, E) and Qgl(e, 1) both negative so that there exists some inte-
rior allocation, e*, E* both € (0, 1), which maximizes O and for which
Q. = O = 0. To capture the fact that investing in the first activity
(the general skill) enhances the fallback position of each, we write the
individual fallback positions as z(e) and Z(E), with z’ and Z’ both nega-
tive: thus, investing in the specific skill lowers each player’s payoff
should the relationship end. Suppose they cannot bargain over the al-



192 « Chapter 5

location of e and E (they cannot observe or infer the choices made by
the other). Instead they choose ¢ and E noncooperatively and then di-
vide the resulting output according to the Nash bargain (with o the
exogenously given bargaining power of Lower). Thus, using eq. (5.2),
Lower receives

y = zle) + ofQle, E) — z(e) — Z(E)}
Lower will select e to maximize y, giving the first order condition
ze + Q. — z) =0
or

aQ, + (1 —a)z, =0

The result is that Lower does not implement the joint surplus maximiz-
ing allocation (namely, e* for which O, = 0) unless Lower has all the
bargaining power (@ = 1) and hence is the residual claimant on the
entire joint surplus. But « = 1 will not result in an optimal allocation
on Upper’s part. If « = 1 then Upper’s first order condition, namely
(1 — a)Qf + aZg = 0), would require ignoring the impact of E on
Q entirely, leading Upper to set E = 0, which is obviously suboptimal.

This particular problem of bargaining inefficiency will thus arise
whenever e and E are not subject to contract. The example illustrates
what are called transaction specific investments, namely, the value of the
activity in the project —the “transaction” —is not the same as its value
in the fallback position. But the underlying problem is more general:
bargaining inefficiency arises whenever some aspect of the allocation of
productive resources both affects the bargaining outcome and is not
subject to contract.

Turning to the diversion of productive resources to unproductive
rent-seeking activities, consider a case where one of two employees will
be given a promotion worth v. Both understand that the employer will
choose between the two based on his estimate of the employee’s dili-
gence and dedication to the firm, indicated by the number of hours
worked during the period prior to the promotion. Let ¢ be the cost to
each employee of working an additional hour. At the beginning of the
period each begins work and continues working until one of them stops
and the other is promoted. How many hours will they work?

There is no symmetric pure strategy equilibrium, as the best response
to the other working ¢ hours is to work either ¢ + € (and win) or 0 (and
avoid any costs). The steelworkers, whose long conflict with their em-
ployer in Ravenswood, West Virginia resembles this model, expressed
the t + € logic on a banner “How long will we fight? One day longer
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than the company!””” However, a mixed strategy (at the end of each
hour, drop out with probability p) may be an equilibrium. For the
mixed strategy with p the probability of dropping out to be a symmetric
equilibrium it must be that an agent playing against a p-player does no
better by dropping out than by staying in, and hence has p itself as the
(weak) best response to a p-player.'” The return to dropping out is 0 and
the expected return to staying in against a p-player is

plv —c) = (1 = pe

Setting this expression equal to zero implies that the equilibrium mixed
strategy is p* = c/v. If each player quits with probability p*, the proba-
bility that the game ends after each round is 1 — (1 — p*)* =
2p* — p*? and the expected duration of the game, ¢*, is just the inverse
of this probability. If we define periods to be sufficiently short (so p* is
small, or what is equivalent, we can ignore the possibility of simul-
taneous quitting), then the expected duration is approximated by 1/2p*.
Then, using p* = c/v, we see that #* = v/2c. If the game lasts * hours,
the cost to the two is 2¢t*, which (using t* = v/2¢) is equal to v. Thus,
the total costs devoted to capturing the prize exactly equal the prize
itself. Of course, the winner ends up with a net gain of v/2 while the
loser bears total costs of v/2.

This is known as a war of attrition, a distant cousin of the Hawk
Dove Game introduced in chapter 2. It can be applied to a broad class
of competitive rent-seeking behaviors leading to an escalation of un-
productive expenditures. Examples include influencing governmental
decisions or allocations within firms, firm strategies when competing for
market shares, cramming for examinations on which only the relative
grade counts, arms races, and acquiring redundant educational creden-
tials.” The underlying structure is that individuals undertake an un-
productive investment attempting to get a prize in a tournament-like
setting. Depending on the relationship between the individual invest-
ment and the probability of winning the prize, total costs expended may
exceed, equal, or fall short of the prize.

'7 Juravich and Bronfenbrenner (1999). Seeking to prove them wrong, the company
offered college scholarships to the children and grandchildren of workers willing to re-
place the locked-out workers (Milbank and Rigdon 1991).

' This is because for a mixed strategy to be a Nash equilibrium, it must be that all of
the pure strategies in its support (making it up) have the same expected payoff. Were this
not the case, the pure strategy with the highest expected payoff would be the best re-
sponse, rather than the mixed strategy itself.

¥ There may be valuable byproducts of these “unproductive” rent seeking expendi-
tures — those attempting to influence government officials may do so by providing valu-
able information to the public, for example — but these productive aspects of the expendi-
ture are not required to induce the wasteful rent-seeking.
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The model above shows why it is rational for the individuals compet-
ing for the prize to invest, but it does not explain why those awarding
the prize should adopt such a wasteful contest as the basis for the
award. Could they not profit simply by promising to award a prize of
v/2 to the best candidate, while expending some of their savings devis-
ing ways to make this choice? They could do this if better ways of
making the choice could be devised. But this is often impossible. Sup-
pose an employer wishes to hire a diligent worker to do manual tasks.
He hits on the ingenious idea of hiring those who remained in school
the longest. Although the job makes no intellectual demands on the
employee, the idea makes sense because the cost of continuing in school
will be lower for the more diligent, while those who don’t persevere
drop out. Schooling might then be taken by the employer as a difficult-
to-fake signal of a trait, diligence, which is unobservable to the em-
ployer. Using this signal as the basis for hiring may be the best the
employer can do. The result will be a war of attrition-like escalation of
educational credentials. Whether one regards the unproductive expendi-
tures of rent seeking (the extra hours of work, the redundant schooling)
as wasteful then depends on one’s assessment of alternative means of
making such choices.

Using costly signaling to communicate an unobserved underlying trait
is common to many animals — bullfrogs loudly croak and male red deer
roar to announce their strength and suitability as a mate, devoting sub-
stantial amounts of energy to their advertising bill (Gintis, Smith, and
Bowles 2002). It is surprising that in so many areas of human competi-
tion we can do no better in allocating prizes.

CONFLICTS OF INTEREST AND BARGAINING BREAKDOWNS

A common bargaining problem is the division game presented above
and in chapter 1 in which two individuals make claims on a given
amount, with both getting nothing if their claims sum to more than the
prize. Recall that all divisions that exhaust the prize are mutual best
responses; the bargaining problem is then simply to determine which of
these Nash equilibria will occur. Bargaining is thus sometimes repre-
sented as a selection device among Pareto-efficient Nash equilibria. The
task of bargaining theory is simply explaining why we should expect
one outcome on the bargaining frontier as opposed to another.

By contrast, I have given greater prominence to aspects of the bar-
gaining problem leading to Pareto inefficient outcomes inside the bar-
gaining frontier. The Norwegian economist Leif Johansen reflected on
the tendency of bargaining to assume an ever larger role in society,
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eclipsing both market- and state-determined allocations in the Scandina-
vian nations and throughout the advanced economies. He reached a
similar conclusion: “Bargaining has an inherent tendency to eliminate
the potential gain which is the object of bargaining” (Johansen 1979:
520).

Are bargaining inefficiencies empirically important? There is some ev-
idence that they are. David Card (1990) reports that from 10 to 15
percent of contract negotiations involving large numbers of workers in
the private sectors of Canada and the United States result in work stop-
pages. Salop and White (1988:43) report high rates of breakdown in
legal disputes associated with anti-trust litigation in the United States
while Salop and White (1988) and Kennan and Wilson (1993) note that
dispute rates often underestimate the extent of costs, observing that, as
one would expect in a war of attrition, legal fees paid by all parties
frequently surpass the amounts awarded to the successful party.

As these studies suggest, most evidence about bargaining inefficiencies
is based on two kinds of data, concerning breakdowns and the alloca-
tion of resources to directly share-enhancing ends. But there is some
evidence of misallocation of surplus producing resources as well. A
number of studies indicate that allocations of resources within house-
holds are systematically distorted to enhance the share of the male head
of household. Udry, Hoddinott, Alderman, and Haddad (1995) esti-
mated production functions for agricultural plots cultivated by men and
by women in Burkina Faso and found that the value of household out-
put could be increased by 10 to 15 percent by reallocating resources
from the male- to the female-tilled plots. As the cultivators control the
incomes generated by their plots, this efficiency-enhancing reallocation
would have the effect of raising women’s access to income relative to
men’s. This is presumably one of the reasons it does not occur. Posel
(2001) studied rural migrants in South Africa and found that household
income could be substantially increased if more women and fewer men
migrated. In both cases it seems likely that the reduction in the family’s
joint surplus reflected share-enhancing efforts by the males, who exer-
cised greater claim on the income from their own plots (in Burkina
Faso) or from their own wages (in South Africa) and hence distorted
within-family resource allocation in this direction. Of course, had the
males in the families studied by Udry and colleagues and Posel had
sufficient bargaining power to dictate the distributional shares irrespec-
tive of the pattern of resource allocation, they would have been better
off simply maximizing the joint surplus and then implementing their
favored distribution. These studies reaffirm an important principle: bar-
gaining inefficiencies arise when the ability to press distributional claims
is influenced by the allocation of resources.
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TaBLE 5.1
Conflict of Interest

U D

L a: 1,0 b: v, vy
R co,T d:0, 1

The letter referes to the strat-
egy profile, shown in figure 5.3,
followed by person 1 (row) and
person 2 (column) payoffs.

One may expect, then, that where conflicts of interest are particularly
great, bargaining efficiency is more likely to be compromised. But like
“bargaining power,” the term “conflict of interest” is vague. Can we say
how much conflict of interest there is in a game? The definition of pure
conflict games in chapter 1 captures the important idea that in conflic-
tual situations, one’s gain requires the others’ loss. A measure of zhe
degree of conflict of interest should express the same idea. We can de-
velop such a measure, based on Axelrod (1970) as extended by Wood
(2004), using the two-person conflict of interest game in table 5.1 and
figure 5.3 as an example. First, we assign utility levels to the outcomes
such that the worst outcome for each (that is, outcome a for person 2
and outcome d for person 1) has a payoff of zero, while the best out-
come for each has a payoff of 1. There are two pure strategies, L and R
for 1 and U and D for 2; let the payoffs be as indicated, where o, T, v,
and v are all positive constants between zero and one. If we call the
difference between the most one can get and the least one can get the
stakes of the game, this normalization reduces the stakes for the two
players to a unit square, as indicated in figure 5.3, where the points a
through d are the payoffs to the strategy profiles indicated in the payoff
matrix above. Points ¢ and b indicate thate + = landy + v=1.

The intuition I would like to draw on is that if an outcome such as ¢’
in figure 5.3 were possible (instead of c), we would say that the game
exhibited less conflict of interest, for the best that either could do (at the
expense of the other) is not much better than what they could both get
jointly. First, consider the case in which linear combinations of any out-
come determined by the use of pure strategies are possible. For exam-
ple, the outcomes along the line ac in figure 5.3 will occur if 2 plays U
while 1 randomizes her choice between L and R, varying the probability
of selecting L from unity (the pure strategy which gives point a) to zero
(the pure strategy giving point c).

It is obvious that all points below and to the left of acd are feasible
(those on the boundary can be implemented as described above, and
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0 1 T,

Figure 5.3 The degree of conflict of interest. Conflict of interest is measured by
the fraction of the normalized stakes of the game (the unit square) which is
infeasible (acde). Points a, b, ¢, d refer to the strategy profiles in table 5.1.

those in the interior of the set can be implemented in the same way,
with some of the potential payoffs simply being thrown away). Out-
comes in the set acde are not feasible, however. A convenient measure
of the degree of conflict of interest, @, is simply the size of this infeasible
set of outcomes relative to the stakes of the game (which by the normal-
ization of payoffs is unity):

{r+c D+'y}
¢ =1-max ,
2 2

or (given that we have assumed o + 3 = 1)

1-2+0

¢ = 2
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Had the payoff structure been such that T + o < 1, the boundary of
the bargaining set would be given by combinations of outcomes a and
d, dividing the unit square in half, and giving @ = "2 as the maximum
degree of conflict of interest.

This lower bound on @, however, only makes sense if linear combina-
tions of outcomes based on pure strategies are possible. But this may
not be the case: sometimes the stakes of the game are defined in such a
way that they are indivisible (meaning that enjoying a part of the bene-
fit, or enjoying it part of the time, is impossible). Examples include two
ethnic groups at war over what shall be the national religion or lan-
guage, or a couple in conflict over whether to have children or not. To
take the latter case, and assuming that the best outcome for one is to
have children and for the other the best outcome is to remain childless,
it does not make much sense to say that because each can attain an
expected utility of one-half just by deciding the issue by a coin toss that
the degree of conflict is @ = V4. In cases such as this, the bargaining set
need not be convex, and ¢ may vary over the entire unit interval.

Further evidence of bargaining inefficiency comes from experiments.
We have already encountered experimental evidence that disagreement
on the distribution of rents can induce bargaining breakdowns that
deny both parties any share of the surplus. An example is the common
rejection of even substantial but seemingly unfair offers in the ulti-
matum games described in chapter 3. An early (and neglected) set of
experiments casts light on sources of bargaining breakdowns. Rapoport
and Chammah (1965) asked seventy randomly matched (unacquainted)
pairs of University of Michigan students to play one of seven variants of
a prisoners’ dilemma three hundred times in succession. Though the
players were not allowed to communicate directly, they seemingly at-
tempted to induce cooperative responses in their partners, and some
succeeded quite well.*® The payoff matrices of the seven games exhibited
a wide range of structures: some were close to pure coordination games
with little conflict, while others were close to pure conflict games; that is
the games varied greatly in the measure m of the coordination as op-
posed to conflict aspect of the game as defined in chapter 2. Similarly,
they exhibited different degrees of conflict of interest @.

I wondered if the players’ behavior in the game was correlated with
degree of conflict of interest in the game or the extent to which the

* The subjects engaged in a repeated game with a known number of rounds in which
the dominant strategy on the last round is to defect, but knowing that one’s opponent
would defect on the last round, the dominant strategy on the next to the last round is also
to defect, and so on, leading to the prediction that defection should be complete on all
rounds. Not surprisingly, the subjects did not undertake this complicated backward induc-
tion (or if they did, they assumed their partner would not) and as a result did better.
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Figure 5.4 Conlflict, coordination and defection. Each point refers to one of the
seven experimental games implemented by Rapoport and Chammah (1965).
Conflict of interest, @, and the extent to which the payoffs approximate a pure
coordination (as opposed to pure conflict) game, m, are calculated from the
payoff structure of each game. The calculations also use data from Axelrod
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(1970).

game approximated a pure coordination game. To find out, I calculated
the measures of ¢ and m for each of the seven games, and then investi-
gated whether the frequency of defection was statistically associated
with these measures of conflict. The results, in figure 5.4, show a strong
inverse relationship between m and the frequency of defection (the sim-
ple correlation is —0.95). Where there is much to gain by cooperating
and little to gain by defecting, the subjects found ways of cooperating.
The degree of conflict, ¢, is less closely associated with defections
(though the correlation is still substantial: 0.55). These results suggest
that the payoff structure facing individuals —and especially the gains to
cooperation relative to the gains and costs possible through unilateral
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action — affect the likelihood of bargaining breakdowns.

CONCLUSION

Economists increasingly reject the view that a firm, a family, a govern-
ment or any other group can be treated as an individual, and have
turned to modeling these entities as strategically interacting individuals.
Because these interactions do not take the form of competitive exchange
governed by complete contracts, organizational rents arise in these enti-

0.5

0.6
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ties, and their distribution is subject to bargaining. Thus with the de-
mise of the unitary actor model of families, firms and other groups, the
analysis of bargaining has assumed a more important role in economics.
An adequate theory of bargaining should explain how a joint surplus is
divided and how bargaining outcomes evolve over time. Neither the
Nash nor the alternating offers models are entirely adequate from this
perspective. Improvements in our understanding of bargaining will in-
corporate three aspects absent from the standard models.

The first is that bargaining behavior is influenced by the bargainers’
fairness concerns and other distributional norms. In many cases, so set-
tled are the bargained outcomes that the longstanding term for the in-
stitution — mezzadria, metayage, or ardhika (in Italian, French, and
ancient Sanskrit) for sharecropping, for example —actually names the
share (one-half in each case).?’ Many bargaining breakdowns — strikes
in the real world and rejections of substantial offers in ultimatum games,
for example —are difficult to explain without reference to participants’
reactions to situations that they consider to be unjust. Empirically ob-
served bargaining cannot be understood by models that exclude fair-
ness, reciprocity, and other social preferences of the bargainers.

The second is that we need to explain bargaining power rather than
assume it. This requires “going behind” the proximate determinants of
bargaining outcomes. The preferences, beliefs, and institutions that in-
fluence bargaining power evolve under many influences, among them
are the bargained outcomes themselves. Recall that until the late 1970s,
the customary share of the tenant rice farmer in West Bengal had for
centuries been one-half of the crop, and these arrangements had en-
countered little effective opposition over the years. But any attempt,
today, to revoke the now-customary higher share (three-quarters) would
be seen as a gross violation of a norm, that would be energetically (and
probably effectively) resisted. We may say, then, that bargaining out-
comes, norms of distribution, and bargaining power coevolve. Bar-
gained outcomes are thus likely to be path dependent, and there may be
many outcomes capable of persisting over long periods. Bargaining the-
ory may increasingly study these persistent long-term outcomes in evo-
lutionary bargaining frameworks rather than seeking to identify a unique
equilibrium outcome.

The third is that bargainers typically have very incomplete informa-
tion about the preferences and other aspects of their opponents. Models

2 Sharecropping is not the only example of this. Traditional in-kind loans in the village
of Palanpur (which you encountered in chapter 1), are called deorh from the Hindi der,
meaning one-and-a-half, referring to the fact that wheat borrowed at any time prior to the
harvest is repayable at 50 percent interest at harvest time (Lanjouw and Stern 1998).
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based on more realistic information assumptions, like that in the evolu-
tionary extensions section above, address this issue.

Economists dissatisfied with the efficient bargaining prediction of the
standard models sometimes explain bargaining breakdowns by informa-
tion asymmetries among the bargainers. For example, if employers and
workers had the same information, they would both predict the same
distribution of likely costs and outcomes of a strike. In light of this
common information, they would settle in advance, thus avoiding the
costs. But if information is not common, workers may engage in a
costly strike to communicate their solidarity and resolve to the em-
ployer, or they may unwittingly demand an amount violating the em-
ployer’s participation constraint.

There is undoubtedly some truth to this view, as is attested to by the
fact that parties are sometimes surprised when a mutually beneficial
deal does not go through. But at least in the experimental situations
mentioned, asymmetric information does not provide an adequate ex-
planation of bargaining breakdowns. In the ultimatum games, for ex-
ample, proposers frequently make offers quite close to the expected
payoff-maximizing amounts (that is, the amounts that maximize pay-
offs in light of the observed rejection behavior of the respondents).
These proposers may be disappointed at a rejection but apparently are
not surprised. It is difficult to see what additional information the re-
spondents might need to induce them not to reject what appear to be
unfair offers. Indeed, rejection rates are lower when respondents do not
know the size of the pie the proposer is dividing. The most likely reason
why information asymmetries lead to fewer bargaining breakdowns in
this case is that if the pie is not known, it is difficult for the responder to
form a clear concept of what a fair offer would be, so rejections for
violations of fairness are fewer. Thus a source of bargaining break-
downs that may be more important than asymmetric information oc-
curs when bargainers have different views about what a fair outcome
might be. Fairness norms may have evolved because they allowed groups
which used them to exploit economies of scale and cooperation which
would otherwise have been precluded by breakdowns and other ineffi-
ciencies associated with bargaining. I return to this idea in chapter 11.

A major contributor to bargaining failures that has not been formally
modeled is the fact that getting to the bargaining frontier may require
new institutions or precedents, that with some probability will later be
deployed to the disadvantage of one the bargainers. If this is the case,
one or both of the parties may prefer the fallback position to taking a
chance on a lottery whose possible payoffs include not only a move-
ment to the bargaining frontier but also an outcome worse than their
current reservation position. Many examples come to mind. In the face
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of increasing competition, a moderation of wage demands by workers
may be in the interest of both employers and employees But its success-
ful implementation may require that the firm make its accounts public,
a move that, while supporting a Pareto improvement in this case, may
prove disadvantageous to the firm in other arenas. Early business oppo-
sition to Keynesian economics in the United States apparently did not
stem so much from a failure to recognize the benefits that businesses
could reap from a reduction in macroeconomic cyclical volatility, as
from concern that a more interventionist state might also undertake
other policies of a less business-friendly nature. The retarded develop-
ment of representative political institutions and fiscal reform during the
century before the French revolution provides another case. Jean-Lau-
reut Rosenthal (1998:101) writes,

Despite the clear connection between fiscal institutions and economic growth,
the evolution of these institutions [was] constrained by the ruler’s concern
over the impact of fiscal reform on his . .. autonomy in other areas like
foreign policy. France . . . had a “representative” institution that could have
raised the efficiency of the fiscal system, yet the Crown chose not to exercise
it for a century and a half. The Crown thus was willing to forego increases in
fiscal efficiency and increases in economic activity in order to preserve its
autonomy.

The Crown’s reluctance to summon the Estates General was not mis-
placed, as the events of 1789, following its first meeting since 1614,
amply testified. This appears to be another case in which unresolved
conflicts over the distribution of the joint surplus, along with the open-
ended nature of institutions that might resolve bargaining breakdowns,
contribute to the likelihood of suboptimal bargaining outcomes.
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CHAPTER SIX

Utopian Capitalism: Decentralized Coordination

It is not from the benevolence of the butcher, the brewer, or the baker
that we expect our dinner, but from their regard to their own interest.
— Adam Smith, Wealth of Nations (1776)

[H]e intends only his own gain, and he is in this, as in many other cases,
led by an invisible hand to promote an end which was no part of his
intention. Nor is it always worse for the society that it was not part of
it. By pursuing his own interest he frequently promotes that of the
society more effectually than when he really intends to promote it.

— Adam Smith, Wealth of Nations (1776)

Good fences make good neighbors.
—Robert Frost, “Mending Wall” (1915)

My NEIGHBORS in the small town of Leverett, Massachusetts, were sur-
prised when the town’s zoning board approved a twice-rejected petition
for a waiver of environmental regulations, thereby allowing construc-
tion of one or more houses at the top of Long Hill, overlooking the
town center. The new owner of the hill had promised to take the Town
to court should the third petition be rejected. Town officials, explaining
their reversal, pointed out that the Town had no funds to hire a lawyer.
They invited any citizens who objected to the waiver to take legal action
privately. The craggy wooded hill and adjacent pond had been private
land longer than anyone could remember, but for generations it had
been open to all for picnicking and hiking, and there was strong senti-
ment that the land should be preserved as a public recreation area. A
group of citizens formed with this objective, but after a year of costly
legal skirmishing it appeared likely that the owner of the hilltop would
eventually be able to clear the necessary legal hurdles and prevail in
court.

The citizens group then proposed purchasing Long Hill, reasoning
that if the hill were more valuable to the members of the town as a
recreation area than to the owner as a home site, a deal could be made.
They faced formidable obstacles in raising the substantial sum that this

The first epigraph is from Smith (1937:2), the second from Smith (1937:423), and the
third from Frost (1915:11-13).
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would require. Contributing to “The Hill” (as the donations came to be
called) posed a classic public goods problem: no individual contribution
could be large enough to significantly affect the likelihood of success,
while enjoyment of the hill, should the purchase go through, could not
be made conditional on one’s contribution. Thus, if individual prefer-
ences were self-regarding, the project would fail.

What actually happened was a second surprise: after a year of fund
raising —including sales of home-baked goods and other traditional
New England forms of public contribution—a substantial fraction of
the town’s families contributed sufficient funds to buy the hill. Long
Hill was purchased by the citizen’s group and given to the Town; it is
now a public recreation area.

A long tradition in economics, dating back to the writings of Alfred
Marshall and A. C. Pigou (1877-1959) at the beginning of the twen-
tieth century, has identified situations such as homebuilding on Long
Hill as market failures. Zoning and other forms of public regulation
have been advocated as the appropriate governmental response. A fa-
miliar example is the implementation of an optimal allocation of fishing
effort by means of “green taxes” (chapter 4). Robert Sugden (1986:3)
describes this approach in somewhat unflattering terms:

[L]ike the U.S. Cavalry in a good Western, the government stands ready to
rush to the rescue whenever the market “fails” and the economist’s job is to
advise it on when and how to do so. Private individuals, in contrast, are
credited with little or no ability to solve collective problems among them-
selves.

The citizens of Leverett had done exactly what Sugden laments that
economists fail to consider: through a voluntary exchange, they had
privately solved a collective action problem and rectified a market fail-
ure. In reality they solved two collective action problems. The first con-
cerned how the hill would be used, and its solution involved the transfer
of property rights from the owner to the citizens’ group and then to the
Town. The second problem was who would pay for the buyout, and its
solution involved an appeal to other-regarding preferences as a motiva-
tion for voluntary contributions to a public good. Like the fishers in the
examples of chapters 1 and 4, they had solved both the allocational
problem (the hill should be open for public recreation) and the distribu-
tional problem (the citizens of the town should contribute voluntarily to
the necessary purchase of the land). The dozen or so citizens most in-
volved in the process collectively spent literally thousands of hours
making this happen, mostly in meetings. (Other activities included (ille-
gally) planting a row of trees across the owner’s newly constructed (also
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illegal) driveway to the hilltop and inviting the entire town to a pancake
breakfast at the top of the hill when it was still privately owned.)

In this chapter, I consider two important general decentralized alloca-
tion mechanisms, competitive markets and private bargaining over
property rights, through an investigation of two important theoretical
results, the Fundamental Theorem of Welfare Economics and the Coase
theorem. (Coase’s “theorem” does not warrant an upper case T because
there is no theorem.) A decentralized allocation mechanism has two
characteristics. First, a decentralized allocation mechanism is privacy
preserving in that individual actions are based on individual prefer-
ences, beliefs, and constraints alone.! In the fishing case studied in chap-
ter 4, both the overfishing allocation and the social optimum that re-
sulted under the environmental taxes are privacy preserving. The
planner’s determination of fishing levels by fiat, in contrast, is not pri-
vacy preserving, though it results in the same allocation as the environ-
mental taxes. Second a decentralized allocation is polyarchal; it results
from the interplay of the actions of many individuals, and no individ-
ual’s preferences over aggregate outcomes are decisive. An institution
may be privacy preserving without being polyarchal: some models of
market socialism, for example, relied on competitive markets to imple-
ment an allocation determined ex ante by planners. Examples of decen-
tralized allocation mechanisms include the model of residential segrega-
tion in chapter 2, the tragedy of the fishers in chapter 4, and the
exchange of well-defined property rights studied in this chapter.

We will be particularly concerned with the question: when do decen-
tralized allocation mechanisms implement a Pareto optimum? As we
will see, the conditions under which this occurs are quite stringent. Un-
like the generic class of interactions studied in the previous chapters,
which are of broad application in real economies, the models intro-
duced in this chapter may be considered a quite abstract limiting case.
While they are unlikely to be of direct empirical relevance, they are of
interest for four reasons. First, the Fundamental Theorem and the Coase
theorem express important tendencies at work in competitive processes,
and the insights gained from them will be essential in considering less
restrictive cases. Second, it is difficult to make sense of many recent
developments in economics (including those presented here) without un-
derstanding these staples of microeconomic theory. In particular, the
Fundamental Theorem (along with its underlying assumptions and ap-
parent policy implications) has been an animus stimulating the develop-

! Strictly speaking, virtually all institutions are privacy preserving in that there remains
room for individuals to best respond even if the choice set is highly restricted.
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ment of a post-Walrasian paradigm in economics. Third, the Fundamen-
tal Theorem and the Coase theorem are sometimes treated in economics
not as illuminating limit cases but rather as the standard general case
and the starting point for the analysis of actual capitalist economies.
Understanding the theorems well enough to see why this is mistaken is
important.

Finally, attempts to clarify the conditions under which Adam Smith’s
radical claims for the invisible hand might be true have occupied some
of the best minds in economics over two centuries. What they found out
is of some interest for that reason alone. Kenneth Arrow and Frank
Hahn (1971:vi-vii) put it this way:

There is by now a long and . .. imposing line of economists from Adam
Smith to the present who have sought to show that a decentralized economy
motivated by self interest and guided by price signals would be compatible
with a coherent disposition of economic resources that could be regarded in
a well-defined sense as superior to a large class of possible alternative dispo-
sitions. . . . It is important to understand how surprising this claim must be
to anyone not exposed to the tradition. . . . That [this claim] has permeated
the economic thinking of a large number of people who are in no way econo-
mists is itself sufficient grounds for investigating it seriously. It is important
to know not only whether it is true but whether it could be true. (original
emphasis)

One thing is clear: the main contributors to this literature, among
them Arrow and Coase, do not share the view, still held by some econo-
mists, that the assumptions of their theorems are approximated in real
economies. Thus, the results presented below are best seen as a model
of utopian capitalism, which like utopian socialism, illuminates ideal
aspects of a system unrealizable in practice. Even this idealized model of
capitalism is an odd utopia, however, for, as we will see, it abstracts
from problems of distributive justice.

DECENTRALIZED ALLOCATION AND THE FUNDAMENTAL THEOREM

Suppose two individuals, me (in lower-case letters) and you (upper
case) are to determine the allocation of two goods, a single unit of each is
available, you getting X and Y and me getting x and y (withx + X = 1
and y + Y = 1; i.e., we will allocate all the goods). Our utility func-
tions reflect the fact that we are self-interested:

u = u(x,y)
U= UX,Y)
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where both functions are increasing and concave in both arguments.
One way to arrange the allocation is to say that I can allocate the goods
however I want as long as you receive some given level of utility, call it
U. Supposing I know your utility function, and substituting 1 — x for
X and 1 — y for Y in your utility function, I would solve the problem:
choose x and y to maximize # = u(x,y) subject to U(1 — x,1 — y) = U.
The result of this optimization process must lead me to allocate the two
goods so that

which is to say, our two marginal rates of substitution in consumption
are equal, or equivalently that our indifference loci are tangent. Alloca-
tions satisfying this condition are points on the efficient contract locus.*

Working backward, then, we can see that the optimum problem I
solved ensured that the allocation would be a Pareto optimum. What
does this have to do with coordination failures? Everything. Coordina-
tion failures, as we have seen, occur in noncooperative interactions
when people do not take appropriate account of the effects of their
actions on the well-being of others. Taking “appropriate account” of
the effects of one’s actions on others means evaluating one’s own ac-
tions in terms of the others’ marginal rates of substitution, as the above
first-order condition indicates. Thus, if interacting individuals optimize
subject to a constraint on the level of utility of those with whom they
interact, their maximization process will take appropriate account of
the effects of their actions on others. In chapter 4, I termed this the
“binding participation constraint solution” to coordination problems
(U = U would be the participation constraint in this case).

Of course, nobody does this kind of constrained optimization explic-
itly. To see why, suppose a benevolent social planner sought to imple-
ment a Pareto-optimal allocation. He would be thwarted by the diffi-
culty of knowing the utility functions of the participants. Ideally,
however, competitive markets achieve the same result without anyone
needing to know the utility functions of anyone else.

To see how a decentralized price system can achieve this result, con-
sider the simple case above, as described in the so-called Edgeworth box

* This condition (along with the associated second order conditions for a maximum)
defines the efficient contract locus for allocations such that x € (0, 1) and y € (0, 1). A
more complete statement of the problem would take explicit account of the fact that
allocations may not be negative. For values of x and y such that either participant is
allocated all or none of either of the goods (“corner solutions”), the above tangency
condition is replaced by an appropriate inequality.
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1-X You

0 X X 1.0
Me

Figure 6.1 Competitive equilibrium (n) with initial endowments z. The efficient
contract locus (including the noninterior allocations for which the Pareto opti-
mality conditions are expressed as inequalities) is in bold.

in figure 6.1, where the unit square represents the (normalized) avail-
ability of the two goods and each point in the square represents a feasi-
ble allocation (that is, one that just exhausts the supply of both goods).
The indifference loci for me are convex to the lower left origin while the
indifference loci for you are convex to the upper right origin. Thus,
each point in the square is associated with a given level of utility for the
two participants, indicated for each by the indifference locus on which
that point occurs.

Assume we each have a positive initial endowment (x, y) and (X, Y)
of the goods. The term endowment is intended to suggest an exogenous
distribution of wealth, the determination of which is outside the model.
Suppose an initial interior endowment is represented in figure 6.1 by
point z, namely, an allocation such that u,/u, < U,/U, so the above
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condition for a Pareto-optimal allocation is violated (your relative valu-
ation of good x over good y exceeds mine). As a result, I might wish to
exchange some of my x for some of your Y, and you would conversely
wish to trade some of your Y for some of my x, so a trade may be
possible. But at what price? Any trade resulting in an allocation in the
lens formed by the two indifference loci, U, and u,, is both feasible and
represents a Pareto improvement over the initial endowments. It seems
plausible to limit trades to this lens, but to say more about the likely
price and resulting allocation we need to specify the institutions govern-
ing our interaction.

If you know my utility function and have the power to make a take-
it-or-leave-it offer (specifying the amounts of both goods to be ex-
changed) you will find the allocation that maximizes U subject to # = u,,
namely, point a on the efficient contract locus in figure 6.1, and then
offer me the trade that implements that allocation. If I know your utility
function and can set the price at which we will exchange but not the
amounts to be exchanged, I will first determine your best response to
every price ratio I might offer (called your offer curve, not shown) and
then maximize my utility subject to this constraint. In this second case,
because I am taking your best-response function as the constraint on my
optimization rather than a given level of utility (as was done in deriving
the efficient contract locus and in the take-it-or-leave-it case), the result-
ing allocation will not be on the efficient contract locus. Neither of
these two cases gives a complete account of the exchange process, for
we would first need to know which of us was first mover and the offers
to which we could credibly commit. Moreover, the examples unrealis-
tically assume that both utility functions are common knowledge.

Alternately, we might interact symmetrically (with neither having first
mover advantage) and, without knowledge of each other’s utility func-
tions, simply agree to any exchange that raised our utility. As a result
we might engage in a series of trades, always implementing Pareto im-
provements. In this case the process would continue until we reached
some point on the efficient contract locus (on the segment ab); but with-
out knowing more about the details of our exchange process, we cannot
say where. Other trading processes could be given, but enough has been
said to underline the point that other than confining the outcome to the
Pareto-improving lens of allocations, one cannot say much about the
outcomes of the exchange process unless the institutions governing it
are specified.

The Walrasian exchange process is one such institutional specifica-
tion. The Walrasian exchange process is “competitive” (sometimes “purely
competitive”) in that producers and consumers face the same prices (zhe
law of the single price) and treat them as given (parametric prices). In
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addition to being competitive in this sense, the Walrasian exchange pro-
cess precludes exchanges at any but the equilibrium prices (no disequi-
librium trading). The more common definition of competitive exchange —
large numbers of noncolluding buyers and sellers with insignificant
entry and exit costs — neither requires nor entails the law of the single
price, parametric prices, or no disequilibrium trading. To capture the
logic of the Walrasian assumptions, imagine a third party —called the
Auctioneer —whose job it is to suggest price ratios at which we might
trade and to ensure that no trading takes place until prices are found
such that markets clear. The Auctioneer simply announces various prices,
and for each price we indicate how much of one good we are willing to
exchange for the other. This hypothetical process continues until a mar-
ket-clearing price is hit upon (that is, a price is found such that that my
desired purchases of your Y are exactly offset by your desired sales of Y,
and similarly for the other good). Under reasonable assumptions, there
is at least one price ratio that will accomplish this, and when it is found,
market-clearing trades take place and the resulting allocation — called
the competitive equilibrium — will be Pareto efficient.

The reason for this last important result is that in competitive equilib-
rium, each actor optimizes with respect to a given set of relative prices.
By equating one’s own marginal rate of substitution to the price ratio,
given that the other is doing the same thing, one unwittingly equates
one’s marginal rate of substitution to the other’s marginal rate of substi-
tution. In other words,

We can introduce production of the two goods, with ¢, ¢,, C, and C,
the marginal costs of producing the two goods for the two individuals.
Because profit maximization under competitive conditions requires that
prices equal marginal costs, we now have

u, U

X

x _Px _ o _Cx

uy Uy by ¢ Cy

Thus, because both individuals are optimizing with respect to the same
price vector, they equate their own marginal rate of substitution in con-
sumption as well as their marginal rate of transformation in production
(the ratio of marginal costs) to the other individual’s marginal rates
of substitution and transformation, thereby implementing a Pareto
optimum.

This process thus achieves a truly remarkable result: without either
party knowing anything about the other’s preferences, prices implement
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a Pareto-optimal allocation. If you are unimpressed, imagine that our
example concerned a hundred individuals, not just two, and consider
the problem faced by a benevolent planner charged with efficiently al-
locating the goods among the individuals. Our benevolent planner would
have to know (which means to devise ways of finding out) the utility
functions of each of the members of the population.

The result is expressed formally in the First Fundamental Theorem of
Welfare Economics, proved independently by Arrow and Debreu (1954),
which shows that if the exchange of goods or services is subject to com-
plete contracts (called the market completeness assumption), all equi-
libria supported by competitive exchange (namely the above process)
are Pareto optimal. Thus, the set of allocations that are competitive
equilibria are also Pareto optima. In the above example, market com-
pleteness obtained because the utility of each actor depended on the
actions of the other only through the goods acquired in exchange; thus,
nonmarket (or noncontractual) interactions were absent. As can be seen
from figure 6.1, the first Fundamental Theorem says nothing about the
distribution of well-being: competitive equilibria may implement desper-
ation for some and affluence for others; all it precludes are outcomes in
which mutual gains remain unexploited.

The Second Welfare Theorem addresses matters of distribution. Sup-
pose an additional requirement (the convexity assumption) is met,
namely, that individuals’ indifference maps and firms’ production possi-
bility sets are convex, ruling out increasing returns.” Then the Second
Fundamental Theorem shows that given the convexity and market com-
pleteness assumptions, any Pareto-optimal allocation can be supported
as a competitive equilibrium for some assignment of initial endow-
ments. To see its importance, suppose that the citizens of an economy
wish to redistribute income to the less well-off and select a particular
Pareto-optimal allocation as their preferred outcome; the second theo-
rem says that this outcome can be implemented by some reassignment
of property rights (changing the assignment of initial endowments) fol-
lowed by a Walrasian exchange process. Thus, under the assumptions of
the second theorem, wealth redistribution cum exchange represents a
mechanism capable of implementing any feasible Pareto optimum.

Figure 6.2 illustrates the second theorem, representing the same infor-
mation as in figure 6.1, but with the goods-allocation space of figure 6.1
transformed into utility space (points a, b, z, z’', n, and n’ represent the
same allocations in the two figures). Suppose that the members of a
society decide that the distribution of utility at n (the competitive equi-

* Where this assumption is violated, it may be the case that no competitive equilibrium
exists.
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Figure 6.2 Competitive exchange supports an outcome on the utility possibility
frontier (efficient contract locus).

librium resulting from the initial endowment z) is unethical and that the
outcome n’ would be preferable. Then the theorem shows that a redis-
tribution of initial endowments (say from z to z') followed by Walrasian
exchange will implement the preferred allocation. The second theorem
seems to suggest a way of implementing fair outcomes by combining
governmental interventions (the redistribution of endowments) with
market exchange. But, as we will see, this is not quite true.

The result of the first theorem that (under appropriate assumptions)
competitive equilibrium is efficient has been widely discussed, and we
shall return to it. A more subtle implication is that the two theorems
taken together appear to leave little room for ethical concerns about the
operation of a competitive market system except for the distribution of
well-being; and this is determined not by markets per se but rather by
the distribution of initial endowments. In other words, at equilibrium
prices, the distribution of wealth is the same at point z (endowments)
and point n (competitive allocation); this is true because the equilibrium
price vector is an iso-wealth locus, and it passes through both points.
Kenneth Arrow (1971:6) pointed out that under the conditions specified
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by the theorems: “Any complaints about [the market system’s] opera-
tion can be reduced to complaints about the distribution of income . . .
[but] the price system itself determines the distribution of income only
in the sense of preserving the status quo.” John Roemer’s treatment of
the Marxian theory of exploitation was based on the same correspon-
dence between initial wealth and eventual access to consumption: “If
the exploitation of the worker seems unfair, it is because one thinks the
initial distribution of capital stock, which gives rise to it is unfair”
(Roemer, 1988:54).

Arrow’s and Roemer’s observations had been anticipated by the U.S.
Supreme Court in its Coppage v. State of Kansas (1915:17) decision:

[Wlherever the right of private property exists, there must and will be in-
equalities of fortune; . . . it is impossible to uphold the freedom of contract
and the right of private property without at the same time recognizing as
legitimate these inequalities of fortune that are the necessary result of the
exercise of those rights.

Some, like the philosopher David Gauthier (1986:93), have drawn more
expansive conclusions:

The operation of a market cannot in itself raise any evaluative issues. Market
outcomes are fair if, but of course only if, they result from fair initial distribu-
tions. . . . [T]he presumption of free activity ensures that no one is subject to
any form of compulsion, or to any type of limitation not already affecting her
actions as a solitary individual. . . . [Thus] morality has no application to
market interaction under the conditions of perfect competition.

GENERAL COMPETITIVE EQUILIBRIUM

At first glance, the Fundamental Theorem appears to be a striking vin-
dication of Adam Smith’s conjecture that the competitive exchange of
claims on property would lead as if by “an invisible hand to promote an
end which was not part of” the participants’ intentions. But few econo-
mists take the First Fundamental Theorem as an exoneration of any real
world market institutions. Fewer still take the second theorem as a pre-
scription for wealth redistribution to implement a distributionally fair
Pareto optimum. Amartya Sen (1985:11) wrote that the second theorem
“belongs to the revolutionists’ handbook.”

There are four reasons for the limited applicability of the Fundamen-
tal Theorem. The first three concern the shortcomings of the underlying
model rather than the theorem itself. First, the Walrasian exchange pro-
cess is not really about capitalism, or any other market system. Franklin



216 <+ Chapter 6

Fisher (1972:1) commented that it “describes nobody’s actual behavior
in most markets.” Nor does it capture even the idealized logic of a
system of decentralized allocation among agents with limited informa-
tion. The Walrasian exchange process is highly centralized, requiring the
assistance of the omniscient and omnipotent Auctioneer to preclude
out-of-equilibrium trading. Perhaps surprisingly, markets play no role in
this model, nor is the model consistent with any plausible process of
equilibration. The reason is that buyers and sellers do not set prices
(they are “price takers”). Arrow and Hahn (1971:325) drew attention
to this lacuna: “If we did not stipulate ... an auctioneer, we would
have to describe how it comes about that at any moment of time two
goods exchange on the same terms wherever such an exchange takes
place and how these terms come to change under market pressure.” The
Auctioneer thus obviates the need for a theory of market dynamics.

As an empirical matter, of course, everybody knows that the Auc-
tioneer is an invention, but economics textbooks generally presume that
little is lost in abstracting from how traders actually interact, set prices,
and the like. While not unreasonable, this view is a radical renunciation
of the of the Walrasian project, which sought to derive propositions
about aggregate economic behavior solely from individual actions in a
privacy preserving and polyarchic —that is, decentralized — institutional
setting. The staple classroom account with which instructors fill the re-
sulting gap in logic is entirely plausible: excess demand (i.e., demand
exceeding supply at a given price) leads to price increases that in turn
eliminate excess demand. But students who have learned that actors are
price takers may wonder who changes the price.

The students’ confusion points to a serious shortcoming. Suppose we
wanted to model the workings of an abstract market economy. What is
it that we need a theory of? One might start with basic facts: individuals
are heterogeneous in preferences and endowments, they trade volun-
tarily and hence will refuse exchanges that make them worse off, trade
is perpetual, and prices (and quantities) are quite persistent over long
periods. The traders know their own preferences but not those of (most)
others. Add to this a decentralization requirement: allocations must be
privacy preserving and polyarchal. Thus there must be no coordinating
mechanism (trades take place if they are mutually beneficial and not if
not, and that’s about all one can say). What does an adequate account
of this require?

The question brings us to a second problem. We need a theory of
how the process of trading transforms an arbitrary initial endowment (z
in figure 6.1) into an allocation and a vector of prices that are station-
ary (in the absence of exogenous shocks). This requires a property called
quasi-global stability, namely, that from an arbitrary initial state, the
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economy converges to some equilibrium.* But even this rather weak re-
quirement is not fulfilled. The reason is instructive. In the Walrasian
general equilibrium model, global stability (quasi or not) depends on
the shape of the excess demand functions of the goods making up the
economy. Hugo Sonnenschein (1973a and b) showed that the usual as-
sumptions about consumer preferences and behavior impose virtually
no restrictions on the excess demand functions. Because of their essen-
tially arbitrary nature, systems of excess demand functions can be con-
structed with arbitrary second partial derivatives. But these determine
the stability properties of the system. Thus, under the usual assumptions
of the behavior of consumers even quasi-global stability cannot be as-
sured.” Sonnenshein’s negative result has proven resilient: subsequent
work has shown that there do not exist even remotely plausible addi-
tional restrictions on preferences or endowments sufficient to provide
significant additional restrictions on the shape of the excess demand
functions. Thus, the Auctioneer is a necessary fiction. It is not an innoc-
uous shorthand way of expressing a coherent but more complicated
account of how out of equilibrium behavior leads prices converge to
their equilibrium values.

The virtually unrestricted dynamics of the Walrasian general equilib-
rium system challenge a common interpretation of the Second Funda-
mental Theorem, namely, that redistribution followed by market ex-
change can implement any Pareto optimum. But without an account of
how out-of-equilibrium behaviors of the market participants move the
system to a competitive equilibrium, the Walrasian model does not
show this. All that Arrow and Hahn claim for it is that “in a certain
sense any desired efficient allocation can be achieved by redistribution
of initial assets followed by the achievement of an equilibrium” (Arrow
and Hahn 1971:95). They are careful not to suggest that the equilib-
rium can be achieved without the assistance of a fictive Auctioneer or
some other social engineer. They illustrate the second theorem with an
example of “an omniscient state” that “computes a price vector . ..
satisfying the hypotheses of the theorem.”

* One might want to restrict these to a limited number of discrete equilibria. Global
stability — without the quasi — requires that the economy converge to a unique equilib-
rium. I will postpone the problem of multiple equilibria for a moment.

S Scarf (1960) had earlier provided a series of examples of plausible trading processes
that failed to exhibit global stability. Sonnenschein’s 1973 papers were extended by Man-
tel (1974), Debreu (1974), and Kirman and Koch (1986). The open endedness of the
dynamics of the Walrasian general equilibrium model are surveyed in Mas-Colell, Whin-
ston, and Green (1995) who candidly remark: “[E]conomists are good . . . at recognizing
a state of equilibrium but are poor at predicting precisely how an economy in disequilib-
rium will evolve” (p. 620).
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Third, the Walrasian general equilibrium model is incomplete. It
would be a stunning achievement if the model allowed us to say that,
given a set of preferences, endowments, and technologies, the process of
competitive exchange would result in a given allocation and price vec-
tor. We would then have a parsimonious list of the determinants of the
the state of the economy under given institutions and initial conditions.
But this is not what the Walrasian general equilibrium model does. Ex-
cept under extremely limiting assumptions, it cannot be shown that the
competitive equilibrium is unique.® Thus, even setting aside the above
dynamic problem of why prices would converge to their equilibrium
values, knowledge of initial endowments, preferences, and technologies
is insufficient to determine a unique stationary outcome. In a system
with many equilibria, the determination of outcomes requires informa-
tion from outside of the Walrasian model, namely, an explicit analysis
of out-of-equilibrium dynamics as well as knowledge of the recent his-
tory of the system.

Fourth, it is widely recognized by leading contributors to this litera-
ture that the market completeness assumption is generally false. Market
incompleteness was once considered an exceptional phenomenon, con-
cerning things like lighthouses (public goods) or one farmer’s bees pol-
linating the neighbor’s apple trees (an external economy). But market
incompleteness is no longer considered exotic or bucolic. The Prisoners’
Dilemma, Assurance, and Hawk-Dove Games introduced in chapter 1
all illustrate coordination failures that arise because not everything “ex-
changed” in social interactions is covered by complete contracts. Exam-
ples go considerably beyond the obvious examples of environmental
spillovers. As we will see, many interactions central to the functioning
of any modern economy—the employment of labor, the lending of
money and the production and distribution of information, for exam-
ple —exhibit market failures. The reason is that where —as in these ex-
amples — the market completeness assumption fails, individual optimi-
zation is not generally constrained by the other’s indifference loci or by
relative prices that are tangent to them. As a result, the critical equality
of marginal rates of substitution does not obtain. (I will return to this in
the next four chapters.)

Violations of the assumptions of the Fundamental Theorem need not
be pervasive to sharply limit their relevance to real world issues of pol-

¢ For example, uniqueness can be shown if production sets are convex and there are no
price effects on individual wealth (the goods making up individual wealth are held in the
same proportion by all; the wealthy simply have proportionally more of everything), or if
commodities are gross substitutes (requiring a price increase of one good to result in
increases in demand for all other goods). On the latter, see Katzner (2003). Economies
with many goods clearly do not conform to these assumptions even approximately.
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icy and institutional design. In a competitive economy of the type repre-
sented by the fundamental welfare theorems, let there be # marginal
conditions (marginal rates of substitution equal marginal rates of trans-
formation, as above) defining a Pareto optimum. Suppose some viola-
tion of the assumptions (for example, the existence of monopoly in one
sector leading to price’s exceeding marginal cost) prevents just one of
the marginal conditions from obtaining. What has come to be called the
general theorem of the second best, advanced by Lipsey and Lancaster
(1956-1957) shows that in this case, the second-best welfare optimum
(taking the violation as given) may require that one or more of the other
n — 1 marginal conditions also be violated. Thus, a single violation of
the relevant efficiency conditions means that fulfilling the remaining
marginal conditions may result in an allocation that is Pareto inferior to
an allocation implementable by more extensive violations of the effi-
ciency conditions. The intuition behind this result is that the alloca-
tional distortions caused by the violation of one of the efficiency condi-
tions can generally be attenuated by countering distortions induced by
other violations. An example: if a producer generates environmental ex-
ternal diseconomies (and therefore produces more than the Pareto-opti-
mum level of output), this distortion can be countered if the producer is
a monopoly (and thus chooses an output at which price exceeds margi-
nal cost, thereby restricting output). A competition policy that induced
this producer to choose the competitive output level such that p = mc
could be welfare reducing rather than welfare enhancing.

How decisive are these four limitations of the Walrasian general equi-
librium model and its most famous theorem? The nonuniqueness of
equilibria in the model has important implications for both economic
policy and analysis. For example, the policies appropriate for displacing
a unique equilibrium to improve social well-being differ markedly from
those capable of displacing an economy from one equilibrium to a supe-
rior equilibrium. A one-time intervention (even a small one) may ac-
complish the latter, while the former may require ongoing interventions.
Equally important, the ubiquitous nature of contractual incompleteness
has stimulated the development of an alternative to the Walrasian ap-
proach that gives fundamentally different empirical predictions (the lack
of market clearing, for example) and normative results (Pareto-ineffi-
cient equilibria, for example). Joseph Stiglitz (1987) has gone as far as
suggesting the “abrogation of the law of supply and demand.”

Stiglitz is right about the Walrasian model; but much of conventional
economic reasoning about markets remains valuable. The lack of an
adequate theory of market equilibration is certainly a glaring lacuna,
but it may be possible to repair this. For example, Stephen Smale (1976)
introduced an element of market realism by abandoning the Auctioneer
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and allowing transactions take place at nonequilibrium prices. In his
model, starting from an initial endowment, individuals participate in a
series of exchanges consistent only with the requirements that the trans-
action increase the satisfaction of the parties to the exchange and that
no such exchanges remain unexploited. Convergence to an equilibrium
price vector and Pareto-efficient allocation occur in this model.

Duncan Foley (1994) adapted a statistical mechanics model from
physics to refine Smale’s results, identifying some utility-enhancing se-
ries of exchanges as more likely than others. Foley’s description of his
model economy is an exemplary expression of an abstract non-Walra-
sian market system:

[A]gents enter the market knowing only the transactions they view as improv-
ing their condition given their endowments, preferences, technology, and ex-
pectations; [they] encounter other agents; and make mutually advantageous
transactions in a disorderly and random fashion. (p. 322)

The equilibrium allocation in Foley’s model is approximately Pareto op-
timal. From a methodological standpoint, the interesting twist in Foley’s
work is that the stationarity of the price vector is achieved in the pres-
ence of ongoing trade. It is stationary not because all individuals have
satisfied their first order conditions for profit- or utility-maximization,
but instead because the exchange activities of very large numbers of
traders approximately cancel out. Thus, the individuals making up the
system are in motion, but one of its aggregate properties (the price vec-
tor) is stationary. Foley writes:

Walrasian theory seeks to predict the actual market outcome for every indi-
vidual agent, while the statistical approach seeks only to characterize the
equilibrium distributions of agents over outcomes, without predicting the fate
of specific agents. (p. 343)

Foley’s concept of equilibrium, borrowed from physics, is thus at odds
with the usual economic concept that requires that aggregate station-
arity be built up from stationarity of all of the lower-level units making
up the aggregate. This may be considered an advantage of his approach,
for it allows trade to take place at stationary prices, something we com-
monly observe in real economies.

The work of Foley and Smale underlines the point that quasi-global
stability can be shown under plausible assumptions in a model of com-
petitive exchange. Sonnenschein’s result thus was more a negative find-
ing about the Walrasian approach, not about the idea of general compet-
itive equilibrium. It was taken as a bombshell only because of the
hegemonic status of the Walrasian paradigm at the time. The widespread
sense that the abstract economic theory of multimarket competitive in-
teractions of large numbers of agents had reached a dead end is thus
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quite misplaced. Indeed, Foley’s and Smale’s work shows that a model of
how large numbers of agents with limited information interact in a de-
centralized manner to produce aggregate outcomes can retain many fea-
tures of the conventional economic reasoning about markets. These in-
clude prices adjusting in plausible ways to excess demand, convergence
to an equilibrium, and (approximate) Pareto optimality of the allocation
when impediments to trade and nonmarket interactions are absent.

There are, however, two important implications of explicitly model-
ing the process of trade and allowing trades at disequilibrium prices.
First, it is not possible to associate a particular initial endowment (z in
figure 6.1) with any particular equilibrium outcome (n). Individuals
starting with endowments z may, through a series of trades, end up at
(or very near) any point along the efficient contract locus between a and
b (including these points). Smale comments: “The exact equilibrium de-
pends on factors such as which agents first encounter each other” (p.
212). Second, identical agents with identical endowments end up with
unequal bundles of final consumption. The distribution of the surplus
achieved through trading at disequilibrium prices will typically favor
one of the traders (the one selling goods at above equilibrium prices or
buying at below equilibrium prices). The result of a series of such trades
will be quite unequal (the resulting equilibrium being close to a or b)
with high probability. This occurs even if the traders have identical pref-
erences. By contrast in the Walrasian case, in equilibrium, identical
traders enjoy identical consumption bundles.

As a result, when out-of-equilibrium trading occurs, the equilibrium
price vector (tangent to the traders’ indifference loci at some point on
the contract curve) does not generally pass through the initial endow-
ment point. This feature of the out-of-equilibrium trading models may
seem unimportant, and as a matter of the descriptive adequacy it cer-
tainly is. But in models for which there does not exist a single mapping
from the endowment point to the competitive outcome, Gauthier’s
claim that “the operation of a market cannot in itself raise any evalua-
tive issues” is no longer true, nor is Arrow’s observation that markets
merely preserve the status quo. Whether the inequalities emerging in the
trading process among identical individuals are of significant magnitude
remains an open question.

THE COASE THEOREM

The canonical approach to coordination failures in welfare economics is
that the government should impose taxes or subsidies calibrated to im-
plement a social optimum. This is done by transforming each individ-
ual’s objective function, and hence their first order conditions, so that
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each — operating under the additional incentives provided by the tax or
subsidy — will act as if he is taking account of the effects of his actions
on others. Compelling arguments for “green taxes” and subsidization of
schooling are routinely made on these grounds, invoking reasoning origi-
nating with Alfred Marshall and A. C. Pigou early in the past century.

Ronald Coase (1960) challenged this view. He reconsidered Pigou’s
case of a railroad whose engines’ sparks ignite fires in the farmlands
through which they pass, causing damage. Pigou had asserted, conven-
tionally, that on efficiency grounds the railroad should be liable for the
damage, as the anticipation of the liability would induce it to take ac-
count of the effect of its actions on others. (The example may now
sound quaint: the British law covering cases such as this, and endorsing
the Pigouvian position, was established exactly a century before Coase
wrote.) Coase responded that “if the railroad could make a bargain
with everyone having property adjoining the railway line and there were
no costs involved in making such bargains, it would not matter whether
the railway was liable for damages caused by fires or not” (p. 31). This
surprising conclusion is motivated by the observation that if the costs of
the fires exceeded the cost of preventing the sparks (say, by redesigning
the engines), then those harmed could simply pay the railroad a suffi-
ciently large sum to induce them to agree to prevent the sparks.

Coase’s proviso — costless bargaining —is important, and unlike many
who have invoked Coase against governmental regulation, Coase him-
self stressed it:

[I]f market transactions were costless all that matters (questions of equity
aside) is that the rights of the various parties should be well defined and the
results of legal actions easy to forecast. But . . . the situation is quite different
when market transactions are so costly as to make it difficult to change the
arrangement of rights established by the law.” (p. 19)

Roughly: good fences make good neighbors.

What came to be called the Coase theorem thus achieves a seemingly
dramatic extension of the Fundamental Theorem of Welfare Economics:
even where markets are incomplete and hence nonmarket interactions
occur, efficient allocations will be made as long as those affected are
able to bargain efficiently over the rights governing the actions giving
rise to the nonmarket interactions. Because there is some controversy
about what the theorem means, it may be useful to consult its author. In
his Nobel lecture, Coase (1992) wrote:

What I showed . .. was that in a regime of zero transactions costs, an as-
sumption of standard economic theory, negotiations between the parties
would lead to those arrangements being made which would maximize wealth,
and this irrespective of the initial assignment of rights. (p. 717)
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Here is how it works (when it works). A and B are two neighbors; B
is a night-owl who plays the Grateful Dead late into the night, while A
worships the rising sun and hence wants to go to sleep early.” A curfew
is proposed specifying the time of night, x, after which no music is to be
played. If A could determine the curfew she would set x = a, while B
would select x = b, with b > a. The Coase theorem says that it doesn’t
matter for efficiency which of the two determines the curfew or even if
some third party determines it as long as the two can efficiently bargain
to rearrange the relevant property rights, meaning in this case the cur-
few itself. Bargaining is efficient if the outcome is on the bargaining
frontier (and hence is Pareto efficient.) Suppose the bargaining takes the
form of a payment from B to A of an amount y in return for A agreeing
to a later curfew than whatever is initially announced (y < 0 is a pay-
ment from A to B for an earlier curfew).

Let the utility functions of A and B, respectively, be,

u=y— ala— x)?

v ="y~ Blb - xp (-

where o and B are positive constants indicating the importance of the
curfew time relative to income in the well-being of each. For simplicity,
let « + B = 1. It is important for what follows that the two utility
functions are comparable and exhibit a constant marginal utility of
income.

Suppose you are the mayor of the town and, knowing the above func-
tions, you wish to set x to maximize total social utility, W = u + v.
Differentiating W with respect to x and setting the result equal to zero
we have

x* = aa + Bb (6.2)

This social optimum is just a weighted sum of the two preferred curfew
times. I’ll call this the socially efficient outcome and relate it later to the
class of Pareto-efficient outcomes. If &« = 8, the socially optimal curfew
is midway between the two preferred times. This is as one would expect
because each experiences rising marginal disutility as the curfew time
diverges from their preferred times, and the sum of the disutility is mini-
mized by equating the marginal disutilities. This entails choosing the
midpoint if the two have identical utility functions. Figure 6.3 illustrates
this: the area under the two functions is total social disutility, which is
minimized by setting x = x*, e.g. if x = x* > x*, the marginal benefit
to A of an earlier curfew (y") exceeds its marginal cost to B (y~).
Would private bargaining achieve the same result? Consider what
would appear to be the worst case, no curfew at all, which means that

7 This example is inspired by Farrell (1987).
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Figure 6.3 The social optimum curfew. The horizontal axis is the time of the
curfew, ranging from early (a) to late (b). The area under the two marginal
disutility loci is the sum of disutilities; it is minimized by a curfew set at x* the
social optimum.

in the absence of any bargaining between the two, B will impose Jerry
Garcia on A until b o’clock every night. To see if a bargain might be
struck, consider the interaction between the two as illustrated in figure
6.4. The time of the curfew is on the horizontal axis and the payment
from B to A is measured vertically. The loci # and v are combinations of
curfew times and payments that, for each, are as good as their preferred
curfew time with no payments; preferred and inferior combinations are
indicated by the other indifference loci.

The above social optimum occurs midway between a and b at a point
on the horizontal axis at which the two indifference loci are tangent,
that is, where

2alx — a) = 2B(b — x) (6.3)

Because th